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Foreword

Since the time I was a freshman in college, in 1935, I depended greatly on a fantastic

source of chemical information, Riegel’s Handbook of Industrial Chemistry. Later this

invaluable source became Kent and Riegel’s Handbook of Industrial Chemistry and Biotech-

nology. I am so privileged to have this opportunity to write a Foreword for the 12th edition

of this work.

I have used it regularly throughout all of my professional life as a Professor of Chemical

Engineering for 54 years and author of 94 technical books. This book is not meant to be an

encyclopedia, and it is not. Rather, the Handbook of Industrial Chemistry and Biotechnology

is a rich source of industry-wide information and insights. Designed and edited by Dr. Jim

Kent, the 12th edition of this widely respected and frequently consulted reference work

provides a wealth of information and guidance on industrial chemistry and biotechnology.

Industries covered span the spectrum from salt and soda ash to advanced dyes chemistry, the

nuclear industry, the wonders of biotechnology, and, most recently, electrochemical energy

storage devices.

Dr. Emil Riegel started the handbook in the 1930s, and Dr Kent assumed responsibility

beginning with the sixth edition in 1965. Over a period of roughly 50 years and seven editions,

under his expert and enthusiastic guidance, it has grown from a handful of chapters, covering

mostly the heavy chemicals which characterized that era of the chemical industry, to reflect the

ever-changing nature of the industrial scene as well as the needs of scientists and engineers

who work in the chemical industry. The present edition draws upon the expertise of 70

contributors, virtually all of whom are embedded in the industries they cover, and who

wholeheartedly and even passionately share their intimate knowledge and insights.

Several editions ago, reflecting his early industry experience with Dow and Monsanto, Jim

decided to introduce new chapters he chooses to call chemical industry infrastructure. Thus,

the Handbook contains chapters on Chemical Process Safety, Emergency Preparedness, and the

statistical concepts which underlie process design and control, and quality control. Also,

reflecting the increasingly important area of energy, the Handbook includes several nicely

integrated chapters on energy producing materials with the broad view of their usefulness in

serving as raw material for a variety of industrial processes. Chapters on Fertilizers and

Agricultural Chemicals provide crucial information needed to feed the growing population of

the world. Adding a chapter on Sustainability in recent editions was timely and inspired.

Some years ago, I understand, a reviewer observed that he had referred to the handbook

for information on a particular topic, and left it some hours later, having been captured

by several of the interesting and informative chapters on topics in which he had no profes-

sional interest. The editor has retained that flavor through succeeding editions, and the

contributing authors have uniformly presented their information in well-organized and very

interesting chapters.

I have on a great number of occasions over the years consulted successive editions of

the Handbook on a variety of topics and never left without having found exactly what I was

looking for. The Handbook deserves a place in the library of every chemistry and chemical
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engineering department, as well as on the desk or in the library of everyone who has

a responsibility in promoting, managing, regulating, or writing about any portion of the

chemical industry. I have always considered it the most helpful book in my personal library.

John J. McKetta, Jr. Ph.D.

The J.C.Walter Chair Emeritus

Department of Chemical Engineering

The University of Texas, Austin, Texas, USA
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Preface

The central aim of this book is to present an up-to-date account of the science, engineering,

and industrial practices which underlie major areas of the chemical process industry. It

contains 38 chapters covering various areas of that industry. It should be noted that the

products and processes associated with a particular area are discussed within the context of

the corresponding chapter, rather than in the isolated manner characteristic of an encyclopedia.

This edition of the Handbook of Industrial Chemistry and Biotechnology, the twelfth,

includes the topics included in the eleventh (2007), all of which have been carefully reviewed,

updated, and revised as necessary. Indeed, some of the chapters have been completely

rewritten by new authors. This edition also includes two entirely new chapters, Industrial

Applications of Nanostructured Materials and Electrochemical Energy Storage. The Hand-

book follows the essential arrangement of earlier versions, i.e., several chapters devoted to

general or “infrastructure” topics, with most of the book being given over to the various areas

of the chemical process industry. This includes a wealth of very useful infrastructure material

and greatly enhanced process industry content. In keeping with past practice, the chapters are

written by individuals with demonstrated expertise and real world experience in their respec-

tive fields. All told, the work may in many respects be regarded as a sourcebook for practice in

the chemical process industries.

The infrastructure or contextual material mentioned above is contained in three chapters

which lie in the area often referred to as “green chemistry.” The first of these, titled Green

Engineering: Integration of Green Chemistry, Pollution Prevention and Risk Based

Considerations, provides an excellent guide for applying the methods of green chemistry

and engineering to process and product development activities, whether for new products and

processes, or for upgrading older ones. Written by a team of experts in the field, the chapter

can be of considerable help to all practicing chemists and chemical engineers, as well as to

students studying in either discipline. Another new chapter, Industrial Catalysis; A Practical
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Guide, is a valuable adjunct to the “Green” chapter, since catalysis is an important aid in the

practice of green chemistry. The third chapter in what might be termed the “green” group is

entitled Environmental Chemical Determinations.

There is an important distinction to be made here. Green chemistry, or sustainable
chemistry, is defined by that chapter’s authors as “the use of chemistry to reduce pollution

at the source, through the design of chemical products and processes that reduce or eliminate

the use or generation of unwanted or hazardous substances.” Green engineering is defined as

“the design, commercialization, and use of processes and products that are feasible and

economical, yet at the same time minimize (1) generation of pollution at the source, and (2)

risk to human health and the environment.” Risk assessment methods used in pollution

prevention can help quantify the degree of impact of individual chemicals, and thus are a

valuable tool for intelligent design of products and processes.

Biotechnology first appeared in the Handbook several editions back as a chapter titled

Industrial Fermentation. In later editions that chapter has evolved into four, reflecting the

rapidly increasing importance of biotechnology. To paraphrase the authors of one chapter,

integrating gene discovery, functional genomics, molecular evolution and design, metabolic

pathway engineering, and production processes including formulation of delivery systems, the

chapter will help readers learn how to design and produce biotechnology products. Persons

interested in the biotechnology area will be pleased by the breadth of coverage found in this

handbook. Finally, the chapter entitled Biomass Conversion, introduced in the previous

edition, addresses an area of great interest in connection with world energy needs. Written

by a team whose primary work lies in that area, it provides comprehensive coverage of the

subject, from biomass structure and composition to thermochemical and biological routes for

conversion to energy and a host of chemicals and products including liquid transportation

fuels. This chapter defines the opportunity for using sustainable sources of biomass as

feedstock for new refineries that will produce fermentable sugars and chemical intermediates,

from which several forms of fuels can be made.

As mentioned earlier, the core of the Handbook comprises 30 chapters which are devoted to

various areas of the chemical process industry. This information, together with the supporting

infrastructure material described above, viz., process safety, emergency preparedness, statis-

tical methods, green engineering and chemistry, provides in toto many sophisticated and

useful tools to aid in the design of new products and processes and for the evaluation of

older ones. The handbook should also prove useful to individuals who possess a background in

chemistry or chemical engineering and work in related areas such as regulatory agencies and

environmental organizations. Among other benefits, it will help ensure that the work of such

individuals reflects knowledge of relevant contemporary science and engineering and industry

practices. Reflecting realities in the world energy situation, the Handbook, as in past editions,

includes a chapter devoted to the nuclear industry.

Individuals who have responsibilities in the chemical process industries are usually

engaged, consciously or otherwise, in continually reviewing their operations to ensure that

they are safe, efficient, and in compliance with current environmental regulations. They are

also, or should be, anticipating future needs. It is hoped that the information contained herein

will provide the wherewithal by which chemists, chemical engineers, and others who have an

interest in the process industries, for whatever reason, can ensure that they have touched every

base, dotted every i, and crossed every t in their quest to make the processes and products for

which they are responsible as environmentally sound, safe, and efficient as possible.

Because of the scope of the book and the large number of products and processes it covers,

some redundancy is inevitable. For example, more than one chapter includes discussions of

gasification and hydrogen production. However, there are significant differences in emphasis

in the various discussions. Thus, rather than distract readers by referring them to information

in locations outside that of their primary interest, such topics have been left intact in the

context in which they are discussed.
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As in all the earlier versions of this work for which I have been privileged to serve as

designer and editor, I am happy to acknowledge again the unselfish and enthusiastic manner in

which the contributing authors have shared their knowledge and insights so that many others

may learn and still others may benefit. The picture of a bit of knowledge, like a pebble tossed

into a quiet pond, its ripples spreading ever more widely, is, I think, apt. And if knowledge is

power, the authors who have contributed their expertise to this work are pleased to have had

this opportunity to empower others. All have been unstinting in their efforts to make their

contributions as complete and informative as possible, within the boundaries of the space

available, and I am indeed humbled and honored to have had a part in bringing it about.

Needless to say, errors of omission and shortcomings in organization are mine.

Finally, grateful acknowledgement is made to the publishing houses and technical/scien-

tific organizations for permission to reproduce copyrighted illustrations, tables, and other

materials, and to the many industrial concerns which contributed drawings, photographs, and

text material. I wish also to express my thanks to the Springer editor, Dr. Kenneth Howell, for

his many helpful suggestions and support along the way. And finally, I wish to recognize with

thanks the hard work and patience of my well-organized and capable daughter-in-law, Pamela

Kent, for her unstinting efforts in helping to prepare the final manuscript.

Jupiter, FL, USA James A. Kent
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Recent History of the Chemical Industry 1973
to the Millennium: The New Facts of World
Chemicals Since 1973

1

Fred Aftalion

Overcapacities and the Search for Remedies

The first oil shock that occurred at the end of 1973 with the

Yom Kippur war served to pinpoint the crisis which world

chemicals were already undergoing.

The chemical industry’s soaring development after the

war was due to the extraordinary burst of innovations occur-

ring between 1935 and 1955 and coinciding with sectors

served by chemicals. Production units multiplied in Europe

as well as in the United States and Japan.

Two other factors contributed to this rapid growth. The

use of oil as a substitute for coal provided the chemical

industry with abundant, cheap raw material that was easy

to transport. With interest rates lagging behind the rate of

monetary erosion over a number of years, industry leaders

were tempted to carry out investments that they would not

have made had currencies remained stable and interest rates

higher. The fear of these leaders that competition would get

the better of them if they slowed down their investments, the

race for market shares advocated by a number of consultant

firms like the Boston Consulting Group, the belief—quite

widespread among world chemicals leaders—that they had

to keep building new units to keep up with forecast needs, all

had a share in building up production overcapacities which

were already becoming apparent before 1973 in certain

sectors of heavy chemicals (petrochemicals, synthetic fibers,

thermoplastics, and fertilizers).

The establishment of an OPEC cartel that led to a rise in

the price of a barrel of crude oil from $3 to $12, then the

1979 Iranian Revolution which made it soar to $40, and

finally the publication of the gloomy forecasts of the Club

of Rome experts which mistakenly saw oil shortages ahead

when, in fact, these had been artificially engineered by the

Cartel members—all these facts upset chemical leaders in

industrialized countries. And yet some of them still

continued to invest in new plants during the stock-building

lulls that occurred in 1974 and 1979 through consumers’

speculating on new price rises.

This only made the necessary adjustments much harder

when they had to be carried out at the beginning of the 1980s.

Companies were to suffer greatly from an error of judgment,

building new plants at great expense at the same time that

economic growth rates tumbled from over 10% to a mere

2–3%. Caught between the increasing cost of their hydrocar-

bon rawmaterials and the ever-lower prices they had to use to

sell their products in markets where offer exceeded demand,

leading chemical companies in industrialized countries

were forced to go through agonizing reappraisals.

This led them to act in a number of different directions.

First and foremost, they had to lower their operating costs by

cutting down on excess personnel and taking the measures

needed to increase the productivity of each company. At the

same time, they had to reduce, in a concerted way if possible,

the overcapacities affecting the hardest-hit sectors. Finally,

it seemed advisable to redirect production into areas that

were less sensitive to economic change. This meant increas-

ing the share of specialties in relation to commodities in

overall turnover.

A new generation of leaders was called upon to carry

out the socially painful and politically delicate job of ration-

alizing and restructuring the chemical industry through

layoffs and plant closures. These same leaders were also

given the more exalting, but just as difficult, task of defining

the redeployment strategy that needed to be followed and of

determining on a case-by-case basis the sectors that should

be abandoned and those that, on the contrary, had to be

invested in force.

By 1973, it was obvious that the chemical industry had

reached a degree of maturity to the extent that all the

companies involved in that area in industrialized countries

were long established and that no discovery likely to affectF. Aftalion (*)

J.A. Kent (ed.), Handbook of Industrial Chemistry and Biotechnology,
DOI 10.1007/978-1-4614-4259-2_1, # Springer Science+Business Media New York 2012
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its development had been made over the last two decades.

While new areas of research like composite materials and

biotechnologies had emerged, no immediate fallout was

expected for a number of years. Thus failing any rapid internal

growth brought about by major scientific breakthrough, the

strategy of leaders anxious to refocus or diversify their port-

folio of activities very often consisted of a kind of monopoly

game, as a range of production was shifted from one enter-

prise to another without anything new being created.

The Restructuring of Sectors in Distress

Priority action was required in petrochemicals, in the large

thermoplastics, in fertilizers, and in synthetic fibers where

the most serious investment mistakes had been made.

The hardest cases were those of petrochemicals and

thermoplastics. For one thing, a steam cracker cannot tech-

nically operate under 60% of its capacity. For another, the

products that emerge are linked to one another in almost

invariable proportions. Finally, a polymerization unit can-

not have its pace slowed down without this affecting the

upstream monomer unit to the same extent.

In addition to such rigidities, there was the need to reduce

not only the quantities produced but also the number of pro-

duction units. The problem then arose of sharing the sacrifices

among the different producers within an economic area.

The problem was most easily solved in Japan because of

the discipline which MITI managed to establish within the

country’s petrochemical industry. Making the most of a new

law that allowed competing producers to act in concert, a

cartel was set up with the object of cutting down ethylene

production. Four groups of petrochemical producers were

formed within which the necessary arbitrations took place.

This led Sumitomo to close its Niihama units, Mitsubishi a

number of its Mizushima plants, and Showa Denko two of its

Ohita installations.

At the same time, producers reached agreements on cut-

ting down competing PVC and polyolefin sales networks,

while MITI authorized the import of naphtha through an

organization consisting of Japan’s petrochemical producers.

Its price served as a marker for naphtha produced in Japan.

In Europe, of course, it was difficult to show such disregard

for market laws. The views of the European Economic Com-

munity Commission in Brussels had to be taken into account,

and they upheld the principle of free competition as set down

in article 85 of the RomeTreaty.Moreover, inWestern Europe

there were a number of petrochemical industries that operated

according to the rules of private capitalism while there were

others, as in France, Italy, Austria, Norway, and Finland, that

were state controlled and more concerned about retaining

market share than ensuring profitability.

Despite such obstacles, unilateral decisions were taken

and bilateral arrangements carried out among firms, leading

to some measure of production rationalization. Between

1980 and 1984, 25 ethylene and 8 polyethylene units were

scrapped in Western Europe while ethylene oxide capacities

were reduced by 10%.

The 1983 agreement between ENI and Montedison put

some order in Italy’s chemical industry, as ENI took over the

PVC and polyethylene operations of Montedison. Previously

in France, Rhône-Poulenc had sold its petrochemicals divi-

sion and its thermoplastics to the Elf Aquitaine group. At the

same time, steam crackers were being shut down in Feyzin

and Lavera, and a vinyl chloride unit in Jarrie. The associa-

tion between BP Chimie and Atochem in polypropylene and

the exchange of Atochem’s Chocques unit for ICI’s

Rozenburg polyethylene unit were other instances of

rationalization.

The Brussels Commission also gave its approval to three

large-scale operations: the ICI and BP Chemicals exchange

of polyethylene/PVC, the vertical integration of vinyl chlo-

ride involving AKZO and Shell Chemicals, and the recent

Enichem and ICI association, which produced European

Vinyls Corporation and was intended to lead to major capac-

ity cuts in PVC.

In West Germany, rationalization measures were less

spectacular because the heads of Germany’s leading chemi-

cal companies had not waited for the crisis to delineate their

respective fields of operation and to establish close links

with international oil companies, either through long-term

supply contracts or through parity associations.

A number of American companies became involved in

restructuring. Union Carbide sold its Antwerp site to BP

Chemicals; Monsanto, its Seal Sands acrylonitrile unit to

BASF; Esso, its Stenungsund steam cracker to Statoil;

while Hercules joined up with Montedison to set up the

Himont company, which accounted for 20% of the world

polypropylene market.

In the United States the petrochemical industry set its

house in order along purely capitalistic lines. Each company

involved acted alone for fear of infringing antitrust legisla-

tion and the main concern was to restore profitability. Unlike

Du Pont, which acquired Conoco, other chemical companies

tried to get rid of their petrochemicals. Hercules sold its

DMT units to Petrofina, and subsequently its 40% stake in

Himont to Montedison, while Monsanto was shedding its

Texas City petrochemical site.

Major divestments took place, particularly in the major

thermoplastics, which were taken over by individual

entrepreneurs who bought up the units the chemical giants

wished to get rid of. As Hoechst, Union Carbide, Du Pont,

Monsanto, ICI, and USS Chemicals withdrew from a num-

ber of the major oil-based intermediates as well as from

2 F. Aftalion



polystyrene, polyethylene, and PVC, a number of large,

hitherto unknown companies emerged: Huntsman Chemical,

El Paso Products, Aristech, Vista Chemical, Sterling

Chemicals, and Cain Chemical.

At the same time, oil companies were integrating down-

stream petrochemicals and polymers. Such was the case of

Occidental Petroleum, which through its chemical subsidiary

Hooker (later Oxychem) bought up Tenneco and Diamond

Shamrock’s PVC in 1986, becoming the largest American

producer in this area. Likewise, BP Chemicals fully acquired

its subsidiary Sohio. The long-standing petrochemical

divisions of the large oil groups returned to profits in 1986

after some painful tidying up but no agonizing reappraisal,

helped along by falling oil prices and dollar rates.

Most of them had cut down on operating costs and

diversified to the point at which they were able to face up

to the economic ups and downs without too much apprehen-

sion. Productivity improvements and a better utilization of

existing capacities because of higher demand put Exxon,

Mobil, and Texaco on the way to prosperity in

petrochemicals in 1986.

Standard Oil of California added the petrochemicals of

Gulf Oil, purchased in 1984, to its subsidiary Chevron

Chemical. Other United States petrochemical producers

took advantage of special circumstances. Amoco was

served by a strong terephthalic (TPA) base and its good

performance in polypropylene; Arco, by its Lyondell

subsidiary in Channelview, Texas, and by its development

of the Oxirane process through which propylene oxide

could be produced by direct oxidation with styrene as a

coproduct. The process also led to MTBE (methyl tertiary-

butyl ether), the antiknock agent used as a substitute for

tetraethyl lead.

Even Phillips Petroleum, badly affected by Boone

Pickens’ takeover attempt, managed to make substantial

profits from its petrochemicals because of drastic

restructuring. New prospects were also opening up for the

United States chemicals industry as needs grew for butene

and hexene comonomers used to produce linear low-density

polyethylene (LLDPE), also as consumption of higher

olefins to prepare detergent alcohols increased and as

demand for MTBE used as a gasoline additive soared.

The problem of overcapacities in chemical fibers in each

economic region was both easier to overcome because of the

small number of producers and more complicated because of

outside factors. In Europe, producers suffered heavy losses

from 1973 onward. For one thing, the Europeans were not

particularly suited to manufacture chemical fibers at satis-

factory cost, a fact that was proved by growing imports from

Southeast Asia. For another, the capacity increases decided

upon did not tally with any comparable increase in demand

in the foreseeable future.

In view of such imbalance, one might have thought that

a number of producers would withdraw from the market.

But this did not happen because some of them had to heed

government instructions to maintain employment. Also

textiles accounted for only a share of the business of the

companies involved and could be kept up through the profits

generated in other areas. From 1978 to 1985 two agreements

were implemented with the blessing of the European Eco-

nomic Community Commission. The first aimed for a linear

reduction of existing capacities; the second and more impor-

tant one allowed each producer to specialize in those areas

where it held the best cards, giving up what amounted to

marginal productions.

Thus Courtaulds withdrew from polyester and from

Nylon to concentrate on its acrylics and cellulose fibers;

ICI focused on Nylon and Bayer on acrylics; Rhône-Poulenc

withdrew from acrylics but revamped its Nylon and polyes-

ter units well integrated in upstream intermediates;

Montedison decided in favor of polyester and acrylics;

AKZO focused on polyesters and on aramide fibers while

keeping up its profitable rayon sector. Such efforts, which

aimed to reduce European chemical fiber capacities by

900,000 tons and to increase productivity through speciali-

zation, undoubtedly corrected the situation.

Nonetheless, European producers are still faced with two

kinds of competition: first imports of synthetic fibers from

Turkey, Taiwan, South Korea, and Mexico, against which it

is hopeless to expect that the multi-fibers agreements—

which contravene GATT rules—will constitute a permanent

obstacle; and second, imports of natural fibers such as cot-

ton, for which prices have fallen spectacularly in recent

times.

The Japanese solution to chemical fiber overcapacities

naturally involved MITI which pushed through a 17% cut

in existing polyester, Nylon filament, and acrylic fiber

capacities between 1978 and 1982. These were linear cuts,

however, and did not restrict the range of synthetic fibers

developed by each producer, contrary to the specializations

that marked the second stage of Europe’s approach.

The United States was faced with an additional problem

because its market remained wide open to textile imports

from developing countries. These imports constituted an

indirect threat to American producers of chemical fibers.

Their first reaction was to reduce their bases in Europe. Du

Pont closed its acrylic units in Holland in 1978 and in

Northern Ireland in 1980; the following year it ceased pro-

duction of polyester thread in its Uentrop unit in Germany.

Monsanto did likewise in 1979, shutting down its Nylon

units in Luxembourg and Scotland and selling its acrylic

fiber installations in Germany and Ireland to Montedison.

In the United States itself, capacity cuts were not so

substantial and the 1983 upturn boosted utilization of
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remaining units to 80% of their capacities. Major American

producers such as Du Pont, Celanese, and Monsanto

returned to satisfactory profit margins. Other companies

for which fibers were not an essential sector withdrew

from this area. Chevron Chemical, for instance, shut down

its Puerto Rico Nylon and polypropylene fiber units between

1980 and 1982 as well as the polypropylene fiber unit in

Maryland.

The fertilizer market was in no better shape than the

petrochemicals and chemical fibers markets, for world

producers had largely allowed supply to exceed demand.

The situation in this area was further complicated by the

unequal distribution worldwide of the raw materials required

to produce fertilizers and the special attention which

governments bestowed on agriculture. Such attention had

led to a surfeit of production units and their increasing

control by governments, either directly through taking a

stake in the companies concerned, or indirectly through

establishing ceiling prices for home sales or export

subsidies. The emergence of new producers in Eastern

countries and in developing areas increased the share of

state-controlled companies in world production from 30 to

64% for ammonia, from 40 to 65% for potash, and from 10

to 46% for phosphoric acid between 1967 and 1986.

In Western Europe, nitrate fertilizer producers had

deemed it expedient to set up a cartel arrangement for

exporters called Nitrex. But the collapse of demand in

countries outside its area had prevented it from functioning

properly, sparking a fight for market shares even within the

community.

As a country like Morocco switched from its long-

established role as phosphate exporter to downstream

ammonium phosphate and superphosphate integration, tra-

ditional fertilizer producers were forced to reappraise their

strategy and take severe rationalization measures.

Japan which had none of the required raw materials and,

accordingly, had high production costs, began, as early as

the 1970s, gradually to cut down capacities along the lines

jointly agreed upon by the authorities and the five main

Japanese producers of nitrate and phosphate fertilizers.

In Europe, the pressure of events disrupted the whole

market as the number of producers was drastically reduced.

Because of market proximity, production both from Eastern

Europe of nitrates and from Africa of superphosphates were

becoming dangerously competitive. Supply conditions for

natural gas varied according to each country’s policies.

France, for instance, agreed to pay extra for Algeria’s gas,

while Holland’s Groningen gas, which Dutch ammonia

producers were getting at a very favorable price, was linked

to the price of petroleum products. On the other hand, a

number of Scandinavian state-controlled companies like

Norsk Hydro and Kemira were pushing ahead with ambitious

fertilizer programs, taking advantage of their interests in

North Sea oil or of the conditions under which they were

being supplied with oil and gas from the Soviet Union.

Between mergers and acquisitions, the structure of the

fertilizer industry in Western Europe was spectacularly

pared down. A few giants emerged to dominate the market.

In France, there was CdF Chimie, later to be known as

ORKEM, which had just taken a 70% stake in Air Liquide’s

subsidiary La Grande Paroisse, and Cofaz, which was taken

over by Norsk Hydro; in Western Germany, there was BASF

and Ruhr Stickstoff; in Britain, ICI and Norsk Hydro, which

bought up Fisons; in Italy, ANIC and Montedison’s subsidi-

ary Fertimont; in Holland, DSM’s UKF and Norsk Hydro

NSM; in Finland, Kemira, which took over both Britain’s

Lindsay and its Kesteven facilities.

But the scene has not yet become sufficiently clear, since

the competing companies do not all enjoy, within the com-

munity, the same raw materials supply conditions, and

Europe is still open to imports from other countries that do

not apply the rules of market economy.

In the United States, the situation was in many ways

different. With its large sulfur, natural gas, phosphate, and

even potash resources, America’s fertilizer industry rested

on a sound base. It was an exporter of minerals and

fertilizers, and did not have to worry to the same extent

as Europe’s industry about competing imports from

Socialist countries. But reserves of sulfur extracted by

the Frasch process have been depleted in Louisiana and

Texas, and President Ronald Reagan’s “payment in kind”

(PIK) farm-acreage cuts reduced the fertilizer requirement

of American farmers. These farmers are also much in debt

and are having trouble selling their products on saturated

markets.

Consequently, very little money has been sunk into

extracting phosphate rock in Florida or in increasing nitro-

gen fertilizer capacities, for a new ammonia and urea unit

can cost as much as $250–500 million to build in the US,

depending on the state of the existing infrastructure.

With such dim market prospects, it is understandable

that W.R. Grace has decided to shut down its Trinidad

ammonia unit, or that a company as large as International

Mineral Chemicals has tried to diversify through purchase

of Mallinckrodt and has put half its fertilizer assets up

for sale.

The Nationalization of France’s Chemical
Industry

When a left-wing government came to power in 1981,

France’s chemical industry was in dire straits judging from

the losses of the major groups: CdF Chimie was losing 1,200
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million francs; Péchiney Ugine Kuhlmann 800 million

francs; Rhône-Poulenc 330 million francs; Chloé Chimie

370 million francs; Atochimie 130 million francs; and

EMC 100 million francs. Admittedly world chemicals were

in poor shape. But while French leaders were posting losses

amounting to 7–10% of their turnover, Hoechst and BASF

were still making consolidated profits that year of 426 mil-

lion DM and 1,290 million DM, respectively, even though

they had noticeably slumped.

There were many reasons, some of them old, for the

difficulties of France’s chemical industry as illustrated by

losses of 7 billion francs in 7 years—4 billion francs in 1981

alone. Caught between increasingly heavy charges and price

controls on the homemarket, France’s chemical entrepreneurs

never managed after the war to achieve sufficiently profitable

margins. They ran up high debts to make up for their lack of

funds, building up ever heavier financial costs.

A further disadvantage of France’s chemical industry was

its scattered production sites, originally due to the need

during the two World Wars to keep plants far from the

battlefields. For both social and political reasons, it was

inconceivable in France to have a site like BASF’s

Ludwigshafen where 52,000 people are concentrated on six

square kilometers with three thermal power plants and

countless production sites. The first concentrations which

President Georges Pompidou sought to carry out had not

changed things much, neither had they cut down increased

operating costs. Indeed, the leaders of merged companies

had not cared at the time to close sites down and reduce

personnel, two moves that might have improved the perfor-

mance of the new groups.

Although the state spent considerable sums for chemical

research, particularly through CNRS and the universities,

the fallout for industry was scarce because of the persistent

lack of communication between industry and those doing

research.

The research and development sectors of the companies

themselves made few breakthroughs, so that the chemical

industry had to rely for a large part on foreign technologies, a

fact that left little room for maneuver.

In addition to the difficulties inherent in their environ-

ment, France’s companies also suffered the effects of bad

management decisions in specific areas. Rhône-Poulenc had

been badly prepared for the chemical fibers slump and had

sunk too much money in heavy chemicals. These did not fit

in with the group’s original calling, as its leaders

demonstrated when they withdrew, at the height of the crisis,

from petrochemicals and the base thermoplastics,

concentrating on specialties. The purchase of GESA from

PUK in 1978, of Sopag the following year from the

Gardinier brothers, and the sale of Lautier were hardly

fortunate decisions for a group that could draw no advantage

from getting further into fertilizers and that could have

diversified to good purpose on perfumes through Lautier.

PCUK had never managed to strengthen Francolor’s inter-

national base to good purpose and had finally sold it to ICI.

Also, it wasted a lot of money in belatedly trying to develop a

PVC chain. In 1981, PCUK was negotiating with Occidental

Petroleum the sale of its chemical division, which had long

since ceased to be of interest to the group’s leaders.

At no time since it was set up was CdF Chimie master of

its destiny, subject as it was to political pressures rather than

economic rationality. Constantly in the red despite a number

of worthwhile activities, it received the final blow when the

untoward decision was taken in 1978 to build, on borrowed

money, a one-billion-franc petrochemical site in Dunkirk in

the framework of Société Copenor set up in joint venture

with the Emirate of Qatar.

Elf Aquitaine had established under Sanofi a small con-

glomerate with profit-making subsidiaries involved in

pharmaceuticals and perfumes. But Atochem, set up on a

joint basis by Total and Elf, was a loss-making concern, as

was Chloé Chimie, a cast-off of Rhône-Poulenc, which

retained only 19.50% of its capital, while Elf and Total

each acquired a 40.25% stake in the new chemical entity.

EMC was more a mining than a chemical company. It

focused on potash, having restricted its diversification to the

purchase of the animal food company Sanders and to a

subsidiary in Tessenderlo, Belgium.

It was in this environment that the nationalization

measures decided upon by the new Socialist government

took place. The state took control of 40% in value of pro-

duction of commodity chemicals and 70% of petrochemicals

in France, an event that had no precedent in the free world’s

industrial countries.

Société L’Air Liquide, which figured as one of the

companies to be nationalized on the initial Socialist list,

escaped this fate, no doubt because the disadvantages of

taking over this star multinational had been pointed out to

the President of the Republic by one of his brothers, who was

adviser to the group. On the other hand, Roussel-Uclaf,

which had never needed state funds, found the government

partly in control of its capital in addition to the main share-

holder Hoechst.

Short of the extreme solutions advocated by some

socialists in favor of a single French chemical entity, the

nationalized part was cut up along the lines announced

by the Ministry of Industry on November 8, 1982. The

restructuring signaled the death of PCUK as an industrial

enterprise. Its various sectors were shared out among

the other state-controlled groups. Most favored was

Rhône-Poulenc, which received the agrochemicals and

pharmaceuticals sectors with Sedagri and Pharmuka as

well as the Wattrelos and La Madeleine sites in the north
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of France, together with a plant in Rieme, Belgium. At the

same time, its fluorine division was boosted. The lion’s

share went to Elf Aquitaine with what amounted to two-

thirds of PCUK’s turnover, including, in particular, the

halogen and peroxide products.

Complex negotiations with Total (Compagnie Française

des Pétroles) ended with the group’s withdrawing from

Atochimie and Chloé Chimie, after which Elf Aquitaine set

up its Atochem subsidiary to encompass all its chemical

activities. After a long and brilliant independent career,

Rousselot was split between Atochem and Sanofi.

Already sorely tried, CdF Chimie came out the worst

from the restructuring. It inherited the Oxo alcohols and

organic acids of the Harnes unit and had to call upon Esso

Chimie to ensure their survival; it also got an ABS unit that

was too small, which it exchanged with Borg Warner for a

30% share in their European subsidiary company—the

Villers Saint-Paul site, which could become profitable only

with the help of the industries to be set up there; the polyester

resins division of the Chauny unit, and the downstream

activities of the Stratinor subsidiary, both open to stiff com-

petition. Among the lot there were some profitable sectors,

however, such as Norsolor’s acrylics, well integrated on the

Carling site, and Société Lorilleux, a small ink multinational

of PCUK’s. But CdF Chimie was left to manage the difficult

fertilizer sector swollen by Rhône-Poulenc’s and EMC’s

divestments (GESA and APC), as well as a petrochemical

branch set off balance by the unfinished Dunkirk site. As for

EMC, all it got from PCUK was the historic site of Loos,

which nevertheless served to boost its chlorine and

potash divisions.

This enormous restructuring job, no doubt, did produce

chemical groups with sounder bases and a more promising

future. But the financial cost to the country was consider-

able, for not only were the shareholders refunded with public

money to compensate for nationalization, but the companies

that were now state controlled had to be bailed out: their

losses in 1982 were even higher than those registered the

previous year. Just as high was the social cost. Manpower

cuts which the former company leaders had been loath to

carry out had become not only absolutely necessary but also

easier to implement by a leftwing administration.

Restructuring in Italy and Spain

As was to be expected, the path to overcapacities aided by

state subsidies had brought Italy’s chemical industry to

the edge of the precipice. In 1981, SIR and Liquichima, on

the brink of bankruptcy, had been taken over by ENI, the

state-controlled oil group whose own chemical subsidiary

ANIC was also losing considerable sums of money.

Montedison had been able to show balanced books only once

in 10 years, in 1979. Its debts had soared to $2 billion in 1984.

The rather belated restructuring measures consisted, in

their first stage, in the sale of the state’s 17% share in

Montedison to private interests. Then Italy’s petrochemicals

and plastics companies were shared out between Montedison

and ENI’s chemical subsidiary Enichem.

These two groups then set out to concentrate their efforts

on polyesters and acrylics in the fibers area. At the same

time, Montedison gave up control of SNIA Viscosa,

specializing in polyamides, to Bombrini-Parodi-Delfino

(BPD). The restructuring, carried out together with man-

power cuts and unit shutdowns, made it possible for

Montedison in 1985 and Enichem in 1986 to post operating

profits after long years in the red. Enichem received a

further boost from association with ICI in PVC and with

BP and Hoechst in polyethylene, for it had emerged from

the restructuring in a less favorable position than

Montedison because it was still saddled with commodity

chemicals.

Montedison, now 45% owned by the Ferruzzi sugar

group, reinforced its strategic sectors by purchasing Allied-

Signal’s fluorine polymers through its stake in Ausimont, by

fully acquiring the Farmitalia and Carlo Erba pharmaceuti-

cal subsidiaries, and by buying from Hercules its 50% share

in Himont, the joint subsidiary set up in 1983 in

polypropylene.

The two Italian giants were still very much in debt, a fact

that could lead to further divestments. But their leaders could

nevertheless contemplate the future with some equanimity.

Their heavy chemical sectors were finally merged under

Enimont in 1988.

The Spanish chemical industry was also faced with

considerable difficulties. Short of innovations, it had devel-

oped through foreign technologies and had lived a sheltered

life behind customs barriers and import licenses not condu-

cive to cost cuts. Neither Spain’s petrochemicals industry,

which was in the hands of the Enpetrol state group and the

private company CEPSA, nor the main national companies

Explosivos de Rio Tinto (ERT) and Cros, were in a position

to face without transition the pressure of competition felt

when Spain joined the Common Market. This was particu-

larly true of ERT, which had missed bankruptcy by a hair,

and Cros, which had remained in the red for a long time.

Neither would be able to avoid severe restructuring.

Their total merger project failed through lack of finan-

cial means, and it was Kuwait in the end which, through

the Kuwait Investment Office, took a 47% share in ERT

and 24% in Cros in 1987 and promised to provide the

necessary cash for the two groups to form a joint fertilizer

subsidiary.
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Arab Countries Gain a Foothold

As soon as OPEC was set up, Middle Eastern countries had

sought to find ways to invest their oil revenues in down-

stream industries. Kuwait’s approach was, preferably, to

acquire shares in existing companies. It thus bought up

Gulf Oil’s interests in Europe, took a share in Germany’s

Hoechst, and injected considerable capital into ERT and

Cros in Spain.

Qatar had chosen to associate with CdF Chimie to set up

a petrochemical base in the Emirate and to build the Dunkirk

site through Copenor.

Saudi Arabia’s policy has been to develop a national pet-

rochemical industry that would sell its products worldwide.

More than Qatar and Kuwait, it had abundant supplies of

ethane and methane extracted from gases that were being

flared. The ethane separation capacities of its refineries alone

accounted for a potential of 3.5 million tons a year of ethylene.

Sabic, the body in charge of the project, had cleverly

involved itself with major international groups such as

Mobil, Exxon, Shell, and Mitsubishi. Production would

then be easier to place in Europe, North America, and

Southeast Asia without wounding national feelings. The

first giant methanol unit came on stream in 1983, while the

other Saudi productions located in Al Jubail and Yanbu have

gradually begun supplying low- and high-density polyethyl-

ene, ethylene glycol, ethanol, dichloroethane, vinyl chloride

(monomer and PVC), and styrene as the relevant units came

on stream.

Since 1970, Saudi Arabian Fertilizer has been producing

urea and melamine in Dammam, in association with Sabic;

the two companies have scheduled construction of a 1,500-

tons-a-day ammonia unit in Al Jubail.

Because of the obviously low cost of the principal local

methane and ethane raw materials, and because the fixed costs

of the installations are high with regard to variable costs,

European petrochemical producers were afraid that Saudi

Arabia with its low home consumption would flood outside

markets with its ethylene derivatives and methanol at cut

prices. So far, however, Saudi exports have not shaken up the

market because they have been carefully channeled through

the distribution networks of Sabic’s international partners.

Taking a different course than Algeria with its liquefied

natural gas, the Gulf States have thus upgraded their

natural resources and already account for 10, 5, and 4% of

world production of methanol, ethylene, and polyethylene,

respectively.

The American Chemical Industry Caught
off Balance

The difficulties resulting from world overcapacities were

enhanced in the United States by the behavior of financial

circles and the reaction to this behavior of the US chemical

industry leaders. America’s chemical giants had reached

their advanced stage of development because of the long

patience of their shareholders and the acumen of their

leaders based on 30 years of product and process innovation.

Just like their German and Swiss counterparts, the US chem-

ical industry leaders had upheld the notion of long-term

interest over the more immediate concern of the various

types of shareholders.

The shock waves sent out by the two oil crises, which had

not spared the United States, the growing influence of finan-

cial analysts on the behavior of shares quoted on the Stock

Exchange, and the arrival at the head of the large industrial

groups of graduates from glamorous business schools

trained more in finance than in technology gave the scene a

new twist. Shareholders were more interested in the instant

profits they could draw from breaking up a group than with

the added value that could be patiently built up through its

development.

Drawn along by their own convictions or under pressure

from bankers and “raiders,” US chemical leaders were

constantly redeploying their activities. The leveraged buy-

out (LBO) system had already been applied by the leaders

of FMC’s American Viscose division when they sought

to buy, with the help of the banking world in the early

1970s, the Avtex rayon and polyester producer, which

thereby became a successful company. Despite the risk to

buyers in borrowing from financial organizations as much

as 90% of the amounts needed for the purchase, the system

was eagerly seized upon by individuals wishing to set

up their own business and taking advantage of the disen-

chanted mood of potential sellers. This is how Huntsman

became the world’s leading producer of styrene and

polystyrene after buying up the relevant sectors from

companies like Shell and Hoechst, which wanted to pull

out of them.

Likewise, it is because Du Pont, having spent $7.4 billion

to acquire Conoco, sought to reduce its debts by selling part

of Conoco’s chemicals and also because Monsanto, ICI, and

PPG were withdrawing from petrochemicals, that firms like

Sterling Chemicals, Vista Chemical, and Cain Chemical

have emerged since 1984. Cain Chemicals was itself to be

taken over by Oxychem (Occidental Petroleum) in 1988.

Various acquisitions made at the right moment turned

Vista within 3 years into one of the leading PVC and deter-

gent alcohol producers in the United States. Through

purchases made in its behalf by Sterling Chemicals, Cain

Chemicals became a major petrochemical company with

assets worth $1 billion in 1987, including ethylene, ethylene

oxide, glycol, and polyethylene units, all strategically

located in the Gulf of Mexico area. A further newcomer on

the American scene was Aristech, which emerged through

the takeover by its management of the heavy chemicals

division of USX (US Steel).

1 Recent History of the Chemical Industry 1973 to the Millennium: The New Facts of World Chemicals Since 1973 7



All these companies were acquired under very favorable

conditions, as more often than not they were sold by the

large groups at 25% of their replacement value. Contrary to

assumed notions, individual entrepreneurs were thus able

to acquire installations which until then only the most

powerful groups could afford to run. These groups gave

up whole sections of their traditional chemicals to redeploy

in specialties for which they had no particular disposition

and, at times, in areas even further removed from

their original areas of competence. Thus Diamond Sham-

rock gave up its chemicals to Occidental Petroleum at

the worst possible time, to devote itself exclusively to

the energy sector, which in fact failed to live up to

expectations.

One of the most powerful of America’s chemical

companies, Allied Chemical, became a high-technology con-

glomerate under the leadership of Edward L. Hennessy, Jr.,

who was formerly with United Technology. After acquiring

Bendix and Signal, it took on the name of Allied-Signal and

is now focusing on electronics and space, having entrusted a

large part of its chemicals to the portfolio subsidiary Henley,

which will sell them to the highest bidder. As for Monsanto,

it shed a number of fibers, plastics, and petrochemical units

both in Europe and in the United States and decided to hinge

its further development on biotechnologies, a new area for

the group. It bought up in particular the aspartame producer

Searle for $2.6 billion.

At the same time as these changes were being wrought by

the protagonist themselves, other major changes were taking

place under outside pressure. Wily businessmen acting as

“raiders,” with the help of financial concerns that issued

high-risk and high-interest “junk bonds” to finance a large

share of the targeted acquisitions, set their sights on large

companies quoted on the Stock Exchange: they acted in the

belief that the company’s parts would be worth more sold

separately than as a whole.

The raiders’ takeover bids had instant attraction for

shareholders, and their criticism of the way the firms they

were after were being managed was often not without truth.

But it stood to reason that once the raiders had bought the

company, they would break it up to reduce financial charges

and to refund the money borrowed for the raid. The more

interesting assets were often the first to be sold off, for they

found ready buyers. To counter the raiders, the managers of

the targeted firms were likely to raise the ante. But this only

aggravated the financial problem, and the group’s disman-

tling was unavoidable.

The instant advantage which both shareholders and

raiders drew from these operations was obvious. But their

consequence was, sooner or later, to destabilize the

enterprises concerned, when these did not disappear alto-

gether. The most spectacular case was Union Carbide,

coveted in 1985 by the real estate developer S. Hayman,

who had already taken over GAF Corporation.

To fight off the raid, Union Carbide had to borrow $3

billion. To reduce such an unbearable debt, the group’s

management was forced to sell its best sectors (batteries,

consumer products, engineering plastics, agrochemicals)

and even its headquarters in Danbury, Connecticut. This

was how one of the best chemical concerns in the United

States, with sales amounting to $10 billion, was left with

only three areas of business after divesting to the tune of $5.3

billion. Even these areas—industrial gases, petrochemicals

and plastics, and graphite electrodes—were faced with stiff

competition. And with debts that still remain three times as

high as the industry’s average, Union Carbide is in no

position to invest in the short term in anything likely to

push it back to its former major rank in chemicals.

Other US companies involved in chemicals were also the

victims of raiders in 1985. To fight off C. Icahn, UniRoyal

was taken over by its management and was forced to sell off

its chemicals to Avery, which in turn placed them on the

block, before accepting a LBO by the management. Phillips

Petroleum had to buy back its shares from C. Icahn and

B. Pickens and was forced to sell $2 billion worth of assets

to refund part of its debt. And what about Gulf Oil, which

sold itself to Standard Oil of California to escape the clutches

of Boone Pickens, or Stauffer Chemical, which changed

hands three times within a single year from Chesebrough-

Pond to Unilever and finally to ICI, when it was broken up

among ICI, AKZO, and Rhône-Poulenc?

Attracted to the US market, European investors had also

joined the raiders’ ranks. This is how the Britain-based

Hanson Trust managed to acquire SCM. This was a company

that had just completed its restructuring; but after Sylvachem

was sold off by the new owners, it retained only chemical

production of titanium dioxide.

Anglo-French tycoon J. Goldsmith, unable to take control

of Goodyear, nevertheless made substantial profits from his

raid on the company. Goodyear was left with the sole alter-

native of withdrawing from all the sectors except chemicals

in which it had diversified outside of tires.

In a number of cases, transactions led to an agreement

between the heads of companies that had stock options and

were eager to make a profit, and the potential buyers. This

was how Celanese, an able and well-diversified company

that had the means to retain its independence and competi-

tiveness with regard to any major company, was acquired by

Hoechst following a transaction that was satisfactory both to

the German buyer and to the shareholders of the American

group, at least for the time being.

The fear that their company might be the target of an

“unfriendly” takeover bid induced the boards of directors of

some of the well-managed chemical companies to guard

against such attacks either through deceptively appealing

offers—“poison pills”—or through purchase of their own

shares. This was certainly not the best for industrial firms to

make use of their funds.
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Coping with Safety and Environmental
Problems

Handling chemicals has never been without danger, if only

because of the unstable and harmful nature of a number of

substances when they are placed in certain conditions of

temperature, pressure, or concentration.

Chemists have always been haunted by the risks of explo-

sion. The explosion which occurred on September 3, 1864,

in the Heleneborg laboratory near Stockholm, where Alfred

Nobel was handling nitroglycerin, caused the death of five

persons, including Emile Nobel, his younger brother. The

ammonia synthesis unit set up by BASF within the Oppau

plant was totally destroyed in 1921 by an explosion causing

the death of over 600 people. In 1946, the French cargo ship

Le Grand Camp, carrying 2,500 tons of ammonia nitrate,

exploded in Texas City, killing 512 people. Other disasters,

such as that of Flixborough in England, which took place

through rupture of a Nypro caprolactam pipe within the

plant in 1974, or again the one caused in a holiday camp in

Los Alfaques in Spain when a tank wagon carrying propyl-

ene exploded in 1978, are reminders of the explosive nature

of certain chemical products and of the need to handle them

strictly according to the prescribed security rules.

A number of chemicals, fortunately a limited number,

become dangerous either when they are used wrongly, or

when they are accidentally set free. Thalidomide, put on

the market in 1957 by the German company Chemie

Gruenenthal, was indeed a powerful sedative. But it took 3

years to perceive that when prescribed to pregnant women, it

dramatically crippled the newborn children. The synthetic

intermediate for insecticides, methyl isocyanate, which

Union Carbide has used for years without incident in its

West Virginia Institute plant, caused over 2,000 deaths

when it escaped in 1984 from a storage tank in Union

Carbide’s Bhopal plant in India.

Other products act insidiously, so that it is harder to

establish their effects on human and animal health and

more generally on the environment. Indeed, progress in

understanding the safe dosage of minute quantities of

impurities has enabled governments to fix with greater care

the maximum allowed content of vinyl chloride monomer,

formaldehyde, and benzene beyond which these products

could become dangerous for workers to handle.

Lessons have been drawn from accidents caused by faulty

handling of certain substances. Through the work carried on

by Alfred Nobel, we know how to stabilize nitroglycerin in

the form of dynamite, and since 1946 methods have been

devised to avoid the spontaneous explosion of ammonium

nitrate. Ammonia units with capacities of 1,500 tons a day

have been operating for decades without incident.

Because of the painful thalidomide episode, long and

costly tests are now carried out to study the possible

secondary effects of pharmaceutically active substances.

A great number of drugs that today save many lives would

not have been available had they needed to go through the

long periods of tests that are now required by legislation.

Likewise, in industrial countries, increasingly stringent

regulations limit noxious vapor discharge from chemical

plants, which are required to treat their effluents effectively.

The transport of dangerous substances is also closely moni-

tored by the authorities. Such precautions stem not only from

the publicity which the media now gives to any catastrophe

worldwide, but also from the public’s instinctive distrust of

chemistry, which it still regards as a mysterious science.

But just as an air crash does not mean the end of com-

mercial aviation, neither does the damage caused by

improper use of certain substances mean the end of the

chemical industry. The image of chemicals is tarnished,

however. Citizens who deliberately risk their own death,

when they are not actually killing others, because of speed-

ing on the roads or because they are addicted to alcohol,

tobacco, or drugs, are less and less inclined, for all that, to

accept accidental security breaches when these are not

caused by themselves.

Politicians in our parliamentary democracies who wish to

please public opinion feel the urge to take into account

demands that are more emotional than scientific, and advo-

cate restrictions even when these go against the best interests

of the citizens. The Three Mile Island nuclear power plant

accident in the United States which resulted in no fatalities,

the more recent Chernobyl explosion which, as of 1988 had

directly caused two deaths, have, with no good reason,

prevented any resumption of the US nuclear program and

have aroused fears in European countries in people least

likely to give way to mass hysteria.

The Seveso leak, which occurred in Italy on July 10,

1976, in the trichlorophenol unit belonging to Hoffmann-

La Roche’s subsidiary Givaudan, did have an impact on the

immediate environment and a number of people were tem-

porarily affected by the dioxin vapors. But the accident

caused no lasting harm. It was the publicity which the

media gave to it that forced Hoffmann-La Roche to close

down the unit, turning Seveso into a dead city.

The litigation over residues left in the ground by Occi-

dental Petroleum’s affiliate Hooker, in Love Canal, in the

state of New York, led to the evacuation of all the area’s

residents, beginning in 1978. But no clear explanation has

yet been given of the ailments some of the inhabitants have

been complaining about.

The lack of universally accepted scientific explanations

for certain phenomena has often meant that the precautionary

measures taken by one country do not necessarily apply in

another. Where sweeteners are concerned, for instance, some

governments have banned saccharin and other governments

allow its use. The same is true of cyclamates and aspartame.
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DDT was banned as an insecticide as early as 1974 by

most industrial nations. But it is still widely used in many

developing countries. The risks of eutrophication are per-

ceived differently by governments, so that legislation apply-

ing to products for the production of detergents, like

alkylbenzene sulfonate, tripolyphosphate, or nitriloacetic
acid (NTA), differs from country to country.

The agreement which a number of nations reached in

1987 to ban the use of chlorofluorocarbons in aerosols is

so far the only instance of harmonized legislation, even

though no one has so far managed to prove scientifically

that the chlorofluorocarbons (CFCs) really destroy the

atmosphere’s ozone layer.

Thus while it is understandable that authorities must be

careful to soothe the fears of a public that is insufficiently

informed of the dangers that threaten it, it must also be aware

of the economic and social costs of refusing to accept the

risks inherent in any human activity, and also conscious of

the uncertainties surrounding the rules and regulations taken

to satisfy its demands.

Some companies are turning the necessity of cleaning up

the environment into new opportunities to improve their

profitability. Thus Du Pont has found a useful application

as a building material for the calcium sulfate that was piling

up as a by-product in one of its Texas plants.

Scientific and Technological Breakthroughs

Short of fundamental discoveries over the past 15 years, the

chemical industry has gone forward by systematically devel-

oping its store of knowledge in processes and products.

Process Improvement
Higher crude oil prices had revived studies in the use of coal

as a chemical feedstock. But while the Fischer–Tropsch

synthesis was still used in South Africa by Sasol, the only

other industrial gasification unit was the one Eastman Kodak

brought on stream in Kingsport, Tennessee, in 1983, to

produce coal-based acetic anhydride. The coal came from

the Appalachian Mountains and was cheap enough relative

to oil prices at the time to warrant such an installation, and

the plant is now to be expanded.

Together with these studies on synthetic gas, some prog-

ress has been achieved in the use of a group of

aluminosilicates, the zeolites, as selective catalysts to boost

certain reactions. Half the world production of p-xylene and

a quarter of the production of ethylbenzene, an intermediate

required to prepare styrene, are carried out using the zeolite-

based ZSM-5 catalysts developed by Mobil Oil, which

played a pioneer role in this area.

Applications of the olefin metathesis reversible chemical

reaction, discovered by Phillips Petroleum in the 1960s,

were also developed in the subsequent years. By this

reaction, Arco produces propylene from ethylene and

butene-2; Hercules prepares its plastic, Metton, from

dicyclopentadiene; and Shell synthesizes its C12-C14

SHOP (Shell Higher Olefin Process) alcohols used for

detergents.

The application of electrochemistry in organic synthesis

had already served to bring on stream in the United States in

1965 Monsanto’s first industrial adiponitrile process from

acrylonitrile. This was followed in 1977 by a similar instal-

lation in Seal Sands, England, which was later bought up by

BASF.

The former Reppe chemistry, still practiced in Germany by

BASF and in the United States by GAF, also led to new

developments as demand for certain intermediates such as the

1,4-butane-diol increased. This diol, now also obtained from

maleic anhydride, is used to produce PBT polyesters through

reaction with TPA acid and leads to other major derivates

(tetrahydrofuran, butyrolactone, N-vinylpyrrolidone).

New synthetic processes for the preparation of established

products were also industrially developed: in Japan the man-

ufacture of methyl methacrylate from C4 olefins, by

Sumitomo and Nippon Shokubai; in France, the simulta-

neous production of hydroquinone and pyrocatechin through

hydrogen peroxide oxidation of phenol by Rhône-Poulenc;

in the United States the production of propylene oxide

through direct oxidation of propylene operating jointly

with styrene production, developed by Ralph Landau and

used in the Oxirane subsidiary with Arco, which the latter

fully took over in 1980; in Germany and Switzerland, the

synthesis of vitamin A from terpenes, used by BASF and

Hoffmann-La Roche.

Processes apparently well established were still further

improved, such as the electrolysis of sodium chloride, dating

back to the last century: diaphragm and then membrane cells

were substituted for mercury cells, which were a possible

source of pollution.

Important progress was also made in chemical engineer-

ing, such as use of rotary compressors in ammonia synthesis

or ICI’s fermentation reactors in Billingham to produce

the Pruteen protein from methanol reactors, having no

mobile parts.

Product Development
Although research was not as fruitful after 1960, new

materials put on the market in the 1970s were the outcome

of research in high polymers essentially conducted within

industry.

It was through such research that ICI’s PEEK (polyether

ether ketone), one of the first high-performance aromatic

polymers, was put on sale, as well as Du Pont’s aramide

fibers Nomex and Kevlar, more resistant than steel in like

volume.
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To the range of engineering plastics were added

polyethylene and polybutylene terephthalates (PET and PBT),

as well as General Electric’s poly ethers, the PPO

(polyphenylene oxide) produced through polymerization of

2,6-xylenol and the Noryl plastic produced by blending PPO

with polystyrene. Other special polymers, derived like the

polycarbonates from bisphenol A, were added to this range:

polyarylates, polysulfones, polyetherimides.

A major step forward was taken in the area of base

thermoplastics with the application of Union Carbide’s

Unipol process. Variations of this were subsequently offered

by other LDPE producers such as Dow and CdF Chimie

(now ORKEM).

Under a process that consisted in copolymerizing in the

existing high-pressure installation ethylene with 5–10% of

an a-olejin (butene-1, hexene-1), a stronger linear LLDPE

was produced with a higher melting point than LDPE. Thin-

ner films could thus be produced that were just as strong but

required less material.

The new polymers opened up an unexpected market for

producers of C4, C6, and C8 a-olefins like Shell, Ethyl, and

Chevron. Their higher linear a-olefins were also used either

for polyalphaolefins (PAO) intended for synthetic lubricants

or to prepare detergent alcohols.

While no great new plastic has emerged over the last 15

years, researchers in major chemical companies did their

utmost to improve both the features and the performance

of known polymers.

As we have just seen, they improved LLDPE by adding

comonomers in the carbon chain. But also through additives

they managed to render polymers more resistant to fire, to

oxidation, and to alteration through ultraviolet rays.

This slowly gave rise to a new industry that consisted in

supplying polymer producers and plastic processors, not

only pigments and charges, but also antioxidants, light

stabilizers, and fireproofing agents. Added in small doses

to the polymer, they added to its value by extending its life

span. Such an activity, in which the Swiss firm Ciba-Geigy

plays a noteworthy role, was boosted by the spectacular

development of polypropylene, a particularly sensitive poly-

mer that has to be stabilized with appropriate additives.

Another way of improving the performance of polymers

consisted in blending them either with other polymers or

with inert materials such as glass fibers, carbon fibers, or

various mineral fillers. Thus were produced a series of alloys
and composite materials. Glass fiber-reinforced polyester

has long been in common use. But the possibility of

introducing carbon fiber obtained through pyrolysis of poly-

acrylonitrile (PAN) fibers already developed in aeronautics,

opened up fresh prospects, particularly in the area of sports

articles. The need, in turn, to link organic polymers and

mineral fillers led to coupling agents such as the silanes

which Union Carbide and Dynamit Nobel have put on the

market.

This is how, little by little, spurred on by the demands of

the processing industries which are also under pressure from

major clients like the automobile industry, a number of

companies have brought a large number of improvements

to plastics. While not very spectacular, these improvements

have appreciably added value to existing materials.

More generally, the requirements of many downstream

industrial sectors have hastened the development of

derivatives that otherwise might have remained laboratory

curiosities. Discoveries of new molecules have been partic-

ularly inspired by the needs of plant protection. This was

because agriculture, before it became a crisis sector, offered

worldwide markets for crop protection agents, and also

because product approval was easier to obtain, and therefore

less costly, than in the case of pharmaceuticals. The success

of glyphosate, which Monsanto put on the market in 1971

under the trade name Round Up, has made it the world’s

leading selective herbicide, for it can be used throughout the

year and becomes harmless when absorbed into the ground.

A new range of synthetic pyrethroids, developed in the

United Kingdom by Elliott of the National Research and

Development Corporation (NRDC), a government agency,

was marketed from 1972 onward under the trademarks of

Permethrin, Cypermethrin, and Decis. These wide-spectrum

insecticides owe their success to the fact that they are excep-

tionally active in small doses and are not toxic to humans.

With increasingly strict legislation and stiff competition

among pesticide producers at a time of slumping agricultural

markets, the golden days could well be over for crop protec-

tion products, so that the years ahead are likely to be more

favorable for restructuring than for new discoveries.

Over the last 15 years, the pharmaceutical sector also

made great demands on the ingenuity of chemists. But from

the time of the thalidomide drama, the testing times required

by health authorities have increased, to the point that since

1980 10–12 years are needed instead of the three to four

previously required to bring a drug on the market from the

time of its discovery. Research and development costs,

accordingly, have grown fourfold over the last 10 years,

dangerously reducing the number of new specialties

provided for patients each year. Because of such delays, a

patent protecting a new substance may be left with but a few

years of validity when final approval is granted to the labo-

ratory that made the discovery.

Such difficulties have apparently not affected the zeal of

researchers. Nor have they diminished the sums devoted

each year to research and development, which on the con-

trary have been constantly on the increase. This is because

any major discovery may have worldwide portent. And in

most developed countries there is a system of refunding to

patients the cost of ethical drugs, so that a new active

principle may provide the laboratory that has exclusive

rights over it with a considerable source of profits even if

such refunds are coupled with tight price controls.
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And while it is also true that 30 pharmaceutical

companies alone account for 60% of worldwide ethical

drug sales, the sums of money invested in research do not

always get their full return. Thus it is that a small company

like Janssen’s laboratory, Janssen Pharmaceuticals, in

Belgium, which was acquired in 1979 by Johnson and

Johnson and which has among its discoveries diphen-

oxylate (1963) and loperamide (1975), has proved more

innovative over the last 15 years than the Rhône-Poulenc

group, which has produced no major new molecule during

the same time, although it devotes far more money to its

research.

Indeed, success depends at least as much on chance, the

ability of researchers, and the strategy of management in that

area as on the sums expended. Valium and Librium, which

have been providing Hoffmann-La Roche with its largest

profits since the end of the 1960s, were the outcome of Leo

Sternbach’s acumen. Instead of merely modifying the mep-

robamate molecule as management had requested, he began

studying the sedative properties of benzodiazepines used as

dyestuff intermediates and on which he had worked for 20

years previously at Cracow University.

One of the most prolific inventors of the 1960s was most

certainly Sir James Black, a Nobel laureate in 1988. While

working for ICI, he discovered the first b-blocking agent

Propranolol in the early 1960s. He also discovered Cimeti-

dine, sold under the trade name of Tagamet as an antiulcer

agent by SmithKline & French from 1974 onward, and

which has become the world’s largest selling specialty.

After working successively for ICI, SmithKline & French,

and for Wellcome in Britain, Sir James now has his

own business, and he is convinced that small competent

teams are, by nature, more innovative than the large armies

of researchers which many of the big companies have

set up.

Likewise, the successful ventures of Merck Sharp &

Dohme cannot be dissociated from the work of its president,

Roy Vagelos. This biochemist, a latecomer to research,

supervised the whole process of work to bring Mevacor,

the new cholesterol miracle drug, onto the market. It

has just been approved by the US Food and Drug Adminis-

tration. Mevacor was but the crowning touch to Merck’s

scientific tradition with its long series of discoveries:

a-methyldopa against hypertension, indomethacin and suli-

ndac to fight arthritis, and cefoxitine, an antibiotic.

At a time when pharmaceutical research is becoming

increasingly costly and the likelihood of a great discovery

remains hazardous, success will come to laboratories which

not only sink large sums of money into research but also rely

on teams where competence does not necessarily rhyme with

size, and whose management has reached a sufficient level

of scientific maturity.

The Craze for Biotechnology

The catalytic action of living organisms, or rather of the

proteins they contain, had received the beginnings of an

explanation with the experiments of Payen and Persoz on

malt amylase separation in 1833 and with JJ Berzelius’s

catalyst theory in 1835. In 1897 Eduard Büchner demon-

strated that a yeast extract could turn sucrose into ethyl

alcohol. Fermentation took place without the presence of

living organisms through enzymes. In this case zymase

was the catalyst.

Ethyl alcohol, already known to alchemists, was used by

industry towards the middle of the last century when contin-

uous distillation in columns was devised by Ireland’s Aeneas

Coffey in 1830 and when it became exempt from excise

duties on alcohol if methanol was added to it.

After alcohol, lactic acid was the second product

obtained industrially from sugar fermentation, starting in

1880. The levo-isomer is still made this way to the tune of

20,000 tons a year.

In 1890, the Japanese chemist Jokichi Takamine had

introduced a fermentation process in the United States by

which an enzyme blend was produced. This takadiastase

catalyzed starch and protein hydrolysis. Some years later in

1913, Boidin and Effront discovered the Bacillus subtilis that
produced an a-amylase stable under heat. This enzyme was

used to desize cloth and later in the sugar fermentation process.

During World War I, Chaim Weizmann had succeeded in

producing for the British Admiralty acetone and butanol on a

large scale through anaerobic fermentation of starch. The

Germans were then producing as much as 1,000 tons a

month of glycerin from sugar. These war productions proved

no longer competitive in peacetime. But citric acid, which

Pfizer began producing in 1923 from sucrose, is still bio-

chemically made today from Aspergillus niger,which Currie
advocated in 1917.

The discovery of penicillin and its industrial development

during World War II have led the pharmaceuticals industry

increasingly to resort to biosynthesis for the preparation of

its active principles. Through rigorous selection of the

microorganisms extracted from the soil or from various

molds, the cost of an antibiotic like penicillin has been

brought down to $30 per kilogram, compared with $25,000

per gram initially—an impossible target if the exclusively

synthetic process had been used. Moreover, it became possi-

ble to extend the range of antibiotics that could be used. The

antianemia vitamin B12 and most of the amino acids were

prepared in the same way through culture of microorganisms

in selected environments containing precursors.

In the case of steroids, biosynthesis permitted reactions

that could not be achieved through direct synthesis. In 1952,

this was how Upjohn researchers in the United States
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managed to introduce on carbon atom 11 of the steroid

nucleus, a hydroxyl group –OH, using the Rhizopus arrhizus

fungus, making the switch from the pregnancy hormone

progesterone to cortisone and its derivatives.

Microorganisms are also capable of separating optical

isomers. In the case of sodium glutamate, where it is neces-

sary to start from levo-glutamic acid to obtain the desired

flavor, and where synthesis produces only a racemic blend, it

was a particular yeast calledMicrococcus glutamicus that led
to the required isomer through carbohydrate fermentation.

Considering that sodium glutamate, like other amino

acids, is contained in soy sauce, which is a traditional Japa-

nese food, it is not surprising that Japan should have become

interested very early in this type of fermentation. Firms like

Ajinomoto and Kyowa Hakko dominate the world market

for amino acids and particularly for glutamic acid and L-

lysine. It is also through enzymes that the resolution of DL-

methionine into its optical isomers is achieved since its

laboratory synthesis yields the racemic form.

Heat-stable amylases are frequently used in both the

United States and Japan to produce syrups with a high
fructose content from corn starch.

Single-cell proteins such as ICI’s Pruteen were produced

through culturing microorganisms on a bed of organic

material.

Interest in biosynthesis grew still further with the discov-

ery in 1953 of the structure of DNA, then in the 1960s of the

genetic code of proteins. It then became possible to clone

microbe or plant cells, through genetic engineering, by

recombination of fragments of genetic material from differ-

ent species. Thus, towards the end of the 1970s, the biotech-

nology firm Genentech succeeded in isolating the human

insulin gene and to insert it into the DNA of the Escherichia
coli bacteria: through reproduction, these bacteria produced

the first human insulin, which Eli Lilly and Company has

been marketing since 1982.

The human growth hormone (HGH), which can only be

extracted in minute quantities from the pituitary glands, can

now be isolated in larger quantities through genetic

engineering.

Monoclonal antibodies (mabs), which replicate the

antibodies in the organism with the added advantage of

being “immortal,” were discovered in 1975 by scientists

working at the Cambridge Medical Research Council in

the United Kingdom. They serve more particularly as reac-

tive agents for medical diagnostic purposes.

Through plant genetics, it has also been possible to render

plants resistant to chemical agents (Calgene, Monsanto) as

well as to improve crop yields (Pfizer) with new seeds.

With the prospects which biogenetics was opening up

for medicine and agriculture, a number of private

laboratories sprang up in the United States between 1971

and 1978—Genentech, Cetus, Genetic Institute, Biogen,

Amgen, and Agrigenetics to mention but the principal

ones. These laboratories managed to finance their work

with the help of venture capital, research contracts with

the major chemical firms like Du Pont, Monsanto, Eastman

Kodak, W.R. Grace, or shares purchased on the stock

exchange.

Vast sums of money have been spent over the last 10

years but with small tangible results, prompting the defini-

tion of biogenetics as a business likely to bring in a small

fortune as long as a large one is invested! Thus far the only

commercial fallout of biogenetic research involved human

insulin (Eli Lilly), the human growth hormone (Genentech,

KabiVitrum), the hepatitis B vaccine (Merck, Smith, Klein-

RIT), interferon (Boehringer, Ingelheim), the amylase

enzyme (Novo), a number of veterinary vaccines (AKZO

Pharma), and monoclonal antibodies for diagnostic reactive

agents. Hopes raised by interferon and interleukin-2 as can-

cer cures have not materialized, but the tissue plasmogen

activator (TPA) as a blood clot dissolver in heart attacks was

approved by the US Food and Drug Administration

(USFDA).

Plant genetic research is encountering opposition from

the US Department of Agriculture and the Environmental

Protection Agency. Pressured by environmentalists, the US

administration is loath to approve developments which could

affect the environment in unknown ways. In addition to

these administrative obstacles, there is uncertainty over pat-

ent rights, for there are no legal precedents. Finally, the

biocompanies recently set up will need to associate with

large pharmaceutical groups to develop and market the

products born of their research.

Generally speaking, although biotechnology has acquired

credibility in many areas, its development is being slowed by

scientific, economic, and administrative obstacles. First and

foremost, proteins are complex substances that cannot be

handled as easily as the simple molecules involved in tradi-

tional organic syntheses.

It is true that Japan’s Ajinomoto and Kyowa Hakko, in

particular, have become masters of the art of producing

amino acids. Likewise, enzymes have remained the specialty

of Novo (now Novo Nordisk) in Denmark, Gist Brocades

in Holland, and Bayer’s subsidiary Miles in the United

States, which together account for 60% of the world needs

in the area.

Even when they are technologically sound, however,

bioproducts may turn out to be economically uncompetitive.

The profitability of L-lysine from 1 year to the next, for

instance, depends on soy market prices. In the same way,

the single cell proteins which BP produced in 1963 in Lavera

from a petroleum base, using a process developed by

France’s Champagnat, never managed to compete with soy

cakes for animal food. ICI has also just been forced to close

down its 50,000-ton Pruteen unit in Billingham.
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At current crude oil prices, the production of ethanol from

biomass is not profitable, either. Whether produced from

beets, sugar cane, or corn, it can become competitive only

if it is subsidized. And these subsidies would only be forth-

coming for political reasons: to please their farmer voters,

the French, Brazilian, and United States governments would

adopt such a policy to absorb excess agricultural products.

From cereals, corn in particular, starch is produced and

hydrolyzed to form glucose which ferments to ethanol.

Powerful groups like American Corn Products and

France’s Roquette Frères produce starchy matters in this

way. The former is also the leading producer of isoglucose
(a blend of glucose and fructose) in the United States, while

the latter is the largest producer of sorbitol. Starch can,

therefore, compete directly with saccharose both for

foodstuffs and for industrial uses as a fermentation or

enzyme-reaction base.

This gives rise to a permanent conflict in Europe between

the starch manufacturers on the one hand and the sugar and

beet refiners on the other, a conflict that the EEC Commis-

sion with its Common Agricultural Policy of quotas and

subsidies has been unable to settle. The only point of agree-

ment between the two parties is the price which they demand

for their production from downstream community industries,

a price that is far higher than world rates.

Spurred on by the Italian sugar group Ferruzzi-Eridiana,

Montedison’s and now Enimont’s main shareholder and an

associate of France’s Béghin-Say sugar group, there is a

campaign under way to introduce ethanol into gasoline.

Farmers, of course, support the move because incorporating

7% of ethanol in gasoline would mean for a country like

France the use of two million tons of sugar or four million

tons of cereals. But ethanol happens to be in competition

with methanol and the new MTBE antiknock agent as a

gasoline additive. More important, a tax rebate would be

needed at current gasoline prices to induce the oil industry to

incorporate ethanol in prime rate gasoline. So the “farm”

lobby can receive satisfaction only at the expense of the

taxpayer, whether American, Brazilian, or European.

The rules that have always governed the use of ethanol,

government policy favoring one agricultural raw material

over another, the new constraints that limit the marketing of

genetically engineered products—all these factors serve to

remind those interested in the development of biotechnology

how narrow is their room for maneuvering.

The Fine Chemicals Approach

In their search for products that could provide better

margins than those achieved from commodity chemicals,

the industry had hit upon fine chemicals. These typically

involved derivatives from organic synthesis obtained in

multipurpose units and sold in relatively small quantities

at high prices.

The German and Swiss dye manufacturers (Hoechst,

BASF and Bayer, as well as Ciba-Geigy and Sandoz) were

in the most favorable position to develop such advanced

chemicals. They had a long tradition behind them of

multiple-stage syntheses involving intermediate derivatives

that could also serve to prepare pharmaceutically active

principles or pesticides. Starting from a number of major

raw materials and working according to the chemical-tree

concept, these producers can work down the line to well-

defined molecules which they use in their own downstream

production or sell as synthetic intermediates to outside

clients.

In Europe, the giant ICI group, which had retained a

strong position in dyes, also became involved in this kind

of chemicals.

France, with PCUK having closed down in 1980 its

Société des Matières Colorantes in Mulhouse and then hav-

ing sold Société Francolor to ICI, had restricted its ambitions

in this area. It retained only a few products of Rhône-

Poulenc and of its 51% subsidiary Société Anonyme pour

l’Industrie Chimique (SAIC), located in Saint-Fons and in

Mulhouse-Dornach, respectively.

As was to be expected, the US chemical leaders, Du Pont,

Allied Chemical, American Cyanamid, GAF, and Tenneco

Chemicals, had all withdrawn between 1976 and 1979 from

the dyes sector. Only three medium-sized companies were

still active in this area: Crompton & Knowles, American

Color, and Atlantic Chemical.
Yet at the end of World War II, America’s dye produc-

tion had been the leading one worldwide. For over 30 years

it had enjoyed high customs tariffs protection through the

American Selling Price clause. But dyes were produced by

giant companies used to large-scale continuous pro-

ductions. Their engineers were not trained to run month-

long syntheses campaigns involving many stages. More-

over, American marketing executives were little attracted

to the German methods for “motivating” their clients.

There was also the fact that during the 1960s, the US dye

manufacturers had come to rely on imported intermediates.

With rising prices and the textile slump, they found them-

selves caught between rising purchase costs and falling

selling prices. Finally, unlike their European counterparts,

the US manufacturers had never given international scope

to their dye business. It remained restricted to the home

market.

For all these reasons and also because they were not tied

down like the Germans by any prestigious tradition, they

unhesitatingly gave up dyes, losing at the same time the

know-how needed to succeed in fine chemicals.

Withmoremodestmeans, other firmsweremore successful.

They either developed their own “chemical tree” or put to good
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use the know-how acquired through development of certain

processes.

Ethyl became a bromine and derivatives specialist and an

expert in orthoalkylation (orthoalkyl phenols and anilines).

Its acquisition of Dow’s bromine activities has given Ethyl

a leading role in this field. DSM developed its fine

chemicals from the benzoic acid produced during manufac-

ture of synthetic phenol by toluene oxidation. Atochem took

advantage of the sulfur resources of its parent company Elf

Aquitaine to build up successfully a thioorganic chemicals

industry (thioglycol, mercaptans, DMSO). Its position will

be further strengthened by the takeover of Pennwalt. PPG
in the United States and Société Nationale des Poudres et

Explosifs (SNPE) in France are producing a wide range of

phosgene-based derivatives to be used in the most varied

manner (carbonates, chloroformates). More than any other

company, Lonza has extended its range of fine chemicals

(diketenes, HCN derivatives, pyrazoles, pyrimidines).

Reilly Tar has become a world leader in pyridine and

derivatives. Dottikon in Switzerland and Kema Nobel in

Sweden have put to use their nitration experience to extend

their range of nitrated intermediates. Among others,

Rhône-Poulenc and Montedison are involved in organic

fluorine derivatives while Hüls’ fine chemicals division

has specialized in alkylation, hydrochlorination, and cata-

lytic hydrogenation.

Thus a number of firms with special know-how in a

family of products or in processes that were not among the

biggest have succeeded in taking a more than honorable

place as suppliers of fine chemical derivatives alongside

the organic synthesis specialists originating from the dye

business.

The Attraction of Specialty Chemicals

Besides fine chemicals sold according to specifications but

accounting for only a small part of the sales of major

companies, specialty chemicals held attractions for

companies wishing to diversify. These chemicals involved

substances or mixtures whose composition mattered less

than the function for which they were intended: the test of

success lay in performance. Thus old family businesses or

more recent companies born of a leader’s entrepreneurial

spirit had been successful in performance products, whether

these were paints, inks, or glues; or in specialties, cosmetics,

detergent, or electronics industries.

Indeed, not much capital is needed to manufacture spe-

cialty chemicals compared with what is required for com-

modity chemicals. The development of new products is both

quicker and less costly than it would be to find new processes

for large-volume products or to bring to the market an

original active principle for an ethical drug.

This largely explains why specialty chemicals managed

to remain until the early 1970s products for medium-sized

private companies. In the long run, however, the internation-

alization of trade, the size of advertising budgets for con-

sumer products, and the necessary adaptation to new

technologies requiring highly qualified personnel all called

for funds that were not always available to family businesses.

Many small owners were forced to sell out, and their need

coincided with the attraction they held for large chemical

groups trying to diversify away from heavy chemicals. They

hoped to find in specialty chemicals the profit margins which

their traditional branch of chemicals no longer supplied.

Barring a few exceptions such as Gulf Oil or Diamond

Shamrock, which withdrew from downstream chemicals, all

the major companies, both in Europe and in the United

States, decided to make specialty chemicals a priority in

their development strategy. In truth, some of them had not

waited for the energy crisis for them to take a firm foothold

in the specialty market.

In the United States, Du Pont and PPG had a long-

established reputation in industrial and consumer paints. W.
R. Grace since buying Dewey & Almy, and Rohm & Haas

because of its age-old tradition in acrylics, drew substantial

profits from their specialties. This was also true of American
Cyanamid (additives for plastics, cosmetics) and of

Monsanto (products for rubber, special polymers). Since its

withdrawal from the tire business, BF Goodrich, aside from
its PVC lines, is concentrating now on specialties.

In Europe, ICI had already acquired a large paints sector

(Duco, Dulux). The three major German leaders—Bayer,
BASF, and Hoechst—had not yet made great inroads into

the specialties market, but the Swiss Ciba-Geigy could be

said to be particularly well established in certain areas like

additives for polymers, in which it was a world leader.

Rhône-Poulenc had assembled some of its activities within

a “chemical specialties” division. But on the whole, they

could be said to be offshoots of fine chemicals rather than

actual specialties, with the exception of the performance

products brought out by subsidiaries such as Orogil, SFOS,

Soprosoie, and Vulnax. Orogil is now fully owned by Chev-

ron, however, and Vulnax has been acquired by AKZO.

Failing to develop through internal growth, AKZO had very

early developed its specialties by buying up companies

involved in peroxides, paints, oleochemicals, and now rub-

ber additives.

To increase their specialty sectors as fast as possible, the

leaders of large companies found it more expedient to do so

through acquisitions. The prices paid for the most interesting

purchases can be considered high because, very often, they

amounted to 15–20 times the profits. But the financial

sacrifices made by the buyers seemed worthwhile, for they

gained a foothold in the market without the long preliminary

work that would otherwise have been needed.
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There were, of course, many companies that were

sufficiently important or prosperous to escape being bought

up. Even then their independence was often at stake. Thus

Nestlé took a share in the cosmetics group l’Oréal; and in the

United States, the raider Perelman managed to buy Revlon.

Considering that the grass always looks greener on the

other side of the fence, for many leaders of the chemical

giants diversification into new areas might seem more attrac-

tive than mere concentration in well-known sectors; and it

was in this sense that specialty chemicals seemed a good

proposition. In 1983, Olin began to get involved in elec-

tronic chemicals by buying up 64% of Philip Hunt
Chemicals and took a firm foothold in the sector through

successive acquisitions. Other groups became interested in

enhanced oil recovery and exploration, for the future of oil

seemed assured at the time. In both cases, however, the

electronics and oil exploration slowdown did not confirm

established forecasts. The investments made in these areas

have yet to prove their profitability.

Moreover, many firms were unable to contribute anything

except capital to the development of sectors far removed

from their traditional areas of business. They became

discouraged and ended by selling out, not without suffering

heavy losses. Hercules was seen to back out of its water

treatment sector and Rhône-Poulenc from its very recently

acquired media business.

Even when the businesses acquired are not too different,

trouble can arise through disagreement between the new

owners and the former boss of the purchased firm over how

to manage it. The former tries to impose his own personnel

and procedures, while the latter, used to making his own

decisions, is unable to fit into a large unwieldy concern. As

a large part of the worth of an acquisition in specialty

chemicals lies in the competence of the personnel involved,

some purchasers have understood that it is to their benefit to

leave the day-to-day running of the business to those who

have already shown their worth and to centralize only those

activities related to the financing of new investments. This

was how Witco proceeded in the United States, most likely

because the father of the current president had founded and

built up the business to the point of making it one of

America’s leading specialty concerns.

ICI followed the same policy when it bought Beatrice

Chemicals for $750 million in 1985. But in this case, it was

important to delegate power, because Beatrice Chemicals

consisted of ten distinct companies established in 18

countries and involved in different businesses (composite

materials, vinyl resins for paints, leather auxiliaries).

Keeping in mind that cultural differences may produce

problems that are not always easy to solve, the strong

involvement of the big chemical groups in the specialties

area over the past years had drastically changed the

structures of the sector.

The Paint Industry

Few industries have been as affected by the restructurings of

the past 10 years as the paint industry. The extension of

markets worldwide owing to the multiplication abroad

of client factories of this industry, the technological

revolutions brought about by the introduction of electropho-

resis, of water-based lacquers, and of powder coatings had

the twin effect of pushing the chemical leaders to expand

worldwide in this area and to lead those paint companies that

were still independent to sell out for want of the funds

needed to develop their research base. ICI, which was

strongly established only in Britain and in the Common-

wealth, became the world’s leading paint producer with

750 million liters after buying Valentine in France and,

especially, the Glidden division of the US-based SCM for

$580 million in 1986.

PPG has been pushed back to second world position with

450 million liters. But with its 100% stake in France’s

Corona and its controlling share in Italy’s IVI and in

Germany’s Wülfing, the US-based PPG has maintained a

comfortable technological lead in the application of catapho-

resis in automobile bodies, accounting for 60% of the world

market in this specialty.

Through its costly $1 billion purchase of America’s

Inmont, BASF has become the world’s third-ranking paint

producer, leaving behind its German Rival Hoechst, which

was too busy bailing out its British subsidiary Berger Paints

to get a foothold in the US market.

AKZO, which holds an honorable place among the

leaders, has not been able to penetrate the United States

market, either. Most of its recent acquisitions (Blundell,

Permoglaze, Sandtex, Levis) were European.

Other companies with comparable 250-million-liter paint

capacities are Japan’s Nippon Paint and Kansai Paint, as

well as America’s Du Pont. These three firms, however,

have restricted their ambitions to filling the needs of their

home markets. With a broader international base,

Courtaulds’ subsidiary, International Paints, ranks among

the top ten, although it is mainly involved in the very special

sector of marine paints.

Ranking fifth in the world with its 300-million-liter

capacity, Sherwin Williams is the only large paint company

that has retained its independence. It remains focused on the

United States, essentially in the decoration market.

Although France is the world’s third largest market for

paints after the United States and Germany, none of its

national manufacturers has thought of striking out beyond

its frontiers. Indeed, most of the French companies involved

in the sector, with the exception of Blancomme and IPA,

have been taken over by foreign groups when they were not

merged within state-controlled entities. Astral Celluco was

one of the first to sell out to AKZO, Corona was taken over
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by PPG, Celomer by International Paints, Bichon and

Lefranc Bourgeois by Sweden’s Becker, Valentine, Julien,

Galliacolor by ICI, Ripolin Georget Freitag became part of

the CdF Chimie group as did Duco which has just been sold

to Casco Nobel, while La Seigneurie was taken over by Elf

Aquitaine.
In 1988 CdF Chimie, later known as ORKEM, took over

full ownership of AVI, a profitable company specializing in

decorative paints. Another subsidiary of ORKEM was

Lorilleux, an ink manufacturer merged in early 1988 with

Coates Brothers to become the third largest group in its field

after Dainippon Ink Company (DIC) of Japan and

Germany’s BASF.

It must be pointed out that all the international groups

involved in paints and inks on a worldwide basis produce, in

addition, most of the resins and binding agents needed for

their formulations. Only the solvents and pigments are likely

to be partly brought in from outside sources. The

restructuring of the paint industry has, accordingly, been to

the advantage of the new groups. On the one hand, it reduced

the number of producers and extended the range of products

these producers were putting on the market, and on the other,

it supplied a captive market for their resins which, until then

they had mainly sold to outside customers.

Surface-Active Agents

Used for their good performance, more often than not in

formulations, surface-active agents can be classified as

specialties even though the quantities consumed in certain

cases might connect them with commodities. The structure

of the major part of the detergents industry has remained

rather stable over the last few years despite some frontier

adjustments. The washing powder sector, where advertising

costs are considerable, is dominated by a small number of

substantial soapmakers who came into business as far back as

the nineteenth century: the American companies Procter &

Gamble and Colgate, the Anglo-Dutch group Unilever, and
Germany’sHenkel. They are all, in various degrees, involved

in the major world markets.

Then there are the Japanese companies Kao Soap and

Lion Oil, which remain confined to their own home territory

and to a few Southeast Asian countries. Behind these giants,

a number of firms catering to their home markets stand out,

such as Purex in the United States or Benckiser in Germany.

As in paints, France is curiously absent from the area.

Since Germany’s Henkel recently took over the detergents

division of the Lesieur-Cotelle group and its trademarks Mir,

La Croix, and Persavon, after buying up the Savon de

Marseille soap flakes of Union Générale de Savonnerie
(UGS), the French market is now 94% supplied by the big

international soapmakers. The few remaining national firms

such as Chimiotechnicmerely sell their products through the

supermarkets.

While the sector now seems to be structurally stabilized,

washing powder components are fast changing to take into

account the new rules and technologies laid down both by

governments and consumers. For the companies which sup-

ply the soapmakers, these new rules and regulations are

having major consequences throughout the world. Just as

the requirement of biodegradability had doomed the use of

branched-chain alkylbenzenes in industrialized countries in

the 1960s and caused the shutdown of a large number

of dodecylbenzene sulfonate units, so the new rules

established by some governments against tripolyphosphates

in Europe and elsewhere to ward off eutrophication are

likely to wipe out the several-hundred-thousand-ton

markets of producers like Rhône-Poulenc, Benckiser,

Knapsack, or Montedison.

Replacing TPP by new formulations based on polyacrylic
acid and maleic anhydride would, on the other hand, greatly

boost companies like Atochem and BASF, which are very

much involved in acrylic chemicals. Likewise the use in

Europe of washing machines at temperatures that do not

exceed 50–60 ºC, like the ones now used in the United

States, should have immediate consequences for the formu-

lation of washing powders. Perborates, used extensively in

Europe as bleaching agents ever since Henkel invented

Persil in 1907, are not very efficient at such low

temperatures. Activators such as ethylenediamine tetraacetic

acid (EDTA), produced by Warwick in England, are needed

to hasten decomposition. Enzymes which had been very

popular in the 1960s in the United States and Europe, then

had disappeared in 1971 because they were considered

harmful to the skin, have been reintroduced in washing

powder formulations because they do help remove certain

stains.

The use of liquid detergents is more widespread in the

United States, where they account for 20% of the market,

than in Europe, where their share does not yet exceed 8% on

an average. This has consequences on the consumption of

nonionic derivatives.

Different habits as well as different regulations have

therefore led to frequent changes in the chemicals supplied

to soapmakers. Few industries have changed as much as the

detergent industry since the end of World War II as it shifted

from soap to synthetic detergents, from branched alkyl

benzenes to linear alkyl benzenes, from anionic to nonionic.

TPP and enzyme regulations were changed; preference was

given at times to perborates, at others to chlorine-based

products such as bleaching agents.

To develop surface-active agents for industrial use did

not require the same financing as was needed for washing

powder consumer products. Therefore, producers of all sizes

could become involved. Some of these producers were
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chemical giants who had gone into the business because they

had the available raw materials or the right markets. Indeed,

surface-active agents use a number of major raw materials to

which suppliers attempt to add downstream value.

In Europe, for historical reasons, large chemical groups

have become involved in this area. Thus the dye

manufacturers had very early added to the range of products

sold to the textile and leather industries, wetting agents,

softeners, and dye auxiliaries. BASF—a pioneer in synthetic

auxiliaries with its Nekal, patented in 1917—Hoechst, Bayer,

and ICIwere in fact interested at the same time in the markets

which surface-active agents opened for their ethylene oxide,

higher alcohols, sulfonating agents productions, and in the

fact that they help provide better services for their traditional

textile clients.

Hüls, the subsidiary of the German holding company

VEBA, had no dye tradition. But it nevertheless acquired

the Dutch surface-active unit Servo to ensure captive use for

at least part of its ethylene oxide and alkyl benzene produc-

tion. BP followed a similar line when it took over the

Belgian company Tensia, selling back some of its product

lines to ICI. Already involved in surface-active products

through its Lissapol for many years, ICI has expanded in

this sector by buying Atlas Powder and its special range of

Tweens and Spans. Shell’s interest in surface agents went

back to the development of its Teepol. It completed its range

with ethoxylates, the “neodols” which used both its higher

alcohols and its ethylene oxide. Montedison was also

involved in surface-active agents through its stake in Mira

Lanza.
In France, however, there was no vertical integration

between the great national chemical industry and the surfac-

tant sector. Producers of the latter had to find the necessary

feedstock—whether ethylene oxide, alkylphenols, fatty

acids, or higher alcohols—from rival companies, while for

instance a medium-sized company like Berol Chemie in

Sweden, recently acquired by Nobel Industries, had its own

source of ethylene oxide, amines, and nonylphenol in

Stenungsund to feed its surfactants division.

In the United States, vertical integration was not as thor-

ough as in Europe. Although ethylene oxide producers like

Union Carbide, Dow, or Texaco also had their range of

ethoxylates, it was mostly specialized firms that produced

the surface agents for industrial uses. The same was true in

Japan, although a number of producers such as Nippon Oil &
Fats for fatty acids, Kao Corporation and Lion Corporation

for fatty alcohols and amines had direct access to their main

raw materials.

Thus in addition to the large chemical and petrochemicals

companies that had chosen downstream integration, there

were a number of important surfactant producers that, in

varying degrees, were integrated upstream. The most

striking example of this, besides the three Japanese

companies just mentioned, is Germany’s Henkel. Its natural
fatty alcohol production exceeds 170,000 tons capacity,

and besides fatty acids, it produces its own range of

carboxymethylcellulose-based thickeners. Recently Henkel

even associated in this area with Hercules within a company

called Aqualon, now fully owned by Hercules, and acquired

from Quantum Chemicals in the United States their fatty

acids subsidiary Emery Industries.

A number of surfactant specialists have also chosen the

market approach. Because they are not tied down by their

own produced raw materials, they can use those that are the

most suitable for the type of surfactant they wish to offer

their clients.

An independent producer like the US-based Stepan is in a

position to provide a complete range of anionic, cationic,

and nonionic agents because it has flexible units in four areas

of the United States as well as one in southeastern France in

Voreppe.

Witco is in the same position, but its own policy has been

to develop through acquisitions rather than through internal

growth, buying Humko Chemical and Onyx Chemical.

Right from the start GAF acquired, from IG Farben,

experience in surfactants still of use today. This activity

sector, however, was sold to Rhône-Poulenc in 1989.

With a market lacking the uniformity of the United

States market, the European producers serve in greater

numbers clients with standards and habits varying from

country to country. The Tenneco group’s Albright &

Wilson has had to cover France, Italy, and Spain with its

Marchon subsidiaries. Germany’s Hoechst, Henkel, and

Schering, which bought up Rewo, also have a number of

subsidiaries abroad that produce their surfactants. Hüls’s

subsidiary Servo has only the single production unit in

Delden, Holland. But because of the high concentration

of its products, Servo manages to carry out three quarters

of its sales abroad.

While the range of products offered by these companies is

very wide, some of them, nevertheless, focus on specific

sectors. Thus the cationic technology acquired in the United

States from Armour by AKZO and from Ashland by

Schering has given both these companies a dominant posi-

tion in the market of textile softeners both in Europe and in

the United States.

Companies like Rhône-Poulenc, Berol, andWitco are, for

their part, interested in the pesticide formulation market.

Fatty amines are in the hands of such European firms as

AKZO, Kenobel (Nobel Industries), and CECA (Atochem).

Other European companies, such as ICI through Atlas

and Tensia, Th. Goldschmidt, Rewo, and Servo, have partic-

ularly targeted the lucrative area of beauty care. In the

United States, Miranol has been very successful with the

amphoterics (imidazolines, betaines) for baby shampoos, an

activity acquired by Rhône-Poulenc in 1989.
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America’s Du Pont and 3M and Japan’s Sanyo pay par-

ticular attention to the development of fluorine-based

surfactants. Air Products with its acetylene derivatives

Surfynol and W. R. Grace with its sarcosinates (Hampshire

Chemicals) have also focused on well-defined segments of

the business. With world demand exceeding two million

tons, the market of surfactants for industry is of a nature to

attract a large number of operators, raw material suppliers,

processors of these raw materials into anionic, nonionic, and

cationic derivatives, or downstream industries that use

surfactants in various formulations.

Flavors, Fragrances, and Beauty Products

The sector of flavorings, perfumes, and beauty products has

also had its share of restructuring and technological changes

over the past 10 years.

Although many of the raw materials needed in this area

still come in the form of essential oils from natural sources

like jasmine from Grasse, roses from Bulgaria, ylang-ylang

from Madagascar, oak moss from Yugoslavia, an increas-

ingly significant role is now being played by semisynthetic

or fully synthetic products.

Thus terpenes (a-pinene, b-pinene) can be produced from
natural turpentine, as is traditionally done by rosin producers

such as Hercules, Glidden, or Union Camp in the United

States, or on a smaller scale in France by Société des Dérivés

Résiniques et Terpéniques, DRT. BASF and Hoffmann-La

Roche, however, have demonstrated that starting from acet-

ylene or isobutylene, terpene chemicals can be synthetically

reproduced. Both companies are able to produce both their

vitamins and perfume bases in this way.

Likewise, vanillin is now largely produced synthetically.

The world leader in this area is Rhône-Poulenc, which has a

unit in Saint-Fons to which was added a unit bought from

Monsanto in 1986 on the West Coast of the United States. In

the latter plant, vanillin is still extracted from paper pulp

liquor. Menthol from plantations in Brazil and China is also

produced by synthesis since Haarmann & Reimer, bought by

Bayer in 1954, managed to carry out industrially the resolu-

tion of racemic menthol, thus isolating the levo-isomer.

Anethole, synthesized by Hercules from pine oil, is two to

three times cheaper than when it is extracted from star anise.

Instead of identically reproducing natural products,

chemists have also succeeded in making cheaper substitutes

with similar features. Thus nitrated musks and later macro-

cyclic musks have become substitutes for more rare natural

musk. Major chemical companies became interested in the

firms that specialized in perfume chemicals. But their

involvement in this area was not always successful, for

their business views did not necessarily apply to this new

activity.

While Bayer’s association with Haarmann & Reimer

proved successful, it took Hercules several years, from

1973 on, to understand properly how its Polak Frutal
Works (PFW) had to be managed. Today it is autonomous

and prosperous. In contrast, Rhône-Poulenc ended by selling

Lautier to Florasynth in 1981.

When Tenneco bought Albright & Wilson in England, it

did not see the point of keeping its Bush Boake Allen (BBA)

aroma chemicals division. BBA, itself the outcome of a

merger of several family businesses, was finally sold to the

US-based Sylvachem in 1982. Sylvachem1 already owned

George Lueders, an essential oils concern Monsanto sold

failing proper management. It would seem, therefore, that

among the major chemical companies, only Bayer, Hercules

and, more recently, BASF, which bought Fritzsche Dodge &
Alcott in the United States in 1980, have achieved their

downstream breakthrough in the flavor and perfume sector.

On the other hand, the pharmaceuticals group Hoffmann-

La Roche, which purchased Givaudan in 1963, then Roure

Bertrand Dupont a little later, has managed to rank third in

the world in this difficult area. But the leader is undoubtedly

International Fragrances & Flavors (IFF), an American

company that accounts for 10% of the world market. Set

up in 1929 by a Dutch immigrant, A. L. van Ameringen, IFF

acquired its current form in 1958 and, pushed along by the

creative invention of its perfumers and the quality of its

compositions, has never ceased growing.

Close on the heels of IFF is the Unilever group, which

developed in the field through acquisitions. After

consolidating in 1983 its three perfume and flavor

subsidiaries—PPL, Food Industries, and Bertrand Frères—

to form PPF International, the group acquired a foothold in

the U.S. market in 1984 with Norda. Three years later it

merged PPF with Holland’s Naarden, which was on the

decline. Called Quest International (Unilever) the new com-

pany accounts for over 7% of the world market in its area.

Amongst the world leaders, the only privately owned

company, the Swiss-based Firmenich, ranks fourth. It has

retained its independence both because it was held together

by the heirs of the founding family and because it produces

quality products based on strong research. A number of

smaller companies that do not belong to any multinationals

are highly competitive. They include Japan’s Takasago,

which began in 1920, America’s Florasynth, which took

over Lautier, and Britain’s Pauls Flavours & Fragrances,
which has just established a hold in the United States market

by purchasing Felton International.

France, which had in its favor the age-old reputation of

Grasse and the world image of its perfumes linked to its

haute-couture prestige, is nevertheless absent from the fray

1 Sylvachem belongs to the Union Camp group.
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of large suppliers in this area, even though it has some

Grasse-based companies likeMane and Robertet and despite

the efforts made by the Elf Aquitaine group which has

assembled, around Sanofi, firms like Méro et Boyveau,

Tombarel, and Chiris.

Flavors account for a substantial share of the sales of

these firms: 30% for IFF, 40% for Givaudan, 50% for

Unilever, and 100% for Sanofi-Méro. They are increasingly

being used in foodstuffs since the fashion of fruity yogurts

and instant desserts began between 1965 and 1970. The

internationalization of food habits and the growing industri-

alization of the food sector have contributed to the develop-

ment of demand for flavors and to the gradual substitution of

natural substances by synthetic products that are less costly to

produce and more active in small doses. Just as the perfume

industry composes fragrances for its clients, subtle blends of

flavors are now devised for the large food companies.

Demanding customers, together with stringent regulations

and sophisticated technologies, all combine to build up

research costs. This explains the restructuring that has taken

place in the sector as family businesses have been taken over

by powerful international chemical, pharmaceutical, or food-

industry groups, leaving only a few independents willing and

able to make the necessary research efforts.

Although it still clings to a long tradition, the world of

perfumes has also changed both in its structures and in its

technologies. The highest volume consumption derives from

products of the soapmakers. Procter & Gamble prepares its

own compositions, but its competitors mostly rely on the

laboratories of their suppliers for fragrance preparation.

With a few rare exceptions, such as Guerlain, Chanel,

and Patou, the great names as well as the small

perfumemakers do likewise. One of the world’s largest-

selling perfumes, “Anais-Anais” by Cacharel (l’Oréal), is

prepared by Firmenich, while Roure-Bertrand-Dupont has

signed two other recent successful perfumes, Dior’s “Poi-

son” and Saint-Laurent’s “Opium.” Launched in 1921,

Chanel No. 5 was the first perfume to carry a synthetic

aldehyde note and is still one of the ten world best-sellers.

But the market has now moved to floral and oriental

fragrances. Perfumes for men with stronger notes have

developed spectacularly and now account for 25% of alco-

holic perfumery. In addition, the aerosol format has boosted

sales of toilet waters and deodorants.

The most varied distribution systems have been developed,

ranging from door-to-door sales, which Avon started, to sales

by mail, a specialty of Yves Rocher’s, to sales in large depart-

ment stores, to sales in selected areas such as perfume shops

and pharmacies. Few “nonessentials” have become so indis-

pensable. If they cannot be dispensed with, it is through the

efforts of the industry, which relies upstream on the suppliers

of both contents and containers, who adapted to all

requirements, and downstream on efficient marketing

networks. It can also devote to advertising the money that it

need not spend on research conducted on the industry’s behalf

by the chemists.

Although it originated in France, the perfume industry is

now mostly in the hands of foreign firms. While Parfums

Dior and Givenchy (belonging to the Moët-Hennessy-Louis

Vuitton group), as well as Guerlain, Lanvin, Nina Ricci, and

Patou are still under French control, Cardin Parfums

belongs to American Cyanamid, Orlane to Norton Simon,

Chanel to the Swiss Pamerco group. Rochas was owned by

Hoechst, which has now sold it, and Parfums Saint Laurent

is now controlled by Italy’s Carlo de Benedetti, who bought

it from the US-based Squibb. As for the L’Oréal group,

which had taken over the Lancôme, Jacques Fath, Guy

Laroche, Ted Lapidus, Cacharel, and Courrèges perfume

brands, it has been within the Nestlé orbit since 1973,

although it was arranged that until 1993 it would be managed

by those representing the interests of the founding family.

Not surprisingly, the same great names recur in the area of

beauty products, including, besides perfumes, hair care

products and cosmetics. Each firm, indeed, wishes to com-

plete its range by acquiring complementary businesses.

The cosmetics industry was born in the United States with

the three great “ladies,” Elizabeth Arden, Harriet Hubbard-
Ayer, and Helena Rubinstein. In their wake are now Estée

Lauder, the giant Avon, Max Factor, and Revlon, founded by

Charles Revson. A number of these firms did not survive

their founders. Elizabeth Arden was first bought by Eli Lilly

and now belongs to the United States Fabergé groups;

Helena Rubinstein has disappeared after being taken over

by Colgate Palmolive; following 10 years of poor manage-

ment and uncontrolled diversification, particularly in

pharmaceuticals, Revlon has been grabbed by Pantry Pride,

a chain store group belonging to the raider Perelman; Max

Factor now belongs to the Norton Simon group.

While all this was taking place on the American scene,

two groups, one Japan’s Shiseido, and the other France’s

L’Oréal, were climbing to the rank of leading world

producers, raised there by dint of good management and

competent research and marketing skills. Although Shiseido

was unsuccessful in its bid in the United States to take over

the famous Giorgio of Beverly Hills, which was acquired by
Avon, and the skin care company Charles of the Ritz, which

Yves Saint-Laurent had sold back to Revlon, it nevertheless

ranks second in the world after L’Oréal and has very strong

positions throughout Asia.

L’Oréal’s founder, Eugene Schueller, graduated as a

chemist from Institut de Chimie de Paris. He resigned from

his job at the Sorbonne to produce a “harmless” hair dye

called l’Auréole. The trade name l’Oréal was adopted the

following year. A skillful businessman and a true pioneer of

ad campaigns, Schueller bought the Monsavon soap factory

in 1928 and, before the war, brought on the market the
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O’Cap hair lotion, then Ambre Solaire. When he died in

1957, his successors managed to develop the business both

through internal growth and an efficient research base and

through a series of acquisitions.

In 1961, Monsavon was sold to Procter & Gamble, and

L’Oréal purchased the Cadoricin firm, which extended its

range of hair products, to which were added Garnier and

Roja. Then Lancôme was purchased, introducing high-class

products. This was followed by the purchase of other

perfumemakers. Tempted by the pharmaceuticals market,

the company bought Synthélabo in 1973, consisting of four

medium-sized laboratories. It is still too early to say whether

the money sunk into the sector since then will bring in

returns as large as those of the perfumes and skincare busi-

ness. Mixing the two has not always been successful.

In the United States the marriages between Pfizer and

Coty, Colgate and the US Vitamin, Eli Lilly and Elizabeth

Arden, Squibb and Charles of the Ritz, Avon and

Mallinckrodt, Revlon and Armour Pharmaceuticals all

ended in divorce. There was, of course, Bristol-Myers’ suc-

cessful venture with Clairol, and American Cyanamid with

its Shulton subsidiary. But these exceptions only confirm the

general rule of failure.

In France, while Sanofi can draw satisfaction from its

association with Yves Rocher, which enjoys great manage-

ment freedom, the sector comprising Roger & Gallet,

Stendhal, and Charles Jourdan has not yet lived up to the

parent company’s expectations. Only the British seem to

have succeeded in combining such different businesses,

possibly because from the start the skincare activities were

intimately associated with pharmaceuticals within large

groups like Beecham, Glaxo, and BDH.

The Chemistry of Additives

Used in small doses to improve the products in which they

are incorporated, additives are to be regarded as specialties

with well-stated functions even if, in many cases, they are

well-defined chemical entities sold according to

specifications. Because of this ambivalence, chemical

companies have approached the sector of additives some-

times through the markets they serve, sometimes through the

chemicals from which they derive, even at times from

both ends.

Additives for Plastics
Additives for plastics have experienced the double approach.

The opening up of the markets leading to uniform produc-

tion of plastics gave worldwide scope to some additive

producers. Tasks were shared since polymer producers did

not consider it useful to prepare the additives they needed,

while additive producers were, as far as possible, careful to

avoid competing with their clients in the area of base

thermoplastics.

It is true that a major polyolefin producer like Hoechst
sells its own range of antioxidants and its subsidiary Riedel

de Haen produces ultraviolet ray absorbers. Likewise, the

world ABS leader Borg Warner, now acquired by General

Electric, has been marketing, since it took over Weston, a

series of organic phosphites for the stabilization of high

polymers. In Japan, Sumitomo Chemical is a supplier of

large-volume plastics as well as of a rather complete range

of stabilizers.

These are exceptions, however. The world’s largest

additives producer for plastics, Ciba-Geigy, remains, for its

part, at the sole service of its downstream customers and

tries not to appear as a competitor. This is also the position of

other additive suppliers like American Cyanamid, Ferro,

Witco, UniRoyal Chemical in the United States, AKZO,

SFOS (Rhône-Poulenc) in Europe, Adeka Argus, and Dai-
ichi Kogyo Seiyaku (DKS) in Japan.

Ciba-Geigy owes its leading position to a number of

factors: long perseverance in the specialty, an efficient

research base through which the universally used Irganox

antioxidants were developed, application services adapted to

all the polymers requiring stabilization, worldwide produc-

tion units established within large consumption areas

(Europe, America, and Japan). Even where Ciba-Geigy did

not invent a product but took a license on it as with HALS
(hindered-amine light stabilizers), licensed from Japan’s

Sankyo, it developed it to the point of acquiring world

supremacy in the area. Ciba-Geigy’s success in this activity

is all the more remarkable as it has no upstream integration

on raw materials used in the synthesis of phenol

antioxidants, of phosphites, of thioesters, of substituted

benzophenones, of benzotriazoles, or of HALS. But this

apparent weakness is fully compensated by the dominant

position Ciba-Geigy has acquired in the different types of

additives for plastics in its range, either through internal

growth by its research, or through license acquisitions

(Sankyo), or through purchase of relevant companies

(Chimosa in Italy), or again through complementary

activities (range of Goodrich’s Goodrite antioxidants).

The other producers of plastics additives trail far behind

Ciba-Geigy in variety of range or in market coverage.

UniRoyal Chemical produces antioxidants and blowing

agents and has production units in the United States, Latin

America, Italy, and Taiwan, but its recent restructuring has

cut short its development. American Cyanamid which

pioneered a number of additives (substituted benzophenones,

2246) sold its European business to Ciba-Geigy in 1982 and

now operates only in the American market. AKZO’s range is

restricted to antistatic agents, PVC stabilizers, and peroxide

catalysts, which it acquired through Armak, Interstab, and

Noury van der Lande. Borg Warner is mainly focused on
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phosphites, which it produces solely in the United States; Elf

Aquitaine’s subsidiary M & T is focused on organotins;

Witco, through its purchase of Argus Chemical and Humko
Products, is involved in heat stabilizers, antistatic agents, and

lubricants. Ferro, which also produces master batches, has

developed specialties such as fireproofing agents and

stabilizers for PVC and has recently joined forces with Italy’s

Enichem to produce and market new lines of polymer

additives in the United States.

Other companies came to additives through the chemical

tree, such as Société Française d’Organo-Synthèse (SFOS),

a subsidiary of Rhône-Poulenc, which by isobutylating

phenols produces a whole range of phenolic antioxidants as

well as special phosphites, or Ethyl, which approached the

Irganox family of antioxidants and bromine fireproofing

agents through its orthoalkylation technology and its access

to bromine. Similarly, because the US-based Olin was an

important hydrazine manufacturer, it became interested in

blowing agents like azodicarbonamide and bought up

National Polychemicals, which also provided it with a

range of phosphites. The blowing agent line has since been

sold to UniRoyal Chemicals.

But the interest which major firms like ICI, Bayer, or

even Hoechst still have in the sector is restricted by the

small number of additives they supply to plastic producers.

Under the circumstances, it is more than likely that Ciba-

Geigy’s lead in the variety of products offered, in research,

in customer service, or in geographic coverage will be hard

for competitors to catch up with. Indeed, their narrow

approach to the market would hardly warrant the heavy

investment to fulfill any high ambitions they might have in

the area.

But favored by their access to certain raw materials or by

their specialization in a very specific range, such competitors

can, at least, be assured of a degree of prosperity inasmuch

as the standards required for optimum use of plastics are

closely related to incorporation in the high polymer of effec-

tive additives at a reasonable cost.

Rubber Additives
The specialists in rubber additives are distinctly different

from the specialists in additives for plastics, even though the

same products are sometimes used in both industries: blow-

ing agents (azodicarboamide), phenol antioxidants (BHT,

2246), phosphites (tris-nonylphenyl phosphite). In the first

place, additives for elastomers, unlike those which might

come into contact with foodstuffs, do not require official

approval, which makes it easier to put them on the market.

In the second place, most of them are well-known products

sold to specifications by a number of producers. The devel-

opment of new products protected by patents is rarer than in

the case of additives for plastics. In fact, while consumption

of plastics has been constantly increasing, stagnant demand

for both natural and synthetic rubber has not warranted any

significant recent research efforts by suppliers of this

industry.

If one considers that the automobile sector accounts for

75% of rubber consumption in developed countries, it stands

to reason that the longlife radial frame and smaller diameter

tires of modern vehicles should require smaller amounts of

rubber for the same number of cars produced; in the United

States alone, rubber consumption has fallen from 3.2 million

tons in 1977 to a little over 2.6 million tons in 1989. This

implies a consumption of some 150,000 tons of organic

additives.

Faced with such a situation, producers of additives for

rubber have either restructured or else rationalized produc-

tion. In rarer cases, others have offered new products with

higher added value than the conventional additives. In the

United States, American Cyanamid in 1982 halted produc-

tion in Bound Brook, New Jersey, of its accelerators;

Goodyear terminated its substituted p-phenylenediamine

production in Houston in 1984. In 1985, Allied-Signal took

over UOP’s antiozonant unit, while in 1986 UniRoyal
Chemical became part of Avery, Inc., before becoming the

object of a leveraged management buyout in 1989. In

Europe, Rhône-Poulenc and ICI merged their rubber

divisions within a subsidiary called Vulnax and then finally

sold it to AKZO in 1987. Atochem, meanwhile, was taking a

minority stake in Manufacture Landaise de Produits
Chimiques, henceforward leaving France and Britain with

no significant producer with international clout.

In this changed environment, three major additives

manufacturers emerged: Monsanto with its plants in the

United States, Canada, Britain, and Belgium; Bayer, which

owns two sites in Europe and produces antiozonants in

Pittsburgh through Mobay; and UniRoyal Chemical, which

has production units in Naugatuck, Connecticut, and

Geismar, Louisiana, as well as in Canada, Brazil, and Italy.

UniRoyal Chemical was separated in 1966 from the US

Rubber, which had provided it with a captive market. But

two other tire manufacturers had retained their traditional

activities in additives. They were Goodrich, which produced

only in the United States, andGoodyear, which also operates

in Europe in its antioxidant units in Le Havre, France. Both

these giants sell part of their production through a rubber

blend specialist, R.T. Vanderbilt. Goodrich, however, has

recently withdrawn from the tire business in order to con-

centrate on its chemical activities, so that only Goodyear

enjoys today the advantage of a captive outlet for the rubber

chemicals it produces.

Although Monsanto can rely on only two of its own raw

materials, tertbutylamine and p-nitrochlorobenzene, for its

range of additives, it is regarded as an efficient producer and

a pioneer in antiozonants based on p-phenylenediamine and

prevulcanization inhibitors. It has one of the most complete
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ranges of additives for rubber and the most modern units to

manufacture them.

Because of its long experience in organic synthesis

intermediates, Bayer is possibly better integrated upstream

than Monsanto. Its range of products is just as large, but its

production units are essentially restricted to Leverkusen and

Antwerp. With the exception of AKZO, which, through its

purchase of Vulnax, seems to want to improve its range of

additives and its geographic coverage, no other major Euro-

pean chemical group has gone beyond a small range of

special products.

Like their competitors in Europe and in America, the

Japanese producers have focused their attention on

accelerators (vulcanization activators and agents) and on

antiaging agents (antiozonants, stabilizers). Their automo-

bile exports provide a market for tires that their counterparts

in other countries cannot claim to the same extent.

Japan’s additives production, however, is too scattered

among a large number of producers to be truly profitable.

With the exception of two principal companies in the area,

Sumitomo Chemicals and Mitsubishi-Monsanto, firms like

Ouchi, Shinko, Kawaguchi, and Seiko Chemical, which were

the first to get into the business in 1930, do not have the

required size to be competitive on international markets.

Additives for Lubricants
Additives for lubricants are also greatly dependent on the

automobile industry, which alone uses some 60% of the

lubricants produced worldwide, whether lube oils for

engines (gasoline and diesel oil) or for gear boxes. Since

the oil-price rise in 1973, lube oil consumption has been

affected by a number of factors: smaller vehicles and there-

fore smaller engines, falling automobile production, larger

intervals between oil changes, implying a higher additives

dosage to extend oil efficiency. To these various changes

should be added increasing use of diesel fuel in Europe

because of favorable taxation. The generalized use of multi-

grade oils and the introduction of unleaded gasoline, and

consequently of catalytic exhaust pipes, should lead to

enhanced engine oils. In the circumstances, world consump-

tion of additives for lubricants is likely to remain at around

two million tons a year over the next few years, with higher

additive doses compensated by extended lube oil efficiency

and smaller casing size.

With the exception of Lubrizol, the world leader in this

area, and Ethyl, which came to lube oil additives by buying

Edwin Cooper off Burmah Oil in 1968, the main suppliers

with extensive ranges of additives are the international oil

companies Exxon, Chevron, Amoco, and Shell. The business

was a natural extension of their lube oil production, which

serves as a captive market.

All these oil companies market their additives as a pack-

age, the efficiency of which has been extensively tested.

Most of the ingredients in the package are produced by the

companies themselves: detergents (sulfonates, phenates,

naphthenates), dispersants (succinimides, polybutene,

succinates), antiwear agents (zinc dithiophosphates,

chlorinated paraffins, sulfur, and phosphate hydrocarbons),

anticorrosion agents (substituted amines, succinic acid

derivatives, nitrites). On the other hand, the antioxidants

are often supplied separately, as are pour-point depressants

(polymethacrylates, PMA) and additives to improve the

viscosity index of multigrade oils (PMA, olefin copolymers).

Originally called Graphite Oil Products, Lubrizol was

founded in 1928 near Cleveland with a capital of $25,000

by six associates. Their close ties with the Case Institute of

Technology gave the concern a strong technical orientation.

In this manner, Lubrizol played a pioneer role in developing

lube oil additives and is still today a world leader in its area,

with 14 plants installed worldwide, including four in the

United States, and testing sites in Wickliffe (Ohio),

Hazlewood (Britain), and Atsugi (Japan). In its attempts at

diversification, the company recently became interested in

biotechnology with the purchase of Agrigenetics in 1985 and
of a stake in Genentech. But it is too early to state whether

this choice will bring the same long-term satisfactions as the

company’s traditional business.

Exxon came to chemical additives for lubricants by pro-

ducing its Paraflow range of freezing-point depressants as

early as 1930 in Bayonne, New Jersey. Through the

agreements signed in 1937 with IG Farben, Standard Oil of

New Jersey (later to become Esso and then Exxon) acquired

the thickeners and additives based on polyisobutylene that

improve the oil viscosity index. In the 1960s, Exxon further

enlarged its range of lubricant additives and in 1979 set up

the Paramins special division, which marketed a series of

olefin copolymers (OCP) based on the chemistry of the

group’s ethylene-propylene elastomers. The object was to

compete with the PMA in improving multigrade oils (VI

improvers). Based in Houston, Texas, and involved in all

world markets, Paramins has become Lubrizol’s most dan-

gerous rival.

Chevron approached the oil additives market in the 1930s

by supplying metal naphthenates to its parent company

Standard Oil of California. Some of these additives were

marketed under the trademark Oronite from 1948 onwards.

Chevron kept its main research center in Richmond,

California, even when, in the 1950s, it spread to international

markets through subsidiaries set up with local partners:

Orobis with BP and Orogil with Progil in Europe, Karonite

in Japan, AMSA in Mexico. In 1986, BP bought Chevron’s

50% share in Orobis, and more recently Rhône-Poulenc sold

to Chevron its 50% share in Orogil.

The interest shown by Ethyl Corporation in Edwin Coo-

per stems from its desire to diversify into the oil sector as

unleaded gasoline begins to threaten the future of tetraethyl
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lead. But in a business in which it is a newcomer, Ethyl still

has much to learn before attaining the efficiency and inter-

national coverage of its three main rivals. The same is true of

Amoco and of Texaco Chemicals, although they are endowed

with a significant captive market through their parent

companies, Standard Oil of Indiana and the group made up

of Texaco, Caltex, and Getty Oil, respectively.

For its part, the Royal Dutch Shell group came to

additives after the Second World War in the United States

with a range of alkaline sulfonates. Subsequently it enlarged

its range with new additives (detergents, dispersants, VI

improvers) and fuller geographic coverage through produc-

tion centers located in Berre, France; in Stanlow, England;

and in Marietta, Ohio, and in Martinez, California, in the

United States. More recently, a common subsidiary with

Lubrizol was set up in Brazil.

Besides these large companies, which offer a range of

additives as extensive as possible, if only to recoup research

expenses and the high cost of tests required to obtain

approval of the “packages,” there are a number of chemical

companies that have also established a foothold in the mar-

ket of lube oil specialties. Their reason for doing so was that

they had acquired know-how in the chemical sector leading

to the products marketed.

Rohm & Haas in Philadelphia developed additives to

lower the freezing points of oils and to improve their viscos-

ity index through work carried out as early as 1934 by the

chemist Herman Bruson on the properties of PMA produced

from higher methacrylates. Other companies, such as Röhm

in Darmstadt and Melle-Bezons (whose Persan unit in

France was bought from Rhône-Poulenc by Société

Française d’Organo-Synthèse (SFOS) in 1978), also sup-

plied PMA for such applications. Through the chemistry of

phenol isobutylation, Ethyl and SFOS took a foothold in the

phenol antioxidant market of oil companies, while Ciba-

Geigy is developing a significant program in this area. But

the need to be thoroughly acquainted with the lube oil

business and to be well introduced in the world oil circles

narrows the scope of chemical firms that have only a small

range of additives to offer and precludes their taking a

significant place in such a specialized market.

Food Additives
Because their nature, their uses, and their origins are

extremely varied, food additives are supplied by a large

number of different firms. In what is a fragmented industry,

some producers stand out more because of the major place

they occupy on the market than because of their range of

additives.

In the United States, there are only two producers of citric

acid (Pfizer and Bayer’s subsidiary, Miles) and of vitamin C
(Pfizer and Hoffmann-La Roche) and a single producer of

saccharin (PMC, which bought Maumee from Sherwin

Williams), sorbates (Monsanto), and carrageenates (FMC

since it acquired Marine Colloids).

Because of the very strict rules that in industrialized

nations govern additives used in human food, it has become

very expensive to introduce new products. In some

countries even some of the older derivatives that used to

be considered nontoxic have been questioned. This is the

case with saccharin, discovered by Ira Remsen in 1879 and

used without drawbacks since then. Because of such

limitations, few new producers have ventured into the

area over the past few years except through purchase of

existing companies that already had approved additives.

The giants in the business are generally satisfied with

being dominant in certain market sectors through their

special technologies (fermentation, extraction, synthesis).

The problems of excessively high sugar consumption, how-

ever, have induced a number of researchers to look for

low-calorie substitutes for sucrose other than saccharin.

Accordingly, new synthetic sweeteners have been discov-

ered: cyclamate (sodium cyclohexyl-sulfamate), synthe-

sized in 1937 and put on the market by Abbott in 1950;

aspartame, isolated in 1965, produced by reaction of

aspartic acid with phenylalanine methyl ester, and devel-

oped by Searle, which was subsequently purchased by

Monsanto; and Hoechst’s acesulfame K. Despite lack of

coordination in this area among the different national

legislatures, these synthetic sweeteners, with their low cal-

orie content and a sweetening power that is 50–200 times as

great as that of sugar, should sooner or later take root on

international markets.

The use of gelling and thickening agents in foodstuffs

goes back to earliest times. In the last few years, progress has

been made in the extraction and purification of plant-based

hydrocolloids used for the purpose. In addition, the polysac-

charide xanthane, produced through fermentation, has been

developed over the past 20 years to take its place among the

water-soluble gums supplied to the food industry. At the

same time, a semisynthetic gum, carboxymethyl cellulose

(CMC), used in a number of industrial applications, was

allowed in its purified form, in human foodstuffs.

The US-based Hercules, which started by producing pre-

cisely this CMC of which it is the world’s leading producer,

has gradually extended its range of products by purchasing

companies. It is now involved in pectin, extracted in

Denmark and in the United States from lemon peel; guar,
prepared in Italy from a bush that grows in India and

Pakistan; carob developed in Spain; and carrageenates

extracted from algae growing along the Atlantic and Pacific

coastlines. With the exception of pectin, these various gums

recently became the business of Aqualon, a common subsid-

iary of Hercules and Henkel, its German partner, already

involved in the guar and CMC market. In 1989 Hercules

became the sole owner of Aqualon.
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Hercules never did succeed in developing Xanthane
through its association with the British company Tate &

Lyle in 1979. This gum has remained a specialty of Rhône-
Poulenc which produces it in Melle, France, and of Kelco, a

San Diego, California, subsidiary of Merck that also owns

Alginates Industries.
Other groups have likewise specialized in particular

sectors. The Stein Hall subsidiary of Celanese, taken over

by the British-based RTZ Chemicals, now part of Rhône-

Poulenc, has focused on guar, while Marine Colloids, a

subsidiary of FMC, and Satia, of the Sanofi Elf Bio

Industries group, specialized in carrageenates. There are a

great number of industrial applications for gum, and thus

gum producers are usually drawn to the food industry

because of their know-how in gum. It is seldom that they

have chosen to manufacture thickeners because of their

experience in foodstuffs.

The same is true of antioxidants like BHT (butylhydrox-

ytoluene). Although it is used in purified form in human and

animal food, its more common use is as a stabilizer for

polymers and lubricants. Only BHA (butylhydroxyanisole), a-
tocopherol (vitamin E), TBHQ (tertiary-butylhydroquinone),

and propylgallate, which are marketed by Eastman Kodak,

can be considered as purely food antioxidants for the two

reasons that they are not toxic and that they are high priced.

In fact, Eastman Kodak is the only chemical leader to produce

an extended range of food additives: mono- and diglycerides

and vitamins.

Producers of acidulants came to food applications

through chemistry or biochemistry. Malic acid is produced

by Denka, now owned byMobay, in the United States and by

Croda in England. Like fumaric acid, it is a derivative of

maleic anhydride production. The major acidulant is citric
acid, which is also used as a stabilizer. It is a fermentation

product that is produced by a few traditional specialists—in

Europe by La Citrique Belge, which was bought by

Hoffmann-La Roche; in Britain by Sturges, taken over by

RTZ Chemicals and now owned by Rhône-Poulenc; and in

the United States by Pfizer and Miles.

Phosphoric acid, used in fizzy drinks, is produced in its

food quality only by a small number of firms such as FMC

and Stauffer, an activity taken over by Rhône-Poulenc in the

United States, and by Prayon in Belgium.

Food conservation generally requires the use of chemical

additives, although the problem can be solved at times through

temperature control (pasteurization or sterilization through

heating, freezing, or control of water content [dehydration]).

Chemical additives act by working on the metabolism of the

microorganisms responsible for food deterioration.More often

than not they involve organic acids and their salts, propionic

acid, potassium sorbate, sodium and calcium propionates, and
sodium benzoate, traditionally used to preserve cheese, jam,

cakes, and fatty materials.

Here again a few large companies such as Monsanto for

sorbates and Pfizer for propionates have acquired a leading

place on the markets. On the whole, the food additives sector

is less open to restructuring and rationalization because it is

made up of enterprises that are fundamentally different in

size, technologies and in objectives pursued.

Photochemicals

Since the early 1980s, the major photographic companies

have made efforts to bring changes to their basic

technologies, which had long remained unchanged. The

US-based Eastman Kodak became interested in reprography,

setting up its own range of photocopying machines. It also

became involved in electronics and video to counter compe-

tition from new Japanese equipment (such as Sony’s Mavica

filmless cine-camera). The other photographic giants like

Bayer’s subsidiary Agfa-Gevaert and Fuji Photo Film have

also invested heavily in new areas, the former in magnetic

tape and reprography and the latter in photo disks. Polaroid,
whose founder Edwin Land remained to the day of his

retirement an advocate of specialization, is also starting to

put a range of videocassettes on the market. These changes,

however, are essentially intended for the amateur and mainly

concern camera manufacturers. Overall, the sensitive

surfaces market should receive no shakeup from these new

ventures, for there is still a high demand in a number of areas

where photography remains irreplaceable (press and pub-

lishing, scientific research, industrial applications, radio-

graphic control devices). The industry’s structure reflects

this stability. It is not likely to be upset in the immediate

future because of the power acquired by the few large

multinationals, which vie with one another on international

markets and give any newcomer little chance of success.

Unable to compete with Kodak on the American market,

GAF withdrew from the film industry in 1982. Previously,

the first European merger had taken place between

Belgium’s Gevaert and Germany’s AGFA, producing

Agfa-Gevaert. Its early years were hard ones, and it is now

fully owned by Bayer. Italy’s Ferrania was taken over by

America’s 3M, while Ciba-Geigy was bringing together

Britain’s Ilford, France’s Lumière, and Switzerland’s Telko

within the Ilford group based in Britain.

Following these restructurings, which, in many cases,

took place some time ago, the photographic film industry is

now dominated by three giants: Eastman Kodak, with units

in Rochester, New York, in the United States, in Châlons,

France, and in Hemel Hempstead, England; Agfa-Gevaert,

which produces its photochemicals in Antwerp, Belgium,

and Vaihingen, West Germany; and Fuji Photo Film,
which produces in Japan and has recently set up a film unit

in Holland. Ilford and Polaroid, which went through difficult
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periods of readaptation; 3M, which is involved in other areas

besides photography; and Konishiroku (Konika) in Japan,

which bought Fotomat in the United States, cannot be

regarded as dangerous rivals to the Big Three.

The three major companies follow different policies in

matters of raw materials. Fuji Photo film, which has no links

with the chemical industry, buys 80% of its supplies outside,

while Eastman Kodak and Agfa-Gevaert supply half their

needs through their own production. They all produce their

most “sensitive” organic derivatives, which are kept secret

since they form the basis of emulsion quality.

Although polyester film, introduced by Du Pont under

the trade name Mylar in the 1960s, has been added to

the traditional supports like paper and cellulose acetate, the

principle of photographic film preparation has remained

unchanged since “daguerreotype” was developed. The sen-

sitive surface always contains a silver halide crystal emul-

sion with a gelatin binder. Despite all the efforts to replace

them, silver salts remain the basis of these emulsions, and

film manufacturers still require gelatin, which they consume

at the rate of 20,000 tons a year. The suppliers are few, and

they are carefully selected. The world leader in this area is

Rousselot, now a subsidiary of Sanofi Elf Aquitaine, with

four units in Europe and one in the United States.

Reducing agents such as hydroquinone, metol (p-

methylaminophenol), and p-phenylenediamine are generally

purchased from outside producers. Eastman Kodak produces

its own hydroquinone, however. The other producers get

their supplies from Rhône-Poulenc or from Japanese firms

like Sumitomo Chemicals or Mitsui Petrochemicals.

Color photography, now fully perfected, requires a devel-

oper like N,N0-diethylphenylenediamine which reacts with

silver salts. The oxidized derivative obtained reacts with a

coupling agent made up of groups (–CH¼) or (–CH2–) to

produce the desired color.

Formulations for sensitive surface emulsions also include

accelerators (alkaline carbonates, borax), stabilizers

(sodium bromide, benzotriazoles), conservation agents

(sodium sulfite), hardeners, which improve gelatin behavior

(chloromucic acid, substituted 2,4-dichlorotriazines).

The great variety of products used by film manufacturers,

their stringent quality standards, and their secretiveness,

which prevents them from subcontracting their most

advanced formulations, are all factors that keep photochem-

ical producers apart from the rest of the chemical industry

and keep newcomers out of their sector.

The Alliance of Chemicals and Electronics

Chemical products used today in electronics seem, at first

glance, to be a very ordinary kind. They are different

from those generally offered, however, by reason of the

extraordinary degree of purity which their producers must

achieve in order to satisfy the stringent requirements of the

electronics industry. The maximum dose of impurities

tolerated in monocrystalline silicon amounts to one part

in 1013.

Polycrystalline silicon, produced from silane (SiH4) or

trichlorosilane (SiHCl3) forms the upstream part of the semi-

conductor sector. Monocrystalline silicon is extracted from

polycrystalline silicon and sliced into wafers 25 mm thick

and 8–10 cm in diameter.

Hoechst’s subsidiary Wacker is the world’s leading

polycrystalline silicon producer, with a capacity exceeding

2,000 tons. The overcapacities that began affecting the elec-

tronics industry in the early 1980s forced Monsanto, one of

the largest wafer producers, to slow down its silicon produc-

tion units in 1984. It has since sold this business to

Germany’s Hüls. Rhône-Poulenc, which had ambitions in

the area but lacked the right technology, has withdrawn from

the business.

There are enough suppliers of this type of silicon, includ-

ing, for instance, Dow-Corning, Dynamit Nobel, Shin-Etsu,

Tokuyama Soda, Motorola, and Texas Instruments. A possi-

ble substitute for the silicon used to produce wafers is gal-

lium arsenide, in which Rhône-Poulenc, ICI, and Shinetsu

are already involved.

This situation shows how closely suppliers of electronic

chemicals need to monitor the very rapid developments

taking place in the area; otherwise, their productions run

the risk of becoming obsolete before the full payoff.

Photosensitive products are also used for the production

of wafers. These photoresists polymerize through X-ray

treatment. They are called positive or negative according

to whether or not they are soluble in solvents when exposed

to light. The miniaturization of printed circuits tends to give

a boost to positive resins. Germany’s Hoechst has pioneered

in such photosensitive resins. They are also supplied by

Eastman Kodak, Olin Hunt, Ciba-Geigy, E. Merck, and

Tokyo Ohka Kogyo.

A great number of chemical firms have set up special

divisions to manufacture products for the electronics indus-

try, essentially through acquisitions. For example, Du Pont

bought Berg Electronics in 1972, and a little later Olin
purchased Philip A. Hunt. Some companies, such as Du

Pont, Olin, and Ciba-Geigy, have chosen an “integrated

systems” approach in this area by providing as wide a

range as possible of products and services for the electronics

industry. Others have elected to remain strictly within the

special areas in which they excel through long experience or

proper chemical integration. Thus it was the work carried out

before the war with AEG that led BASF to make its range of

magnetic tapes and gave it the supremacy in chromates

which it shares with Du Pont. Hoechst came to silicon

through Wacker and to gases through Messer Griesheim,
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and now provides, besides high-purity special gases, a range

of photosensitive polymers. Rhône-Poulenc became

involved in printed circuits through its polyimide resins

and Ciba-Geigy through its epoxy resins.

Most of the companies already producing diethylene gly-

col terephthalate polymers have launched into the

applications of polyester film to video and data processing,

Hoechst through its Kalle subsidiary, ICI, Rhône-Poulenc,

Du Pont, Japan’s Toray, Teijin, and Toyobo, the latter in

association with Rhône-Poulenc in Nippon Magphane.

Although Rhône-Poulenc has given up direct upstream

development after fruitless association with Dysan in mag-

netic supports and Siltec in silicon, it still believes it can use

its know-how in rare earths to develop their electronics

applications. Today, Rhône-Poulenc is the indisputable

leader in rare earths, accounting for 40% of the world mar-

ket. At its units in La Rochelle, France, and Freeport, Texas,

it is capable of extracting from lanthanide sands the 14

elements they contain. Over the last few years, samarium,

for instance, has become essential for microelectronics to the

same degree that europium and yttrium oxides already are

for color television.

Whether they approach electronics directly, or through

chemicals, or both, chemical companies involved in this

business can hope to reap the fruits of their efforts in

this area, providing, however, that the sector is spared the

technological and economic jolts it has suffered over the past

10 years.

Catalysts

Ever since England’s Humphry Davy observed in the early

1800s that water was formed when hydrogen and oxygen

react in the presence of a red-hot platinum wire, the phenom-

enon which Berzelius was to call catalysis has intrigued

chemists. The uses of catalysts in industry were first con-

sciously demonstrated by Peregrine Phillips in 1832 when he

used platinum to oxidize sulfur dioxide (SO2) to form sulfur

trioxide (SO3) and by Frédéric Kuhlmann in 1837, when he

produced nitric acid from ammonia.

Early in the twentieth century, Germany’s Wilhelm

Ostwald, France’s Paul Sabatier, and America’s Irving

Langmuir had advanced a step in interpreting the phenome-

non of catalysis by showing that it was characterized by an

acceleration of the rate of reactions and that it was

conditioned by the state of the catalyst’s surface. From

then on, chemical technology made striking progress

through use of catalysts. Between 1905 and 1920, and

more particularly in Germany, there was a spurt of new

industrial-scale processes, for example, Fischer–Tropsch

synthesis and BASF’s use of vanadium oxide to produce

sulfuric acid.

It is no exaggeration to say that without catalysts

Germany would have been in no condition to pursue its

war effort until November 1918. Likewise, if Houdry had

not developed in the early days of World War II its “catalytic

cracking” process, the United States would have found it

very hard to provide its bombers with light fuel. It was also

through catalytic reforming that the United States managed

to obtain from petroleum the toluene needed to produce TNT

between 1941 and 1945.

Since then, catalysts have played an essential role, partic-

ularly in the production of ethylene oxide from ethylene

(Shell, Scientific Design), in the synthesis of hydrogen cya-

nide and acrylonitrile through ammoxidation (oxidation in

the presence of ammonia), of formaldehyde (from oxidation

of methanol), and, of course, in the polymerization reactions

to produce plastics, elastomers, and synthetic fibers. It is not

surprising, under the circumstances, that a catalyst industry

should have developed after World War II through internal

growth or through acquisitions. The very diversity of

catalysts and of their uses has necessarily led to a fragmented

sector.

Some oil companies became involved in the production

of catalysts because they needed them in their own

refineries. Mobil has developed the ZSM 5 catalyst based

on zeolite following studies which began as early as 1936 on

catalytic cracking; Shell has used its own technology to

develop the sales of its catalysts for hydrogenation cracking.

Other companies became involved in catalysts because of

their precious metals business. Johnson Matthey, Engelhard,

and Degussa applied their know-how in platinum metals to

industrial catalysts. Chemical firms, for their part,

approached the area in different ways. ICI made the most

of its acquired know-how, particularly in methanol and

ammonia, by associating with Nalco to form Katalco, a

catalyst supplier; American Cyanamid has set up a subsidi-

ary in Holland with Ketjen; Rhône-Poulenc has formed

Procatalyse in joint venture with Institut Français du

Pétrole.

In other cases, the involvement in catalysts has been

through acquisitions.W. R. Grace bought Davison Chemical

in 1953, and in 1984 Union Carbide purchased Katalistics

International, BV. One of the three leading United States

companies in cracking catalysts, together with Engelhard

and Davison, is Harshaw-Filtrol, which is the result of the

merger of subsidiaries of Gulf Oil and Kaiser Aluminum &

Chemical that have specialized in the area.

The developers of new processes have found it at times

more expedient to set up their own separate entities to supply

the catalysts they were advocating. Allied-Signal’s subsidi-

ary UOP did so for its platforming; Houdry for its catalytic

cracking; Ralph Landau for the silver catalyst used for direct
ethylene oxidation, which was marketed by Halcon SD

and subsequently taken over by Denka, then by Bayer; and
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Phillips Chemical for its polyolefin catalysts, sold through

its subsidiary, Catalyst Resources.

Through inert supports, a number of firms have

succeeded in creating a niche in catalysts—for instance,

Crosfield, a subsidiary of Unilever in England and a silica

producer; or the German Südchemie group, which

specializes in hydrogenation and polymerization catalysts;

or again Condea, which produces in West Germany alu-

mina of high purity. The sector also includes a few firms

which are only involved in a very special sector.

Denmark’s Haldor Topsoe makes catalysts for the synthe-

sis of ammonia and methanol; Lithium Company of Amer-
ica, an FMC subsidiary, produces lithium, while Du Pont

makes boron derivatives.

Linked to the oil industry, to petrochemicals, and to the

large commodity chemicals, the catalyst industry can hardly

escape the economic ups and downs affecting these three

large sectors. Its clients are understandably both demanding

and prudent, for the catalytic system is basic to the good

running of production units. This explains why it is an area

of business that is so difficult to penetrate and run profitably.

Its structure should therefore remain rather stable even with

the development of catalytic exhaust systems. Introduction

in the United States and in Europe of unleaded gasoline and

the use of bimetallic systems for catalytic reforming should

open up new markets for platinum and rhodium.

Retrospect and Prospect

The economic slump that started in 1973 when OPEC

pushed up crude oil prices challenged what were until then

regarded as indisputable truths.

First came the realization that just as no tree can climb as

high as the sky, so no growth can be guaranteed to be

continuous. Suddenly investments made at a time of high

inflation and low interest rates turned out to be disastrous as

demand slowed down simultaneously with monetary

erosion.

The scale effect, which until then was assumed to be cost-

saving, showed its weaknesses as the giant steam crackers

proved more expensive to run at low capacity than smaller

units already written off and working at full capacity.

The notion that production costs could be improved by

grabbing a greater share of the market turned out to be

fatal as the gain in sales was wiped out by severe price

erosion.

Likewise the assumption that the fruits of research would

be proportional to the funds devoted to the sector was totally

invalidated, for never had the world’s chemical industry

spent so much money in research and development to so

little avail. At the same time, the venture capital poured into

biotechnology companies has yet to bring in the returns

expected. The managers of chemical plants, wary of world

petrochemical and heavy chemical overcapacities, believed

they would find in a switch to specialties at least partial

compensation for the losses incurred through traditional

productions. Although they were not all disappointed in

their hopes, some of them found that results obtained fell

short of expectations, for until then specialties had been the

special field of firms that had acquired experience in what

were specific and as yet uncrowded sectors.

Manufactured by too many producers, some specialties

were becoming commonplace. For a manufacturer, there are

only two kinds of products, those that make money and those

that do not. The profits that can be made on a sale are closely

related to the number of producers on the market and to the

day-to-day relationship between supply and demand.

Whether a product is deemed a “commodity” or a “spe-

cialty,” it is all the more profitable for its being offered by

a smaller number of producers for a demand that remains

unchanged. In this context, there are some pharmaceutically

active materials protected by patents and some secret

formulations that are genuine profit centers for their

producers. Likewise, should a base product become scarce

on the market because of an accident on a petrochemical site

or because of sudden high demand, prices soar and the

fortunate producer can turn out the product to maximum

capacity and profit.

Over the last few years, the high cost of installations and

of the money needed to finance them was not conducive to

the building of new plants on any large scale in

industrialized countries. But as demand trends have been

moving upwards lately, petrochemicals have at long last

returned to profitability.

The specialties rush of chemical leaders is, on the con-

trary, more likely than not to produce a surfeit of products, at

least insofar as some specialties are concerned. These will

shed their “added value” and consequently lose their attrac-

tion for the too numerous industry leaders that had decided

to follow that path.

Other disappointments are likely to come from the orga-

nizational and managerial differences between a purchaser

and the specialties firm acquired. The many divestments that

have often followed upon hasty acquisitions show how diffi-

cult it is to force on an entrepreneurial company the man-

agement methods of a large multinational.

One of the paradoxes of the last few years has precisely

been that specialties suitable for medium-sized firms capable

of being flexible in their approach to daily matters should

have fallen into the hands of chemical giants with necessar-

ily heavier structures, while in the United States, for

instance, through the “LBO” procedure, a few strong-

minded individuals have succeeded in taking over large

petrochemical and thermoplastic production units consid-

ered until then as the rightful field of the industry’s greats.
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It is not certain whether the errors of the past will be

repeated in the future. The thirst for power could indeed lead

some company heads to overinvest, especially if they have

public funds at their disposal. They would then recreate the

overcapacities that have been so harmful to fertilizer,

petrochemicals, synthetic fibers, and plastic producers over

the last few years. It is also likely that specialties will

continue to attract industry leaders anxious to develop

fresh prospects.

Let us hope that all the decision makers will bear in mind

that capital funds, whether provided involuntarily by the

taxpayer or willingly by the shareholder, are a rare resource

that must be judiciously allocated and that success in all

things comes from mastery acquired through long patience.

In this respect, Germany’s chemical industry, which has

shown continuity from the time it was established in the

last century to the present under the guidance of

professionals, is a tried and tested model, showing profits

even in the most adverse circumstances.

Drawing inspiration from this example for long years, the

United States chemical industry, under the pressure of finan-

cial analysts and raiders, has in recent years undergone many

upheavals. While they provided new opportunities for the

fortunate few, they changed the environment and made

people forget that to operate efficiently any industry must

set its sights on the long term.

For reasons that were more political than financial,

France’s and Italy’s chemical industries have also undergone

too frequent changes over the past 20 years—in their

structures, their strategies, and their management teams—

to have had a chance of getting through the economic slump

unscathed. It is only very recently that they have returned to

profits by recovering a measure of stability.

Worldwide, in 1987–1989 the industry, whether in

specialties or in basic chemicals, has certainly had its most

prosperous years ever. The chemical industry, on the whole,

does not, however, enjoy a very favorable image in the eyes

of the public. The harmful spillovers caused by untoward

accidents are given wider publicity by the media than the

benefits the industry provides. In consequence,

administrations that were anxious to soothe the more or

less justified fears of their citizens have brought out a spate

of regulations often more restraining and therefore more

costly than is really necessary.

Since one cannot work simultaneously toward a thing and

its opposite, no great spate of discoveries useful to humanity

should be expected at a time when everything is being done to

make it difficult to bring new products onto the market. For a

long time the chemical industry was left free to apply its own

safety standards and could devote most of its time to the

development of new products. In the last few years, it has

had to submit to increasingly costly and prolific rules and

regulations that require its attention and delay the development

of innovations that could save human lives or at least improve

our living conditions. Some balance will have to be found

between safety requirements and the wider interest of the

public.

As in all history, the story of chemicals recalls past events

and makes an attempt to explain them. But it can neither

create them nor prevent them from recurring. While such

history, therefore, teaches us the essential facts that have

taken place within two richly endowed centuries, it does not

tell us which major facts will form the threads of the next

years. It is this unknown factor which makes up the spice of

our professional life. We can at least hope that if we conform

to reason, to ethics, and to scientific and economic laws for

all that is within our scope, each of us will have served this

wonderful science that is chemistry to the best of our

capacities and in the interests of the greatest number of

people.

The Period of the 1990s

The Chemical Industry under Pressure from
Public Opinion and Regulatory Authorities

Prior to the mid-1980s the chemical industry experienced

some upheavals of which the thalidomide tragedy of the

early 1960s and the Bhopal catastrophe in 1984 are two

major examples. However, the lessons learned from such

sad events led to a spectacular improvement during the

1990s in the safety record of the industry in the Western

world.

At the same time much progress has been made in the

abatement of pollution in the air and the treatment of

effluents from chemical operations in North America, West-

ern Europe, and Japan. Between 1978 and 1988 the content

of SO2 in the atmosphere was reduced by 30% in the United

States. Similarly, constant improvements in the way

chemicals are manufactured have reduced the amount of

by-products resulting from chemical operations and, there-

fore, of the quantities of effluents to be treated.

Paradoxically, as these improvements were brought

about, the chemical industry in the Western world has

become the preferred target of environmentalists, and

through the influence of the media, its image has been

deteriorating in the eyes of the public at large. The time is

indeed long gone when a firm like Du Pont could print as a

motto on its letter-head “better things for better living

through chemistry.”

Public opinion was just one area in which the chemical

industry of the developed nations suffered setbacks. The

industry had to face a more tangible threat in the form of

increased pressure from regulatory authorities. For the

United States alone, Edgar Woolard, then chairman of Du
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Pont, cited a figure of $585 billion for the financial burden

incurred by industry in 1993 as a result of federal

regulations, and he predicted the figure to reach $660 billion

in 2000 (“In Praise of Regulation Reform,” Chemistry &

Industry, 5 June 1995). At the same time the Environmental

Protection Agency itself projected that by the end of the

1990s the United States would spend $160 billion per year

on pollution control. In 1996 Ben Lieberman, an environ-

mental research associate with the Competitive Enterprise

Institute, estimated that in the United States the cost of the

phase-out of CFCs in accordance with the 1987 Montreal

Protocol on Substances That Deplete the Ozone Layer could

reach $100 billion over the next 10 years. Indeed chemical

manufacturers had to develop eco-friendly substitutes such

as hydrochlorofluorocarbon (HCFC) and hydrofluorocarbon

(HFC), which are more costly to make, and hundreds of

millions of pieces of air-conditioning and refrigeration

equipment using CFCs had to be discarded.

In fact the chemical industry has been affected in many

different ways by the flurry of regulatory edicts in the 1990s.

For example, the banning of CFCs, together with new

restrictions on the use of chlorinated solvents, has forced

chemical producers to steer their product mix of chlorinated

hydrocarbons away from precursors of these two categories

of chemicals. Similar disruptions in the “chemical tree” of

derivatives have been caused by the phasing out of tetraethyl

lead as an antiknocking additive for gasoline and by its

replacement with methyl tertiary butyl ether, whose fate is

now held in balance by the authorities in California.

The fear of dioxins, which was born from an accident

occurring on July 10, 1976 at the unit in Seveso, Italy, of

Givaudan, a subsidiary of the Swiss Hoffmann-Laroche, has

also changed the way many chemical operations are

conducted. That accident, although it caused no human

fatalities, damaged the environment by releasing in the

atmosphere some 500 g of a very noxious chlorinated impu-

rity of the family of the dioxins. In order to avoid a release of

even the most minute quantities of this particular dioxin

again, hexachlorophene, a very useful germicide is no longer

manufactured. In addition, pulp and paper mills in North

America have been asked to drastically curtail the use of

chlorine and chlorates for bleaching the pulp, and industrial

and municipal waste incinerators are being submitted to

stricter air-pollution controls, which make it necessary to

install high-efficiency scrubbers.

The more stringent regulations enacted by Western

governments have led, in turn, to a delocalization of chemical

activities to places where such rules are less strictly enforced.

Nations like India and China have thus become world leaders

in the production of some fine chemical intermediates and

dyestuffs. Similarly in Mexico many maquiladoras owe their

success, in part, to this process of delocalization.

International trade in chemicals has been affected in many

other ways by the vagaries of national legislations. For

instance, meat treated with hormones is considered safe as

food for Americans but not for the citizens of the European

Union. Bovine somatropin (BST), a hormone that increases

milk production in cows, has long been cleared by the US

Food and Drug Administration, yet it is banned by health

authorities in Brussels. Products derived from biotechnology

have been particularly prone to these inconsistencies.

Hoechst spent 7 years and 80 million DM to obtain permis-

sion to operate its artificial insulin unit in Frankfurt. Mean-

while one of Eli Lilly’s plants located in Strasbourg, France,

was regularly exporting an identical product to Germany.

While the use of genetically modified organisms in

pharmaceuticals has finally been accepted because of their

beneficial effects on human health, environmentalists, par-

ticularly in Western Europe, strongly object to the applica-

tion of such organisms to agriculture. Transgenic crops,

which offer increased resistance to herbicides and reduce

the need for synthetic insecticides, have received the blessing

of public authorities in the United States, Canada, and

Argentina and have been planted with enthusiasm by farmers

in these countries over the last 10 years. Even though no

harmful effect resulting from their use has ever been detected

during that period, Greenpeace and other environmental

organizations, with public backing, were able to convince

European officials that the planting of transgenic crops

should be severely restricted until more is known about

how they react with the environment. The European Union’s

sudden conversion to the “precautionary principle” will have

important consequences. International trade of transgenic

food and feed based on genetically modified corn or soy

will be submitted to stricter regulations. Further development

of disease- and pest-resistant seeds may take more time to

benefit the farmers and, in turn, the final consumers. As these

restrictions are being implemented, chemical companies

specializing in life sciences will have to consider a drastic

restructuring of their portfolio of products.

The Status of Science and Technology

At the end of the 1990s the chemical industry in its main

activities had reached a stage of maturation with respect to

innovation. Several factors can help explain this situation.

First, the pace at which new discoveries were made between

the 1930s and the 1960s was not sustainable for the same

reason that new elements of the periodic table were not easily

found once most of them had already been described. Second,

the part of the turnover that chemical firmswere able to devote

to their research and development budgets became smaller as

more of the available funds were used to cover increasing
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environmental expenditures. Third, the management of

companies whose shares were quoted on the stock market

had to pay closer attention to the wishes of stockholders and

financial analysts, who were often more interested in short-

term accomplishments than in ambitious R&D programs,

which are necessarily lengthy, costly, and risky.

However, while no major breakthrough was made during

the last 10 years of the century in their traditional fields of

endeavor, chemical corporations continued to improve the

performance of their products by devising new methods for

their manufacture. A case in point is supplied by the devel-

opment of the metallocene catalysts. First described by

Walter Kaminsky of the University of Hamburg in the

1980s and pioneered in the field of polyolefins by Exxon

and Dow, these organometallic initiators are still more

expensive than the conventional Ziegler-type catalysts.

They have nevertheless already gained wide acceptance in

the field of polymer production because they make possible,

owing to their special configuration, the production of a

second generation of polyethylene and polypropylene

plastics with improved characteristics. The substitution of

butane for benzene in the production of maleic anhydride,

which began in the 1980s, has at the same time lowered the

cost of manufacture of this intermediate and done away with

benzene as an objectionable raw material. In the period

covered in this chapter, only biotechnology has offered the

chemical industry new opportunities for spectacular

developments in applications related to both pharmace-

uticals and agrochemicals.

In the 1980s, as has been discussed (see p. 342), only a

few bioengineered products were developed: human insulin

and HGH, both by Genentech, came on the scene, followed

by the antithrombotic tissue plasminogen activator

(Genentech, 1987) and the red corpuscle producer erythro-

poietin (Amgen, 1989). About the same time (1985) Abbott

introduced a diagnostic test that could detect the AIDS virus

in human blood collected for transfusions. By the early

1990s, however, through alliances with pharmaceutical

laboratories, all these bioengineered products were already

in commercial use with annual sales passing $100 million,

and one third of the research projects of the major pharma-

ceutical companies were based on biotechnology. It is sig-

nificant that Genentech, the biotechnology company that

Roche now controls with ownership of 59% of its shares,

has diversified its product range to include oncologic drugs

for the treatment of lymphoma and breast cancer as well as

cardiovascular products.

The technologies that have thus transformed drug discov-

ery have also been applied to agriculture in such a way that

new transgenic plant varieties were produced with

characteristics that could not be easily obtained through

cross-pollination. Monsanto, which had relied until the end

of the 1980s on agrochemicals obtained synthetically,

started selling seeds, which yielded transgenic crops

engineered in such a way that they either offered outstanding

resistance to herbicides or generated insecticides in the form

of Bacillus thuringiensis toxins. By 1999, 33% of America’s

corn and 55% of its cotton crop as well as 99% of

Argentina’s soybeans came from such genetically modified

varieties. Contrary to what happened to the pharmaceutical

applications, the use of biotechnology in agriculture has

been opposed by such pressure groups as Greenpeace and

by public-sector agricultural institutions, so it may take

some time before genetically modified crops are universally

accepted.

In the 1990s the pharmaceutical industry proved to be

innovative not only through the use of biotechnology but

also through the discovery of new drugs by other methods. It

applied the technique of chiral chemistry to isolate from a

racemic blend the optically active molecule that is the one

desired as a drug. Combinatorial chemistry was another tool

the industry began to use: in one stroke thousands of small

molecules could be made for screening as drugs rather than

having to synthesize the molecules one at a time. It made use

of improved drug-delivery systems that could bring new life

to older products or maximize the number of potential drug

formulations likely to accelerate the path from preclinical

trials to final approval.

It even met with luck through serendipity in the field of

“lifestyle drugs.” Sildenafil, for example, which is being

offered by Pfizer under the brand name Viagra as a treatment

for male impotence, was initially developed as an antianginal

drug before its property of improving male sexual perfor-

mance was detected. Upjohn first marketed minoxidil

(Rogaine) as an antihypertensive before it came to be

recommended as a hair growth stimulant for the treatment

of male baldness.

The New Landscape

The 1990s were characterized by two main trends in the

world economy. First was a move toward globalization

made possible by the further development of free trade

between nations; this led to a more competitive environment

and made it necessary for corporations to streamline their

operations and increase their productivity. Second was an

expansion of stock markets, with more attention being paid

to the financial performance of companies by the pension

funds holding their shares and more generally by the various

stakeholders.

In order to cope with the changing conditions, the man-

agement of many chemical companies of the Western world

concluded that they had to operate along new lines. They

gave priority to the concept of being the leaders in a few

selected fields, and in order to obtain quick results, they
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came to favor external growth by acquisition at the expense

of internal growth by innovation. This in turn led to a flurry

of mergers, joint ventures, and divestitures that radically

modified the landscape of the industry. Some companies

already involved in pharmaceuticals and agrochemicals

decided to concentrate on their life science activities exclu-

sively. Oil companies that had previously diversified into

fine chemicals and specialties left these fields and limited

their ambitions to being strong in petrochemicals. Con-

versely, various chemical groups well established in basic

chemicals tried to divest product lines considered to be too

cyclical in favor of specialties. Meanwhile some individual

entrepreneurs and financial buyers became interested in the

very commodities that chemical giants were divesting.

At the same time these various acquisitions and

divestitures were taking place, a minority of more traditional

companies decided to retain the various areas in which they

had been operating; they decided to try to grow internally by

promoting products related to their “chemical tree” or, less

often, by developing new molecules through their own

research. As a result of these different attitudes, while the

products made by the chemical industry remained generally

the same over the decade, the ownership of the plants in

which these products were made changed hands rapidly, and

some well-known names in the industry disappeared, with

new ones springing up in their place.

The Trials and Tribulations
of the Pharmaceutical Industry

For historical reasons the activities of the pharmaceutical

industry in the Western world had been operated either by

“stand-alone” pharmaceutical laboratories or by divisions or

subsidiaries of diversified chemical groups. To the first cate-

gory belonged such well-known firms as American Home

Products, Bristol-Myers Squibb, Eli Lilly, Merck, Abbott,

Upjohn, and Pfizer in the United States; Burroughs-

Wellcome, Glaxo, and Beecham in the United Kingdom;

Roussel-Uclaf and Servier in France; E. Merck, Schering,

and Boehringer, Ingelheim in Germany; and Hoffmann-La

Roche (now Roche) in Switzerland. The second category

included the life science operations of American Cyanamid,

Hoechst, Bayer, Rhône-Poulenc, Elf Aquitaine, ICI, Ciba-

Geigy, and Sandoz. However, independently of their origin,

all companies involved in pharmaceuticals had to face simi-

lar challenges in the period considered in this chapter:

• A growing population of older people with more ailments

to be treated;

• Higher R&D expenditures requiring returns between

$300 million and $600 million for each approved active

pharmaceutical ingredient;

• Patents due to expire for blockbuster drugs, which would

invite competition from producers of generic drugs; and

• Higher marketing costs at a time when Social Security

institutions and health maintenance organizations insisted

on lower selling prices for the drugs being offered.

As if this were not enough, the pharmaceutical industry

was also confronted, as were other industries, with the new

concepts of globalization and “shareholder value.”

In order to increase their geographical coverage, most

firms on both sides of the Atlantic resorted to mergers and

acquisitions. Thus, beginning in the late 1980s, Squibb

merged with Bristol-Myers, SmithKline & French merged

with Beecham, Rhône-Poulenc acquired Rorer, and Bayer

took over Miles and Cutter Labs. Other transfers of owner-

ship followed in 1994 and 1995: Roche bought Syntex, the

Swedish Pharmacia merged with Upjohn, Hoechst acquired

Marion Merrell from Dow and completed its control of

Roussel-Uclaf to become HMR, and Glaxo and Burroughs-

Wellcome formed a single entity. This was also the time

when the pharmaceutical, crop protection, and nutrition

operations of Ciba-Geigy and Sandoz were combined into

a new company called Novartis (1995) and when similar

operations belonging until then to American Cyanamid went

to American Home Products (1996).

As the process of globalization proceeded, many

diversified chemical groups started to pay more attention to

the lucrative market of pharmaceuticals at the expense of

their traditional chemical lines and to get interested in the

promising field of biotechnology. Already in 1985 Monsanto

had bought Searle before entering the field of genetically

modified seeds. Du Pont also got involved on a limited scale

in pharmaceuticals through a joint venture with Merck and

moved into seeds. ICI, after the threat of a takeover by the

British conglomerate Hanson Trust, split its life science and

specialty chemicals operations from the rest of its portfolio

by giving birth to Zeneca (1993).

Eastman Kodak decided in 1994 to part with Sterling

Drug: the ethical drug division went to Sanofi (Elf

Aquitaine), and over-the-counter drugs went to SmithKline

Beecham. Dow also divested its pharmaceutical business by

selling Marion Merrell to Hoechst, which later was to

announce its intention to become a life science company

(1997). After some hesitation Rhône-Poulenc followed the

same path as Hoechst, and in 1999, having proceeded with

the separation of their chemical activities from their core life

science business, both firms put together, under the aegis of a

new company to be called Aventis, their pharmaceutical

divisions and subsidiaries as well as the former crop protec-

tion operations of Rhône-Poulenc and of AgrEvo, jointly

owned until then by Hoechst and Schering.

These various moves, made under the pressure of finan-

cial analysts and with the purpose of enlarging the pipeline

32 F. Aftalion



of active pharmaceutical ingredients close to approval,

caused drastic changes in the structure of the chemical

industry. Some of these changes were also a result of the

outsourcing by pharmaceutical laboratories of most of their

upstream chemical production, which gave a strong impetus

to companies specializing in organic synthesis.

Within the pharmaceutical industry itself, the wish of

each company’s management to see its firm reach what is

considered a “critical size” remained a constant feature as

the century came to an end and the new millennium began. It

led to new national and transnational mergers. In France,

Sanofi (Elf Aquitaine) merged with Synthélabo (L’Oréal)

and Laboratoires Pièrre Fabre with BioMérieux. Elsewhere

the Swedish Astra and the British Zeneca combined their

operations; Pharmacia-Upjohn took control of Monsanto;

and two giant firms, Glaxo Wellcome and SmithKline

Beecham, announced their intention to combine their

activities, which would lead to a group with a turnover of

$25 billion, exceeded only by Pfizer after its acquisition of

Warner Lambert.

However, serious problems remain after such mergers

take place. Short-term savings do not necessarily produce

long-term growth. Furthermore, the executives and their

subordinates of the merged companies may not get along

with each other, the best researchers sometimes leave, and

most of the time size is not the corollary of creativity. For all

these reasons some “contrarians” in the industry have

decided to pursue a different course at least for the time

being.

Roche, with its capital still controlled by the founder’s

family, has opted for internal growth. Although still a market

leader in vitamins, the company is concentrating on its own

research for pharmaceuticals. It is developing simulta-

neously a line of diagnostics after acquiring Boehringer,

Mannheim and has gained access to biotechnology through

its controlling interest in Genentech. In order to finance these

activities, Roche has at the same time announced the spin-off

of its flavors and fragrances business known as Givaudan.

Among other contrarians, mention should also be made of

Bayer, which with a pharmaceutical operation amounting to

more than $5 billion in sales, has until now run the business

under its existing structure. Other chemical giants like

Solvay with Solvay Pharma, BASF with Knoll, and Akzo

Nobel with Organon are following a similar strategy. It is

possible, however, that because of the relatively small size

of their pharmaceutical businesses they may decide to do

otherwise in the future.

Stand-alone pharmaceutical laboratories have also in

many cases preferred internal growth to mergers and

acquisitions and have prospered by doing so. Such is the

case particularly in the United States with Johnson & John-

son, Eli Lilly, Schering Plough, and Merck and Company. In

addition biotechnology companies, which have developed

products until now commercialized by well-established

laboratories, are reaching a size (as with firms like Amgen,

Chiron, Genentech, and Genzyme in the United States) that

will allow them to consider acquiring their own pharmaceu-

tical companies in the not-too-distant future.

This survey of the Western world should not make us

forget that Japan also has a thriving pharmaceutical industry.

Three firms in particular—Takeda, Sankyo, and

Yamanouchi Pharmaceutical Company—are of interna-

tional repute. Takeda, the largest, is also the oldest, having

been founded by the Takeda family in 1781. It has a joint

venture with Abbott in the United States. Out of 25 block-

buster drugs currently available in the United States, six

were discovered in Japan. But Japan remains weak in bio-

technological developments, which are the source of much

Western drug innovation.

The Reshuffling of Chemical Assets

Many large groups, once deprived of their life sciences

activities, were left with sizable chemical activities that

had to be dealt with. One widely used solution was the

creation of new chemical entities through various spin-offs.

Thus, between 1993 and 1999, Kodak gave birth to Eastman

Chemical Company, American Cyanamid to Cytec

Industries, Ciba-Geigy to Ciba Specialty Chemicals, Sandoz

to Clariant, Monsanto to Solutia, and Rhône-Poulenc to

Rhodia. Some more complex cases had to be solved differ-

ently. Hoechst, for example, proceeded in successive steps:

in 1994 it set up a 50-50 joint venture with Bayer, called

Dystar, for the purpose of managing their respective

dyestuffs businesses. In 1997 it transferred its specialty

chemicals operations to Clariant in return for a 45% stake

in the enlarged company; finally, in 1999, it passed its

industrial chemicals assets on to Celanese—the US corpora-

tion it had acquired 12 years earlier—and passed Herberts,

its coatings company, on to Du Pont.

ICI also was faced with difficult problems after the creation

of Zeneca, as it had an impressive range of commodity

chemicals to dispose of and wanted to acquire activities that

would be more lucrative and less cyclical than the ones it was

left with. In 1997, having changed its top management, ICI

was able to acquire from Unilever, which wanted to focus on

consumer products, three profitable businesses: National

Starch (adhesives), Quest International (fragrances), and

Unichema (oleochemicals), now called Uniquema. While tak-

ing advantage of this opportunity to re-enter the specialty

chemicals markets, ICI began to divest its bulk chemicals

and polymer operations: polyester fibers and films went to

Du Pont; fertilizers and ammonia to Terra Industries;

explosives to AECI and Orica; autopaints to PPG Industries;

polyurethane, aromatics, and titanium dioxide (TiO2) to
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Huntsman; and acrylics, fluorochemicals, Crossfield silicas,

and chloralkali units to a privately held financial company

called Ineos. At the end of 2000, with this ambitious program

of divestitures completed, ICI had become an efficient

specialties and paints company, and the three letters I, C, and

I, which originally stood for Imperial Chemical Industries, are

the only reminder of its past glory. Other groups did not even

retain their former names (for example, American Cyanamid,

Sandoz, Hoechst, and Rhône-Poulenc) and therefore will soon

survive only as entities in the memory of old-timers. Many

other changes were to occur as the reshaping of the chemical

industry continued (Fig. 1.1).

The Impossible Marriage of Pharmaceuticals
with Agrochemicals

Placing all life science activities under one roof appeared to

be a logical decision, and it at first had the blessings of

financial analysts. However, it proved unwise. Indeed, no

sooner had Novartis, AstraZeneca, Pharmacia-Upjohn-

Monsanto, and Aventis been created than their managements

were made aware of some important facts:

• There was very little synergy between the pharmaceutical

and the crop protection parts of the business.

• The margins generated in the human health sector were far

higher than the ones obtained in selling products to farmers.

• Pesticide sales are cyclical because they depend on the

weather and on commodity prices.

• The backlash begun in Europe against genetically

modified foods has decreased—at least temporarily—

the expectations for high-tech seeds.

As a result all the above-mentioned companies have

decided to divest their agrochemical operations through

either mergers, spin-offs, or straight sales, and new entities

devoted entirely to crop protection are being born: Syngenta

from the merging of the agrochemical divisions of Novartis

and AstraZeneca; Aventis CropScience, the merger of the

crop protection activities of Rhône-Poulenc and of Hoechst

Schering, formerly known as AgrEvo, once the problem

raised by the participation of Schering in AgrEvo had been

solved; and Monsanto, to be left essentially as a separate unit

by Pharmacia-Upjohn shortly after having been acquired

by them.

While these divestitures are taking place, large chemical

groups less spoiled by the high margins of the pharmaceuti-

cal industry are reinforcing their position in agrochemicals.

Such seems to be the case with BASF, which in March 2000

acquired the pesticides line of American Cyanamid from

American Home Products, and of Bayer, which has added

strength to its range of fungicide products by buying the

Flint product line of Novartis. Other groups like Du Pont

that are very active in seeds and Dow Chemical, which

purchased Eli Lilly’s remaining share in DowElanco in

1997, have also kept faith in the future of agrochemicals, a

market worth $30 billion worldwide. Even smaller firms can

find the agrochemical business particularly rewarding,

provided they focus on “niche” products as FMC and

Uniroyal Chemical (now part of Crompton Corporation)

have done. In any case the trend seems to be for life science

companies to focus on pharmaceuticals and for large chemi-

cal groups with relatively small operations in human health

to negotiate a withdrawal and concentrate on agricultural

chemicals, an activity closer to their traditional practice. The

announcements at the end of 2000 that Knoll, part of BASF,

will be sold to Abbott and that Bayer and Du Pont are

considering a separation of their pharmaceuticals from the

rest of their businesses provide further proof for this line of

thinking.

The Fate of the Dyestuffs Sector

Still in 1992 there were six major producers of dyestuffs in

Europe—BASF, Bayer, Hoechst, Ciba-Geigy, Sandoz, and

ICI—and an American manufacturer of smaller size,

Crompton & Knowles. However, the pressure of small

competitors in India and China has since led to major

changes in the industry. Indeed, with their low overhead,

favorable labor costs, and lack of consideration for environ-

mental issues, these Far East firms began to offer

intermediates for dyestuffs, then finished dyes, at very

attractive prices. The established producers of the Western

world reacted initially by using these cheaper intermediates

in their own production, but they soon realized that more

Fig. 1.1 Sir James Whyte Black, one of the recipients of the 1988

Nobel Prize in physiology or medicine. While at ICI, his pioneering

work in analytical pharmacology led to the discovery of b-adrenoceptor
and histamine type 2 antagonists. Courtesy Nobel Foundation
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drastic moves were necessary. In the case of ICI the textile

dyes were transferred to Zeneca Specialties, which in turn

made toll-manufacturing arrangements with BASF before

being taken over by venture capitalists (Cinven and Invest

Corp) in 1999 to form Avecia. As has already been men-

tioned, Hoechst and Bayer combined their textile dyes in a

50–50 joint venture called Dystar (1994), which BASF later

joined. The dyestuffs lines of Ciba-Geigy and Sandoz went,

respectively, to Ciba Specialty Chemicals and Clariant after

the creation of Novartis in 1995. Crompton & Knowles sold

its textile dye business in 2000 to a British manufacturer,

Yorkshire Chemicals, now called Yorkshire Group.

These various changes of ownership were accompanied

by plant closures and the transfer of production to such

places as Brazil and the Asia-Pacific area, which offered

cheaper labor costs and less severe regulatory constraints.

Smaller producers of textile dyes in Europe also lowered

their ambitions, with Holliday Chemical Holdings, now part

of Yule Catto, closing their historical site of Huddersfield in

the United Kingdom and Yorkshire Chemicals discontinuing

production at its unit in Tertre, Belgium. Conversely, large

firms like Ciba Specialty Chemicals and Clariant, while

delocalizing their commodity dyes to more propitious

regions, were able to link their dye expertise with their

pigment technologies and to develop more sophisticated

products for use in such applications as plastics, paints,

and inks.

Consolidation in the Field of Specialty
Chemicals

In their pursuit of “shareholder value” chemical companies

have generally favored developing specialty chemicals over

manufacturing large-volume commodities, which are con-

sidered to be less profitable and too cyclical. However, for

historical reasons, the balance between these two categories

of products varied from one group to another. This was

particularly evident in the case of the newly born companies

that resulted from the split of life science operations. Thus

Ciba Specialty Chemicals was from the beginning a com-

pany focused on specialties and performance chemicals. It

became even more focused with the acquisition in 1998 of

Allied Colloids, a British company specializing in

flocculants, and with the sale of its epoxy resins, a line of

polymers in which it had been a pioneer, to Morgan Grenfell

Private Equity. Clariant, with the product ranges inherited

from Sandoz and more recently from Hoechst, belonged in

the same league. It further enhanced its position by acquiring

the former British Tar Products (now BTP) with its fine

chemicals arm Archimica, a leading manufacturer of active

molecules for the pharmaceutical industry, and PCR, a high-

tech product specialist. The new ICI under the guidance of

Brendan O’Neill had been re-created into a leading specialty

chemicals corporation.

Other newly born companies were not so lucky, and their

image remained blurred in the eyes of financial analysts

because their product mix still included a significant propor-

tion of commodities. Eastman Chemical Company, for

example, still relied heavily on polyethylene terephthalate

plastics and cellulose acetate in the field of polymers and on

the acetyl chain and oxoalcohols as far as high-volume

chemicals were concerned. Its management, by acquiring

Peboc in the United Kingdom from Solvay Duphar as well

as two other fine chemicals units in the United States, had

made plans to enter the sector of organic synthesis for

pharmaceuticals, only to give it up a few years later. Instead,

Eastman Chemical Company decided to increase its pres-

ence in the resin market after it acquired Lawter Interna-

tional, an ink resin manufacturer; in 2000, Eastman also

acquired the rosin esters and hydrocarbon resin lines of

Hercules.

Rhodia, because of earlier mergers, is also regarded as a

conglomerate rather than a purely specialty chemical firm.

Having placed its toluene diisocyanate unit outside its

perimeter of activity and sold its chloralkali business to a

US investor, La Roche, it still retains such commodity

chemicals as phenol, phosphoric acid, and sodium

tripolyphosphate (STPP) and maintains a presence in such

unrelated fields as rare earths, styrene butadiene rubber

latex, and cellulose acetate tow. Its core businesses are also

very diversified; they include nylon fibers, polyamide engi-

neering plastics, biopolymers (guar and xanthan gum),

diphenols and derivatives, silica, silicones, and surfactants.

In the future Rhodia intends to develop its activities in

organic synthesis for pharmaceuticals, and it has recently

acquired ChiRex, a US company that complements the units

it already operates in the United Kingdom and in France

(ICMD, Industrie Chimique Mulhouse Dornach). Rhodia

recently made a successful bid for the old British firm

Albright & Wilson, which gives it a leading position in the

field of phosphoric derivatives, while the surfactant line will

be resold to Huntsman.

Solutia, a firm created through a spin-off by Monsanto in

1997, also looks more like a conglomerate than like a spe-

cialty chemicals company because it retains large operations

in nylon and acrylic fibers as well as in upstream

commodities. It has entered its phosphorus chemicals opera-

tion into a joint venture with FMC called Astaris. Another

joint venture, this time with Akzo Nobel, runs its former

rubber chemical business under the name of Flexsys. Solutia

has acquired, from Akzo Nobel, CPFilms and has purchased

from Deutsche Morgan Grenfell the line of Vianova resins

that belonged initially to Hoechst. The prospects for the

lucrative polyvinylbutyral film for safety glass (Saflex)

look particularly promising.
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Another newly born corporation, Cytec Industries, having

sold its acrylic fibers to Sterling Chemicals, looks more

entrenched in the field of specialties than either Rhodia or

Solutia. As a spin-off of American Cyanamid, Cytec has

gained a leading position in the production of acrylamide

derived from acrylonitrile and is a major producer of

flocculants destined for water treatment. Recently, however,

it sold its line of paper chemicals to Bayer. Among the new

entities that appeared after the restructuring of the life

sciences operations of several large groups, the former spe-

cialty chemical business of ICI, renamed Zeneca Specialties

and then Avecia after it was acquired by Cinven and

Investcorp, should be mentioned.

Aside from the above-mentioned changes from outside

causes, consolidating this sector of the chemical industry has

also been to a great extent the work of long-established firms

already well positioned in the field of specialties and perfor-

mance chemicals. In the United States, for instance, Rohm&

Haas through its acquisition of Morton International in mid-

1999 has greatly enhanced its status as a leading producer of

chemical specialties—a status it had earned through its past

presence in such lines as plastics additives, biocides,

agrochemicals, and electronic chemicals. With the purchase

in 1999 of Lea Ronal and of the photo-resist business of

Mitsubishi, Rohm & Haas has further increased its presence

in the electronic materials market, and its decision to divest

the salt production activities of Morton International can

only strengthen its position as a supplier of specialty

chemicals.

Another American firm, Great Lakes Chemical

Company—whose most profitable product, tetraethyl lead,

made by its subsidiary Octel was being threatened by regu-

latory authorities—has also decided to concentrate its efforts

on specialties and performance chemicals. Great Lakes, after

deciding to focus on plastics additives, acquired succes-

sively Société Française d’Organo-Synthèse (SFOS), a

Rhône-Poulenc subsidiary; LOWI, an independent German

firm; and the antioxidant and ultraviolet absorber lines of

Enichem in Italy. Finally, in 1998, Great Lakes demerged

Octel and became a company in which over 80% of its sales

was devoted to specialties. Ethyl, Great Lakes’ main com-

petitor in bromine chemistry, took a different path. In 1994 it

set up two autonomous companies: Albermarle Chemical

Company, which took over the polymer and fine chemicals

businesses, and Ethyl, which was to specialize in petroleum

additives.

Olin, one of the few conglomerates left on the American

scene, clarified its structure in 1999 by regrouping under a

new company called Arch Chemicals all its fine chemicals

operations, while retaining the metal, ammunition, and

chloralkali operations under the existing organization. A

year later Arch Chemicals took over the British company

Hickson International, which was involved in wood-treating

chemicals, coatings, and fine chemicals. The trend toward

further consolidation has led FMC to plan the separation of

its chemical divisions, which represent almost 50% of its

turnover from its machinery and engineering operations.

Other large groups, however, have chosen to maintain

their specialties in their traditional structure. General Elec-

tric, for example, generates over $6 billion worth of plastics

and chemical sales, including sales of acrylonitrile butadiene

styrene resins and plastics additives acquired from Weston

Chemical (a former Borg Warner subsidiary) and now man-

aged by GE Plastics. Similarly Riedel de Haen, the fine

chemicals German company taken over from Hoechst by

Allied-Signal is run as part of that conglomerate whose

turnover of specialty chemicals exceeds $1 billion. Several

other American firms belong to the category of companies

with at least $1 billion worth of sales in specialties and

performance chemicals, including W.R. Grace, Lubrizol,

Crompton, Hercules, and B.F. Goodrich. The fate of these

companies is worth considering.

W.R. Grace has shrunk considerably from its earlier days

as a conglomerate under Peter Grace, and it has to be

considered as a specialty chemicals company from now on.

Lubrizol is still a lube additives specialist with some grow-

ing activity outside its core business. But Crompton is the

outcome of two mergers that have greatly expanded the

portfolio of products it now manages.

In 1996 Crompton & Knowles, then a manufacturer of

dyestuffs and polymer-processing equipment, took over

Uniroyal Chemical, a company resulting from a leveraged

management buyout after the tire business, which had gone

to Michelin, was split off. Three years later Crompton &

Knowles and Witco were merged through an exchange of

shares, Witco having become vulnerable as a result of unsuc-

cessful restructuring. The new entity, now called Crompton,

no longer includes the oleo-chemicals of Witco, which went

to Th. Goldschmidt (SKW Trostberg), or the textile dyes of

Crompton & Knowles, sold to Yorkshire Chemicals. With a

turnover of around $3.3 billion it is nevertheless a well-

diversified specialty chemicals company, with leading

positions in ethylene propylene rubber, plastics additives,

and rubber chemicals as well as crop protection products

and silanes.

At the same time that Crompton appeared as a strong

contender with its wide range of specialties, two well-

known American firms were approaching the end of their

existence as specialty chemicals manufacturers. B.F.

Goodrich, originally a tire maker, had diversified success-

fully into chemicals. However, at the end of 2000, it had

become a major aerospace industry supplier with only $1.2

billion worth of specialty chemicals sales left. This business

unit has now been sold to an investor group led by AEA

Investors Inc., a closely held business, and B.F. Goodrich

has divested the last of its former operations. The other firm,
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Hercules, was originally a prominent and innovative

producer of chemicals and polymers with leading positions

in several niche markets. When Thomas Gossage, from

Monsanto, took over as chairman in 1991, Hercules had

already sold its dimethylterephthalate (DMT) business and

the 50% share it owned in Himont, a polypropylene joint

venture with Montedison. From 1991 to 1996 the company

went through a restructuring that combined the sale of vari-

ous parts of its portfolio of activities (aerospace, flavors and

fragrances, polypropylene packaging films, electronics,

printing materials, and so forth) with an ambitious share

repurchase program. This program raised the market value

of Hercules stock to a peak of $65 per share in 1995, a year

before the chairman retired (Fig. 1.2).

By that time, however, the company was left with only a

few businesses, which although quite profitable, offered

little growth potential. To give the company a boost, the

new chairman considered entering the field of water treat-

ment. In 1997 Hercules made an offer for Allied Colloids,

but it was outbid by Ciba Specialty Chemicals. A year later,

however, Hercules, by paying a high premium, was able to

acquire BetzDearborn, a water-treatment specialist formed

when Betz Laboratories bought the Dearborn units of W. R.

Grace. The deal boosted Hercules’ revenues from $1.9 bil-

lion to $3.5 billion, but it also increased its debt substantially

at a time when competition in the water treatment market

had become much more acute owing to the consolidation of

the two entities Calgon and Nalco Chemical Company under

the aegis of the French group Suez Lyonnaise des Eaux. The

management of Hercules, hoping to improve the company’s

debt ratio, decided to part with other assets: their food gum

operation is now a joint venture with Lehman Brothers

Merchant Banking partners as majority shareholders; the

resins operation, for which they held a leading position,

has been sold to Eastman Chemical; and FiberVisions, the

world’s largest producer of thermally bonded polypropylene

fibers, is for sale. As was to be expected, the valuation of

Hercules stock has been severely downgraded, reaching a

low of $14 per share. This decline has in turn attracted the

attention of the well-known raider Samuel Heyman, the

chairman of International Specialty Products, which is the

new name for the former GAF Corporation. With Thomas

Gossage now back in the driver’s seat, Hercules may not

have any other choice but to be sold and disappear as a going

concern after a long and often brilliant existence that began

in 1912.

This story is typical of what happens to an otherwise

healthy company when it is managed for too long under

the pressure of short-term financial considerations. The fate

of Laporte Chemicals, a British company founded in 1888

by the chemist Bernard Laporte to produce hydrogen perox-

ide (H2O2) for use as a bleach, was not any better than that of

Hercules. Yet by 1995 Laporte had grown into a uniquely

large specialty chemicals corporation with a turnover of £1

billion. It had quit the phthalic anhydride and TiO2 sectors in

the 1980s and in 1992 dissolved its joint venture with

Fig. 1.2 Crompton’s silane unit, Termoli, Italy. Courtesy Crompton Corporation
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Solvay, Interox making H2O2. Having made several

acquisitions in the fields of organic peroxides, adhesives,

and process chemicals, Laporte was operating through 16

strategic business units. Between 1995 and 1998, however,

the management of the company started to divest some

businesses that were underperforming, the remaining port-

folio being focused on fine organics, peroxide initiators,

construction chemicals, electronic materials, pigments, and

additives. This reshuffling of activities culminated in 1999

with the acquisition of Inspec, a British firm that resulted

from the leveraged management buyout 7 years before of

several chemical operations and in particular of parts of

British Petroleum’s specialty chemicals and of Shell’s fine

chemicals divisions. No sooner had this last acquisition been

completed than the new management in charge of Laporte,

with a view to reducing the outstanding debt, decided to part

with those units that were not directly involved with fine

organics and performance chemicals. As a result the units

that represented half of the total turnover were sold at the

beginning of 2000 to Kohlberg Kravis Roberts & Co., a

private equity investor. Finally, having reached a perfect

size for being taken over, Laporte, or rather what was left

of it, was acquired a few months later by Degussa AG and

disappeared from the British scene as an independent chem-

ical corporation after 112 years of operation.

Degussa AG is the new name of a German group that is

slated to become one of the largest fine chemicals and

specialty chemicals corporations in the world. But to achieve

this status, further restructuring is needed. Indeed Degussa

itself, which celebrated its 125th anniversary in 1998, was by

then a member of VEBA AG, a large German energy con-

cern that owned 100% of Chemische Werke Hüls. The next

step was for Degussa and Hüls to be merged through an

exchange of shares that gave VEBA a stake of 62.4% in the

new company. Meanwhile, another energy company, VIAG

AG, established in Bavaria, had taken full control of SKW

Trostberg, to whom it was supplying power. In 1997 VIAG

gained a controlling interest in a family business, Th.

Goldschmidt, which it merged with SKW Trostberg

2 years later. VIAG thus owned 63.7% of the merged entity.

Then VEBA and VIAG announced their intention of com-

bining their chemical assets and gave birth at the end of 2000

to what is now called Degussa AG with initial sales of 14

billion Euros per year. In order to streamline its operations

into a true specialty chemicals group, Degussa AG will need

to dispose of several commodity activities (e.g., phenol,

fertilizers, salt and metallic chemicals, dimethyl terephthal-

ate, C-based alcohols, and plasticizers) and to sell its

pharmaceutical subsidiary Asta Medica as well as its auto-

motive catalyst sector. It will then be left with leading

positions worldwide in such diversified fields as amino

acids, carbon black, precipitated silicas, organosilanes, spe-

cialty polymers, flavors (Mero & Boyveau) oleochemicals

(Th. Goldschmidt), and hydrogen peroxide.

As the consolidation of the specialty chemicals industry

continued, it affected many firms in which the founder’s

family still held substantial portions of the capital, even

though some of them kept on thriving. One example was

Union Chimique Belge, whose management had been wise

enough in the late 1980s to focus on three profitable lines:

the pharmaceutical sector, with a blockbuster antiallergic

drug called Zyrtec; the chemical sector, with ultraviolet

curing and powder-coating technologies; and the film sector,

with a leading position worldwide in oriented polypropylene

and cellophane films. The German company Wacker, in

which Hoechst had been a partner from the start, also man-

aged to retain its independence, although it was still active in

some commodity-type products (acetic acid, vinyl

monomers and polymers, and silicon carbide), it chose to

emphasize lines that showed greater profitability, such as

silicones, hyper pure silicon for semiconductors, and spe-

cialty and fine chemicals. In France the well-run starch and

derivatives producer Roquette Frères, after a short flirtation

with Rhône-Poulenc, was able to recover its autonomy.

Other firms were less fortunate; they lost their indepen-

dence because the founder’s successors either could not

agree on a management plan or had to sell their shares to

pay inheritance taxes. Thus, Compagnie Française des

Produits Industriels, which belonged to the Hess family,

was sold in 1996 to Fernz Nufarm, a firm from New Zealand

specializing in agrochemicals. As has been discussed, Th.

Goldschmidt of Germany was taken over by VIAG. Another

German firm, Raschig, which was founded in Ludwigshafen

in 1891 and which had remained under the control of its

family owners since then, was integrated in the mid-1990s

into the PMC Group of Philip Kamins, a California-based

entrepreneur with interests in plastics and specialty

chemicals. Even a powerful company like the venerable

Henkel had to reconsider its position. In 1999 it set apart

under the name of Cognis its specialty chemicals activities,

including production of an important range of

oleochemicals. Henkel, still controlled by the heirs of Fritz

Henkel, has made clear its intention to leave this field in

order to better compete in the consumer products area with

such large groups as Unilever and Procter & Gamble.

The specialty chemicals industry is estimated to have an

annual turnover of $200 billion worldwide, with production

scattered among a great variety of suppliers. Consolidation

of that industry was to be expected owing to the pressure of

shareholders and to management eager to rationalize their

portfolio of products. Some corporations like Ciba Specialty

Chemicals, Clariant, ICI, Rohm & Haas, Crompton, and

Great Lakes have succeeded in being considered as specialty

chemicals companies in their own right. Others, such as

Rhodia and Degussa AG, still have a product mix that is

much too diversified to reach that status. They will have to

restructure their portfolio further if they want to improve

their share value. Still others, because their management was
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led by short-term objectives or made unwise divestitures and

acquisitions, have been penalized by the stock markets and

will no longer survive as independent entities: Laporte and

Hercules are among these sad cases. Aside from bowing to

financial considerations, the consolidation of the industry

also had at its root the necessity of reducing the number of

participants once their customers became less numerous and

acquired a worldwide presence. For instance, with only three

major tire manufacturers left—Michelin, Goodyear, and

Bridgestone—the number of the main rubber chemicals

manufacturers also had to shrink: Solutia and Akzo Nobel

merged into Flexsys, facing Uniroyal Chemical (Crompton)

and Bayer as their major competitors.

The Case of Fine Chemicals

Fine chemicals, sold in relatively small volumes and at

rather high prices, are obtained through various organic

chemical reactions. Their production does not require

heavy investments as they are made in multipurpose units

equipped with glass-lined and stainless-steel reactors. For

this reason this sector of the chemical industry has attracted

skilled entrepreneurs who know how to surround themselves

with teams of good chemists capable of conducting multi-

step syntheses leading to the formation of complex

molecules used by pharmaceutical laboratories and agro-

chemical firms. Over the years, however, these customers

of the fine chemicals industry realized that they should make

their active ingredients themselves and so created their own

chemical departments to carry out at least the final steps of

the synthesis of the products they had developed.

During the 1990s a drastic change took place in that many

pharmaceutical companies saw their R&D and marketing

expenditures rise considerably, so they decided to outsource

the synthesis of their proprietary drugs. At the same time

many patents protecting well-known ethical drugs expired,

and the same drugs came to be offered on the market as

generics by competitors. As a result the chemical

subsidiaries of major laboratories were offered for sale,

and the toll-manufacturing activities of well-established

fine chemicals firms increased spectacularly.

Thus, in 1997, Glaxo Wellcome handed over its

Greenville site in the United States to Catalytica and its

Annan plant in Scotland to ChiRex in exchange for supply

contracts running for a 5-year period. Similar deals were

made when in 1997 Warner Lambert sold Sipsy Chimie

Fine, the chemical operation of its French subsidiary

Laboratoire Jouveinal, to PPG Industries and a year later

when the British firm BTP bought the French firm

Hexachimie from Bristol-Myers Squibb. Prior to its merger

with Sandoz, Ciba-Geigy had, for its part, divested its

French subsidiary La Quinoléine, which was acquired by

Organo-Synthése. Sanofi sold its operation in Spain,

Moehs SA, to PMC.

While these divestitures were taking place, traditional

fine chemicals manufacturers were able to enjoy new

contracts for the synthesis of active ingredients from

companies involved in crop protection products and

pharmaceuticals. Many European companies were the

beneficiaries of the new trend. In Switzerland the leader

was Lonza, which became independent in 1999 when its

mother company, Alu Suisse, merged with the Canadian

aluminum manufacturer Alcan. Other Swiss firms—such as

Siegfried AG, EMS-Dottikon, Cilag, and Orgamol, Röhner,

now part of Dynamit Nobel—took advantage of these

developments. Clariant entered the field on a big scale in

2000 with its acquisition of BTP.

In France as well, some companies that had been tradi-

tionally involved in fine chemicals through their specific

expertise engaged in similar activities. The state-owned

Société Nationale des Poudres et Explosifs decided to

make use of its skills in phosgene and nitration chemistry

by buying Isochem from the Wirth family and making

inroads in the field of polypeptides. Rhodia, which had

inherited ICMD from its former links with Rhône-Poulenc,

acquired ChiRex at the end of 2000. Another firm, Produits

Chimiques Auxilliaires de Synthèse (PCAS), which

belonged to Dynaction, a medium-sized French conglomer-

ate, also expanded by taking over Pharmacie Centrale de

France’s chemical subsidiary and a plant in Limay belonging

to the German Schwartz Pharma.

In Holland, under the leadership of Simon de Brée, DSM

chose to diversify into fine chemicals first by acquiring the

Austrian Chemie Linz from ÖMW, then in 1999 by taking

over Gist-Brocades, a Dutch supplier to the pharmaceutical

industry. Finally, with the purchase of Catalytica’s pharma-

ceutical subsidiary in 2000, DSM has become a leader in this

field and now generates a turnover of $1.3 billion.

Conversely, the United Kingdom has seen many of its

fine chemicals companies disappear from the map: Hickson

International is now a part of Arch Chemicals, Courtaulds

Chemicals has been taken over by Akzo Nobel, and the fine

organics and performance chemical lines of Laporte were

recently acquired by Degussa AG. Peboc got sold by Duphar

to Eastman Chemical Company, which now wants to dispose

of it. A similar trend has occurred in Germany where Riedel

de Haen was acquired in 1995 by Allied Signal, Raschig by

PMC, and Boehringer Mannheim by Roche.

Italy, long the source of expertise in multistep synthesis

built up over the years by individual entrepreneurs, did not

fare any better. Francis in Milan, after having been owned by

Laporte, is now controlled by Degussa AG; Profarmaco was

acquired by Nobel Chemical, which in turn is owned by
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Cambrex; OPOS went successively to Hoechst Marion

Roussel and then to Holliday Chemical Holdings, itself a

part of Yule Catto.

The United States was not as strongly endowed with fine

chemicals expertise as were many European countries since

the skills of the organic chemist were less cultivated in

America than those of the chemical engineer and only a

few American companies have been successful in this field

in the past. But mention should be made here of Cambrex, a

company that began with the acquisition of the former Baker

Castor Oil Company and of Nepera Chemicals, a manufac-

turer of pyridine and derivatives. In 1993 Cambrex decided

to become a global supplier of products to the life sciences

industry. It made two major moves to accomplish this: in

1994 it acquired from Akzo Nobel the Nobel pharmaceutical

chemistry business, with its lucrative subsidiary in Italy,

Profarmaco, a producer of generics; and in 1997 it purchased

BioWhittaker, a supplier of human cells and cell cultures,

which gave Cambrex a promising future in the field of

bioscience. Thus the sector of fine chemicals has been the

scene of many divestitures and acquisitions, and since its

consolidation is far from complete, it still offers

opportunities to those firms that either enjoy some lucrative

niche markets or that reach a size that allows them to com-

pete successfully with the established leaders.

The Further Concentration of the Industrial
Gas Business

At the end of the 1990s there were four major producers of

industrial gases in the world: L’Air Liquide, British Oxygen

Company, Praxair, and Air Products. In addition to these

leaders the German firms Messer Griesheim, the Swedish

AGA, and the Japanese Nippon Sanso played an important

role in their respective markets. If we consider that Praxair

was the former Linde Division of Union Carbide Corpora-

tion, these companies were well-established firms, the youn-

gest among them, Air Products, having celebrated its fiftieth

anniversary in 1990. Since it is not economical to transport

liquefied gases long distances, all of these producers

operated on a worldwide basis, with plants scattered

throughout the five continents.

British Oxygen had invested more heavily than its

competitors in the former Commonwealth and in the

Asia-Pacific area, while AGA had invested more heavily

in the Nordic countries and in Latin America. Air Products

was the only company with a sizable part of its total

turnover devoted to commodity and specialty chemicals,

which represented over 30% of its yearly sales of $5 billion.

L’Air Liquide, although initially involved in chemicals,

had sold its fertilizer subsidiary, Société de la Grande

Paroisse, to Elf Atochem and its pharmaceutical arm,

Lipha, to E. Merck, in Darmstadt, Germany. Although the

competition for industrial gases was fierce between these

companies, new applications were developed in the

fields of electronics, semiconductors, health, oil refining,

and food processing, and all the firms with standardized

plants and similar technologies were enjoying a thriving

business.

At the end of 1999, however, British Oxygen, which was

overinvested in Southeast Asia, approached Praxair with an

offer to merge the two groups. Dating back to 1992, Praxair

was a spin-off of Union Carbide, made necessary when in

1985 in order to fight a takeover bid from Sam Heyman, the

majority owner of GAF, Union Carbide decided to buy back

its shares and as a result considerably increased its outstand-

ing debt. The proposed merger of Praxair and British Oxy-

gen would have had a considerable impact on the industrial

gas market. Feeling threatened, Air Liquide and Air

Products made the unusual move of a joint bid for British

Oxygen, but antitrust considerations led the parties to give

up their plan after a long period of negotiation.

Meanwhile less ambitious schemes have materialized.

Indeed, in 2000, Linde took over AGA and Messer

Griesheim, which was owned initially by Hoechst, now

part of Aventis (66.6%), and the Messer family (33.3%)

cut a deal whereby two financial associates, Allianz and

Goldman Sachs, will buy from Aventis the shares formerly

held by Hoechst. The new landscape offered by these vari-

ous moves may still change somewhat as the companies just

merged will for financial or antitrust reasons have to dispose

of assets that should be of great interest to the majors.

The Changing Ties Between the Oil
and Chemical Industries

Beginning with the World War II effort, oil companies in the

United States became involved in petrochemicals and

polymers and contributed to major innovations in those

fields. The process of downstream integration was then

seen by them as a way to upgrade their feedstocks and to

develop new activities. Over the years oil majors like Exxon

and Shell, either through a frenzy of acquisitions or through

internal growth, became important producers not only of

petrochemicals, synthetic rubbers, resins, and plastics but

also of specialties and even fine chemicals. In the 1990s

low crude-oil prices and increased competition on a world-

wide scale led the management of the oil companies to

reconsider their position, with the idea of restricting their

chemical operations to base commodities produced at the

site of their main refineries. In order to achieve this goal, a

vast program of divestitures was begun either through
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straight sales or spin-offs or through joint ventures run at

arm’s length from the companies’ owners.

Thus in 1994 Texaco sold its chemical operations to

Huntsman. ARCO Chemical Company, after floating its

Texas-based petrochemical activity under the name of

Lyondell in 1989, sold to that new entity 9 years later the

remaining operations of ARCO Chemical. The joint-venture

route was used by Shell when in 1989 it bought the stake

Montedison held in Montell, their polypropylene subsidiary,

before merging it with the polyolefin operation of BASF,

now called Basell. Similarly, Occidental Petroleum, which

with Oxychem still holds strong positions in chloralkali

products and specialties inherited from the former Hooker

Chemical, is trying to unload some of its petrochemical

operations. To this end it has become a shareholder of

Equistar Chemicals, now the largest US producer of ethyl-

ene, which is as a result a joint venture between Lyondell

(41%), Millennium (29.5%), and Oxychem (29.5%). Millen-

nium Chemicals was itself born in 1996 from a demerger of

Quantum Chemicals, formerly owned by Hanson Trust, and

like Oxychem it wishes to find a buyer for its shares in

Equistar.

The consolidation of the oil industry, which started at the

end of 1998 with the merger of BP-Amoco and was followed

in 1999 by BP-Amoco’s acquisition of ARCO and then by

the still larger Exxon-Mobil merger, can only further dilute

the part of petrochemicals in the product mix of these new

entities. The announced takeover of Texaco by Chevron will

have the same effect. The chemicals of Chevron and Phillips

Petroleum have already been combined under a new entity,

Chevron Phillips Chemical Company. Oil companies every-

where have followed a similar trend.

Thus in 1999 the Spanish Repsol, by acquiring YPF in

Argentina, and the Norwegian Norsk Hydro, by taking over

Saga Petroleum in Norway, have both contributed to a

decrease in the share of chemical sales in their consolidated

turnover. Norsk Hydro, still strong in fertilizers, no longer

considers its ethylene, vinylchloride, PVC, and chlorine

operations as core businesses. ENI in Italy is also prepared

to part with some of Enichem’s activities: it disposed of its

acrylic fibers and sold at the end of 2000 the polyurethane

business of Enichem to Dow Chemical while trying to take

over Union Carbide’s share of Polimeri Europa, following

Dow’s acquisition of Union Carbide and the resulting anti-

trust rulings. Similarly, the Nesté Chemicals subsidiary of

the Finnish Nesté Oil has been divested and acquired by a

Nordic investment firm, Industri Kapital, which merged it

with Dyno, a recent acquisition specializing in explosives

and fine chemicals.

The only important exception to this policy of unloading

chemical activities not strictly related to the immediate

downstream production of refinery operations appears to

be the French oil company TOTAL. Historically, TOTAL,

the former Compagnie Française des Pétroles, had only a

limited presence in petrochemicals and polymers through

aromatics produced at the Gonfreville refinery and minority

participations in alkylbenzene, polyolefins, and butyl rub-

ber joint ventures in France. The situation changed in 1990

when ORKEM, a company born from the restructuring of

the state-owned French chemical industry, was split and its

assets transferred to TOTAL for the specialties and to Elf

Aquitaine’s chemical arm Atochem for the petrochemicals

and polymers. Through a deal completed in June 1999,

TOTAL made a public exchange offer for Petrofina of

Belgium. This was followed a few months later by the

merger of the newly created TotalFina with Elf Aquitaine.

That way a new group, TotalFinaElf, was born, with an

impressive chemical arm, AtoFina, having global sales of

$16 billion a year.

Ranking as the fifth largest chemical company in the

world, after BASF, Bayer, Du Pont, and Dow, once its

merger with Union Carbide is completed, AtoFina is a very

diversified producer. Its product mix includes fertilizers and

a variety of agrochemicals, four of the major thermoplastics

(polyethylene, polypropylene, polystyrene, and PVC),

acrylics and polymethyl-methacrylates, a chloralkali chain,

oxygenates (H2O2 and organic peroxides), hydrazine and

derivatives, and fluorinated products. While commodity

petrochemicals and plastics represent less than 20% of its

business, AtoFina has inherited from TOTAL a lucrative

portfolio of specialties in such varied fields as resins (Cray

Valley), adhesives (Bostik), radiation curing coatings

(Sartomer), paints (Kalon), and rubber articles (Hutchinson).

Originating from various restructuring steps and acquisitions

over the last 10 years, AtoFina, because of its size and

diversity, does not resemble any of the chemical operations

of the major oil companies.

Its future within TotalFinaElf will depend on whether the

management of the group feels that its chemical activities

should be closer to the cracker or can be run as a full-fledged

chemical operation. In any case some streamlining cannot be

avoided. In fact, prior to the merger, TOTAL had already

sold its Ink Division (Coates Lorilleux) to Sun Chemical, a

subsidiary of the Japanese Dainippon Ink & Chemicals.

More recently a department specializing in metal treatment

has gone to Henkel, whereas unsuccessful attempts have

been made to dispose of the agrochemicals of ElfAtochem.

At this stage anyway and for historical reasons the approach

of TotalFinaElf can be considered unconventional when we

compare it with that of the oil companies. With improving

crude oil prices and better capacity utilization in their refin-

ery units, the oil companies are concentrating their major

reinvestments on what they consider to be their core business

and limiting their production of chemicals to the base

commodities derived from the olefins of the steam cracker

or other feedstocks.
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The Role of Entrepreneurs and Private Equity
Funds

The various mergers and divestitures described in this

chapter have provided opportunities for entrepreneurs and

venture capitalists to make acquisitions in fields that were

no longer of interest to major chemical firms. Already in

the 1980s a similar situation had given birth to new chemi-

cal entities launched by such daring entrepreneurs as

Gordon Cain and Jon Huntsman. Cain Chemical, the result

of a highly leveraged management buyout, was for a while

a large petrochemical concern before being taken over in

1988 by Oxychem.

Huntsman Chemical, however, has proved longer lasting.

Its first steps in the chemical business started with the acqui-

sition of the polystyrene activities of Shell, followed 3 years

later by those of Hoechst. By 1999, through external growth,

Huntsman Chemical ranked as the largest privately held

chemical company. That year its revenues reached $8 billion

as a result of the acquisition of ICI’s polyurethane, titanium

dioxide (TiO2), aromatics, and petrochemical operations by

Huntsman ICI Holdings (70% Huntsman Chemicals and

30% ICI). ICI’s Wilton, Teesside cracker has in particular

given Huntsman a strong position in olefins.

With the cash obtained from the sale of its styrene busi-

ness to the Canadian NOVA Chemicals, Huntsman could

afford to proceed with more acquisitions, and in 2000 it took

over the surfactants operations of Albright & Wilson, a

British firm that is now part of Rhodia.

Another American entrepreneur, D. George Harris, who

had managed the SCM chemical conglomerate before it was

acquired and dismantled by Hanson Trust, had also shown

an interest in basic commodities being divested by the

majors. During the 1990s Harris was able to set up

operations in such fields as soda ash, phosphate, and boron,

both in the United States and in Europe. In 1998, facing a

difficult period, Harris managed to sell these operations to

IMC Global, an American firm active in agribusiness.

Recently, new opportunities were offered to private

equity institutions and to ambitious managers who can

use the funds that venture capitalists provide to revamp

companies in need of restructuring and make substantial

money when selling them a few years later. In Europe the

PVC field has offered such an opportunity because it

suffers from intense competition and is submitted to the

pressure of such environmentalists as Greenpeace. As a

result several PVC producers have been anxious to sell

their assets or at least to participate in the restructuring of

the sector. They have found buyers among the private

equity institutions. With a consortium of financiers, includ-

ing Advent International and Candover, George Harris

acquired in December 2000 Vestolit, the vinyl business of

Degussa-Hüls. For its part Advent has also bought Vinnolit

and Ventron from Wacker and Celanese, respectively.

European Vinyls Corporation (EVC), the troubled joint

venture formed by Enichem and ICI, may well be the next

to go to private capital for the consolidation to be further

advanced.

The fibers sector is another area in which European

producers are suffering because of the presence in Asia of

strong competitors, a situation still aggravated for these

producers by the gradual elimination of the protective textile

quotas set up under the Multi Fiber Agreement. Here again

the situation is attracting the attention of financial investors

as well as that of private textile firms in countries enjoying

the advantage of low labor costs. As an example CVC

Capital Partners, in January 2000, purchased a 64% stake

in Acordis, the new entity resulting from the takeover of

Courtauld’s fiber business by Akzo Nobel and its subsequent

float on the stock market. Du Pont, in its effort to unload part

of its activities in polyester fibers, set up between 1999 and

2000 joint ventures with two foreign firms: Alpek, a subsid-

iary owned entirely by the Mexican firm ALFA, the largest

private petrochemical concern in Latin America, and Haci

Ömer Sabanci Holding, an important financial and industrial

conglomerate in Turkey.

The increasing role played by private equity capital can

be explained by the important sums of money they can

collect from pension funds and other institutions. It may

seem strange that they should direct investments toward

chemical operations that are being spun off by the big

players. However, some of the assets being divested are

offered at attractive prices, and the managers who are put

in charge as well as their backers can hope to restore rapidly

some profitability to the operations through a thorough pro-

gram of cost cutting and restructuring. In any event these

investors are generally inclined to take a short-term view of

the business, and with the exception of entrepreneurs like

Huntsman a quick profit is their main objective.

The Everlasting Presence of Contrarians

In the past 10 years many chemical companies have changed

their product mix and even their names and have taken

entirely new directions in order to cope with a new environ-

ment and in the hope of pleasing financial analysts. During

that same period, however, some large chemical

corporations, while prepared to streamline their operations

and take advantage of new opportunities, have maintained

their faith in the traditional activities that had been the key to

their success. These contrarians have taken a long-term view

of the business they are in, in the hope that their approach

will in the end meet with the approval of the stock market

because internal growth, which takes time to deliver, is an

essential part of any industrial undertaking.
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The German chemical giant BASF ranks among the top

contrarians. Its management still believes in the verbund

concept of linking products from the raw material down to

the most elaborate derivatives. It is a concept particularly

suited to a large site like Ludwigshafen where vertical inte-

gration can be easily practiced, with products flowing from

one unit to another. BASF has also maintained its connection

to oil as a raw material, which started in 1952 through

Rheinische Olefin Werke in Wesseling, BASF’s joint ven-

ture with Shell, and was amplified in 1969 when the

Wintershall refinery was acquired. The fact that BASF

remains diversified in various lines of organic and inorganic

chemicals does not prevent it from restructuring its tradi-

tional operations when the need arises. Joint ventures were

thus entered into at the end of the 1990s, in polyolefins with

Shell (Basell), in PVC with Solvay (Solvin), and in dyestuffs

with Bayer and Hoechst (Dystar). BASF finally decided to

part with its pharmaceutical subsidiary Knoll, sold at the end

of 2000 to Abbott, and it is negotiating with Kali und Salz its

withdrawal from some fertilizer operations. With a turnover

around $30 billion per year in group sales, BASF retains a

leading position in the world chemical industry.

Dow Chemical has followed a similar path. Over the last

5 years it has reinforced its position in Europe in basic

chemicals and commodity polymers by the acquisition and

reconstruction of the Buna Sow Leuna Olefinverbund com-

plex in eastern Germany, which has been fully owned by

Dow since June 2000. At the same time the olefin crackers in

Terneuzen, Holland, have been greatly expanded, while

methylene diisocyanate (MDI) capacities for use in

polyurethanes are being increased in Stade, Germany, and

in Estarreja, Portugal. Above all, Dow has seen at the begin-

ning of 2000 its acquisition of Union Carbide approved by

both the Federal Trade Commission in Washington and the

European Commission in Brussels. This merger, leading to

yearly sales of $28.4 billion, puts the new Dow Chemical in

the same league with BASF and Du Pont. The approval of

the merger implies that Dow sell its ethylene amine business,

which will go to Huntsman Chemical, and its ethanol amine

operations, which will be acquired by Ineos, a financial

institution. It also commits the new entity to part with the

50% stake Union Carbide held in Polimeri Europa, a joint

venture with Enichem to manufacture polyethylene. At the

same time Dow will further strengthen its position in

polyurethanes by acquiring the polyurethane line of

Enichem, which includes TDI, MDI, and polyols.

Like BASF, Dow is a firm believer in vertical integration.

It has always tried to connect its thermoplastic and elastomer

productions to upstream steam crackers while making its

chloralkali operations less dependent on PVC than other

producers by developing various lines of chlorine

derivatives on site. Even before BASF, Dow left the field

of pharmaceuticals with the sale of Marion Merrell to

Hoechst and has increased its stake in crop protection

chemicals through the acquisition of Eli Lilly’s interests in

DowElanco. The announced takeover of Rohm & Haas

fungicide and insecticide lines will further enhance Dow’s

presence in this sector.

Among the contrarians, Bayer has had for historical

reasons a different approach to the problem of remaining a

well-rounded producer of chemicals. It has always been a

leader in such specialty chemicals as plastics and rubber

additives and supplies master batches through its subsidiary

Rhein Chemie. Its polymers are mainly centered on syn-

thetic elastomers and specialty plastics like polyurethanes

and polycarbonates that Bayer itself develops. These are not

subjected to the cutthroat competition that commodity

thermoplastics are. Bayer has remained involved in aroma

chemicals with a well-known subsidiary, Haarmann &

Reimer. In pharmaceuticals the company occupies an hon-

orable rank, although in the future its management may want

to separate that branch from the rest of its activities in

preparation for further alliances. Like BASF, Bayer

considers its agrochemical line as a core business. However,

unlike BASF, it is less interested in integrating upstream

production to oil raw materials and has therefore decided

to sell to its partner BP-Amoco its 50% stake in their EC

Erdölchemie joint venture. When necessary, Bayer is also

prepared to divest noncore activities as it did in mid-1999,

with 70% of Agfa-Gevaert or with its Dralon fiber operation

sold to the Fraver Group in Italy. Taking these divestitures

into account, Bayer’s yearly turnover should approach that

of the new Dow Chemical—Union Carbide merger.

Another chemical giant, Du Pont, while still broadly based,

has been less inclined than its above-mentioned rivals to

remain focused on its traditional lines of activity and has

changed its course of action several times over the last 10

years. In 1981 Du Pont purchased Conoco in order to protect

itself from oil shocks; 20 years later its management was no

longer interested in maintaining that business, which was then

spun off. Du Pont also seemed eager at one time to enter the

pharmaceutical sector and hadmade an alliance withMerck in

that field. In 2000 Du Pont tried to acquire the former

Romainville research center of Roussel-Uclaf in France,

which belonged by then to Aventis. After failing in that

attempt, Du Pont became somewhat disenchanted with its

pharmaceutical business, which had yearly sales of only $1.6

billion out of a total turnover of $27 billion; it is predicted that

they will eventually give up that business. Du Pont remains

determined, however, to become a leader in seeds after its

acquisition in 1999 of Pioneer Hi-Bred. In spite of some

temporary setbacks in Europe for genetically modified

organisms, this branch of life science should provide the

company with a bright future. Like other Western synthetic

fiber manufacturers, Du Pont has been trying to unload some

of its assets in that area, which has suffered from the impact of
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Asian producers. And as discussed earlier, it has to that effect

made joint ventures in polyesters with such private groups as

ALFA in Mexico and Haci Ömer Sebanci in Turkey.

Akzo Nobel, with yearly sales about half as large as those

of the four majors, belongs nevertheless to the league of

contrarians in that it occupies leading positions in many tradi-

tional lines of the chemical industry. Under a 5-year plan

initiated in the second half of the 1990s, the company, which

resulted then from the merger of the Swedish Nobel Industries

with the Dutch AKZO, undertook an ambitious restructuring

program. The merger had given Akzo Nobel the number-one

position worldwide in coatings and a valuable stake in

surfactants and in pulp and paper chemicals. From the former

AKZO the company had inherited a lucrative pharmaceutical

line with the Organon prescription drugs and with Diosynth, a

producer of raw materials for pharmaceuticals, which was

reinforced by the Buckhaven unit of Courtaulds in the United

Kingdom. The animal health care business Intervet Interna-

tional is also profitable. The restructuring of the group

involved the creation of joint ventures for rubber chemicals

with Monsanto (Flexsys) and for PVC with Shell (Rovin),

acquired in late 1999 by the Japanese Shin-Etsu. The soda-

ash operation was sold early in 1998 to Brunner, Mond. The

problems of the fibers division were treated first by a merger

with the BritishCourtaulds, followed by a spin-off of the fibers

operations of the joint entities, sold in 2000 as Acordis to its

new owners, which included—aside from a minority stake

held by the management—the financial institution CVC Capi-

tal Partners and Akzo Nobel itself.

Another contrarian, DSM in the Netherlands, had been a

state-owned company before it became privatized, a process

that began in 1989 and was completed in 1996. From its past

it had inherited positions in fertilizers, industrial chemicals,

and such intermediates as melamine and caprolactam as well

as polyolefins, with access to basic olefins through its own

crackers in Geleen, Netherlands. In 1997 DSM acquired the

polyethylene and polypropylene operations of Hüls (VEBA)

with the Gelsenkirchen site. The company had also

diversified into elastomers, having purchased in the United

States the Copolymer Rubber and Chemical Corporation,

which contributed to DSM’s expansion into the fields of

ethylene propylene, styrene butadiene, and nitrile rubbers.

DSM is also a supplier of industrial resins and engineering

plastics products. It had made inroads in the fields of fine

chemicals in 1985 when it bought Andeno, a producer of

synthetic intermediates for the pharmaceutical industry. By

the end of the 1990s this initial acquisition had been

followed by that of Chemie Linz; of Gist Brocades, a bio-

technology firm; and in 2000 of Catalytica, thus giving

DSM a yearly turnover of $1.3 billion in life science

operations out of a total yearly turnover of around $7 billion.

The surge in such activities will probably force DSM to slow

down its heavy investments in olefins and petrochemicals,

giving the company a better balance between commodities,

performance, materials, and fine chemicals.

The last contrarian worth mentioning, with a turnover at

the level of that of DSM, is Solvay, a company that dates

back to 1863 and is still involved in most of its traditional

lines. It is organized around four main sectors—chemicals,

plastics, processing, and pharmaceuticals—with no intention

of spinning off any of them. Solvay remains a leader in such

commodities as soda ash, chloralkali chemicals, and

oxygenates (H2O2 and peroxides). For its lines of polymers,

it set up joint ventures with BASF (PVC) and Petrofina

(high-density polyethylene) in order to improve its access

to raw materials and acquire new technologies. Solvay also

has considerable experience in plastics processing, an activ-

ity that represents more than one third of its total sales. In the

health sector the group—after selling its crop protection line

to Uniroyal Chemical (now Crompton) and the U.K. fine

chemicals producer, Peboc, to Eastman Chemical—has

decided to concentrate all its efforts on Solvay Pharma, its

pharmaceutical unit that already accounts for 22% of its

earnings and specializes in such areas as gastroenterology,

psychiatry, and gynecology.

It takes courage these days on the part of the management

of the contrarians to go on thinking of the chemical activities

in which they operate as made up of several parts to be kept

under one roof. Indeed many investors have come to feel, as

do financial analysts, that a split-up of the activities of large

and diversified chemical groups would unlock more value in

the shares they hold. This makes the temptation to dismantle

existing organizations sometimes hard to resist.

The Case of Japan

In the 10 years discussed in this chapter, the economy of

Japan languished, and the Japanese chemical industry, the

third largest in the world, could not avoid the consequences

of that situation. It also suffered from several factors specific

to Japan. First, the largest chemical companies belonged to

the “Keiretsu” system, which had replaced the “Zaibatsus” of

pre-World War II, and featured a complex network of cross-

shareholdings dominated by banks. Second, these companies

remained under the influence of the Ministry of International

Trade and Industry (MITI), which proved to be a hindrance

when the time came to restructure the chemical sector in the

early 1990s. Third, internationally, with the exception of

such firms as Dainippon Ink & Chemicals and Shin-Etsu,

Japanese chemical groups had not developed a strong pres-

ence outside Asia and depended heavily on indirect exports

through their domestic customers or on licensing for their

activities overseas. Fourth, Japanese society, used to lifetime

employment, was not prepared for the social upheavals inher-

ent in any serious restructuring. For all these reasons the
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changes required from the chemical industry by the new

conditions of world trade have been slow in coming and

were only partially accomplished by the end of the 1990s.

As an example, the necessary merger of Mitsui

Petrochemicals and Mitsui Toatsu Chemicals became effec-

tive only in 1997 and was long delayed because of the

reluctance of each senior management group of these two

members of the Mitsui group to merge. Similarly difficult to

achieve has been the consolidation of Mitsubishi Chemicals

and Mitsubishi Petrochemical, which finally took place in

October 1999 and led to the birth of the eighth largest chemi-

cal producer in theworld, with a yearly turnover equivalent to

$15.7 billion in fiscal year 1999–2000. The proposed merger

of Sumitomo Chemical with Mitsui Chemicals should create

an even larger group when it is implemented.

These three majors of the Japanese chemical industry can

be considered as contrarians in their own right since they

maintain a strong presence in all facets of their industry.

Contrary to their American or European counterparts, they

are not submitted to the pressure of investors eager to obtain

the best value for their shares. While this could be an advan-

tage in that it allows the management to undertake long-term

projects, it may lead to some complacency at a time when cost

cutting and restructuring are the necessary requirements for

companies to survive in a fiercely competitive environment.

The Chemical Industry at the Beginning
of the Third Millennium

The general trends described at the end of the previous

chapter have been amply confirmed over the last 10 years.

Regulatory burdens have multiplied, especially environmen-

tal ones, causing higher costs to the industry and yielding

either no benefits or negative consequences. Globalization

has proceeded at a faster pace, and as products have matured

and technologies have become more readily available, com-

petition between chemical firms has been fiercer on the

international scene. The expansion of stock markets, with

the increased interest paid to profitability by financial

analysts, pension funds, managers, and individual investors

in the Western world, has given prominence to the concept

of “share value.” The management of chemical companies

on both sides of the Atlantic could not remain indifferent to

these trends and reacted in several ways to the heavier

pressure they implied. In an effort to meet regulatory

expenditures and at the same time remain competitive

while pleasing their shareholders, Western chemical groups

had to resort to severe cost-cutting measures.

Except in such fields as biotechnology R&D budgets

were made smaller, and as a result organic growth was

somewhat sacrificed, with fewer innovative products coming

to the market. Preference was given instead to growth by

acquisition, which offered companies an immediate way of

achieving a better rank and a higher turnover in some

selected activities, if not always better profits. More gener-

ally, short-term considerations took precedence over long-

term ones, and chemical groups went into a frenzy of asset

transfers throughmergers, acquisitions, divestitures, and joint

ventures. Since 1994 the total value of merger and acquisition

deals across the chemical industry in the United States and

in Europe has reached a figure of $200 billion, and there is no

end in sight to this restructuring fever, greatly facilitated

by the ample availability of funds. These moves provided an

opportunity for new players to enter the game.

Individual entrepreneurs not accountable to outside

shareholders tried their luck by acquiring at rebate prices

businesses that larger companies did not want to keep any-

more. Private equity institutions bought pieces of business that

were for sale with the hope of combining and rationalizing

them before returning them to the market 3–5 years later

through an initial public offering. Financial services groups

played their role either by financing some of the deals or by

acting as brokers between the parties.While profitable to some

individuals or banking institutions, these transfers of assets did

not always meet the expectations of those who had engineered

them or for that matter of the new shareholders.

Indeed the creation of pure play companies focusing on

selected fields in which they come to command leading

positions cannot achieve the required results if the remaining

competitors keep fighting each other in order to maintain or

even to improve their market share in such a way that the

benefits of the consolidation are lost through the erosion of

selling prices. When the number of suppliers is reduced,

there is often a corresponding reduction in the number of

customers, and the pressure on prices remains unabated.

Furthermore, when acquisitions are purchased at too dear a

price, they affect the purchaser’s balance sheet by denting

the bottom line and lowering the operating profit. Aside from

these facts that can be assessed quantitatively, there is the

less visible aspect of mergers and acquisitions, which has to

do with the “morale” of the employees involved in the deals.

Sometimes at all levels valuable people do not like the

new “environment” in which they would have to operate, so

they decide to leave, offering their talents to competition and

thereby weakening the newly born organization. Some

chemical groups acting as contrarians have opted for a

more stable course in the way they shape their future.

Although they are prepared to take advantage of oppor-

tunities in order to enlarge or streamline their activities,

they keep their diversified operations under one roof, making

use of existing synergies and managing their assets with a

medium- to long-term objective. It is to be hoped that these

contrarians can remain successful because the chemical

industry is too vital to our well-being to be submitted

entirely to the whims of short-term financial considerations.
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Safety Considerations in the Chemical
Process Industries 2
John F. Murphy

Introduction

Why Process Safety Is Important

There is an ongoing emphasis on chemical process safety as

a result of highly publicized accidents such as the recent BP

Deep Water Horizon well blow out in the Gulf of Mexico

that resulted in a fire and explosion that killed 11 people

and a massive leak of oil that caused catastrophic damage

to the environment and economy of the Gulf Coast. Public

awareness of these accidents has provided a driving force

for industry to improve its safety record. There has also

been an increasing amount of government regulation.

The chemical industry is one of the safest industries, but

its safety record in the eyes of the public has suffered.

Perhaps this is because sometimes when there is an acci-

dent in a chemical plant it is spectacular and receives a

great deal of attention. The public often associates the

chemical industry with environmental and safety problems,

which results in a negative image of the industry.

So why is process safety important? It is important

because good process safety performance, the lack of

major process safety incidents, allows a company the free-

dom to manage its business without the interference of

government regulators, litigation, and adverse public opin-

ion. By avoiding injuries to people, major property loss, and

business interruption loss, process safety results in the crea-

tion of positive business value for a company. The actions

that are required to manage process safety well are the same

actions required to manage business well.

Occupational Safety Versus Process Safety

It is important to differentiate between occupational safety

which involves accident prevention through work systems

which are aimed at minimizing the risk of injury to workers

and process safety which involves the prevention and miti-

gation of fires, explosions, and accidental chemical releases

that can have far reaching impacts. Occupational safety

focuses on the prevention of worker injuries and occupa-

tional illness, primarily relating to trips, slips, falls, cuts,

burns, etc. These injuries result from the failures in the

control of traditional work procedures. Process safety

focuses on the prevention of leaks, spills, process upsets,

toxic releases, and equipment failures which may or may not

injure or result in fatalities to workers or others at or near the

site. This chapter deals primarily with process safety.

Process Safety Technology Issues

The Internet provides considerable information on

incidents, good industry practice, and design guidelines.

The best practices in industry are briefly discussed in this

chapter. Details are readily available from resources listed

in the references section at the end of the chapter. Hazards

from combustion and runaway reactions play a leading role

in many chemical process accidents. Knowledge of these

reactions is essential for the control of process hazards.

Much of the damage and loss of life in chemical accidents

are caused by a loss of containment that results in a sudden

release of hazardous material at high pressures, which may

or may not result in fire; so it is important to understand

how loss of containment and sudden pressure releases can

occur. Loss of containment can be due, for example, to

ruptured high pressure tanks, runaway reactions, flamma-

ble vapor clouds, or pressure developed from external fire.

Fires can cause severe damage to people and property from

thermal radiation. Chemical releases from fires and pres-

sure releases can form toxic clouds that can be dangerous to
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people over large areas. Static electricity often is a hidden

cause of accidents. It is very important to understand the

reactive nature of the chemicals involved in a chemical

facility.

Process Safety Management Issues

Chemical process safety involves both the technical and the

management aspects of the chemical industry, and this chapter

addresses both. It is not enough to be aware of how to predict

the effect of process hazards and how to design systems to

reduce the risks of these hazards. It also is important to

consider how chemical process safety can bemanaged. Tech-

nical and management people at all levels in an organization

have process safety management responsibility, and can

contribute to the overall management of safer chemical

processing plants.

Loss of containment due to mechanical failure or

misoperation is a major cause of chemical process accidents.

The publication One Hundred Largest Losses: A Thirty Year
Review of Property Damage Losses in the Hydrocarbon-

Chemical Industry [1] cites loss of containment as the lead-

ing cause of property loss in the chemical process industries.

It has become clear that process safety can be and must be

managed as any other part of the business. A process safety

management system is focused on preparedness for the pre-

vention and mitigation of catastrophic releases of chemicals

or energy from a process associated with a facility. It also

includes the response to and restoration from these events.

The term process safety management was first recognized on

a broad scale in the late 1980 after Bhopal (see case

histories). It formed the basis for many of the American

Institute of Chemical Engineers’ Center for Chemical Pro-

cess Safety’s guideline books and eventually led to US

regulations (OSHA PSM) in 1992.

Barrier Analysis and Layers of Protection [2]

There are certain concepts that people and companies have

found useful in preventing and minimizing process safety

incidents. The US Department of Energy has published a

comprehensive and useful report on barrier analysis meth-

odology (Document EH-33, Office of Operating Analysis

and Feedback, 1996). The first concept is that of the use of

barriers (see Fig. 2.1). Each of these cards represents pieces

of Swiss cheese such that when the holes line up an incident

will result. The objective of process safety management is

to remove and/or minimize the sizes of the holes so that the

hazard cannot propagate and become an incident. These

barriers include systems for prevention, mitigation, and

recovery. Examples of prevention barriers include control

systems, procedures, alarms, and maintenance. Examples

of mitigation barriers include dikes and containment, facil-

ity siting, gas detectors, and fire protection systems.

Examples of recovery barriers include medical capability,

mutual aid, spare part systems, and insurance.

Another way of looking at barriers is the use of an onion

skin model shown in Fig. 2.2. The layers of protection

include the tanks, vessels, and piping systems; the basic

process controls; and various safety systems both preventive

and mitigative. This is sometimes also called defense in

depth. All of these barriers or layers of projection must be

effectively managed.

Process safety is part of every facet of design and opera-

tion of a chemical processing facility during its lifetime as

illustrated in Fig. 2.3. The risk of chemical processing must

be managed at an acceptable level by the application of

inherently safer design strategies, risk reduction measures,

and risk-based process safety management, all of which will

be discussed further in this chapter.

Anatomy of an Incident [3]

The Anatomy of an Incident Model

One definition of process safety is the sustained absence of

process incidents at a facility. The anatomy of an incident is

a useful model that explains how process incidents

occur. The model will be used to logically introduce the

technical elements of process safety. Figure 2.4 illustrates

the model. To understand the model, several definitions are

necessary:

• An incident is an unplanned event or sequence of events

that either resulted in or had the potential to result in

adverse impacts.

Fig. 2.1 Barrier analysis

48 J.F. Murphy



Fig. 2.3 Process safety key principles (Copyright 2010 Center for Chemical Process Safety (CCPS) of the American Institute of Chemical

Engineers (AIChE), www.aiche.org/ccps, and used with permission)

Fig. 2.2 Layers of protection (Copyright 1993 Center for Chemical Process Safety (CCPS) of the American Institute of Chemical Engineers

(AIChE), www.aiche.org/ccps,and used with permission)
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• Loss events will result if a deviation continues uncor-

rected and the process is not shut down. Loss events are

generally irreversible process material/energy releases

but may also be related to production or equipment

failures.

• A process hazard is the presence of a stored or connected

material or energy with inherent characteristics having

the potential for causing loss or harm.

Without safeguards, a cause (such as a process upset) will

result in a deviation (such as an increase in pressure ruptur-

ing a tank) that will result in the process hazard (such as a

flammable liquid in storage) becoming a loss event (e.g., a

leak of a flammable liquid that ignites becoming a pool fire)

with subsequent impacts (such as injuries and economic and/

or environmental damage). However, in a well-designed and

operated chemical processing facility there are numerous

prevention safeguards to prevent the loss event from hap-

pening and mitigation safe guards to minimize the impacts if

there is a loss event.

Loss of Containment [2]

The major thrust of process safety is to prevent and mitigate

accidental or unintentional loss of containment of hazardous

materials. Chemical plants are designed to avoid this conse-

quence but loss of containment has resulted in all the process

safety incidents that have occurred and those that are likely

to occur in plants in the future. Good process safety design

prevents and/or mitigates all forms of loss of containment.

Unexpected releases of hazardous materials can occur as a

result of:

• Mechanical failure of the pressure envelope (the pressure/

temperature limit of a vessel or pipe).

• Process upset causing overpressure, high temperature or

volume increase.

• Human error resulting in the direct release of material to

environment.

In some cases the leaks are small to begin with and slowly

increase such as a small flange leak which continues to open

over time. Other sources, such as a major vessel failure, have

maximum leak rates initially and as the pressure of the source

diminish the leak ratedecreases.The typeof release canchange

as well. A line rupture can result in a jet release which could

eventually degrade to a slower continuous liquid release.

Common loss of containment events include:

• Opening a maintenance connection during operation

• Piping failure from corrosion

• Overfilling vessel or knockout drum

• Mechanical failure of a process vessel due to thermal or

mechanical shock

• Overpressure due to process upset

• Failure to shut valve after transfer operation

• Hot work within berm ignites vapors from tank

• Leaking roof seams

• Leaking floating roof seal

• Non-uniform mixing of contents—temperature anomaly

• Internal explosion due to violent chemical reaction

• Rupture of furnace tube

• Rupture of tube in heat exchanger

• Failure of an internal baffle due to corrosion

• Vacuum due to various causes

• Excess flow into vent system

• Mechanical impact

Containment and Control [2]

The first layer of protection is to control the process so that it

remains within its normal operating conditions. During the

operational mode or normal operation, the objective is to

maintain normal operation and to keep hazards contained

and controlled. Layers of protection that help to attain this

objective include the:

• Basic process control system

• Maintenance procedures

Fig. 2.4 Anatomy of an incident

(Copyright 2008 Center for

Chemical Process Safety (CCPS)

of the American Institute of

Chemical Engineers (AIChE),

www.aiche.org/ccps, and used

with permission)
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• Inspections, tests, maintenance

• Operating procedures

– Training people in procedures

– Conducting a procedure or operating a process

correctly and consistently

– Keeping a process within established limits

• Guards, barriers against external forces

• Management of change

The design of the instrumentation is extremely important.

The control system addresses process deviations as they

occur and has either built in control systems or operator

actions to bring the process back into control. Process con-

trol systems maintain normal operation with manual opera-

tor controls relying on operator procedures and process

alarms or automated process control systems utilizing basic

process control systems, distributed control systems, and

programmable logic controllers.

Initiating Cause or Event [2]

If an initiating cause develops then the control system is the

first layer of defense to help bring the process back into

control. Some possible initiating events include:

• Equipment malfunctions

– Pumps, compressors, agitators, valves, instruments,

sensors, control systems

– Spurious trips, vents, reliefs

• Loss of utilities

– Electricity, nitrogen, water, refrigeration, air, heat

transfer fluids, steam, ventilation

• Human errors

– Operations

– Maintenance

• External agencies and events

– Vehicle impact, extreme weather conditions, earth-

quake, knock-on effects, vandalism/sabotage

The safeguards and alarms built into the basic process

control system and/or operator actions will attempt to bring

it back under control. Many protective features are built into

basic process control systems. However, these are not truly

independent safety systems. If control is lost because of

some instrument failure, that same instrument will normally

not be able to function as a safety device. In a basic process

control system there is usually no independence between

control and protection because they are all controlled by

the same control function.

Prevention of Loss of Containment Events [2]

Preventive safeguards come into play once an initiating cause

results in an abnormal situation that cannot be controlled by

the basic control system when a process deviation has

occurred. Bringing the process into a safe condition requires

the application of preventive safeguards. Preventive

safeguards normally attempt to shut the process down when

other safeguards have been unsuccessful in bringing the

process back under control.

Safety Instrumented Systems [2, 4]
Typically Safety Instrumented Systems or SIS are the

normal means employed to shut the process down. Although

an operator may be in charge of initiating shutdown manu-

ally, the operator sometimes faces conflicts of interest in

deciding whether to let the process operate or shut it down

and he may not always be able to reliably assess the data

available in a short time. The SIS will try to act such that any

loss of containment is averted (Of course the reason the SIS

may be shutting the process down is because it was already

caused by a loss of containment event!). This includes any

loss of containment through relief systems if possible. If the

SIS works, then the system will have to go through another

startup sequence before it operates again.

There are specific standards that regulate the use of SIS.

Testing capability is designed from the beginning. If the SIS

can only be tested during shutdowns, there may be a long

wait. A safety instrumented system:

• Achieves (or maintains) a safe state of the process

• Is designed and managed per

– ANSI/ISA 84.00.01-2004

– Guidelines for Safe and Reliable Instrumented Protec-

tive Systems, CCPS
– Other applicable practices

• Requires rigorous management system with respect to

inspection, testing, and maintenance to justify risk reduc-

tion claim

• Requires that all components of the “system” must be

included in the certification of the system (not just the

final element) and maintained and tested to justify the risk

reduction claim

The key feature of an SIS is that it is totally independent

of control. It should have its own independent sensor(s) and

final element(s). Because of the additional complexity the

plant may endure more spurious trips. Voting systems are

sometimes employed to improve reliability while still

maintaining the safety levels required.

Redundant Instrumentation and Control
Systems [5]
Computer-controlled chemical plants have become the rule

rather than the exception. As a result, it is possible to measure

more variables and get more process information than ever,

and chemical plants can be made safer than ever before.

However, it must be kept inmind that instruments and control

components will fail. It is not a question of if they will fail,
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but when they will fail, and what the consequences will be.

Therefore, the question of redundancy must be thoroughly

considered. The system must be designed so that when failure
occurs, the plant is still safe.

Redundant measurement means obtaining the same

process information with two like measurements or two

measurements using different principles. Redundant meas-

urements can be calculated or inferred measurements. Two

like measurements would be two pressure transmitters, two

temperature measurements, two level measurements, and so

on. An example of inferred measurement would be using a

pressure measurement and vapor pressure tables to check an

actual temperature measurement.

A continuous analog signal that is continuously

monitored by a digital computer is generally preferable to

a single point or single switch, such as a high level switch or

high pressure switch. A continuous analog measurement can

give valuable information about what the value is now and

can be used to compute values or compare with other meas-

urements. Analog measurements may make it possible to

predict future values from known trends. Analog inputs may

be visual, and one can see what the set point is and what the

actual value is. The software security system should deter-

mine who changes set points, and should not be easy to

defeat.

A single point (digital) signal only determines whether

switch contacts are open or not. It can indicate that some-

thing has happened, but not that it is going to happen. It

cannot provide information to anticipate a problem that may

be building up or a history about why the problem happened.

Single point signals are easy to defeat. Some single point

measurements are necessary, such as fire eyes, backup high

level switches, and so on.

As a rule, it is best to avoid:

• Both pressure transmitters on the same tap

• Both temperature measuring devices in the same well

• Both level transmitters on the same tap or equalizing line

• Any two measurements installed so that the same prob-

lem can cause a loss of both measurements

It is a good idea to use devices that use different

principles to measure the same variable, if possible.

An alarm should sound if any time redundant inputs

disagree. In many cases the operating personnel will have

to decide what to do. In some cases the computer control

system will have to decide by itself what to do if redundant

inputs disagree.

The more hazardous the process, the more it is necessary

to use multiple sensors for flow, temperature, pressure, and

other variables.

Since it must be assumed that all measuring devices will

fail, they should fail to an alarm state. If a device fails to a

nonalarm condition, there can be serious problems. If a

device fails to an alarm condition, but there is really not an

alarm condition, it is also serious, but generally not as

serious as if it fails to a nonalarm condition, which can

provide a false sense of security.

Usually it is assumed that two devices measuring the

same thing will not fail independently at the same time. If

this is not acceptable, more than two devices may be used.

If this is assumed, one can consider the effects of different

levels of redundancy:

Number of Inputs Consequence

One failure provides no information on whether there is an

alarm condition or not.

Two failures of one device show that there is a disagree-

ment, but without more information, it cannot be determined

whether there is an alarm condition or not. More information

is needed; the operator could “vote” if there is time.

Three failures of one device leave two that work; there

should be no ambiguity on whether there is an alarm condi-

tion or not.

Pressure Relief Systems
If the process cannot be shut down in time, then a relief

system may be called into action. Although this is also a

“loss of containment,” the fluid is discharged to a specific

safe location. Sometimes defining a “safe” location is

difficult.

The design of relief systems involves, in general, the

following steps:

1. Generate scenario. What could reasonably happen that

could cause high pressures? This could be fire, runaway

reactions, phase changes, generation of gases or vapors,

leaks from high pressure sources, and so on.

2. Calculate the duty requirements—the pounds per hour of

material that has to be vented, and its physical condition

(temperature, pressure, ratio of vapor to liquid, physical

properties). This is a rather involved calculational

procedure.

3. Calculate the relief area required based on the duty, inlet

and outlet piping, and downstream equipment. This is

also a rather involved calculational procedure.

4. Choose the relief device to be specified from vendor

information.

A group of chemical companies joined together in 1976

to investigate emergency relief systems. This later resulted

in the formation of The Design Institute for Emergency

Relief Systems (DIERS), a consortium of 29 companies

under the auspices of the AlChE. DIERS was funded with

$1.6 million to test existing methods for emergency relief

system design and to “fill in the gaps” in technology in this

area, especially in the design of emergency relief systems to

handle runaway reactions [6]. DIERS completed contract

work and disbanded in 1984.
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Huff was the first to publish details of a comprehensive

two-phase flow computational method for sizing emer-

gency relief devices, which, with refinements, has been in

use for over a decade [7–10]. The most significant theoreti-

cal and experimental finding of the DIERS program was the

ease with which two-phase vapor–liquid flow can occur

during an emergency relief situation. The occurrence of

two-phase flow during runaway reaction relief almost

always requires a larger relief system than does single-
phase flow vapor venting. The required area for two-phase

flow venting can be from two to much more than two times

larger to provide adequate relief than if vapor-only venting

occurs [7]. Failure to recognize this can result in drastically

undersized relief systems that will not provide the intended

protection.

Two-phase vapor–liquid flow of the type that can affect

relief system design occurs as a result of vaporization and

gas generation during a runaway reaction or in many liquid

systems subjected to fire (especially tanks that are nearly

full). Boiling can take place throughout the entire volume of

liquid, not just at the surface. Trapped bubbles, retarded by

viscosity and the nature of the fluid, reduce the effective

density of the fluid and cause the liquid surface to be raised.

When it reaches the height of the relief device, two-phase

flow results. Fauske and Leung [11] described test equip-

ment that can be used to help determine the design of

pressure relief systems for runaway reactions that often

result in two- or three-phase flow.

Blow Down Systems/Flare Systems/Incinerators [2]

Relief devices most often discharge into collection/treatment

systems called blow down systems. These collection/knock-

out systems are usually pressure vessels. Treatment systems,

usually scrubbers and/or flares/incinerators, are located

downstream of the collection/knockout vessels. More blow

down systems are being designed to collect relief valve

discharges especially two-phase discharges. Collection

systems can at times be pretty sophisticated. Retrofit of

these systems can be very difficult in placing them within

existing process equipment. Some design considerations

related to relief systems include:

• Relief capacity based on simultaneous release of several

PSVs from a single contingency.

• System approach used to determine limiting scenario.

• Blocked in circuit, fire, or loss of cooling. Which one is

quicker acting?

• May not take credit for instrumentation or human

intervention.

• System capacity must consider backpressure at all points

of entry.

• PSV’s have full capacity at 10% overpressure.

• Step configuration for variable loads.

• Flare systems and incinerators [2].

A flare system is used to collect and burn excess flam-

mable vapors and safely disperse the byproducts to atmo-

sphere. A blow down (piping manifold) system is used to

collect surplus vapors from a process. Most releases occur

under emergency or upset (unplanned) conditions and

are directed from the outlet of one or more relief valves.

Entrained liquid is removed from the vapors (knock out

drum) and the vapors are burned in a central stack. The

flare stack is usually elevated to reduce thermal radiation

effects on the ground and equipment and also to disperse

smoke.

An incinerator is a waste treatment device that involves

the combustion of organic materials in the solid or gaseous

state. It is usually a direct fired piece of equipment where

feedstock undergoes combustion. Processes may or may not

recover the heat released from combustion.

Mitigation of Loss of Containment Events [2]

Mitigative safeguards limit the extent of the loss event.

Mitigative safeguards include both physical as well as admin-

istrative components. As the incident progresses, mitigation is

successful or unsuccessful. Mitigative safeguards include:

• Isolation of piping systems and equipment

• Detectors and alarms

• Flame arrestors/suppression systems

• Explosion containment rooms

• Fire protection

• Water or steam curtains

• Emergency response

Design for Emergency Isolation of Piping
Systems [2]
Design of piping systems with its associated equipment must

include provision for safe and rapid isolation of the contents

of the system should the need arise. This can be accom-

plished by strategic placement of emergency block valves

(EBVs). EBVs are typically located at

• Loading/unloading lines in hazardous service

• Furnace crack gas outlet lines

• Inlet and outlet of compressors

• Inlet and outlet of reactors

• Inlet of pumps from vessels with 10,000 lb of flammable

material

• Major lines entering a system of vessels containing more

than 10,000 lb of flammable materials which operate

together

• Battery limits for pipelines containing hazardous materials
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Through proper design, it would be possible to provide

for isolation of an individual item or section, or to effectively

shut down an entire operation. The location of block valves

must include consideration of potential hazards to operating

personnel. Therefore, manually operated devices must be

easily and safely accessible and easy to operate. Remotely

or automatically operated block valves, usually recom-

mended in situations where operating personnel would be

exposed to hazardous conditions, should be placed in

locations where, insofar as possible, they will not be subject

to conditions which might impair their operation. If there is a

possibility that they might be exposed to fire in the case of an

emergency, block valves should be fireproof or fire resistant

to the extent necessary to ensure dependable operation under

such conditions. It should be apparent that proper use of

block valves has the potential to greatly reduce loss

of containment with its resultant explosions and fires

because they.

• Provide isolation between different hazards within a

system

• Quickly interrupt flow through a system or prevent gross

movement of hazardous material into an exposed location

• Block in specific pieces of hardware that may be involved

in an incident

• Cause an orderly shutdown of equipment

Categories of EBVs include:

• Manually actuated valve at the equipment to be

isolated

• Manually actuated valve located at a safe distance

from the equipment to be isolated

• Mechanically assisted valve at or near the equipment

to be isolated

• Mechanically assisted valve with remote activation

capability

Gas Detection [2]
Gas detection is used to determine the presence of undesired

vapors and gases at some specified concentration. It is also

used to support some action or decision. Sensors need to be

located where gas is most likely to accumulate. With gas

detectors, the concentration of test gas at point of measure-

ment at a specific time is known, but how much gas is

present, how far the gas cloud extends, the concentration

profile within the cloud, what other gases are present, or how

fast the gas is moving are not known.

Flame/Detonation Arrestors [2]
There are two types of arrestors: flame arrestors and detona-

tion arrestors which aremoremassive and robust. The arrestor

forces the gas velocity to decrease through increasing the

diameter and then provides sufficient surface to cool the gas.

If the upstream fire continues eventually it could overwhelm

the arrestor as the internal parts heat up. Flame arresters

absorb kinetic energy from a fluid and prevent deflagration/

detonation transition. Common types include crimped ribbon,

parallel plate, expanded metal, packed bed, hydraulic,

perforated plate, sintered metal, and liquid seal. Criteria for

design include vapor composition, operating pressure and

temperature, piping configuration, and flow rate. All flame

arresters must be tested in their final environment.

Explosion Venting, Mechanical Isolation,
and Explosion Suppression [12]
Explosion vent panels are pretty common especially for dust

applications. In dust applications there is a possibility of a

buildup of solids on the inside panels which can add weight

and resistance. Some materials such as hydrogen can’t be

vented using explosion panels because of its high flame speeds.

In general these systems are designed to discharge in an open

environment. The panels are designed per NFPA 68. They are

lightweight, tethered panels which are non-fragmenting.

Fast acting valves are another means of stopping flame

propagation. They are dependent on very quick acting

sensors that are able to detect change of pressure in the

millisecond range.

Suppression systems such as halons cause the fire to

starve because air is displaced by an inert. Having a space

that is effectively sealed to minimize leakage is very

important.

Certain types of foam or plastic media can be applied to a

liquid spill in a dike to restrict vaporization.

Explosion containment rooms are used in special

applications, particularly high pressure operations. They

are also used in laboratories and pilot plants, sometimes

with blow out walls and roofs.

Fire Protection [2]
Fire protection must be a functional, rational, and consistent

system across a facility. A “holistic” fire protection strategy

must be adopted to deal with all possible exposures that

could threaten people, equipment, the operation, and the

environment. Compliance to codes and standards is a mini-

mal requirement. There must be an integrated fire protection

strategy that includes:

• Prevention: Process selection, equipment layout, good

engineering, quality construction

• Detection and response: Isolate fuel source

• Suppression: Prevent fire from spreading—extinguish

original fire

All of these activities are essential to success. Obviously

the first consideration is to prevent as many opportunities for

loss of containment of flammables and possible fires as
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possible. Foam systems are sometimes necessary to extin-

guish fires. Fire protection includes:

• System for ensuring the early detection, extinguishment,

and protection from fires

• Deluge protection recommended in critical areas such as

pump bays

• Deluge systems should be easy to operate and should be

augmented with detectors

• Heat actuated sprinkler systems

• Extinguishment in motor control centers and control

rooms

• Fireproofing on high value equipment (2–4 h)

A typical fire water distribution system is usually

installed underground. Valves are placed so that water sup-

ply can get to any point from two directions within the loop.

A 4 h supply of firewater is usually specified as

recommended by insurance companies. The pumping sys-

tem should be redundant with both electric and diesel

backup pumps. With fire protection systems it is important

to ensure the ongoing integrity of all fire protection hardware

by preventive maintenance and testing. Ownership must be

clearly established to ensure that proper testing and mainte-

nance is done on fire protection systems.

All operating personnel must be familiar with the func-

tionality of fire protection equipment that they may be

required to use.

Emergency Response [2]
Emergency response involves scenario-based planning.

It requires understanding the hazards and risks and on-site

response capabilities. It also requires securing support from

outside parties, for example, fire departments, and mutual

aid organizations. Emergency response also requires the

establishment of safe havens, evacuation routes, command

centers, and the development of emergency response

procedures. Emergency response training includes emer-

gency drills that must be conducted. These drills include

tabletop exercises and full-scale drills. Feedback from drills

should result in improvement and modification of emer-

gency procedures as necessary. See Chap. 3 for a more

detailed discussion of emergency response.

Management Systems (Risk-Based Process
Safety) [2, 13]

Management systems are necessary to ensure that process

safety concepts and practices are implemented in an organi-

zation. There are several models for process safety manage-

ment systems. The OSHA process safety management model

is a legal requirement in the United States (see section on

“Regulations” in this chapter). Risk-Based Process Safety is

the model developed by CCPS. It is not a regulatory

requirement but is consistent with the OSHA PSM standard

and the chemical processing industries’ good practice. The

recent book entitled Risk Based Process Safety, CCPS, 2007
discusses the model proposed by CCPS that will be used in

this discussion of process safety management systems. The

concept of Risk Based Process Safety is that each company

needs to tailor its process safety management systems to

address its risk and risk tolerance. In other words the higher

the risk of a major process safety incident, the more robust

your management system should be. Also companies with

the same risk of a major process safety incident may have

different management systems because of different risk tol-

erance. For example, a company that has a chlorine

unloading operation adjacent to another business or residen-

tial area should have a more robust management system than

a company with a similar unloading operation located in a

remote area. Of course hazardous operations need to be

located in as remote areas as possible.

CCPS defines process safety management as a manage-

ment system that is focused on the prevention of, preparation

for, mitigation of response to and restoration from catastrophic

releases of chemicals or energy from a process associated with

a facility. The key concept is “catastrophic” releases of

chemicals or energy from a process associated with a facility.

A process is a sequence of activities that leads to a desired

outcome. That outcome often involves the creation of a mar-

ketable product. In practice, processes of concerned include

the shipping, handling, storing, mixing, separating, and dis-

posal of chemicals. Risk-based process safety uses risk-based

strategies and implementation tactics that are commensurate

with the risk-based need for process safety activities, availabil-

ity of resources, and existing process safety culture. Based on

the company’s perception of risk, each element of RBPS needs

to be designed and implemented to fit the risk. Each company

will have different looking management systems based on

their risk perception and culture, but all 20 elements need to

be addressed. The goal of RBPS is to design, correct, and

improve process safety management activities.

The 20 elements of RBPS are organized under the pillars

“commit to process safety,” “understand hazards and risk,”

“manage risk,” and “learn from experience.” Each of the

20 elements under the four pillars will be discussed

(see Fig. 2.5).

Commit to Process Safety

The first pillar of RBPS is to Commit to Process Safety. To
commit to process safety, facilities should focus on:

• Developing and sustaining a culture that embraces pro-

cess safety.

• Identifying, understanding, and complying with codes,

standards, regulation, and laws.
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• Establishing and continually enhancing organizational

competence.

• Soliciting input from and consulting with all stakeholders,

including employees, contractors, and neighbors.

Process Safety Culture
What is process safety culture? Process safety culture is the

combination of group values and behaviors that determine

the manner in which process safety is managed. It is

often described as how we do things around here, what

we expect here, or how we behave when no one is watching.

Why is process safety culture important? Investigations of

catastrophic events have identified common process safety

culture weaknesses that are often factors in other serious

incidents. Examples of process safety culture weakness

include warning signs such as lack of enforcement of

process safety standards, no sense of vulnerability, poor

communications, and delayed or no response to process

safety issues and concerns.

Human Factors [2]
When examining process safety culture, it is important to

understand human factors. This is a very important subject

that people sometimes have difficulty in understanding. It

encompasses a broad range of topics. Human errors will

happen and must be eliminated or the probability or

consequences of those errors must at least be reduced when

handling hazardous materials. The perception of the appli-

cation of human factors as ill-defined, difficult to apply, and

expensive is a misconception. Those companies that have

actively applied human factors have seen a true business

value. Human factors look at the ways to identify and control
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potential human errors and conditions which affect the out-

come of human activity. The human is the ultimate variable

in every human–machine interface. The potential for human

error exists wherever there are several choices or degrees of

freedom. There are three groupings of human interactions

that all overlap and are intertwined with one another. These

are people, facilities, and management systems. The poten-

tial for human errors in all these groupings must be exam-

ined. The CCPS book Guidelines for Preventing Human
Error in Process Safety by Center for Chemical Process

Safety (CCPS), August 2004, is an excellent source of infor-

mation on human factors.

Compliance with Standards
The next element under the pillar “Commit to Process Safety”

is “Compliance with Standards.” A standards system is a

system to identify, develop, acquire, evaluate, disseminate,

and provide access to applicable standard, codes, regulations,

and laws that affect process safety. It addresses internal and

external standards; national and international codes and

standards; and local, state, and federal regulations and laws.

It interacts with every RBPS management system element.

“Recognized and generally accepted engineering

practices” or RAGAGEP is a regulatory term that means

the engineering practices that are prevalent in the industry

must be followed. It is included in the Process Safety Infor-

mation element as applied to equipment used in the process

in the OSHA PSM standard. A standard system as discussed

above will help to ensure that RAGAGEP is implemented in

the facility.

Why is a standards system important? Knowledge of and

conformance to standards helps a company operate and

maintain a safe facility and to consistently implement

process safety practices. It also minimizes legal liability.

Changes in standards must be current so the company can

adjust its compliance activities. The standards system also

forms the basis of the standards of care used in an audit

program to determine management system conformance.

Inherently Safer Concepts [2, 14]

One important accepted practice is inherently safer design.

The concept of inherent safety was first coined by Trevor

Kletz. Trevor Kletz worked for ICI as a safety consultant and

is still active in process safety today. Recently CCPS has

updated a guidelines book on inherently safer chemical

processes (see references). Inherently safer is a principle

that continues to be important in the reduction of overall

risk for any company.

In the narrowdefinition, inherently safer designs permanently

and inseparable reduce or eliminate process hazards that must

be contained and controlled to avoid loss events. To quote

Trevor Kletz “The essence of the inherently safer approach to

plant design is the avoidance of hazards rather than their

control by added-on protective equipment” [15].

Process safety strategies include:

• Inherent (hazard elimination or reduction)

• Passive (process or equipment design features that reduce

risk without active functioning of any device)

• Active (engineering controls)

• Procedural (administrative controls)

The above is the hierarchy of strategies to control hazards

or risk. Least reliable is an administrative approach. From a

reliability stand point, engineering controls follow then pas-

sive controls such as dikes. Finally, inherent safety is the

most reliable. In practice all four strategies are used to

design and operate a safe chemical processing facility.

Sometimes what appears to be an inherently safer

approach creates its own hazards and risks which may result

in lower risk overall but it will not reduce risk to zero.

Sometimes the frequency of a loss of containment will be

increased by the change. For example, supplying chlorine, a

hazardous material, from many small cylinders instead of

one large tank increases disconnect frequency, thus the

chance of a leak, but the consequences of a release if a

leak should occur will be significantly reduced because the

quantity release would be less. Another example is a reactor

that underwent runaway reaction would have produced

much less consequences if it had failed at only a few pounds

pressure. Instead the vessel was designed to 50 psig, to

decrease the likelihood of a release and when it failed the

pressure rise was exponential producing a much greater

amount of stored energy and consequently resulted in

much greater damage.

Inherently safer principles put forth by Trevor Kletz

include:

• Use less hazardous materials

• Minimize inventories

• Reduce operating severity

• Simplify equipment design

The implementation of these principles will result in

serious process incidents occurring less frequently.

Examples of the application of the principles include:

Intensification: Reduce quantity of hazardous materials.

Substitution: Use of safer materials.

Attenuation: Running at safer operating conditions.

Limitation of effects: Changing equipment layout to reduce

consequences.

Simplification: Avoidance of multiproduct operations.

Error tolerance: More robust equipment to tolerate upsets

and errors.

Avoid knock-on effects: Open construction, layout.

Prevent incorrect assembly: Piping systems to reduce human

error.
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Ease of control: Less hands on control. It is extremely

important to apply inherently safer principles at the labo-

ratory stage or during the process conceptual design. The

earlier inherently safer design concepts can be applied,

the easier implementation will be, although, the

principles can be applied throughout the life of a plant.

Process Design [2]

Standards and practices are an important aspect of process

design. There are many different process safety topics that

are part of design. Some are addressed very early in the design

process such as layout and spacing, while others are done

during detailed design, e.g., bonding and grounding. Some of

these safeguards are passive, e.g., grading and drainage and

some require engineering control, e.g., system isolation.

The design topics covered briefly in this chapter include:

• Layout and spacing

• Infrastructure

• Grading and drainage

• Equipment selection/sizing

• Design for pressure protection

• Design for mechanical integrity

• Fireproofing/firewalls

• Inerting

• Electrical area classification (EAC)

• Bonding and grounding system isolation

• Review of design alternatives

Process design is a key element in regard to how to

contain and control potential loss of containment events.

• Layout and spacing
Layout and spacing are critical to safe design. Congestion

and confinement are major contributors to high pressures

from vapor cloud explosions. Layout and spacing concepts

are much easier to apply with a new grass roots facility, but

with an existing facility debottlenecking seems to be more

prevalent and the job much more difficult.

An I, L, or H pattern provides ease of access and minimal

congestion. Layout involves determining the most logical

way of configuring the plant given various constraints from

the site plot. Every additional foot of piping (and valves)

increases the risk of failure. Important strategies include:

• Unit layout in I, L, or H pattern preferred

• High value equipment separated from high hazards if

possible

• Major inventory sources well spaced and separated

• Minimize amount of congestion and confinement

• Egress, maintenance and fire fighting access

• Arrange equipment by function

• Arrange piping by category of service

• Grading and drainage
Equipment containing large volumes of flammable

materials should be located upstream of sloped areas. The

rate and quantity of firewater should also be considered in

the design of the sewer system or catch basin. The grading

plan must be completed prior to plant layout. Key points

regarding grading and drainage include:

• Grading should slope away from fuel sources or critical

equipment

• Sewer system should be sized to handle storm runoff or

maximum release from major equipment failure

• Multiple catch basins reduce the travel time/distance and

reduce the surface area for a potential fire

– Remember sewers are costly; catch basins are not

• Need to segregate incompatible materials

• Sewer design must recognize plugging potential; provide

means of clearing

• Sewers must not permit the passage of flammable vapor

– Use traps

• Integrated approach to layout, grading, and sewers is

required
• Equipment sizing

Larger vessels are more adiabatic and self-heating and

unwanted reactions more difficult to control. Sometimes

mixing becomes more difficult in large reactors. Some

factors to consider in equipment sizing include:

• Determined by inventory requirements and holdup

considerations

• Driven by economics but limited by transportation systems

• Large size equipment is more prone to failure from

localized stresses

• Difficult to establish control within all parts of large

systems

• Difficult to establish equilibrium in large vessels and

reactors

The advantages of small equipment include:

• Reduce hazardous inventory

• Reduce size to save capital and reduce maintenance

• Reduced size gives quicker response—more predictable

behavior

• Lower internal stresses

The advantages of larger equipment include:

• Increase size to cushion equipment against upset

• Increased size may reduce number of procedural steps

These are some of the considerations that must be exam-

ined. Sometimes goals of the plant and business area are in

conflict. The business area wants to have a large inventory

so the customer is always able to be supplied on time. The

plant wants to minimize storage to have a more inherently

safer plant. A facility is probably less prone to human error

in a single large system compared to a group of smaller

systems.

• Pressure protection design

This topic has already been discussed as a mitigative

safeguard.

• Design for mechanical integrity
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Equipment must be designed for mechanical integrity.

The design must tolerate continuous exposure to process

fluids at normal and upset operating conditions. Normal

modes of failure must be anticipated, i.e., impeller wear,

corrosion. What tests are necessary to maintain mechanical

integrity and how frequently they must be done needs to be

established during design. In many cases instruments, like

vibration sensors, are designed and alarmed if the machine

goes out of its normal operating range. Pressure vessel

cycling is another consideration especially for batch reaction

systems. Replacement of systems over time and how that can

physically be accomplished must be addressed during

design. How critical systems must be tested—on-line and

off-line—and how frequently testing will occur must also be

addressed.

How relief valve testing will be done and access to relief

valves is another design consideration. Key concepts to keep

in mind regarding design for mechanical integrity include:

• Commit to quality engineering standards

• Material selection to match conditions

• Design to full range of service conditions

• Design for pressure/temperature cycles

• Minimize temperature gradients/local stresses/vibration

• Quality control during fabrication and construction

• Design for ease of testing and maintenance

• Dimensional tolerances in rotating equipment

• Fireproofing and fire walls
Key aspects of fireproofing include:

• Fire hazard zones must be determined based on credible

release scenarios

– Consider drainage and system inventory

• All load-bearing members which reside in a fire hazard

zone must be passively protected for 2 h min per UL 1709

• Must extend fireproofing to highest structural member

that supports fuel containing equipment—include cross

members

• Include whole structure footprint unless clear break point

exists

• Fireproofing materials must have good thermal insulation

properties and must resist mechanical impact and erosion

• Concrete is an ideal choice for most applications but it

can add considerable weight to a structure

• Mixed cementaceous fireproof materials (such as

Pyrocrete 241) may be used if they are properly applied

• Contour or surface application around structural steel is

recommended to avoid moisture collecting

• All fireproofing applications are subject to verification

and approval by UL 1709

Firewalls are solid barriers that shield equipment (usually
high value) from direct fire radiation and prevent the spread

of fires. Firewalls are generally of concrete construction and

provide 2–4 h of fire protection. Full partition firewalls may

be used to segregate EAC zones.

Fire stops are barriers installed in pipe racks or conduit

runs. They prevent the passage of fuel, air, or fire but permit

circuit continuity. Their integrity is a function of design and

quality of installation.

Inerting: The addition of inert gases to a mixture of

flammable gases and air affects flammability limits. Carbon

dioxide causes a greater narrowing of the flammable range

than does nitrogen. Water vapor is an acceptable inert gas if

the temperature is high enough to exclude much of the

oxygen, which requires a temperature of 90–95�C. Because
water vapor and carbon dioxide have a higher heat capacity

than nitrogen, they are somewhat more effective as inerting

agents than nitrogen. Some halogen-containing compounds

also can be used for inerting materials at relatively low

concentrations. An example of this is the use of Freon-12

(CCl2F2). Caution must be used with halohydrocarbons

because of the possibility of the halocarbons themselves

burning, especially at high pressures. Environmental

considerations are making the use of halogenated

hydrocarbons for inerting increasingly undesirable.

Materials are being developed that are considered environ-

mentally acceptable. Figures 2.6 and 2.7 [16] show flamma-

bility envelopes for methane and n-hexane for various

air–inert mixtures at 25�C and 1 atm. All flammable

Fig. 2.6 Limits of flammability of various methane–inert gas–air

mixtures at 25�C and atmospheric pressure. (Courtesy Bureau of Mines)
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envelopes are similar to Figs. 2.6 and 2.7 except in minor

detail. The lower limit is virtually insensitive to added inerts.

The upper limit, however, decreases linearly with added

inert until the critical concentration of inert is reached

beyond which no compositions are flammable. In these

graphs, Cst means the stoichiometric composition.

The limits of flammability are dictated by the ability of a

system to propagate a flame front. Propagation does not

occur until the flame front reaches about 1,200–1,400 K.

Since the typical terminal temperature for hydrocarbons at

stoichiometric conditions is about 2,300 K, it can be seen

that having only one-half the fuel or oxidizer present will

produce about one-half the flame temperature, which is too

low to propagate flame.

A useful rule to remember is that the lower flammable

limits of most flammable vapors are close to one-half the

stoichiometric composition, which can be calculated.

Another easy rule to remember is that about 10% oxygen

or less in air (assuming the rest is mostly nitrogen) will not

support combustion of most flammable hydrocarbon vapors.

The flammability limits of hydrocarbon-type fuels in

oxygen and inert gas atmospheres are a function of the

inert gas and any fuel or oxygen in excess of that required

by the stoichiometry of the combustion process. In systems

where fuel content is fixed, inert material having a high heat

capacity will be more effective at flame suppression than

inert material having a low heat capacity.

Many of the flammable limits reported in the literature

are somewhat too narrow, and certain gas compositions

regarded as being nonflammable are in fact flammable

when given the proper set of circumstances. In other
words, take data on flammability limits from the literature

with a grain of salt. It is best not to design closely on the

basis of most available data on flammability limits.

The use of inert gases can cause some serious hazards that

must be recognized if inerts are to be used effectively and

safely. Considerations in the use of inert gases include:

1. An inert atmosphere can kill if a person breathes it:

Precautions should be taken to ensure that personnel

cannot be exposed to the breathing of inert atmospheres.

2. Some products need at least a small amount of oxygen to

be stored safely: This includes styrene and some other

vinyl monomers, which must have some oxygen in them

to make the usual polymerization inhibitor for styrene

(t-butyl catechol, or TBC) effective. If pure nitrogen, for

example, is used to blanket styrene, the inhibitor will

become ineffective. TBC customarily is added to styrene

monomer to prevent polymer formation and oxidation

degradation during shipment and subsequent storage;

it functions as an antioxidant and prevents polymerization

by reacting with oxidation products (free radicals in the

monomer). If sufficient oxygen is present, polymerization

is effectively prevented (at ambient temperatures); but in

the absence of oxygen, polymerization will proceed at

essentially the same rate as if no inhibitor were present.

The styrene may polymerize and can undergo an uncon-

trolled exothermic reaction, which may generate high

temperatures and pressures that can be very hazardous.

The inhibitor level of styrene must be maintained above a

minimum concentration at all times. The minimum con-

centration of TBC in styrene for storage is about 4–5 ppm.

3. To be effective, inert atmospheres must be maintained

within certain composition limits. This requires the

proper instrumentation and regular attention to the

system.

4. Inerting systems can be quite expensive and difficult to

operate successfully: Before the use of inert systems,

alternatives should be explored, such as the use of non-

flammable materials or operating well outside, preferably

below, the flammability range.

Electrical Area Classification [2]: One of the first

exercises during design between the electrical engineers

and the process engineers results in an electrical classifica-

tion plot plan diagram. Vehicular traffic in the plant is

another source of ignition that should be considered in

layout. A plot plan drawing with electrically classified

buildings, rooms, etc. is usually developed. More detailed

Fig. 2.7 Limits of flammability of various n-hexane-inert gas mixtures

at 25�C and atmospheric pressure. (Courtesy Bureau of Mines)
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drawings may be needed for special process equipment and

discharges. EAC is a system used to control potential elec-

trical ignition sources in close proximity to flammable

substances. EAC is usually done by process engineers in

conjunction with electrical engineers. It determines electri-

cal hardware which may be used and where it may be

located. Non-sparking equipment is defined. Explosion

proof enclosures provide small confined enclosure over

electrical contacts. Sealing devices must also be specified.

There will be different electrical system requirements

depending on the type of material and whether it is a flam-

mable gas or dust. The Zone system is replacing the US

Division system.

• Class I—Flammable gas vapor or liquid is present

• Class II—Combustible dust is present

• Group A—Acetylene

• Group B—Hydrogen

• Group C—Cyclopropane, ethyl ether

• Group D—Acetone, butane, hexane, natural gas, fuel oil

• Group E—Combustible metals

• Group F—Carbonaceous materials, including coal dust

• Group G—Flour, starch, plastic

• Division 1 (Zone 0 or 1)—Flammable or combustible

concentrations exist under normal operating conditions

• Division 2 (Zone 2)—Flammable or combustible

concentrations exist under abnormal operating conditions

or have a low likelihood of occurrence

Static Electricity, Grounding and Bonding

Introduction
Many apparently mysterious fires and explosions have

eventually been traced to static. In spite of the large amount

of information about static electricity, it remains a complex

phenomenon not often understood and appreciated. Static

electricity is a potential source of ignition whenever there is

a flammable mixture of gas or dust.

When two different or similar materials are in contact,

electrons can move from one material across the boundary

and associate with the other. If the two materials in contact

are good conductors of electricity and are separated, the

excess electrons in one material will return to the other

before final contact is broken. But if one or both of the

materials are insulators, this flow will be impeded. If

the separation is done rapidly enough, some excess electrons

will be trapped in one of the materials. Then both materials

are “charged.” Electric charges can build up on a noncon-

ducting surface until the dielectric strength is exceeded and a

spark occurs. The residual charge could ignite flammable

mixtures.

The two materials or phases in initial contact may be a

single liquid dispersed into drops, two solids, two

immiscible liquids, a solid and a liquid, a solid and a vapor

or gas, a liquid and a vapor or gas.

The important thing to keep inmind is that whenever there

is contact and separation of phases, a chargemay develop that

could be disastrous. Three conditions must be met before an

explosion caused by static electricity can take place:

1. An explosive mixture must be present.

2. An electric field must have been produced due to the

electrostatic charge that had been generated and

accumulated in a liquid or solid.

3. An electric field must be large enough to cause a spark of

sufficient energy to ignite the mixture.

In designing preventive measures, all three factors should

be controlled.

Static electricity is essentially a phenomenon of low

current but high voltage and high resistance to current

flow. A low-conductivity liquid flowing through a pipeline

can generate a charge at a rate of 10–9 to 10–6 A (A). A

powder coming out of a grinding mill can carry a charge at a

rate of 10–8 to 10–4 A. At a charging rate of 10–6 A, the

potential of a container insulated from earth can rise at a rate

of 1,000 V/s and a voltage of 10,000 V or higher can readily

be obtained in this way.

Several electrostatic voltages and energies commonly

encountered are typified by the following examples:

1. A person walking on dry carpet or sliding across an

automobile seat can generate up to 5,000 V in dry

weather. An individual having a capacitance of 100 pF,

a reasonable figure, could generate a spark energy of

1.25 mJ. This is far more than is needed to ignite some

flammable vapor–air mixtures.

2. A person can accumulate dangerous charges up to about

20,000 V when humidity is low.

3. A truck or an automobile traveling over pavement in dry

weather can generate up to about 10,000 V.

4. Nonconductive belts running over pulleys generate up to

30,000 V. The voltage generated by a conveyor belt can

be as high as 10[5 V; the system can in effect act as a Van

der Graaf generator.

5. The energy in the spark from an ordinary spark plug is

20–30 mJ.

The capacitance and the energy for ignition of people and

of common objects are important. The capacitance of a

human being is sufficient to ignite various flammable gas

mixtures at commonly attained static voltages.

There are several hazard determinants relating
to static electricity
Capacitance: The capacitance of an object is the ratio of the

charge of the object to its potential. The capacitance gets

larger as the object gets larger. With a given charge, the

voltage gets higher as the capacity of the object gets smaller.

For a sphere, capacitance is given by
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C ¼ Qð10�3Þ
V

The energy stored in a capacitor is [17]

W ¼ 0:5CV2ð10� 3Þ ¼ 500Q2=C

where

C ¼ capacitance, pF (1 pF ¼ picofarad ¼ 10–12 F)

Q ¼ charge, microcoulombs (1 C ¼ 1 A/s ¼ charge on

6.2 � 1018 electrons)

V ¼ voltage in kilovolts

W ¼ energy, millijoules (mJ)

This energy may be released as a spark when the voltage

gets high enough. The minimum sparking potential for

charged electrodes is about 350 V and occurs at a spacing

of 0.01 mm. Sparks from an equally charged nonconductor

are less energetic and may contain only part of the stored

energy. These comparatively weak sparks are not likely

to ignite dust clouds but can ignite flammable gases

(Fig. 2.8).

The energy that can be stored by capacitance of an object

can be compared with the minimum ignition energies of

flammable gas–air mixtures and of dust–air mixtures to

determine the probability that a spark discharge may have

sufficient energy to cause ignition. If the charged object is a

poor conductor, the calculation of energy available to pro-

duce a spark may not be possible because the charge often is

not uniformly distributed, and the resistance to flow of

current is high. Figure 2.8 shows some typical values of

electrical capacitance [18].

Relaxation time: When a liquid is flowing in closed metal

pipes, static electricity is not a hazard. When the liquid

enters a tank, it may become a hazard. Charges caused by

liquid separation during pumping, flow, filtration, and other

effects such as splashing and agitation can accumulate on the

surface of the liquid in the tank and cause sparking between

the liquid surface and the tank or conducting objects in the

tank. The charge thus generated can be dissipated by relaxa-

tion or via discharge through a spark or corona discharge.

The relaxation time is the time required for 63% of the

charge to leak away from a charged liquid through a

grounded conductive container. The half-time value is the

time required for the free charge to decay to one-half of its

initial value. The half-time is related to the relaxation time

by the relationship

Th ¼ Tr � 0:693

where Th ¼ half-time Tr ¼ relaxation time. Relaxation

times vary from small fractions of a second up to minutes

and even hours for some highly purified hydrocarbons that

have very low conductivity.

It is important to recognize that a large charge can

accumulate in the liquid even in a grounded container. In

fact, it was reported that the majority of accidents attributed

to static electricity in the petroleum industry have been with

liquid in grounded containers [19].

Relaxation time can be calculated as follows:

Tr ¼ EðE0=kÞ

where

Tr ¼ the relaxation time, in seconds; the time for 63% of the

charge to leak away

E ¼ relative dielectric constant, dimensionless

E0 ¼ absolute dielectric constant in a vacuum ¼ 8.85

� 10–14 to less than 1 � 10–18

K ¼ liquid conductivity, Siemens per centimeter (S/cm)

Siemens (S) are also called mhos

Example: Benzene in a large tank could have a specific

conductivity as low as 1 � 10–18 mho/cm and as high as

7.6 � 10–8 S/cm. The corresponding relaxation times for the

two conductivities can be calculated as follows. Pure ben-

zene has a dielectric constant of 2.5 to less than 1 � 10–18.

Using the above equation:

1. Tr ¼ ð8:85� 10�14Þð2:5Þ=ð7:6� 10�8Þ ¼ 2:91� 10�6 s

2. Tr ¼ ð8:85� 10�14Þð2:5Þ=ð1� 10�18Þ
¼ 2:21� 105 s (this is in excess of 60 h)

Fig. 2.8 Some typical values of electrical capacitance. (Data from

Eichel [21])
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Benzene typically contains some water and has a higher

conductivity than in the above example and has a much

lower relaxation time.

The purity of a liquid has a great effect on its relaxation

time, and thus its static hazard potential. In actual practice,

relaxation times of a few seconds to an hour are encountered,

depending on the purity and dryness of the liquid. This

emphasizes the dangers of open sampling of tank contents

soon after filling. If it is likely that the liquid being used has a

low conductivity, it is important that enough time elapses

between activities that can produce a static charge, such as

loading a tank, and any activity that could cause a spark,

such as sampling from the top of the tank.

In case (2) in the above example, a conductivity of

10–18 S/cm is so low that there may be little charge separa-

tion and little charge formation, and there may be no hazard

even though the calculated relaxation time is extremely long.

Materials with a half-time value of less than 0.012 s have

been reported not to cause a hazard. A useful rule to remem-

ber is that the concept of relaxation is very important

because it is possible for liquid in a tank to retain an electric

charge for a long time if the liquid is a poor conductor, even

if the tank is grounded. The specific conductivity, and there-

fore the relaxation time, is greatly affected by impurities. For

example, the specific conductivity of benzene can vary from

as long as 1 � 10–18 to about 7.6 � 10–8 S/cm, depending

on its purity. It can vary significantly with the amount of

water or other materials dissolved in the benzene [17].

Resistivity: The extent of charge separation is dependent on the

resistivity of the liquid. Somematerials have a sufficiently high

conductivity to render them safe in terms of static buildup. If

the resistivity is low, charge separation is easy, but so is charge

recombination through the liquid. If the resistivity is high, there

may be appreciable charge separation without immediate

recombination, leading to a high charge. If the resistivity is

extremely high, theremay be no charge separation, and there is

nobuildup of a charge. If the conductivity of a liquid falls in the

hazardous range, it is possible to modify it by the use of a very

small amount of an additive. Additives usually are a combina-

tion of a polyvalent metal salt of an acid such as carboxylic or

sulfonic acid and a suitable electrolyte. Additives of this type

can impart a conductivity of 10–8 S/m (Siemens per meter) in a

0.1% solution in benzene [19].

A useful rule to remember is that when the resistivity of a

liquid exceeds 1015 Ω centimeters (O-cm), or is less than

1010 O static generation or accumulation is negligible.

Between these limits, the net generation of charges increases

with the maximum charge generation at 103 O. Styrene, for
example, a commonly used monomer, has a resistivity of

4 � 1013 at 20�C [20], and therefore is capable of building

up a potentially hazardous charge.

Static charge development: Static electrification of solids

can occur in various ways. Different operations will produce

the percentages of the theoretical maximum charge density

shown in Fig. 2.9 [21].

It should be noted that pure gases do not generate signifi-

cant static electricity in transmission through pipes and ducts.

Gases contaminated with rust particles or liquid droplets

produce static, but this is not a problem in a closed, grounded

piping system. If these gases impinge on an ungrounded,
conductive object, dangerous charges can accumulate on

that object. Wet steam, which contains water droplets, can

develop charges. If the water droplets contact an ungrounded
conductor, that object can develop a static charge.

Flammable gases may ignite when discharged to air during

thunderstorms, even without a direct lightning hit. Dry hydro-

gen and occasionally other gases may ignite when they are

discharged to air in normal weather. This may be so because

the electric field developed by the ejected gases can develop a

corona discharge which can cause ignition. The minimum

ignition energy of hydrogen is only 0.02 mJ. A toroidal ring

developed by the National Aeronautics and Space Adminis-

tration (NASA) is reported to prevent unwanted discharge and

subsequent ignition of a vent-stack outlet [22].

Humidification: The conductivity of electrical nonconductors,

such as plastics, paper, and concrete, depends on their moisture

content. Relatively high moisture in these materials increases

conductivity and therefore increases dissipation of static elec-

tricity. With relative humidity of 60–70% or higher, a micro-

scopic film of moisture covers surfaces, making them more

conductive.

Fig. 2.9 Percentage of maximum theoretical charge produced by

various operations. (Data from Eichel [21])
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Humidification can and often should be practiced to

reduce the hazard of static electricity, but should not be relied

on entirely to remove all possibility of static discharge.

In winter, cold air brought into a building and heated to

normal room temperature is extremely dry, often less than

5–10% relative humidity. When processing solid materials

that can develop a static charge, this air should be humidified

to reduce static hazards as well as improve the comfort of

personnel.

Filling liquid containers: A fire during top loading of a

flammable liquid into a tank constitutes a serious problem

if there could be a flammable mixture in the vapor space.

Static electricity can be generated by splashing if the liquid

is top-loaded, so it is normal practice to fill with a dip pipe

positioned so the tip of the dip pipe is near the bottom of the

tank. This may not be sufficient to prevent static charge

buildup, as a charge may be generated in the bottom of the

tank before the pipe tip is fully submerged, and it is possible

for the liquid to acquire a charge before it reaches the tank.

Product filters using cotton, paper, felt, or plastic

elements are prolific generators of static electricity. It is

considered that at least 30 s is necessary to dissipate this

charge, although with dry nonconductive liquids, it may

require as long as 500 s.

Loading a less volatile liquid into a tank where there was

previously a more volatile liquid is particularly hazardous

because the more volatile liquid may form a flammable

mixture, and the less flammable material is often a poor

conductor and will not readily dissipate static charge.

This type of loading accounts for 70–80% of severe losses

at terminals [19]. This appears to occur most often when the

compartments are one-fourth to one-third full, and when the

temperature is close to �1�C.
Inerting the tank while it is being filled will reduce the

possibility of ignition by static electricity and is highly

recommended when it is possible and practical. However,

this is not always practical. In any case, if inerts are to be

used, they must be added carefully, as the following example

illustrates. Two firemen were fatally injured when an explo-

sion occurred as they were attempting to use portable CO2

fire extinguishers to inert a tank truck. The source of ignition

was believed to be a spark from the horn of the extinguisher

to the latch on the tank truck. It was found that the voltage on

the horn increased as the carbon dioxide “snow” passed

down the horn to the outlet side.

Grounding and bonding lines, although very important,

will not immediately dissipate the charge on the surface of a

nonconducting liquid in a tank. A relaxation time for charge

to be dissipated should be allowed after filling or other

operations to permit static charge on the liquid surface to

dissipate to the dip pipe or tank shell. The minimum time is

1 min, but longer periods are advisable with some liquids

that have extremely low conductivity. Bottom loading may
reduce the static electricity hazard but does not eliminate

it [23].

Review of Design Alternatives: Hazards should be

considered and eliminated in the process development

stage where possible. This would include considerations of

alternative processes, reduction or elimination of hazardous

chemicals, site selection, etc. By the time the process is

developed, the process designers already have major

constraints imposed on them. Hazards should also be

identified and removed or reduced early in the design.

Adding protective equipment at the end of the design or

after the plant is operating can be expensive and not entirely

satisfactory. Allowing time in the early stages of design for

critical reviews and evaluation of alternatives would involve

studies such as an early hazard and operability (HAZOP)

study, using flowsheets, before final design begins [24].

Fault tree analysis,” quantitative risk assessment (QRA),

checklists, audits, and other review and checking techniques

can also be very helpful. These techniques are extensively

discussed in the technical literature and will not be discussed

in detail here.

Process Safety Competency
The next element under the pillar “Commit to Process

Safety” is “Process Safety Competency.” Process safety

competency encompasses three interrelated actions; ensur-

ing the appropriate information is available to people who

need it, continuously improving knowledge and competency

and consistently applying what has been learned. It is

important for several reasons. Catastrophic process safety

incidents are relatively rare, but losses can be devastating.

Because of this learning must be proactive so that lessons

must not be forgotten. Only competent people can transform

information into knowledge. Knowledge management, not

information management, helps organizations understand

and manage risks and remain competitive.

The following principles must be followed. Facilities

should implement management systems to help identify

learning needs that are critical to process safety, support

efforts to learn or obtain critical knowledge, maintain

knowledge in a manner that helps promote risk-informed

decision-making, and share information with other facilities

(in some cases even competitors). Activities that help main-

tain and enhance process safety competency must be

executed and evaluated. Results of the evaluation must be

shared and plans adjusted as necessary.

Workforce Involvement
The fourth element in the pillar “Commit to Process Safety”

is “Workforce Involvement.” Workforce involvement
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includes developing a written plan of action regarding

worker participation, consulting with workers on the devel-

opment of the RBPS management system, and providing

workers and their representatives access to all information

developed under the RBPS system. In the US PSM standard

workforce involvement is called employee participation and

is a PSM regulatory requirement. This element provides for

a consultative relationship between management and

workers at all levels of the organization. It is important

because it provides an equitable mechanism for workers to

be directly involved in protecting their own welfare. It

facilitates access to information only available through the

unique experience of operating the process every day. It also

provides a mechanism for workers to access necessary infor-

mation and reinforces the process safety culture.

Stakeholder Outreach
The last element under the pillar “Commit to Process

Safety” is “Stakeholder Outreach.” Stakeholder outreach

involves seeking out individuals or organizations that can

be or believe they can be affected by company operations

and engaging them in a dialogue about process safety. It also

involves establishing a relationship with community

organizations, other companies and professional groups,

and local, state, and federal authorities. Stakeholders must

be provided with accurate information about the company

and the facility’s products, processes, plans, hazards, and

risks. This is important for several reasons. Sharing informa-

tion with industry peers will promote better process safety

for everyone. Sharing information in proactive ways with

community and government stakeholders will build trust and

commitment. By promoting openness and responsiveness,

an effective outreach program will increase all stakeholders’

confidence in the company.

Understand Hazards and Risk

The second pillar of RBPS is Understand Hazards and Risk.

To understand hazards and risk, facilities should focus on:

• Collecting, documenting, and maintaining process safety

knowledge

• Conducting hazard identification and risk analysis studies

Process Safety Knowledge
The first element is “process safety knowledge.” Process

safety knowledge includes written technical documents and

specifications, engineering documents and calculations,

specifications for design, fabrication, and installation of

process equipment, and other written documents such as

material safety data sheets (MSDSs). In the OSHA PSM

standard process safety knowledge is called “Process

Safety Information.” To comply with the standard,

employers must compile considerable documented process

safety information on the hazards of chemicals used in a

covered process as well as information on the process

technology and equipment before conducting the process

hazard analyses required by the standard. Process safety

knowledge is important because risk understanding

depends on accurate process safety knowledge. Process

knowledge also supports other RBPS elements such as

procedures, training, asset integrity, management of

change, and incident investigation.

Process safety knowledge includes understanding the

characteristics that are inherent to each material that is used

in a process. Material hazards include flammability and com-

bustibility hazards, reactivity hazards, toxicity hazards, and

corrosivity hazards. Each type of hazard will be discussed.

Combustion Hazards

The enchanting flame has held a special mystery and charm

the world over for thousands of years. According to Greek

myth, Prometheus the Titan stole fire from the heavens and

gave it to mortals—an act for which he was swiftly punished.

Early people made use of it anyway. Soon the ancients came

to regard fire as one of the basic elements of the world. It has

since become the familiar sign of the hearth and a mark of

youth and blood, as well as the object of intense curiosity

and scientific investigation.

Suitably restrained, fire is of great benefit; unchecked or

uncontrolled, it can cause immense damage. We respond to

it with a powerful fascination coupled with an inbred respect

and fear. A good servant but a bad master is Thoreau’s “most

tolerable third party” [25].

Fire [26]: Fire or combustion is normally the result of fuel

and oxygen coming together in suitable proportions and with

a source of heat. The consumption of a material by a fire is a

chemical reaction in which the heated substance combines

with oxygen. Heat, light, smoke, and products of combustion

are generated. The net production of heat by a fire involves

both heat-producing and heat-absorbing reactions, with

more heat being produced than is absorbed. Energy in the

form of heat is required:

1. To produce vapors and gases by vaporization or decom-

position of solids and liquids. Actual combustion usually

involves gases or vapors intimately mixed with oxygen

molecules.

2. To energize the molecules of oxygen and flammable

vapors into combining with one another and so initiating

a chemical reaction.

The amount of energy required to cause combustion

varies greatly. Hydrogen and carbon disulfide can be ignited

by tiny sparks, or simply may be ignited by static generated
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as the gases or vapors discharge from pipes into air. Other

materials, such as methylene chloride, require such large

amounts of energy to be ignited that they sometimes are

considered nonflammable. Fire also can result from the

combining of such oxidizers as chlorine and various hydro-

carbon vapors; oxygen is not required for a fire to take place.

There are exceptions to the general rule that a solid must

vaporize or decompose to combine with oxygen; some finely

divided materials such as aluminum powder and iron power

can burn, and it is generally accepted that they do not

vaporize appreciably before burning.

Products of combustion: Heat, light, smoke, and asphyxiating

toxic gases are produced by fire. In a hot, well-ventilated fire,

combustion usually is nearly complete. Almost all the carbon

is converted to carbon dioxide, and all the hydrogen to steam,

and oxides of various other elements such as sulfur and nitro-

gen are produced.

This is not the case in most fires, where some of the

intermediate products, formed when large complex molecules

are broken up, persist. Examples are hydrogen cyanide from

wool and silk; acrolein from vegetable oils; acetic acid from

timber or paper; and carbon or carbon monoxide from the

incomplete combustion of carbonaceous materials. As the

fire develops and becomes hotter, many of these intermediates,

which are often toxic, are destroyed (e.g., hydrogen cyanide is

decomposed at a significant rate at 538�C).
Small airborne particles of partially burnt carbonaceous

materials form smoke, which is often thickened by steam,

when there is only partial combustion of fuel.

Solids: Ordinarily, combustible solids do not combine

directly with oxygen when they burn. They give off vapor

and gaseous decomposition products when they are heated,

and it is the vapors or gases that actually burn in the charac-

teristic form of flames. Thus, before a solid can be ignited, it

usually must be heated sufficiently for it to give off flamma-

ble concentrations of vapors. Glowing, which is combustion

in the solid state, is characteristic of materials in the final

stages of a fire’s decay when flammable gases have been

burned away, or when the production of gases and vapors

has been suppressed.

Solids with larger surface areas, in relation to their

volume, burn more readily than those that are more compact

when exposed to heat and oxygen in the air. Common

materials such as textiles in the form of fibers or fabrics,

foamed rubber, foamed plastics, thin sheets of plastic, paper,

corrugated cardboard, combustible dusts, dry grass and

twigs, and wood shavings are examples of materials with

large surface areas in relation to their volume. In a well-

established fire, materials with relatively small surface areas,

such as chunks of coal or logs, burn readily.

Combustion is self-propagating; burning materials pro-

duce heat which causes more of the solid to produce flam-

mable vapors until either the fuel or oxygen is exhausted, or

until the fire is extinguished in some other way.

Dusts: Most combustible solids can produce combustible

dusts. Combustible dusts are particularly hazardous; they

have a very high surface area to volume ratio. When finely

divided as powders or dusts, solids burn quite differently

from the original material in the bulk. Dust and fiber deposits

can spread fire across a room or along a ledge or roof beam

very quickly. Accumulations of dust can smolder slowly for

long periods, giving little indication that combustion has

started until the fire suddenly flares up, possibly when no

one suspects a problem.

Many combustible dusts produced by industrial processes

are explosible when they are suspended as a cloud in air.

Even a spark may be sufficient to ignite them. After ignition,

flame spreads rapidly through the dust cloud as successive

layers are heated to ignition temperature. The hot gases

expand and produce pressure waves that travel ahead of the

flame. Any dust lying on surfaces in the path of the pressure

waves will be thrown into the air and could cause a second-

ary explosion more violent and extensive than the first.

Liquids: A vapor has to be produced at the surface of a liquid

before it will burn. Many common liquids give off a flamma-

ble concentration of vapor in air without being heated, some-

times at well below room temperature. Gasoline, for

example, gives off ignitable vapors above about �40�C,
depending on the blend. The vapors are easily ignited by a

small spark or flame. Other liquids, such as fuel oil and

kerosene, need to be heated until sufficient vapor is produced.

Many liquids can be formed into mists that will burn at

temperatures where the vapor pressure is insufficient to

produce a flammable mixture of the vapor and air.

For any flammable vapor there are maximum and mini-

mum concentrations of the vapor in air beyond which it

cannot burn. When the mixture of vapor in air is too weak,

there is insufficient fuel for burning; when the mixture is too

strong, there is insufficient oxygen for burning.

If the density of a flammable vapor is greater than that of

air, as is normally the case, flammable concentrations may

collect at low levels, such as at floor level or in basements,

and can travel a considerable distance to a source of ignition,

from which flames will then flash back.

Gases: Flammable gases usually are very easily ignited if

mixed with air. Flammable gases often are stored under

pressure, in some cases as a liquid. Even small leaks of a

liquefied flammable gas form relatively large quantities of

gas, which is ready for combustion.
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The fire triangle: The well-known “fire triangle” (see

Fig. 2.10) is used to represent the three conditions necessary

for a fire:

1. Fuel

2. Oxidizer: oxygen or other gaseous oxidizer such as chlo-

rine; or liquid oxidizer such as bromine; or solid oxidizer

such as sodium bromate

3. Energy, usually in the form of heat

If one of the conditions in the fire triangle is missing, fire

does not occur; if one is removed, fire is extinguished.

Usually a fire occurs when a source of heat contacts a

combustible material in air, and then the heat is supplied

by the combustion process itself.

The fire triangle indicates how fires may be fought or

prevented:

1. Cut off or remove the fuel.

2. Remove the heat or energy—usually by putting water on

the fire.

3. Remove the supply of oxygen—usually by foamor inert gas.

Flammability: No single factor defines flammability, but

some relevant parameters include:

1. Flash point—often considered themain index of flammabil-

ity; low flash points usually mean increased flammability.

2. Flammability limits; wide limits mean increased

flammability.

3. Autoignition temperature; low temperature means

increased flammability.

4. Ignition energy; low ignition energy means increased

flammability.

5. Burning velocity; high velocity means increased

flammability.

A combustion process is an exothermic reaction initiated

by a source of ignition that produces more energy than it

consumes. The speed at which the reaction proceeds through

the mixture of reactants depends on the concentration of the

flammable gas or vapor. This speed is lower at higher

(“rich”) as well as at lower (“lean”) concentrations of the

flammable gas than at the stoichiometric mixture. There are

lower and upper limits beyond which the reaction cannot

propagate through the gas mixture on its own. Some

definitions follow:

1. Flammability limits: The range of flammable vapor–air

or gas–air mixtures between the upper and lower flam-

mable limits. Flammability limits are usually expressed

in volume percent. Flammability limits are affected by

pressure, temperature, direction of flame propagation,

oxygen content, type of inerts, and other factors. The

precise values depend on the test method.

2. Upper flammability limit: The maximum concentration

of vapor or gas in air above which propagation of flame

does not occur on contact with a source of ignition.

3. Lower flammability limit: The minimum concentration

of vapor or gas in air or oxygen below which propaga-

tion of flame does not occur with a source of ignition.

The concentrations at the lower and upper flammability

limits are roughly 50 and 200–400%, respectively, of the

stoichiometric mixture. The maximum flammability

usually (not always) occurs at the stoichiometric mix-

ture for combustion [17, 19].

4. Flammable limits for mixtures of flammable gases and
vapors: For mixtures of several flammable gases and

vapors, the flammable limits can be estimated by appli-

cation of Le Chatelier’s equation, if the flammable

limits of the components are known: [19]

L ¼ 1Pn
i¼1 ðyi=LiÞ

U ¼ 1Pn
i¼1 ðyi=UiÞ

where

L ¼ lower flammability limit of the fuel mixture, vol.%.

Li ¼ lower flammability limit of fuel component i,vol.%.

U ¼ upper flammability limit of the fuel mixture, vol.%.

Ui ¼ upper flammability limit of fuel component i, vol.%.

yi ¼ concentration of fuel component i, vol.%.

This equation is empirical and is not universally

applicable, but is useful and a reasonable approximation

when actual mixture data are not available.

It is possible for a mixture to be flammable even

though the concentration of each constituent is less

than its lower limit.

5. Methods of measurement: Flammability limits are deter-

mined by measuring the volume percent of a flammable

gas in an oxidizing gas that will form a flammable

mixture, thus identifying the lower and upper flammable

limits as well as the critical oxygen concentration (the

minimum oxidizer concentration that can be used to

support combustion).

6. Uniformity of lower limits on a mass basis: Concen-

trations of vapors and gases usually are reported in

volume percent. As molecular weight increases, the

lower limit usually decreases. On a mass basis, the

Fig. 2.10 The fire triangle
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lower limits for hydrocarbons are fairly uniform at about

45 mg/L at 0�C and 1 atm. Many alcohols and oxygen-

containing com pounds have higher values; for example,

on a mass basis, ethyl alcohol in air has a lower limit of

70 mg/L [17].

7. Effect of temperature on flammable limits: The higher

the temperature at the moment of ignition, the more

easily the combustion reaction will propagate. There-

fore, the reference temperature (initial temperature) of

the flammable mixture must be stated when flammable

limits are quoted. There are not a lot of data for flamma-

ble limits under different conditions of initial tempera-

ture. The behavior of a particular mixture under

different conditions of initial temperature usually must

be determined by tests.

8. Burning in atmospheres enriched with oxygen: The

flammability of a substance depends strongly on the

partial pressure of oxygen in the atmosphere. Increasing

oxygen content affects the lower flammability limit only

slightly, but it has a large effect on the upper flammabil-

ity limit. Increasing oxygen content has a marked effect

on the ignition temperature (reduces it) and the burning

velocity (increases it).

At the lower explosive limits of gas–air mixtures,

there is already an excess of oxygen for the combustion

process. Replacing nitrogen by additional oxygen will

influence this limit very little [7].

9. Burning in chlorine: Chemically, oxygen is not the only

oxidizing agent, though it is the most widely recognized

and has been studied the most. Halogens are examples of

oxidants that can react exothermically with conven-

tional fuels and show combustion behavior. The appli-

cability of flammability limits applies to substances that

burn in chlorine. Chlorination reactions have many

similarities to oxidation reactions. They tend not to be

limited to thermodynamic equilibrium and often go to

complete chlorination. The reactions are often highly

exothermic. Chlorine, like oxygen, forms flammable

mixtures with organic compounds. As an example: a

chlorine–iron fire occurred in a chlorine pipeline, caus-

ing a chlorine gas release. Chlorine had liquefied in the

lines because of the very cold weather, and the low spot

was steam-traced. Steam had been taken from the wrong

steam line, using 400 psig steam instead of 30 psig

steam. The 400 psig steam was hot enough to initiate

the reaction. This serves as a reminder that steel and

chlorine can react. The allowable temperature for safe

use depends upon the state of subdivision of the iron.

10. Burning in other oxidizable atmospheres: Flames can

propagate in mixtures of oxide of nitrogen and other

oxidizable substances. For example, Bodurtha [17]

reports that the flammability limits for butane in nitric

oxide are 7.5% (lower) and 12.5% (upper).

11. Flame quenching: Flame propagation is suppressed if

the flammable mixture is held in a narrow space. There

is a minimum diameter for apparatus used for determi-

nation of flammability limits. Below this diameter the

flammable range measurements are narrower and

inaccurate.

If the space is sufficiently narrow, flame propagation

is suppressed completely. The largest diameter at which

flame propagation is suppressed is known as the

quenching diameter. For an aperture of slotlike cross

section there is critical slot width.

The term “quenching distance” sometimes is used as a

general term covering both quenching diameter and crit-

ical slot width, and sometimes it means only the latter.

There is a maximum safe gap measured experimen-

tally that will prevent the transmission of an explosion

occurring within a container to a flammable mixture

outside the container. These data refer to a stationary

flame. If the gas flow is in the direction of the flame

propagation, a smaller gap is needed to quench the

flame. If the gas flow is in the opposite direction, a larger

gap will provide quenching. If the gas velocity is high

enough, the flame can stabilize at the constriction and

cause local overheating. These quenching effects are

important in the design of flame arrestors.

12. Heterogeneousmixtures [16]. In industry, heterogeneous

(poorly mixed) gas phase mixtures can lead to fires that

normally would be totally unexpected. It is important to

recognize that heterogeneous mixtures can ignite at

concentrations that normally would be nonflammable if

the mixture were homogeneous. For example, 1 L of

methane can form a flammable mixture with air at the

top of a 100-L container although themixture only would

contain 1.0% methane by volume if complete mixing

occurred at room temperature, and the mixture would

not be flammable. This is an important concept because

“layering” can occur with any combustible gas or vapor

in both stationary and flowing mixtures.

Heterogeneous gas phase mixtures can lead to unex-

pected fires if a relatively small amount of flammable

gas is placed in contact with a large amount of air

without adequate mixing, even though the average con-

centration of flammable gas in the mixture is below the

flammable limit. Heterogeneous mixtures are always

formed at least for a short time when two gases or

vapors are first brought together.
13. Effect of pressure: Flammability is affected by initial

pressure. Normal variations in atmospheric pressure do

not have any appreciable effect on flammability limits.

A decrease in pressure below atmospheric usually

narrows the flammable range. When the pressure is

reduced low enough, a flame or an explosion can no

longer be propagated throughout the mixture.
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An increase in pressure above atmospheric usually

(not always) widens the flammability range, especially

the upper limit.

14. Explosions in the absence of air: Gases with positive

heats of formation can be decomposed explosively in

the absence of air. Ethylene reacts explosively at ele-

vated pressure, and acetylene reacts explosively at

atmospheric pressure in large-diameter piping. Heats

of formation for these materials are þ52.3 and

+227 kJ/g/mol, respectively. Explosion prevention can

be practiced by mixing decomposable gases with more

stable diluents. For example, acetylene can be made

nonexplosive at a pressure of 100 atm by including

14.5% water vapor and 8% butane.
Ethylene oxide vapor will decompose explosively in the

absence of oxygen or air under certain conditions when

exposed to common sources of ignition if heated to high

enough temperatures. One way to prevent the decomposition

reaction is to use methane gas to blanket the ethylene oxide

liquid. It has also been found that liquid ethylene oxide will

undergo a deflagration in the absence of oxygen with a very

rapid pressure increase if ignited at a temperature and pres-

sure above a certain level. Fortunately, the conditions

required for propagation of the decomposition of liquid

phase ethylene oxide are outside the current normal handling

and processing ranges for the pure liquid. Propagation has

not been observed below 80�C at from 14 to 100 atm pres-

sure [27]. Ethylene oxide also can undergo explosive con-

densation when catalyzed by a small amount of caustic [28].

Mists and Foams: If the temperature of a liquid is below its

flash point, flammable concentrations of vapor cannot exist,

but conditions still can exist for flammability if mists or

foams are formed. A suspension of finely divided drops of

a flammable liquid in air has many of the characteristics of a

flammable gas–air mixture and can burn or explode. A mist

may be produced by condensation of a saturated vapor or by

mechanical atomization. Normally, the diameter of drops in

a condensed mist is less than 0.01 mm, whereas in a mechan-

ical spray it usually is greater than 0.1 mm.

The commonly accepted fallacy that liquids at

temperatures below their flash points cannot give rise to

flammable mixtures in air has led to numerous accidents.

Flash points are measured under stagnant conditions in care-

fully controlled laboratory experiments, but in the real world

one works with a wide variety of dynamic conditions that

can produce mists and foams.

Flammable mist–vapor–air mixtures may occur as the

foam on a flammable liquid collapses [16]. Thus, when

ignited, many foams can propagate flame. An additional

hazard can arise from the production of foams by oxygen-

enriched air at reduced pressures. Air confined over a liquid

can become oxygen enriched as pressure is reduced because

oxygen is more soluble than nitrogen in most liquids. Thus,

the presence of foams on combustible liquids is a potential

explosion hazard.

The lower flammability limit for fine mists (<0.01 mm

diameter) of hydrocarbons below their flash point, plus

accompanying vapor, is about 48 g of mist/m3 of air at 0�C
and 1 atm. Mist can occur in agitated vessels under some

conditions, especially when an agitator blade is at or near the

liquid–vapor interface in the vessel.

Work on condensed oil mists (drop diameter mostly less

than 0.01 mm) has demonstrated that they have flammabil-

ity characteristics similar to those the mixture would have

if it were wholly in the vapor phase at the higher tempera-

ture necessary for vaporization. The flammability

characteristics are affected by drop size. For larger drop

sizes (above 0.01 mm) the lower limit of flammability

decreases as drop diameter increases. For mists, the amount

of inert gas needed to suppress flammability is about the

same as that needed to suppress an equivalent vapor–air

mixture of the same material if it were vaporized at a

somewhat higher temperature.

A useful rule is that mists of flammable or combustible

liquids in air can burn or explode at temperatures below their

flash points.

Ignition: Flammable gases and vapors can be ignited by

many sources. In the design and operation of processes, it

is best not to base fire and explosion safety on the presump-

tion that ignition sources have been excluded. Bodurtha [22]

reported that of 318 natural gas fires and explosions, the

sources of ignition of 28% were unknown. All reasonable

measures should be taken to eliminate possible sources of

ignition in areas in which flammable materials are handled.

Autoignition: If the temperature of a flammable gas–air

mixture is raised in a uniformly heated apparatus, it eventu-

ally reaches a value at which combustion occurs in the bulk

gas. This temperature is defined as the spontaneous ignition

temperature (SIT) or autoignition temperature (AIT). The

gas–air mixture that has the lowest ignition temperature is

called by various names, such as the minimum AIT, the

minimum spontaneous ignition temperature, and the self-

ignition temperature [17]. Usually the AIT reported in the

literature is the minimum AIT.

The AIT of a substance depends on many factors, such as:

• Ignition delay

• Energy of ignition source

• Pressure

• Flow effects

• Surfaces

• Concentration of vapors

• Volume of container

• Oxygen content
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• Catalytic materials

• Flow conditions

Thus, a specific AIT applies only to the experimental

conditions employed in its determination. Usually the values

quoted are obtained in clean laboratory equipment.

The AIT of a substance may be reduced below ideal

laboratory conditions by as much as 100–200�C for surfaces

that are insulated with certain types of insulation, or are

contaminated by dust.

Mixtures that are fuel-rich or fuel-lean ignite at higher

temperatures than do those of intermediate compositions.

Also, in a homologous series of organic compounds, the

AIT decreases with increasing molecular weight, as shown

in Fig. 2.11.

Ignition delay: Ignition of a flammable mixture raised to or

above the temperature at which spontaneous combustion

occurs is not instantaneous; the time delay between the

moment of exposure to high temperature and visible com-

bustion is called the ignition delay. This time delay

decreases as the ignition temperature increases. The time

delay may be as little as a fraction of a second at higher

temperatures, or several minutes close to the AIT.

Environmental effects: It has been found that the AIT

becomes lower with increasing vessel size in the range of

35–12 L. An increase in pressure usually decreases AITs,

and a decrease in pressure raises AITs. Usually oxygen

enrichment of the air tends to decrease the minimum AIT,

and a decrease in oxygen content increases the minimum

AIT. Low-temperature oxidation can result in “cool flames,”

which may grow into ignition.

Catalytic materials: Ignitionmay occur where the temperature

is less than the minimum AIT. Catalytic materials, such as

metal oxides, can promote oxidation on their surfaces,

leading to a high local temperature and subsequent ignition.

There is a recorded reactive chemical case [29] in which a

solvent at 80�C was being pressurized with a gas phase

consisting of a high oxygen concentration. The solvent has a

flash point in oxygen of greater than 130�C and normally is

considered not to be a flammability hazard. There was an

ignition, causing the vessel to rupture its main gasket with

major damage to the facility. It was found that a mist had been

formed in the vessel by the agitator, and that the source of

ignition probably was a trace of palladium catalyst remaining

from a previous run.

From this incident, several important lessons can be learned:

1. Ignition of a flammable mixture can result from totally

unexpected contamination by trace amounts of catalysts

if the oxidizer and fuel are present.

2. Mists of oxidizable liquids may form that can burn or

explode at temperatures outside the “normal” flammable

range.

3. It can be dangerous to perform experiments with pure

oxygen, or air enriched with oxygen, especially under

pressure and at elevated temperatures, when oxidizable

materials are present.

4. The real criterion regarding flammable mixtures in air

should be whether a flammable atmosphere can exist

Fig. 2.11 Autoignition

temperatures of paraffin

hydrocarbons at 1 atm.

(Data from Bodurtha [17])
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under the given process conditions, rather than whether a

flammable liquid is at a temperature below its flash point.

Cleaning up spills of flammable or combustible liquids: It is

customary to clean up small spills of many liquid materials

with sand or other noncombustible absorbent material. Some

absorbing agents, such as untreated clays and micas, will

cause an exothermic reaction with some liquids, especially

monomers, which might ignite the liquid if it is flammable or

combustible. Before any material is provided to be used to

soak up spills of oxidizable material, tests should be made to

determine if the material can cause fires with potential spills.

Ignition caused by insulation: Ignition of combustible

materials that have been absorbed into commonly used

insulating materials is possible at temperatures lower than

the AIT for nonabsorbed material. All oxidizable materials

oxidize to some extent in air at ambient temperatures, usually

at a very low rate. When an absorbent material is absorbed

into insulation, it is “spread” over a large area, increasing its

access to oxygen. Because the absorbent is an insulator, heat

from oxidation is retained rather than dissipated, and the

temperature will rise if the heat is produced faster than it

can be dissipated. The rate of oxidation increases as the

material temperature increases, which produces more heat,

compounding the hazard. If the temperature rises enough, the

material will ignite (“spontaneous combustion”). This is

similar to the classic oily rag and wet haystack phenomenon,

which has caused many fires in homes and on farms. In the

wet haystack phenomenon, fermentation by microorganisms

will create heat. Some air is necessary; too much air will

remove too much heat to allow the combustion temperature

to be reached. For equipment operating above about 200�C
containing combustible liquids with high boiling points,

insulation should be impervious to the material handled. To

date, only a closed cell foamed glass provides the required

degree of protection where oxidizable liquid materials are

used above 200�C. Insulation based on glass fiber, silicate, or
aluminamaterials is known to cause hazardous situations and

should not be used in this service.

Laboratory tests and actual fires show that Dowtherm A®

(a heat-transfer fluid consisting of a eutectic mixture of

biphenyl oxide and biphenol) can be ignited if it is soaked

in glass fiber insulation and in contact with air at

temperatures considerably below the normal AIT. This is

also true for stearic acid soaked in glass fiber insulation.

Table 2.1 shows the reduction in AIT of Dowtherm A® and

of stearic acid soaked in glass fiber insulation.

Ignition of this type generally occurs only with materials

having a high boiling point. Usually materials with low

boiling points will vaporize and cannot remain soaked in

hot insulation. There are exceptions. For example, ethylene

oxide has a fairly low boiling point, but if it leaks into

insulation, a polymer can be formed that has a high boiling

point and can autoignite insulation at low temperatures.

Ignition caused by impact: Solids and liquids can be ignited by

impact. Impact tests are made by having a weight fall freely

through a known distance and impacting the sample. Impact

can occur, for example, if containers are accidentally dropped.

The interpretation of the data from impact tests can be difficult.

Ignition caused by compression of liquids: Liquids can be

ignited by sudden compression. This can happen when there

is water hammer caused by the pressure surge from quick-

acting valves and from the compression in liquid pumps.

Sudden compression can occur with liquids, for example if a

tank car is bumped rapidly and the liquid goes to one end

very quickly, possibly trapping some vapor bubbles that

compress and create local hot spots that can cause ignition.

Ignition caused by rubbing friction: Solids can be ignited by

frictional sources when rubbed against each other or against

another material. The frictional heat produced may be

enough to ignite other materials, such as lubricants, that

are nearby. A common example of this occurs when bearings

run hot, causing oil or grease to vaporize and possibly ignite.

Ignition caused by glancing blows: Friction can cause ignition

in other ways. Sparks may occur when two hard materials

come in contact with each other in a glancing blow (the

blows must be glancing to produce friction sparks). These

kinds of sparks are not directly related to frictional impact.

Hand and mechanical tools are the most likely sources of

friction sparks that occur outside of equipment. The need for

nonsparking tools is somewhat controversial; Bodurtha [17]

states that it is extremely unlikely that anyone would be using

tools in a flammable atmosphere, and it is usually more pru-

dent to control the atmosphere than the tools. Sparkproof tools

are not really sparkproof in all situations.

Ignition caused by static electricity: Static electricity is a

potential source of ignition wherever there is a flammable

mixture of dusts or gases (see previous section).

Ignition caused by compression of gases: If a gas is com-

pressed rapidly, its temperature will increase. Autoignition

Table 2.1 Reduction in AITs caused by liquids soaking in glass fiber

insulation

Material Normal AIT (�C)
Ignition temperature in glass

fiber insulation (�C)
Dowtherm A® 621 260–290

Stearic acid 395 260–290
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may occur if the temperature of the gas becomes high

enough (this is more or less the principle of diesel engines).

An advancing piston of high-pressure gas can compress

and heat trapped gas ahead of it. For a perfect gas,

the temperature rise due to adiabatic compression is given by

T2
T1
¼ P2

P1

� �ðk�1Þ=k

where T1 and T2 are the initial and final gas absolute

temperatures, P1 and P2 are the initial and final absolute

pressures, and k is the ratio of heat capacity at constant

pressure to the heat capacity at constant volume. For air and

many other diatomic gases, k ¼ 1.4. Many hydrocarbons

have k values of between 1.1 and 1.2. The value of k is a

function of temperature and pressure.

Energy levels for ignition: If a flammable gas mixture is to

be ignited by a local source of ignition, there is a minimum

volume of mixture required to cause a continuing flame

throughout the mixture.

For example, to ignite a methane–air mixture in a cold

container, a hot patch of 18 mm2 at 1,000–1,100�C is

required in order to heat enough volume of gas to produce

a continuing flame [19], even though the auto-oxidation

temperature for methane is 540�C. Ignition of a flammable

gas–air mixture by electrical discharge can occur only if the

electrical discharge is of sufficient energy.

Minimum ignition energy: There is a minimum ignition

energy, which usually occurs near the stoichiometric mix-

ture. The minimum ignition energy for some representative

substances in air is shown in Fig. 2.12 [19]. The energy

required to cause ignition frequently is reported in

millijoules (mJ). One joule is 0.24 cal, so 1 mJ is

0.00024 cal, which is a very small amount of energy.

A person typically has capacitance of 200 pF (pF), and if

charged to 15 kilovolts (kV) could initiate a discharge of

22.5 mJ. This is enough to ignite many flammable mixtures.

The energy in ordinary spark plugs is 20–30 mJ.

The hazard of an explosion should be minimized by

avoiding flammable gas–air or dust–air mixtures in a plant.

It is bad practice to rely solely on elimination of sources of

ignition, as it is nearly impossible to ensure this.

Effect of oxygen-enriched atmospheres: The minimum spark

energy to cause ignition varies greatly with the amount of

oxygen in oxygen-enriched air. Stull [30] showed that with a

composition of 10% methane in air, about 0.5 mJ of spark

energy is required to initiate a reaction at the lower flamma-

ble limit. If the air is enriched with oxygen, the minimum

spark energy decreases. If the flammable material is com-

bined with 100% oxygen, the spark energy required is only

about 1% of the required energy in air at 21% oxygen! This

demonstrates the extremely small amount of energy required

to initiate the reaction, as well as the additional ease with

which oxygen-enriched atmospheres are initiated. Table 2.2

compares initiation energies of some common substances in

air and in pure oxygen.

Fig. 2.12 Minimum ignition

energy for selected substances

(Less [19])

Table 2.2 Comparison of initiation energies of some common

substances in air and pure Oxygen [47]

Flammable substance

Relative amount of energy

required to initiate

combusion (mJ)

In air In pure oxygen

Methane 0.3 0.003

Hydrogen 0.019 0.0012

Acetone 1.15 0.0024

Diethyl ether 0.2 0.0013
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Effect of pressure: An increase in pressure decreases the

amount of energy required to cause ignition. In a mixture

of propane, oxygen, and nitrogen, doubling the pressure

decreases the minimum energy required to cause ignition

by a factor of about 5.

If no other data are available for determination of

hazards, minimum ignition energies at ambient temperatures

and pressures should be considered as approximately:

• 0.1 mJ for vapors in air

• 1.0 mJ for mists in air

• 10.0 mJ for dusts in air

Explosions

Development of Pressure

Exothermic reactions can lead to high temperatures and in

the case of large fires to large loss of property and severe

damage from radiant energy. However, in many plant

accidents it is the sudden generation of pressure that leads

to severe damage, injury, and deaths. Hence, it can be

stated that “pressure blows up plants, not temperature.”

Of course, temperature and pressure are closely related,

but it is the pressure effect that is of concern in this section.

The word “deflagration” can be defined in several ways.

One definition is “a reaction that propagates to the unreacted

material at a speed less than the speed of sound in the

unreacted substance.” [17] Another definition of deflagration

is from Latin meaning “to burn down, or to burn rapidly with

intense heat and sparks given off.” [28] A deflagration may

be an explosion, but not all deflagrations are explosions

(a violently burning fire may be a deflagration, but that is

not an explosion). On the other hand, not all explosions are

deflagrations (a steam boiler may explode, but that is not a

deflagration).

An explosion is a sudden and violent release of energy.

Usually it is the result, not the cause, of a sudden release of

gas under high pressure. The presence of a gas is not neces-

sary for an explosion. An explosion may occur from a

physical or mechanical change, as in the explosion of a

steam boiler, or from a chemical reaction. The explosion of

a flammable mixture in a process vessel may be either a

deflagration or a detonation, which differs fundamentally.

Both can be very destructive. Detonations are particularly

destructive, but are unlikely to occur in vessels.

A detonation is a reaction that propagates to unreacted

material at a speed greater than the speed of sound in the

unreacted material; it is accompanied by a shock wave and

extremely high pressures for a very short time. It is debatable

whether the flammable range is the same as the detonable

range. Detonation limits normally are reported to be within

the flammable limits, but the view is widely held that sepa-

rate detonation limits do not exist.

Unconfined vapor clouds can both deflagrate and deto-

nate, with a deflagration being much more likely. A detona-

tion is more destructive, but a deflagration also can produce

a damaging pressure wave. A deflagration can undergo tran-

sition to a detonation in a pipeline, but this is most likely in

vessels.

If a flammable mixture may be present in process equip-

ment, precautions should be taken to eliminate

ignition sources. However, it is prudent to assume that,

despite these efforts, a source of ignition will at some time

occur.

Deflagration
The conditions for a deflagration to occur are that the

gas mixture is within the flammable range and that there

is a source of ignition or that the mixture is heated to its

AIT.

For the burning of hydrocarbon–air mixtures:

P2MAX

P1

¼ N2T2
N1T1

¼ M1T2
M2T1

where

T ¼ absolute temperature

M ¼ molecular weight of gas mixture

N ¼ number of moles in gas mixture

P ¼ absolute pressure

1,2 ¼ initial and final states

2MAX ¼ final state maximum value

The maximum pressure rise for a deflagration of flamma-

ble mixtures is approximately as follows for initial absolute

pressures of 1–40 bar, for initial temperatures of 0�300�C,
and for relatively small volumes of a few cubic meters:

P2

P1

¼ approximately 8 for hydrocarbon� air mixtures

P2

P1

= approximately 16 for hydrocarbon� oxygen mixtures

For conventionally designed pressure vessels:

Pb

P1

¼ approximately 4� 5

where Pb ¼ vessel bursting pressureP1 ¼ normal design

pressureP2 ¼ pressure caused by deflagration

Therefore, in the absence of explosion relief, the deflagra-

tion explosion of a hydrocarbon–air mixture is easily capable

of bursting a vessel if it is operating near its design pressure

when the deflagration takes place. For reactions operating at

or near atmospheric pressure, such as many drying and solids
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processing operations, it may be practical to construct

facilities that will withstand the maximum explosion pressure

of most dust–air and flammable gas–air mixtures.

Detonations

Detonation of a gas–air mixture may occur by direct initia-

tion of detonation by a powerful ignition source or by tran-

sition from deflagration. This transition occurs in pipelines

but is most unlikely in vessels. Two useful rules are:

1. Almost any gas mixture that is flammable is detonable if

initiated with a sufficiently energetic source.

2. Detonation of a gas–air mixture is possible in pipelines

but is unlikely in vessels.

Bartknecht [31] states that the range of detonability is

narrower than the range of flammability. For example, the

range of detonability of hydrogen in air is 18–59 vol.%,

compared with the flammability of 4–75 vol.%.With flamma-

ble gases in air, if the length-to-diameter ratio of a pipe or

vessel ismore than about 10:1, and the pipe diameter is above a

critical diameter, 12–25 mm, a detonation is possible.

Detonation pressure: In the case of the burning of a flammable

mixture of gases in a pipe with one end closed, a series of

pressure waves traveling at the speed of sound moves through

the unburned gas. Later waves traveling through the unburned

gas, which has been heated by compression from the earlier

waves, speedupbecauseof thehigher temperature andovertake

the first wave, and a shock wave develops. Flame follows the

shock wave and catches up with it, forming a detonation wave.

A stable detonation wave may develop, which moves with

supersonic speed relative to the unburned mixture, and peak

incident (side-on) pressures are of the order of 30 times the

initial absolute pressure.

Reflected pressure: Reflected pressure increases the pressure

on a rigid surface if the shock wave impinges on the surface

at an angle to the direction of the propagation of the wave.

The maximum ratio of reflected pressure to incident (side-

on) pressure when a strong shock wave strikes a flat surface

head-on is 8:1. Furthermore, acceleration from a suddenly

applied force of the detonation wave can double the load that

a structure “feels.” Table 2.3 shows overpressure that can be

expected from typical detonations [32].

Thus, the stable detonation wave may cause enormously

high pressures at closed ends of pipes, bends, and tees, where

the greatest destruction from a gaseous detonation may occur.

Geometry: The following are some factors to consider when

detonation is possible:

1. Large length-to-diameter ratios promote the development

of detonations; vessels should be designed with the lowest

length-to-diameter ratio practicable if a detonation is

possible.

2. Equipment such as tanks (not including pipelines) designed

to withstand 3.5 MPa (about 500 psig) usually will be

adequate to contain a detonation, with other safeguards,

for flammable gases in air at atmospheric pressure.

3. Dished heads survive detonations better than do flat

heads because of the more unfavorable incidence of

flat heads.

4. If turns in a process line are necessary, two 45� bends or a
long sweep elbow will greatly reduce reflected pressure

compared with a single 90� elbow.
5. Restrictions such as orifices in pipelines may intensify a

detonation by promoting pressure piling, which results

when there are interconnected spaces such that the pres-

sure rise in one space causes a pressure rise in a connected

space. The enhanced pressure in the latter then becomes

the starting pressure for a further explosion.

6. Detonation may be extinguished when it enters a wider

pipe from a smaller one, but the detonation may be

regenerated somewhere along the longer pipe.

7. Flame arresters, if properly designed, can arrest detonations.

Explosion Violence

The rate of pressure rise is a measure of the violence of an

explosion. The maximum rate of pressure rise for confined

explosions is greatly affected by the volume of the vessel,

with the influence of vessel volume on the rate of pressure

rise being given by the following equation:

ðdp=dtÞmaxðV1=3Þ ¼ a constant ¼ KG

where(dp/dt)max ¼ maximum rate of pressure rise, bar/sV ¼
vessel volume, m3KG ¼ a specific material constant (bar)(m)

(s)�1This is the cubic law, which states that for a given

Table 2.3 Overpressure from Detonations [39]

Pressure (MPa) Pressure (lb/in.2)

Incident overpressure 3.5 510

Maximum reflected pressure (wave strikes surface head-on) 28 4,100

Load the structure feels (due to acceleration) 56 8,100

MPa means pressure in megapascals
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flammable gas, the product of the maximum pressure rise and

the cube root of the vessel volume is a specific material con-

stant, KG.

The cubic law allows the prediction of the course of an

explosion of a flammable gas or vapor in a large vessel, based

on laboratory tests. It is valid only for the following conditions:

• The same optimum concentration of the gas–air mixture

• Same shape of reaction vessel

• The same degree of turbulence

• The same ignition source

Thus, to characterize an explosion, it is not enough to

quote the maximum rate of pressure rise: the volume, vessel

geometry [31], turbulence, and ignition energy must also be

stated. Table 2.4 lists the KG values for some common

flammable gases measured under laboratory conditions.

It can be seen that the violence of an explosion with

propane is about 1.5 times higher than one with methane,

and one with hydrogen is about 10 times higher than one

with methane. The explosive behavior of propane is repre-

sentative of many flammable organic vapors in air. Some

important relationships among pressure, temperature, turbu-

lence, and vessel shape are discussed below.

1. Explosion pressure is primarily the result of temperature

reached during combustion, not a change in moles.

With complete combustion of propane in air there is a

negligible change in moles of gas:

C3H8 þ 5O2 þ 18:8N2 ¼ 3CO2 þ 4H2Oþ 18:8N2

...air...f g

Number of moles at start ¼ 24.8. Number of moles after

complete combustion ¼ 25.8. Therefore, explosion
pressure usually develops principally from an increase

in temperature, not an increase in gas moles, during the

combustion process of many materials.Peak explosion

pressure at constant volume occurs near the stoichiomet-

ric concentration in air. If only a small part of the total

volume of a container is filled by an explosive gas–air

mixture at atmospheric pressure, and the remainder of

the vessel contains air, an explosion of this mixture can

create enough pressure to severely damage containers

that are designed to withstand only slight pressure—

such as buildings and low-pressure storage tanks.

2. Initial pressure affects maximum explosion pressure and

rate of pressure rise. If the initial pressure is increased

above atmospheric pressure, there will be a proportional

increase in the maximum explosion pressure and in the

rate of pressure rise. Reducing the initial pressure will

cause a corresponding decrease in maximum explosion

pressure until finally an explosion reaction can no longer

be propagated through the gas mixture.

3. Initial temperature affects maximum explosion pressure

and rate of pressure rise: The maximum explosion pres-

sure decreases when the starting temperature increases at

the same starting pressure because of the lower density

and thus smaller mass of material within a confined

volume at higher temperatures. The maximum rate of

pressure rise, (dp/dt)max, increases as the initial tempera-

ture rises because the burning velocity increases with an

increase in initial temperature.

4. Initial turbulence increases the rate of pressure rise:

Initial turbulence greatly increases the rates of

explosion-pressure rise [17, 31]. It has been found that

with pentane and methane mixtures in air, (dp/dt)max can

be five to nine times more with high initial turbulence

than with no turbulence. The maximum explosion pres-

sure is raised by about 20%. The course of explosions of

flammable gases with a low normal speed of combustion,

such as methane, is influenced by turbulence to a much

higher degree than is the course of explosions with a high

speed of combustion, such as hydrogen. Test data usually

are obtained in equipment with a high degree of

turbulence.

5. Effect of vessel shape and increased initial pressure: The
maximum explosion pressure in confined vessels is not

significantly affected by the volume or shape of the vessel

in confined explosions for vessels that approximate the

“cubic shape,” that is, with a ratio of diameter to length

(or vice versa) of about 1:1–1:1.5. In closed elongated

vessels with central ignition, spherical ignition of the

flame front will cause the flame to proceed swiftly in an

axial direction. In the process, it compresses the unburned

gases ahead of it, causing the violence of the explosion to

increase, and pressure oscillations may occur.

Losses from Dust Explosions

Most organic solids, most metals, and some combustible

inorganic salts can form explosive dust clouds. In order to

have a dust explosion, it is necessary to satisfy certain

conditions:

• Suitably sized dust particles

• Sufficient source of ignition energy

• Dust concentration within explosive limits

• Explosible dust

• Oxidizer must be present

Table 2.4 KG values of gases, spark-ignited with zero turbulence,

ignition energy ~10 J, Pmax ¼ 7.4 bar8

Flammable gas KG (bar)(m)/s

Methane 55

Propane 75

Hydrogen 550
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If an explosive dust in air that meets the above criteria

occurs in a process, an explosion should be considered as

inevitable. The process designer should take into account the

possibility of dust explosions and design accordingly.

In dust explosions the combustion process is very rapid.

The flame speed is high compared with that in gas

deflagrations. Detonations normally do not occur in dust

explosions in industrial plants.

The sequence of events in a serious industrial dust explo-

sion is often as follows:

1. A primary explosion occurs in part of a plant, causing an

air disturbance.

2. The air disturbance disperses dust and causes a secondary

explosion, which is often more destructive than the pri-

mary explosion.

If the occurrence of a flammable (explosive) dust is

inevitable in a particular process, several design alternatives

or combinations of alternatives are available:

• Containment (maximum pressure of a dust explosion is

usually below 120–150 psig)

• Explosion venting to a safe place

• Inerting (most organic dusts are non flammable in

atmospheres containing less than about 10% oxygen)

• Suppression

A fundamental solution to the dust explosion problem is

to use a wet process so that dust suspensions do not occur.

However, the process must be wet enough to be effective.

Some dusts with a high moisture content can still be ignited.

Dust concentrations in major equipment may be designed

to be below the lower flammable limit, but this often cannot

be depended on in actual operation. Dust concentrations

cannot be safely designed to be above an upper flammable

limit because such a limit is ill-defined [19].

For a large number of flammable dusts, the lower explo-

sion limit lies between 0.02 and 0.06 kg/m3. The upper

explosion limit is in the range of 2–6 kg/m3, but this number

is of limited importance.

A small amount of flammable gas or vapor mixed in with a

flammable dust can cause an explosive mixture to be formed

even if both are at concentrations below the explosive range

by themselves. These mixtures are called “hybrid” mixtures.

The ignition energy to ignite a hybrid mixture is often less

than that required for the flammable dust by itself.

Venting is only suitable if there is a safe discharge for the

material vented. Whenever an explosion relief venting

device is activated, it may be expected that a tongue of

flame containing some unburned dust will first be ejected.

The unburned dust will be ignited as it flows out of the vent

and can produce a large fireball that will extend outward,

upward, and downward from the vent. It is essential for

protection of personnel that venting is to an open place not

used by people. If a duct must be used, the explosion

pressure in the enclosure will be increased considerably.

Therefore, particular attention must be paid to the design

of the enclosure in which the explosion could take place.

The NFPA 68 guide issued in 1998 [33] has nomographs,

which can be used to select relief areas required for combus-

tible dusts when test data on the dusts are available. The

nomographs in NFPA 68 are considered by many to be the

preferred way to design dust explosion relief devices.

Relief venting to reduce dust explosion pressure requires

the equipment to be protected to have a certain minimum

strength. If the enclosure strength is too low, the enclosure

will be damaged or destroyed before the explosion relief

device can function. NFPA 68 [33] states that the strength

of the enclosure should exceed the vent relief pressure by at

least 0.35 psi. For industrial equipment such as dryers and

baghouses, it is often desirable to have considerably more

strength built into the structure to reduce the size of the vent

area required. Also, the supporting structure for the enclo-

sure must be strong enough to withstand any reaction forces

developed as a result of operation of the vent.

Inerting is a very good preventive measure against dust

explosions. The maximum oxygen concentration at which

dust explosions are “just not possible” cannot be predicted

accurately, as it depends on the nature of the combustible

material; testing is usually required. It has been found that in

an atmosphere of 10% oxygen and 90% nitrogen, most

combustible organic dusts are no longer explosive. To

allow a safety margin, it is good industrial practice to main-

tain oxygen concentrations below 8%. For metal dusts, the

allowable oxygen content is about 4% [6].

Inerting leads to the possibility of asphyxiation by

operating personnel if they were exposed to the inert gas.

Strict precautions must be taken to prevent exposure of

personnel to inerting atmospheres.

Explosion suppression systems are designed to prevent the

creation of unacceptably high pressure by explosions

within enclosures that are not designed to withstand the

maximum explosion pressure [31]. They can protect pro-

cess plants against damage and also protect operating per-

sonnel in the area. Explosion suppression systems restrict

and confine the flames in a very early stage of the explo-

sion. Suppression systems require more maintenance than

do relief venting devices. Explosion suppression systems

are made by only a few manufacturers and are quite expen-

sive. This may be the reason why this type of safe-guard has

not been as widely used in industry as one might expect,

although its effectiveness has been proved by much practi-

cal experience.

Explosion suppression is a proven technology and should

be considered as a candidate for explosion protection. The

NFPA has published a standard reference on explosion-
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suppression protection [8]. Manufacturers should be

consulted on design, installation, and maintenance.

Even with explosion suppression, it is common for the

explosion pressure to reach one atmosphere before it is

suppressed. The added pressure surge from the injection of

the suppressing agent must also be considered. Therefore,

sufficient mechanical strength is always required for

enclosures protected by explosion suppression.

Boiling Liquid Expanding Vapor Explosions: Among the

most damaging of accidents is a boiling liquid expanding

vapor explosion (BLEVE, pronouncedBLEV-ee). This occurs

when a pressure vessel containing liquid is heated so that the

metal loses strength and ruptures. Typically, this happens

when the vessel failure results from overheating upon expo-

sure to fire. The failure usually is in the metal contacting the

vapor phase; the metal in this area heats to a higher tempera-

ture because there is no liquid heat sink to keep the metal

temperature from rising rapidly, as there is where metal

contacts a liquid phase. A BLEVE can occur with both flam-

mablematerials and nonflammablematerials, such aswater. In

all cases the initial explosion may generate a blast wave and

missiles. If the material is flammable, it may cause a fire or

may form a vapor cloud that then gives rise to a secondary

explosion and fireball. Kletz states that BLEVEs can cause as

many casualties as can unconfined vapor cloud explosions

(UVCEs) [19].

The best known type of BLEVE involves liquefied petro-

leum gas (LPG). Once a fire impinges on the shell above the

liquid level, the vessel usually fails within 10–20 min. In the

case of a BLEVE involving a flammable material, the major

consequences are, in order of decreasing importance:

• Thermal radiation from the resultant fireball

• Fragments produced when the vessel fails

• Blast wave produced by the expanding vapor/liquid

For example, a BLEVE of a propane sphere with a diame-

ter of 50 ft, holding about 630,000 gal, could cause damage as

far away as 13,600 ft, and radiation damage and fragmentation

damage would each extend to about 3,000 ft.

In a fire, a tank containing liquid is most vulnerable in the

shell at the vapor space because very little heat can be

absorbed by the vapor, and the metal in the vapor space

can heat up rapidly to a temperature where it will weaken

rapidly. The metal contacting the liquid phase will heat up

much less rapidly because the liquid can absorb significant

amounts of heat, keeping the shell temperature down in that

area for a significant amount of time. Thus, there is a

dilemma: a partly full vessel may BLEVE sooner than will

a full vessel, but a full vessel will have more fuel for the

resulting fireball and fire than will a partly empty vessel.

Significant equipment and building damage from radia-

tion is possible from a BLEVE. Wooden structures may be

ignited if the radiant heat density at the structure’s location

exceeds the threshold value for ignition of wood. Severe

damage from fragmentation can be expected in the area

where 50% or more of the fragments may fall, or typically

about 300 ft from the vessel.

A BLEVE can lead to shock waves, projectiles, and

thermal radiation. The effects of a shock wave and

projectiles were dealt with earlier; by far the most serious

consequence of a BLEVE is the radiation received from the

fireball. The following calculational procedure is used

to determine thermal impact (details are available in

CPQRA [34]):

Damage Estimates [17]: Damage estimates deal with the

consequences of explosions and thermal radiation to both

people and property. Physical models for explosions and ther-

mal radiation generate a variety of incident outcomes: shock

wave overpressure estimates, fragment velocities, and radiant

flux. Thesemodels rely on the general principle that severity of

outcome is a function of distance from the source of release. In

addition to estimating the damage resulting from an explosion,

it is also necessary to estimate how the consequences of these

incident outcomes depend on the object of the study. To assess

effects on human beings, damage estimates may be expressed

as deaths or injuries. If physical property is the object, the

damage estimates may be expressed as monetary losses.

Explosion Consequences: A principal parameter characte-

rizing an explosion is the overpressure. Explosion effect

modeling generally is based on TNT explosions to calculate

the overpressure as a function of distance. Although the

effect of a TNT explosion differs from that of a physical or

a chemical explosion (particularly in the near-field), the

TNT model is the most popular because a large data base

exists for TNT explosions.

More recently the explosion multi-energy method was

developed by an international group in Europe. This model

is the best representation of overpressures at far distances.

The mass of vapor in congested volume participates in

explosion. This approach requires intricate volume calcula-

tion and estimate of congestion. The TNT model

overpredicts pressures at the source and underpredicts at

longer distances. However, when you have overpressures

of 5 psi or so it really doesn’t matter as most structures and

equipment at that level are destroyed [2].

Several kinds of energy may be released in an explosion;

three basic types are: (1) physical energy, (2) chemical

energy, and (3) nuclear energy. Nuclear energy is not con-

sidered here. Physical energy may take such forms as pres-

sure energy in gases, strain energy in metals, or electrical

energy. Chemical energy derives from a chemical reaction.

Examples of explosions involving chemical energy are run-

away exothermic reactions, including decomposition and

polymerization.
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Table 2.5 summarizes the effects of explosion overpres-

sure on structures. With respect to human casualties, heavy

building damage usually is equated to a fatal effect, as the

people inside the buildings probably would be crushed.

People outside of buildings or structures are susceptible to

direct blast injury (blast overpressure) and indirect blast

injury (missiles or whole body translation).

Relatively high blast overpressures (>15 psig) are neces-

sary to produce a human fatality from a direct blast. Instead,

the major threat is produced by missiles or by whole body

translation. Fatalities arising from whole body translation

are mainly due to head injury from decelerative impact.

Injury to people due to fragments usually results from either

penetration by small fragments or blunt trauma from large

fragments. TNO [22] suggested that projectiles with a

kinetic energy of 100 J can cause fatalities. Table 2.6

shows damage to people (physiological damage) as a func-

tion of overpressure.

Radiation Consequences: The effect of thermal radiation on

people and objects is determined by one of two approaches:

1. Simple tabulations based on experimental results

2. Theoretical models based on the physiology of the skin

burn response

Data on time to pain threshold [34] are summarized in

Table 2.7. For comparison, solar radiation intensity on a

clear, hot summer day is about 320 Btu/h/ft2 (1 kW/m2).

Table 2.5 Effect of explosion overpressure on structures (Copyright 1989 by the American Institute of Chemical Engineers, Reproduced by

permission of the Center for Chemical Process Safety of AIChE [34])

Pressure (psi) Damage

0.02 Annoying noise (137 dB if of low, 10–15 Hz frequency)

0.03 Breaking of large glass windows under strain

0.04 Loud noise (143 dB), sonic boom, glass failure

0.10 Breakage of small glass windows under strain

0.15 Typical pressure for glass breakage

0.30 “Safe distance” (probability 0.95 of no serious damage below this value); projectile limits; some damage to house ceilings;

10 % window glass broken

0.40 Limited minor structural damage

0.5–1.0 Large and small windows usually shattered; occasional damage to window frames

0.70 Minor damage to house structures

1.00 Partial demolition of houses; houses made uninhabitable

1–2.00 Corrugated asbestos shattered; corrugated steel or aluminum panels, fastenings fail, followed by buckling; wood panel

fastenings of standard housing fail; panels blown in

1.30 Steel frames of clad buildings slightly distorted

2.00 Partial collapse of walls and roofs of houses

2–3.00 Concrete or cinder blocks shattered if not reinforced

2.30 Lower limit of serious structural damage

2.50 50 % destruction of brickwork of houses

3.00 Heavy machines (300 lb), industrial buildings suffered little damage; steel frame buildings distorted and pulled away from

foundation

3–4.00 Frameless, self-framing steel panel building demolished; rupture of oil storage tanks

4.00 Cladding of light industrial buildings ruptured

5.00 Wooden utility poles snapped

5–7.00 Nearly complete destruction of houses

7.00 Loaded railcars overturned

7–8.00 Brick panels, 8–12 in. thick, not reinforced, fail by shearing or flexure

9.00 Loaded train boxcars completely demolished

10.00 Probable total destruction of buildings; heavy machine tools (7,000 lb) moved and badly damaged; very heavy machine tools

(12,000 lb) survive

300.00 Limit of crater lip

Table 2.6 Physiological damage as a result of overpressure

Effect Peak overpressure (psi)

Knock down 1.0

Ear drum damage 5.0

Lung damage 15

Threshold for fatalities 35

50 % fatalities 50

99 % fatalities 65
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Other criteria for thermal radiation damage are shown in

Table 2.8 [34].

The effect of thermal radiation on structures depends on

whether they are combustible or not, and the nature and

duration of the exposure. Thus, wooden materials will fail

because of combustion, whereas steel will fail because of

thermal lowering of the yield stress.

Unconfined Vapor Cloud Explosions: When a large amount

of volatile material is released rapidly to the atmosphere, a

vapor cloud forms and disperses. If the cloud is ignited

before it is diluted below its lower flammability limit, an

uncontrolled vapor cloud explosion will occur. This is one

of the most serious hazards in the process industries. Both

shock waves and thermal radiation will result from the

explosion, with the shock waves usually the more impor-

tant damage producers. UVCEs usually are modeled by

using the TNT model [34]. The energy of the blast wave

generally is only a small fraction of the energy available

from the combustion of all the material that constitutes the

cloud; the ratio of the actual energy released to that avail-

able frequently is referred to as the “explosion efficiency.”

Therefore, the TNT weight equivalent of a UVCE includes

an explosion efficiency term, which typically is an empiri-

cal factor ranging from 1 to 10%. The explosion effects of a

TNT charge are well documented.

Physical Explosions: A physical explosion usually results

from the production of large volumes of gases by non-

chemical means. The gases necessary for a physical explo-

sion may be those already existing, such as compressed

nitrogen released suddenly from a ruptured cylinder, or

steam released explosively from a crack in a steam drum.

The following are some settings and situations in which

physical explosions have been known to take place:

• Steam boilers

• Hydraulic overfill of tanks or pipes with external applied

pressure (as in pressure testing)

• Compressed air tanks

• Deadheaded pumps

• Thermal expansion of tanks or pipes

• Liquid cryogenic fluids on water (such as liquid methane

on water)

• Water suddenly mixed with sulfuric acid (also may cause

a chemical explosion)

• BLEVE with superheated liquid (flammable or nonflam-

mable) (see next section)

• Explosion of grinding wheel at too high a speed

• Liquid water in molten mgcl2 solution at high

temperatures

• Implosions due to vacuum

• Overpressured refrigerant systems

• Molten metals exploding violently on contact with water

• Some molten metals exploding when mixed with each

other

• The mixing of two immiscible liquids whose boiling

points are not widely separated

Steam boilers are commonly used in power plants and

industries of all kinds. They generally are taken for granted

now, but in the second half of the nineteenth century boilers

blew up with alarming regularity. Records indicate that from

1870 to 1910 there were at least 10,000 boiler explosions in

the United States and adjacent areas of Canada and Mexico;

that is, more than one recorded explosion every 36 h! By

1910, the rate had jumped to between 1,300 and 1,400 per

year. On October 8, 1894, in the Henry Clay Mine in

Shamokin, Pennsylvania, 27 boilers disintegrated almost

simultaneously! Mainly because of the incorporation of the

ASME Boiler Code into laws, boiler explosions have

decreased dramatically [35].

When a pressurized vessel ruptures, the resulting stored

energy is released. This energy can cause a shock wave and

accelerate vessel fragments. If the contents are flammable,

ignition of the released gas could produce additional effects.

There is a maximum amount of energy in a bursting vessel

Table 2.7 Time to pain threshold for varying levels of radiation [41]

(Courtesy American Petroleum Institute)

Radiation intensity

(Btu/h/ft2)

Radiation

intensity(kW/m2)

Time to pain

threshold (s)

500 1.74 60

740 2.33 40

920 2.90 30

1,500 4.73 16

2,200 6.94 9

3,000 9.46 6

3,700 11.67 4

6,300 19.87 2

Table 2.8 Effects of thermal radiation (Copyright American Institute

of Chemical Engineers, reproduced by permission of the Center for

Chemical Process Safety of AIChE [34].)

Radiation intensity

(kW/m2) Observed effect

37.5 Sufficient to cause damage to process equipment

25.0 Minimum energy required to ignite wood at

indefinitely long exposures

12.5 Minimum energy required for piloted ignition of

wood, melting of plastic tubing

9.5 Pain threshold reached after 6 s; second-degree

burns after 20 s

4.0 Sufficient to cause pain to personnel if unable to

reach cover within 20 s; however, blistering

of the skin (second degree burns) is likely; 0%

lethality

1.6 Will cause no discomfort for long exposure
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that can be released, and it is released in the following

proportions: [32]

Distribution of energy when vessel ruptures

Type of failure Strain energy

Kinetic energy

of fragments Shock wave energy

Brittle failure <10% ~20% up to 80%

Plug ejection small up to 60–80% 20–40%

The relative distribution of these energy components will

change over the course of the explosion, but most of the

energy is carried by the shock wave with the remainder

going to fragment kinetic energy. To estimate the damage

resulting from the shock wave from a physical explosion, the

TNTmodel is used widely. To determine the TNT equivalent

of a physical explosion, the total energy in the systemmust be

estimated. For a physical explosion, if the expansion occurs

isothermally, and ideal gas laws apply, then the TNT equiva-

lent of the explosion can be calculated. This energy then can

be used to estimate overpressure at any distance from the

explosion. The analogy of the explosion of a container of

pressurized gas to a point source explosion of TNT is not

appropriate in the near-field. Prugh [36] suggests a correction

method using a virtual distance Rv from an explosion center.

In addition to shock wave effects, a major hazard of a

ruptured gas-filled vessel is from projectiles. To estimate

damage from projectiles, both the initial velocity and the

range are required. A simplified method for calculating the

initial velocity uses the following equation: [37]

u ¼ 2:05
PD3

W

� �0:5

where

u ¼ initial velocity, ft/s.

P ¼ rupture pressure, psig.

D ¼ fragment diameter, in.

W ¼ weight of fragments, lb.

Clancey [38] gives the following values for initial veloc-

ity for the majority of fragments from a TNT explosion:

• Thin case: 8,000 ft/s

• Medium case: 6,000 ft/s

• Thick case: 4,000 ft/s

Once the initial velocity has been determined, the maxi-

mum range of the fragment, ignoring air resistance, can be

estimated from

Rmax ¼ u2

g

Where Rmax is the maximum range of fragments and g is the

acceleration of gravity.

If the above values for typical velocity are substituted into

the above equation, a maximum range of 5 � 105 ft

is possible. Therefore, it is clearly necessary to include

air resistance. To include air resistance, a value of CD, the

drag coefficient, must be estimated. The drag coefficient

ranges from 0.48 for a sphere to 2 for flow perpendicular to

a flat strip, and for most fragments ranges from 1.5 to 2.0.

If one knows the air density, drag coefficient, exposed

area of the fragment, mass of the fragment, and the initial

velocity, the maximum range R can be calculated with the

aid of Fig. 2.13 [18]. Although this technique gives the

maxim-um range, most fragments do not travel the maxi-

mum distance but fall at distances between 0.3 and 0.8 of the

maximum.

The energy required to impart an initial velocity of u to a

fragment is

E ¼ 1

2
mu2

where m is the mass of the fragment (lb)u the initial veloc-

ity (ft/s)

Example: A high pressure vessel containing air at 600 bar

has ruptured, leading to 15 fragments of approximately

equal mass (85 lb), one of which was found as far as 400 ft

from the vessel. This fragment has a drag coefficient of 1.5

and an exposed area of 3 ft2. Assuming that 20% of the

explosion energy went to energy of the fragments, estimate

the energy of the explosion in weight equivalent TNT. The

air density is 0.081 lb/ft3.

Procedure: Assuming that the fragment found at 400 ft is at

the maximum range for the fragments, the scaled fragment

range Rs can be calculated:

From Fig 2.13, we obtain a scaled force (Fs) of approxi-

mately 5. The initial velocity of the fragment then can be

calculated as

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MgFs

r0CDAD

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
85� 32:17� 5

0:081� 1:5� 3

r
¼ 194 ft/s

The energy required to give the fragment this initial

velocity is

E ¼ 1

2
ð85Þð194Þ2 ¼ 1:6� 106 lb ft2=s2 ¼ 64BTU

Since there were 15 fragments, the total energy of the

explosion that went into fragment kinetic energy is

15 � 635.8 BTU ¼ 9,537 BTU. If only 20% of the explo-

sion energy went into fragment kinetic energy, then the total
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explosion energy is 47,680 BTU, which is the equivalent of

23.8 lb of TNT. Using the method of Clancey [38], 2.4 lb

TNT can provide a maximum range of 950 ft for projectiles

(Fig. 2.13b).

Mechanical Heat

Mechanical motion in fluids becomes kinetic energy and

may become heat in devices with rotating parts. Mechanical

heat input from rotating agitators, pump impellers, and other

mechanical equipment must be taken into account in the

design of process equipment, particularly in systems

containing reactive chemicals. This section will provide

some guidelines for the analysis of individual cases involv-

ing pumps and agitated tanks [20, 23, 39].

Some useful rules are as follows.

1. A deadheaded pump is a pump operating full of liquid

and with inlet and outlet valves closed.

2. Almost all deadheaded centrifugal pumps with motors of

three horsepower or larger are headed for trouble if left

deadheaded. (Depending on the horse power, a few

minutes may be too long.)

3. The heat input from the rotating impeller in a deadheaded

centrifugal pump is always a large value relative to the

heat sink of the fluid and the pump.

4. It is not necessary for there to be a chemical reaction in a

pump for an explosion to take place. Deadheaded pumps

containing only water or brine have blown up.

5. An agitator or a circulating pump left on in a vessel of a

reactive chemical may heat up the contents enough to

cause a runaway reaction.

6. All centrifugal pumps with motors larger than 3 hp should

be protected in some way to prevent deadheading.

7. A temperature alarm in the casing is a minimum form of

protection. A better way may be to have the high-

temperature alarm wired to the process control computer,

to both alarm and shut off the pump. Other systems are

available and may be used; they may include (but are not

limited to) a relief valve on the pump, a minimum flow

valve, and a flow orifice in the recirculating line. A relief

valve on a pump relieving back to the pump inlet may not

eliminate the problem of heat buildup in a deadheaded

pump and usually should be avoided unless other protec-

tive measures are used such as a high-temperature device.

8. An ammeter on the pump motor usually is not a reliable

means of detecting deadheaded conditions. The low

power factors often experienced with pump motors, and

the nature of pump curves, often make it difficult to

distinguish between normal running and dead headed

conditions using an ammeter.

9. For mechanical heat equivalent, the following are

recommended: (a) For pumps, use 50% of the connected

motor horsepower for centrifugal pumps that are

deadheaded, unless better information is available. (b) For

agitators, use 100% of the vendor rated shaft input

Fig. 2.13 (a) Scaled fragment range vs. scaled force. (Baker et al. [18]) (b) Maximum horizontal range of blast fragments. (Clancey [38])
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horsepower for the input shaft (total power less drive and

bearing inefficiencies) for the actual material in the vessel.

Vacuum [39]

Ask any chemical engineers who have had some plant

experience what they know about vacuum, and they proba-

bly will smile and tell a tale about some piece of equipment

that tried to turn itself inside out. Usually no one was hurt,

and often there is no massive leakage—but not always!

The design for the internal pressure condition of vessels

usually is straightforward and well understood. Under vacuum

conditions, equipment is subject to external pressure from the

atmosphere; and the design for external pressures is more diffi-

cult than that for internal pressures. The devious ways in which

external pressure can be applied often may be overlooked.

The following are someobvious causes of vacuumcollapse:

• Liquid withdrawal by pump or gravity draining

• Removal of gas or vapor by withdrawing with a blower,

fan, or jet

• Siphoning of liquids

Less obvious causes include:

• Condensation of vapor

• Cooling of hot gas

• Combination of cooling and condensation of a mixture of

gas and condensable vapor

Sometimes obscure causes of vacuum collapse include:

1. Absorption of a gas in a liquid; for example, ammonia in

water, carbon dioxide in water, hydrogen chloride in

water.

2. Reaction of two or more gases to make a liquid or solid;

for example, ammonia plus hydrogen bromide to form

ammonium bromide.

3. Reaction of a gas and a solid to form a solid; for example,

corrosion in a tank, air plus Fe or FeO forming Fe2O3 in

the presence of water.

4. Reaction of a gas and a liquid to give a liquid; for

example, chlorination, hydrogenation, ethylation.

5. Sudden dropping of finely divided solids in a silo,

creating a momentary vacuum that can suck in the sides

of the silo.

6. Flame arrestors plugging; for example:

(a) In styrene service, vapor may condense in flame

arrestors, and the liquid formed is low in inhibitor;

the liquid may polymerize and plug off the arrestor.

Possible solutions: clean the arrestor frequently or use

a PVRV (pressure-vacuum-relief valve).

(b) Liquid service in cold weather: vapor may condense

in a flame arrestor and the liquid formed may freeze

and plug the arrestor. Possible solution: heat and

insulate the arrestor to prevent condensation.

7. Maintenance and testing. It is not a good idea to apply

vacuum on a vessel during maintenance or testing without

full knowledge of the external pressure rating unless a

suitable vacuum relief device is in place and operable.

Protective Measures for Equipment

If equipment may be subject to vacuum, consideration should

be given to designing the equipment for full vacuum. Thismay

eliminate the need for complicated devices such as vacuum

relief valves and instruments; if they are used, designing the

equipment for full vacuumwill prevent collapse of the vessel if

the instruments or relief valves fail or plug.

A disadvantage of this approach is that it usually is

expensive. However, when the total cost of a suitably

instrumented vessel not designed for vacuum is compared

with the cost of a vessel designed for vacuum but without the

extra equipment, the difference may be small or negligible,

and the vessel designed for vacuum will be inherently safer.

If a vessel is designed for vacuum, precautions should be

taken to ensure that internal or external corrosion will not

destroy the integrity of the vessel.

Reactivity Hazards [2]

As a nation, we continue to have chemical reactivity

incidents that cause harm to people, property and the envi-

ronment. The Chemical Safety Board’s report analyzed 167

incidents from 1980 to 2001 that resulted in a total of 108

fatalities and significant property damage. While this num-

ber may seem small in comparison to, say the number of

automobile related fatalities annually in the US, it is signifi-

cant because the data used are admittedly incomplete, lead-

ing to the expectation that the “true” impact of chemical

reactivity incidents is much higher.

By way of definition, the CCPS Concept Book

intentionally uses the term “chemical reactivity hazard”

rather than “reactive hazard,” “reactive chemical hazard,”

or “chemical reaction hazard.”

A chemical reactivity hazard is defined as a situation with

the potential for an uncontrolled chemical reaction that can

result in serious harm or loss.

According to theCSBreport, in avastmajorityof these cases,

the information needed to properly assess (and therefore, con-

trol) these hazardswas knownprior to the incident. In 90% þ of

all incidents studied, the information necessary to have

prevented the incident was documented and publicly available.

As the Chemical Safety Board has concluded in its Haz-

ard Investigation, the problem is not reactive chemicals but

managing reactive chemicals.

Reactivity of chemicals provides us with much of the

materials necessary for modern civilization, but the hazards

associated with reactive chemicals must be controlled.

• It’s not reactive chemicals, it’s reactive chemistry—and

the management of its hazards.
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• Many reactive chemistry incidents have occurred in

operations where there was no intended chemical reaction

(storage, blending, distillation, etc.).

• Reactive chemicals can be reactants, intermediates and

products.

An approach to reactivity hazard evaluation used by a

major chemical company that is a leader in reactive chemi-

cal safety includes the following steps.

• Identify all chemicals used in the process (raw materials,

intermediates and products).

• Obtain reactivity information and data on the above

including inadvertent mixing—testing may be required.

• Use a team approach to identify what can go wrong.

• Determine the consequences of all possible deviations.

• Calculate the worst case scenario.

• Identify and implement appropriate safe guards.

Many reactive chemical incidents take place when there is

no chemical reaction intended. Such an incident occurred

April 21, 1995 at Napp Technologies in Lodi, New Jersey.

The Napp incident involved inadvertent mixing of water with

a water reactive chemical (aluminum powder and sodium

hydrosulfite) during a blending operation. There were five

fatalities, evacuation of 300 people and major property dam-

age and loss of business. Neither aluminum powder or sodium

hydrosulfide are included in the OSHA PSM standard.

The first step in managing a reactive hazard is to identify

that there is a hazard. This can be done by literature surveys,

energy of reaction, chemical structures and bonds, and inter-

action matrixes. It helps to have someone is your organiza-

tion that has special expertise on reactive hazards.

It is important to have enough data to describe the hazard

and to provide control measures. Special expertise is

required to do this right.

There is plenty of literature, vendor information and other

resources to help. General types of reactivity testing:

– DOT/UN tests

– Screening tests

– Reaction calorimetry

– Detailed hazard testing

– Special studies

There are numerous testing methods that can be used

depending on the hazard information required. If more

detailed information is required for engineering calculations,

such as relief valve sizing, different methods should be used.

Reactive Chemistry References:

• CCPS, Guidelines for Chemical Reactivity Evaluation

and Application to Process Design, 1995.

• CCPS (2003), Essential Practices for Managing Chemical

Reactivity Hazards, AIChE, NY.

• Bretherick, Handbook of Reactive Chemical Hazards

Vols. 1 and 2, Elsevier 2007.

• Sax, Dangerous Properties of Industrial Materials (Lewis

and Irving, 2001).

• CHRIS Chemical Hazards Response Information

Systems (US Coast Guard).

• NFPA Stds. 49, 325, 432, 491.

• ASTM CHETAH (Balaraju et al. 2002).

There are standards that can help you construct binary

chemical compatibility charts. These charts are useful when

you handle a variety of chemicals in an area and are concerned

with inadvertently mixing any two chemicals. Factors that

should be considered when specifying the mixing scenario

include material quantities and temperatures, degree of con-

finement, atmosphere, and the maximum time the materials

may be in contact. Do this for all chemicals including

warehousing, cleaning chemicals, etc.

• ASTM 2012–00 Standard Guide for Preparation of a

Binary Compatibility Chart.

Chemical Reactivity Worksheet, Version 2.0.2, NOAA/

CCPS, last updated August 2010. http://response.restoration.

noaa.gov/chemaids/react.html.

It is important to have enough data to describe the hazard

and to provide control measures. Special expertise is

required to do this right.

• Sufficient data to fully characterize reactive hazards is

sometimes available from supplier or other sources.

• Work with someone who knows:

– The various tests and their limitations

– When they should be conducted

– How to interpret and use the results

To summarize, if you handle chemicals, you need a reac-

tive chemicals program. Some important aspects include . . .

• Ownership of the reactive chemistry

• Reactive chemical (life cycle) reviews

• Screening and testing protocols

• Screening and testing facilities

• Capture of reactivity hazard data

• Availability of experts to participate in reviews, be avail-

able for consultation

Toxicity Hazards [2]

Toxicity is a life safety issue and there are different ways to

express the threat. A particular toxin can represent hazards in

more than one type of exposure. Fluorine has both serious

skin contact and respiratory issues. Respiratory rate can also

contribute to the extent of the exposure. Toxicity is a mea-

sure of harm from direct exposure to certain chemical

substances. It measures potential life threatening exposures

including oral, skin contact and respiratory. Life health risk

is a function of type of contact, toxicity and duration of

exposure. Reaction of individuals to a specific toxin varies.

Toxicity data do not reflect chronic health effects. Examples

of highly toxic chemicals include:

• Acetic anhydride

• Acrylamide

• Aniline
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• Arsenic compounds

• Benzoyl peroxide

• Barium salts

• Fluorine, Chlorine, Bromine

• Formaldehyde

• Hydrazine

• Hydrogen sulfide

• Mercury compounds

• Nitrobenzene

• Nickel carbonyl

• Oxalic acid

• Phenol

• Phosgene

• Pthalic anhydride

• Propylamines

• Silver salts

• Tetrachlorethane

• Sulfur dioxide

Toxicity includes:

• Acute exposure

– A single exposure to a toxic substance which may

result in severe biological harm or death; acute

exposures are usually characterized as lasting no lon-

ger than a day and

• Chronic exposure

– Continuous exposure to a toxin over an extended

period of time, often measured in months or years

can cause irreversible side effects

Process safety is primarily concerned with acute exposure.

Some common terms used to describe toxicity include:

• LC 50—Concentration of a material in air that will kill

50%of the test subjects (typically animals) when

administered as a single exposure (typically 1–4 h)

• LC Lo—Lowest concentration reported to have killed

animals or humans

• LD 50—Dose required to kill half the members of a

tested population

• LD 50—Dose at which 50% of a tested population are

killed

There are many ways to define and present acute expo-

sure levels. These definitions and exposure levels have been

created with help from organizations like the American

Conference of Governmental Hygienists (ACGIH). The

data is normally hard to find for acute effects and an even

more extensive amount of data, say compared to an IDLH, is

necessary to produce a probit relationship which will map

out all the combinations of concentration and time for a

particular probability of fatality. Probits have application

for detailed QRAs.

Some other terms to describe acute toxicity include:

• ERPG—Emergency Response Planning Guidelines

ERPG 1—1 h exposure mild health effects

ERPG 2—1 h exposure w/o/ irreversible health effects

ERPG 3—1 h exposure w/o life threatening health effects

• IDLH—Immediately Dangerous to Life and Health

Maximum airborne concentration to which a healthy

male worker can be exposed up to 30 min and be

able to escape without loss of life or irreversible

organ damage

• Probit—Dose/Response Algorithm

• EEGL/SPEGL—Emergency Exposure Guidance Levels

Asphyxiants are a special class of toxic gases.

Asphyxiants are normally inert gases such as nitrogen,

argon, carbon dioxide and others. Nitrogen is the most prev-

alent in the chemical industry. There are multiple deaths

because someone tries to be a hero in a rescue attempt. In

some cases where they suspect the cause they think they can

hold their breath long enough. Breathing air is normally

produced from compressed air. However, air is sometimes

manufactured as a mixture of nitrogen and oxygen. These

mixtures are normally not acceptable for breathing air but if

it is used that way there is always a chance that the ratio of

nitrogen to oxygen is not correct. There are approximately

8 deaths/year from N2 asphyxiation alone in the United

States. Contributing causal factors for these incidents

include in or near a confined space, inadequate monitoring,

mix up of N2 and breathing air and attempted rescue.

Corrosivity Hazard [2]

Rust is the most simple form of corrosion. Rust can result in a

damaged hose clamp that cannot be tightened or removed due

to rust deposition. The single biggest concern with corrosion

is inside the equipment but external corrosion can also be a

major concern. A broken hose clamp can cause a hose to slip

off a connection. Corrosion is a chemical reaction between a

metal and its environment. Common corrosion (rust) requires

air and moisture. The corrosive layer can weakened a pipe or

equipment structurally and thus initiate a failure. Corrosion

or erosion often occurs in pipe elbows where high velocity

can scour corrosion products exposing additional metal to

corrosion. Common corrosion rates in pipe wall are

0.1–0.2 mm/year, but corrosion rates may increase tenfold

in highly corrosive or erosive service.

The most common example of metal oxidation is rust but

other metal oxides can also oxidize (e.g. aluminum). Insula-

tion can absorb moisture and act to dramatically increase the

rate of rust formation. High temperature corrosion does not

require the presence of a liquid electrolyte such as water.

Oxidation is the major type of high temperature corrosion but

you can also have sulfidation and carburization. Alloys often

rely on the oxidation reaction to produce a protective scale.

Galvanic corrosion is an electrochemical process in which

one metal corrodes preferentially when in electrical contact

with another metal and both metals are immersed in an

electrolyte. The galvanic couple is set up and ions move

from the anode to the cathode. The presence of electrolyte

and a conducting path between the metals may cause
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corrosion. Underground piping can undergo this problem and

sometimes sacrificial anodes such as zinc, magnesium or

aluminum are used. One form of microbial corrosion is

caused by two types of bacteria one that eats sulfates in the

absence of oxygen and nitrates to form hydrogen sulfide

(sulfate reducing bacteria) and another that eats the hydrogen

sulfide to form sulfuric acid. This can be a problem when city

wastewater is used in the plant. The city of Phoenix had

problems a few years ago and firewater systems in plants in

that area had severe corrosion using that water. The addition

of as little as 3 ppm of chlorine eliminated that problem.

Corrosion in passivated materials can produce localized

pitting if the coating is not completely uniform. Be aware

of whether materials passivated by a layer of oxidized mate-

rial such as aluminum oxide are not in an environment where

that passivated layer is continuously scraped away. Corro-

sion rates are normally in the range of mils/year. Clad vessels

are sometimes used if normal materials have too high a

corrosion rate for the service and alternative materials are

too costly for the thickness needed. Additional thickness

needed to compensate for an expected corrosion rate over

the lifetime of the equipment Corrosion rates are dependent

on piping or vessel materials of construction and chemical

conditions including flow, concentration of corrosive chemi-

cal(s), temperature, and pressure.

Hazard Identification and Risk Analysis
The other element included in the pillar Understanding

Hazards and Risk is Hazard Identification and Risk Analysis

(HIRA). HIRA encompasses all activities involved in

identifying hazards and evaluating risks to employees, the

public and the environment at facilities, throughout the

facility’s life cycle, to control the riskwithin the organization’s

risk tolerance. HIRA addresses three questions:

• What can go wrong?

• How bad is it?

• How likely is it to occur?

HIRA Logic Diagram
The logic diagram (Fig. 2.14) explains the process of how to

uncover hazards and how to analyze and address the risks.

Note there is a recycle loop at the end. If risks are too high as

judged by a company then ways for risk reduction must be

sought and the final risk accepted. Risk is a function of the

probability and consequences of an undesirable event which

could occur as a result of the presence of a hazard. Another

way to express risk is to say it is some function of the

combination of probability that something might happen

and the expected consequences if it does.

HIRA includes the following topics

• Hazard identification

• Qualitative hazard evaluation methodologies

• Quantitative hazard evaluation methodologies

• Consequence analysis

• Probability analysis

Hazard Identification

Hazard identification answers the question “What can go

wrong?”

OSHA requires that Process Hazard Analyses (PHAs) be

conducted on covered processes. PHAs use qualitative haz-

ard evaluation methodologies.

PHAs include both the identification and evaluation of

the hazards (refer to section on “Regulations”). Commonly

methodologies used to conduct PHAs include:

• What if

• Checklist

• What if/Checklist

• FMEA (Failure Modes and Effects Analysis)

• FTA (Fault Tree Analysis)

• HAZOP

HAZOP stands for “Hazard and Operability Studies,” a

set of formal hazard identification and elimination proce-

dures designed to identify hazards to people, processes,

plants, and the environment. The techniques aims to stimu-

late the imagination of designers and operations people in a

systematic way so they can identify potential hazards. In

effect, HAZOP studies assume that there will be mistakes,

and provide a systematic search for these mistakes. In some

European countries, HAZOP studies are mandatory and

attended by observers from regulatory authorities to ensure

that the studies are carried out correctly. The examination of

Fig. 2.14 HIRA logic diagram. Copyright 2010 Center for Chemical

Process Safety (CCPS) of the American Institute of Chemical

Engineers (AIChE), www.aiche.org/ccps and used with permission”
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accidents [40] during 1988 at a large US chemical company

revealed that the accidents could be classified as follows:

• Spills: 52%

• Emissions: 30%

• Fires: 18%

Of the fires, about 50% occurred during construction,

25% were due to pump seal failure, and the remaining 25%

resulted from engineering and operational oversights that a

HAZOP study possibly could have prevented.

Of the emissions, 37% were due to piping failure, with

lined pipe being the largest contributor. Operational and

procedural issues accounted for 53% of the remainder.

Of the spills, 11% were due to equipment failures. Piping

failures (especially lined pipe and gaskets) accounted for 30,

and 56% were caused by various types of operational errors,

noncompliance with procedures, or nonexistent procedures.

Material handling was a factor in many spills and emissions.

The most frequent type of operational error was a valve

being left in an improper position, either open or closed.

HAZOP studies probably could have reduced the number

and seriousness of the problems experienced. Some

investigations have shown that a HAZOP study will result

in recommendations that are 40% safety-related and 60%

operability-related. Thus, HAZOP is far more than a safety

tool; a good HAZOP study also results in improved opera-

bility of the process or plant, which can mean greater

profitability.

The HAZOP technique can be used to identify human

error potential. From a practical point of view, human error

and its consequences can occur at all levels of a management

structure as well as in the operation of a particular plant or

process. Carried out correctly, Technica [41] states that a

HAZOP study will identify at least 70–75% of potential

operational and safety problems associated with a particular

design process, including human error.

The HAZOP technique also can be used for the evaluation

of procedures. Procedures may be regarded as a “system”

designed to “program” an operator to carry out a sequence of

correct actions. Deviations from intent are developed, with

the emphasis on “operator action deviation” rather than

“physical property deviation.” It is the procedure, not the

hardware, that is the object of study, but hardware

modifications may be recommended to cover potential

problems identified from procedure deviations.

Some Tools for Evaluating Risks and Hazards

Dow Fire and Explosion Index: The Dow Fire and Explosion

Index (F&EI), developed by The Dow Chemical Company, is

an objective evaluation of the potential of a facility for a fire,

an explosion, or a reactive chemical accident. Its purpose is to

quantify damage from incidents, identify equipment that could

contribute to an incident, and suggest ways to mitigate the

incident; it also is a way to communicate to management the

quantitative hazard potential. It is intended for facilities

handling flammable, combustible, or reactive materials

whether stored, handled, or processed. The goal of the F&EI

evaluation is to become aware of the loss potential and to

identify ways to reduce the potential severity in a cost-

effective manner. It does not address frequency (risk) except

in a general way. The number is usefulmainly for comparisons

and for calculations of damage radius, maximum probable

property damage, and business interruption loss, and to estab-

lish frequency of reviews. Themethod of carrying out an F&EI

evaluation is available to the public from the American Insti-

tute of Chemical EngineersNew York, NY.

Failure modes and effects analysis (FMEA): FMEA is a

systematic, tabular method for evaluating the causes and

effects of component failures. It represents a “bottom–up”

approach, in contrast with a fault tree, where the approach is

“top–down.” In large part, HAZOP is a well-developed form

of FMEA [19].

Fault tree: A fault tree is a logical model that graphically

portrays the combinations of failures that can lead to a

particular main failure or accident of interest. A fault tree

starts with a top event, which is usually a hazard of some

kind. The possibility of the hazard must be foreseen before

the fault tree can be constructed. A fault tree helps reveal the

possible causes of the hazard, some of which may not have

been foreseen [19].

Safety audit: A safety audit is a method of reviewing the

actual construction and operation of a facility. Often, safety

audits are conducted by a small interdisciplinary team.

At least some of the members of the team are not connected

with the plant. The audit may be carried out before startup

and also is repeated later at intervals of, typically, 1–5 years.

Chemical exposure index: The Chemical Exposure Index is a

technique for estimating the relative toxic hazards of

chemicals, developed by The Dow Chemical Company. It

provides for the relative ranking of toxic chemicals in a

given facility, including factors relating to toxicity, quantity

volatilized, distance to an area of concern, and physical

properties. A description of the method can be found in

Guidelines for Safe Storage and Handling of High Toxic

Hazard Materials, Center for Chemical Process Safety,

American Institute of Chemical Engineers [42].

Themethods above are described in detail inGuidelines for

Hazard Evaluation Procedures, Third Edition, CCPS, 2008
and will not be discussed in any more detail in this chapter.

Consequences and Impacts

The next question is “How bad is it?” Evaluating

consequences is a very technical subject requiring special
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training and expertise. There are several good books on the

topic in the references. Some general comments will be

made here. The first step in evaluating consequences is to

select a release scenario. How to choose a scenario is not

always well defined. There is a requirement in the Seveso

regulations that major hazards must be addressed. The top

event of a fault tree may be another starting point. Possible

sources of potential release incidents include:

– Hazard evaluation process

• Scenario based methodologies most useful (e.g.,

HAZOP)

– Regulatory requirements

– Fault tree analysis

– Company initiative

The next step involves choosing a source model. Source

models describe how a material escapes from a process. Use

of source models should be referred to experts. If potential

release is flammable and/or toxic the following are possible

consequences:

• Fires

• Explosions

• Toxic Releases

• Environmental Pollution

The above consequences have already been discussed in

the section on “Chemical Hazards”.

Probability

The last HIRA question is “How likely is it to occur?”

Generating the frequency or probability of an event requires

both technical competence in the calculations and experi-

ence. Evaluation methodologies to estimate frequency or

probability include:

• Fault tree analysis (FTA)

• Event tree analysis (ETA)

• Level of protection analysis (LOPA)

• Cause–consequence analysis

• Human reliability analysis (HRA)

Detailed description on the methodologies can be found

in Guidelines for Hazard Evaluation Procedures, Third Edi-

tion, CCPS, 2008. Again, there will not be a detailed descrip-

tion of these methodologies in this chapter.

There are always questions about sources of failure data.

Experienced analysts can help work through this maze. In

some cases frequency information can be obtained from the

plant history (e.g., number of times a relief valve has gone

off in anger) which comes in at a higher point in the tree.

Predicted data relates to establishing a failure rate from the

sum of all the individual component failures. PERD is an

AICHE CCPS organization (Process Equipment Reliability

Data) where companies contribute data and then have access

to others data.

Common cause failures must be accounted for when

assigning failure rates. See the references at the end of this

chapter for other sources of frequency or probability data.

Risk Analysis

Risk is a combination of the consequence if someone is

impacted by a hazard combined with the expected frequency

of being impacted by that hazard. For instance if a person

steps in a hole in the floor what would the consequence be? It

depends on a lot of things—including how deep the hole is,

the sharpness of the edges of the hole, etc. . . . Risk is often

expressed in terms of probability/likelihood and impact/

consequence.

Risk Understanding

As Fig. 2.15 illustrates, risk can be managed by managing

the probability and the consequence of occurrence. For

probability the question asked is—How likely is it? For

consequence the question is—What can go wrong. . .and if

it does what are the impacts? Answers are often based on our

personal past experiences, what has been learned from others

experiences, and/or by using some analytical (and perhaps

technical) methodologies. Risk estimates are based on expo-

sure to impact, magnitude of impact and probability.

The risk estimate must be related to base level of risk.

What principal factor determines the magnitude of the

risk? If risk is a function of the probability and consequences

then risk can be reduced by lowering the probability an

incident will occur, reducing the consequences of occur-

rence, or a combination of both. Lowering the probability

of occurrence is the prevention approach. Reducing the

consequences of occurrence is the mitigation approach.

It is best to try and prevent before trying to mitigate. Risk

analysis followed by risk assessment is usually needed to

support either approach.

Fig. 2.15 Risk understanding (Copyright 2008 Center for Chemical

Process Safety (CCPS) of the American Institute of Chemical

Engineers (AIChE), www.aiche.org/ccps, and used with permission”)
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Good risk analysis has the following attributes:

• Level of effort commensurate with the risk

• Experienced analysts

• Uncertainties defined

• Options for risk reduction identified

• Risk analysis documented clearly and understandably

• Risk analysis is both defendable and repeatable

There are several approaches to risk analysis including

qualitative risk ranking, semi—quantitative analyses using

risk matrices, layer of protection analysis (LOPA), and

quantitative analysis (QRA). These approaches will not be

discussed in detail here. See the references at the end of the

chapter.

Quantitative Risk Analysis

Quantitative risk analysis (QRA) models the events,

incidents, consequences, and risks, and produces numerical

estimates of some or all of the frequencies, probabilities,

consequences, or risks [34, 43]. QRA can be done at a

preliminary level or a detailed level, and in all cases may

or may not quantify all events, incidents, consequences, or

risks [36]. QRA is the art and science of developing and

understanding numerical estimates of the risk associated

with a facility or an operation. It uses highly sophisticated

but approximate tools for acquiring risk understanding.

QRA can be used to investigate many types of risks

associated with chemical process facilities, such as the risk

of economic losses or the risk of exposure of members of the

public to toxic vapors. In health and safety applications, the

use of QRA can be classified into two categories:

1. Estimating the long-term risk to workers or the public

from chronic exposure to potentially harmful substances

or activities.

2. Estimating the risk to workers or the public from episodic

events involving a one-time exposure, which may be

acute, to potentially harmful substances or activities.

QRA is fundamentally different from many other chem-

ical engineering activities (e.g., chemistry, heat transfer),

whose basic property data are capable of being theoreti-

cally and empirically determined and often established

experimentally. Some of the basic “property data” used

to calculate risk estimates are probabilistic variables with

no fixed values, and some of the key elements of risk must

be established by using these probabilistic variables.

QRA is an approach for estimating the risk of chemical

operations by using the probabilistic approach; it is a

fundamentally different approach from those used in

many other engineering activities because interpreting the

results of QRA requires an increased sensitivity to

uncertainties that arise primarily from the probabilistic

character of the data.

Safety Risk Criteria [44]

Risk is something that exists every day in our business and

private lives. Each one of us has a tolerance level, very often

based on our personal experiences. While that may be

acceptable for us personally, we need to have a logical and

documented way of making risk based decisions in the work

place. Let’s look at a standard diagram (Fig. 2.7) of how risk

based decisions should be made in the work place.

1. First the system that is being analyzed must be under-

stood. So, a system description is required and under-

stood. In some sense, this is compiling the process

safety knowledge.

2. Second, hazard identification process must be

completed. PHAs are one route to hazards identification.

Another way of identifying hazards is to review the

process safety information and/or to do a walkthrough

of the area.

3. Now, the hazard must be converted to a risk. Remember

that risk is a combination of probability that something

might happen combined with the consequences if it does.

4. With that in hand, an estimate of the risk can be made.

5. Now it needs to be determined if that risk can be tolerated

or if risk must be reduced. So, the risk must be compared

to the risk tolerance criteria.

6. If it passes the tolerance test, no changes are needed.

7. If it does not pass the tolerance test, then something must

be changed. And that something is either the probability

or the consequence.

There are a variety of ways to set the risk tolerance. It

can be just a guess based on what is known or believed but

that isn’t very scientific and is certainly not repeatable or

defendable in a court of law. Perhaps it can be copied from

someone or some company that we know. That might work,

but it may not consider all the things in our company that

makes it unique. Or, we can make our own list and criteria

based on company culture, beliefs, resources, etc. To do

that we probably want to break our decision making pro-

cess down into small pieces so that each decision has a

relatively small impact on the final product. Often perfor-

mance is evaluated in three areas—safety, environmental,

and financial. Failure to pass the tolerance test in any of

these areas causes the risk to be unacceptable. There may

be other topics that need to be to detail out when making

risk tolerance decisions. Whatever they are, write them

down and get them universally accepted in your company.

They will be the standard that a company will use for

critical decisions. Company criteria must be developed so

that it is defendable and repeatable. So, what is acceptable

(and we really should use Tolerable instead of Acceptable

since Acceptable seems to be an inflammatory word in

general public use) This brings us back to our tolerance

criteria. The CCPS book entitled Guidelines for
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Developing Quantitative Safety Risk Criteria, CCPS, 2009
cover this topic in detail.

The benefits of risk management include that it identifies

key exposures minimizes surprises, provides an objective

basis for allocating resources, improves culture and puts

risk to competitive advantage.

Manage Risk

The third pillar of RBPS is Manage Risk. To manage risk

facilities should focus on:

• Developing written operating procedures

• Implementing an integrated suite of safe work policies,

procedures, permits and practices to control maintenance

and other non routine work.

• Executing work activities to ensure that equipment is

fabricated and installed in accordance with specifications

and that it remains fit for duty for service over its entire

life cycle.

• Managing contractors, and evaluating work performed by

contractors.

• Providing training.

• Recognizing and managing changes.

• Ensuring that units, and the people who operate them, are

properly prepared for start ups.

• Maintaining a very high level of human performance.

• Preparing for and managing emergencies.

Operating Procedures
Operating procedures can be written (or electronic)

documents that list the steps for a given task and describe

the manner in which steps are to be performed. Procedures

describe the process, the hazards, tools, protective equip-

ment, and controls; provide instructions for troubleshooting,

emergency shutdown, and special situations; describe the

tasks necessary to safely start up, operate, and shutdown

processes, including emergency shutdown; and provide for-

matted instructions.

Operating procedures are important because without writ-

ten operating procedures a facility can have no assurance that

the intended procedures and methods are used by each oper-

ator or even that an individual operator will consistently

execute a particular task in the intended manner. Operating

procedures are also a regulatory requirement for PSM cov-

ered facilities in the United States (see section on

“Regulations”). The implementation of operating procedures

requires the identification of when operating procedures are

needed, the development of procedures, the use of

procedures to improve human performance and the assurance

that procedures are maintained.

Safe Work Practices
Safe work practices help control hazards and manage non-

routine work. A non-routine activity is any activity that is

not fully described in an operating procedure. Safe work

practices typically control hot work, stored energy (lock-

out/tag out), opening process vessels or lines, confined

space entry, and similar operations as well as other routine

highly hazardous operations.

Safe work practices are important because non-routine

work increases risk and can lead to conditions that make a

catastrophic event more likely. Some examples include:

– Piper Alpha (removal of a pressure safety valve for

recertification).

– Nitrogen asphyxiation during confined space entry

resulted in 80 fatalities from 1992 to 2002.

There are also regulatory requirements regarding safe

work practices in the US.

Asset Integrity and Reliability

Asset integrity and reliability is the systematic implementation

of activities, such as inspections and tests necessary to ensure

equipment will be suitable for its intended application

throughout its life. Specifically, work activities focused on

preventing catastrophic release of a hazardous material or

sudden release of energy and ensuring high availability or

(dependability) of critical safety or utility systems that prevent

or mitigate the effects of these types of events.

Asset integrity and reliability is important because

designing and maintaining equipment fit for its purpose

and functions when needed is paramount in maintaining

containment of hazardous materials and ensuring that safety

systems work when needed. These are two primary responsi-

bilities for any facility. It is a PSM regulatory requirement

under the element mechanical integrity. Mechanical integ-

rity requirements emphasize the safety aspect rather than the

reliability aspect, but both are important in managing risk.

Contractor (Safety) Management
Contractor (safety) management is a system of controls to

ensure contracted services support both facility operations

and the company’s process safety and personal safety per-

formance goals. It does not address the procurement of

goods and supplies or offsite equipment fabrication

functions that are covered by the asset integrity quality

assurance function. It involves workers located closest to

process hazards and more routine tasks such as janitorial and

ground keeping services.

It is important because it facilitates the company in

achieving the goals of accessing specialize expertise that is

not continuously or routinely required, supplementing
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limited company resources during periods of unusual

demand and providing staff increases without the overhead

cost of direct hire employees. Companies and contractors

must work together to provide a safe workplace that protects

the workforce, the community, and the environment, as well

as the welfare and interest of the company.

Training and Performance Assurance
Training is practical instruction in job and task requirements

and methods. Performance assurance is the means by which

workers demonstrate that they understood the training and

can apply it in practical situations.

This element is important because a high level of perfor-

mance is a critical aspect of any process safety program. A

less than adequate level of human performance will

adversely affect all aspects of operations. Without an ade-

quate training and performance assurance program, a facility

can have no confidence that work tasks will consistently be

completed to minimum acceptable standards and in accor-

dance with accepted procedures and practices. The imple-

mentation of training and performance assurance involves

the principles to identify what training (and retraining) is

needed, to provide effective training, and to monitor worker

performance.

Management of Change
A change is any change (modification) to process chemicals,

technology, equipment, or procedures and changes to

facilities that affect a covered process except replacement

in kind. A replacement which satisfies the design specifica-

tion is not a change. Management of change (MOC) helps to

ensure that changes to a process do not inadvertently intro-

duce new hazards or unknowingly increase the risk of

existing hazards. MOC includes a review and authorization

process for evaluating proposed adjustments to facility

design, operations, and organizations. It is a system to ensure

that all introduced changes are thoroughly scrutinized prior

to implementation. More than 80% of large losses are related

to change. In a MOC system all changes are evaluated,

communicated and coordinated prior to execution. A ratio-

nal basis is required to initiate the process. MOC applies to

physical equipment, products, operating conditions, staffing

and including organizational changes.

It is important because if a proposed modification is made

to a hazardous process without appropriate review, the risk

of a process safety incident could increase significantly. The

principles of MOC are to identify potential change

situations, evaluate possible impacts, decide whether to

allow change, and complete follow-up activities.

Operational Readiness
Operational readiness ensures that shut down processes are

verified to be in a safe condition before re-start. It is defined

more broadly than OSHA PSM prestart up safety review

element because it addresses start up from all shut

conditions, not only from those resulting from new or

changed processes.

Operational readiness is important because experience

has shown that the frequency of incidents is higher during

process transitions such as startups.

It is important that the process be verified as safe to start.

The principles of operational readiness include the follow-

ing: to conduct appropriate readiness reviews as needed,

make startup decisions based on the readiness results, and

to follow through on decisions, actions, and the use of

readiness results.

Conduct of Operations
Conduct of operations involves the execution of operational

and management tasks in a deliberate and structured manner.

It institutionalizes the pursuit of excellence in the perfor-

mance of every task and minimizes variations in perfor-

mance. Some companies call this Operating Discipline

(walk the talk).

It is important for several reasons. A consistently high level

of human performance is a critical aspect of any process safety

management program. A less than adequate level of human

performance will adversely impact all aspects of operations.

As operational activities becomemore complex, an increase in

the formality of operations must also occur to ensure safe, and

consistent performance of critical tasks. The principles of

conduct of operations include the control operational

activities, control the status of systems and equipment, devel-

opment of required skills/behaviors and the monitoring of

organizational performance.

Emergency Management
Emergency management includes:

• Planning for possible emergencies

• Providing resources to execute the plan

• Practicing and continuously improving the plan

• Training or informing employees, contractors, neighbors,

and local authorities on what to do, how they will be

notified, and how to report an emergency

• Effectively communicating with stakeholders in the event

an incident does occur

It is important the consequences of any particular incident

can be significantly reduced with effective emergency

planning and response. Effective emergency management

saves lives and protects property and the environment. It

also helps reassure stakeholders that, in spite of the incident,

the facility is well managed and should be allowed to con-

tinue to operate. It is a PSM Regulatory requirement. The

principles of emergency management are to prepare for

emergencies, and to periodically test the adequacy of plans

and level of preparedness. Chap. 3 , Managing an Emergency
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Preparedness Program has an in-depth discussion on

this topic.

Learn from Experience

The fourth pillar of process safety management is Learn

from experience.
To learn from experience facilities should focus on:

• Investigating incidents.

• Applying lessons from incidents that occur at other

facilities in the company and the industry.

• Measuring performance and striving to continuously

improve in areas of significant risk.

• Auditing RBPS management systems and work activities.

• Holding periodic management review to see if things are

working and helping to manage risk.

Incident Investigation
Incident investigation is a process for reporting, tracking,

and investigating incidents that includes:

• The trending of incident and incident data to identify

reoccurring incidents.

• A formal process for investigating incidents including

staffing, performing, documenting, and tracking inves-

tigations of process safety incidents.

• Managing the resolution and documentation of recomm-

endations generated by the investigations.

Incident investigation is important for the following

reasons. It is a way to learn from incidents and communicate

lessons learned to internal personnel and other stakeholders.

Feedback can apply to the specific incident or a group of

incidents sharing similar root causes. Determination of root

causes of equipment failures and personnel errors can result

in solutions that reduce the frequency and/or consequences

of entire categories of incidents. In the United States it is

required for facilities covered by the PSM regulation.

The key principles of incident investigation are to:

• Identify potential incidents for investigation.

• Use appropriate techniques to investigate incidents.

• Document incident investigation results.

• Follow through on the results of investigations.

• Trend data to identify repeat incidents that warrant

investigation.

Measurement and Metrics
Measurement and metrics establishes performance and effi-

ciency indicators to monitor the near-time effectiveness of

RBPS and address which indicators to consider (leading and

lagging), how often to collect data, and what to do to ensure

effective RBPS. It is important for several reasons. Facilities

should monitor the real-time performance managements

systems rather than wait for incidents or for infrequent audits

to identify management system failures. Performance moni-

toring allows problems to be identified and corrective

actions taken before a serious incident occurs.

The principles of measurement and metrics are to

conducts metric acquisition (determine what measurements

are needed and collect them) and to use metrics to make

corrective action decisions.

Auditing

Auditing is a systematic, independent review to verify

conformance with prescribed standards of care. Auditing

employs a well-defined review process to ensure consistency

and to allow the auditor to reach defensible conclusions. An

RBPS management system audit is the systematic review of

RBPS management systems to verify suitability and effec-

tive, consistent implementation.

Auditing is important because it evaluates RBPS manage-

ment systems to ensure they are in place and functioning in a

manner that protects employees, customers, communities, and

physical assets against process safety risk. Audits are an

important control mechanism within the overall management

of process safety.

The principles of auditing are to conduct the necessarywork

activities and to use audits to enhance RBPS effectiveness.

Management Review and Continuous
Improvement
Management review and continuous improvement include

the routine evaluation of whether management systems are

performing as intended and producing the desired results as

efficiently as possible. It is important because it provides

regular checkups on the health of the process safety manage-

ment systems in order to identify and correct current or

incipient deficiencies before they may be revealed by an

audit or incident. In other words, if you are management

you can expect what you inspect.

The principles of management review and continuous

improvement are to conduct review activities and to monitor

organizational performance.

Process Safety in Bioprocess Manufacturing
Facilities [45]

CCPS defines bioprocess as “A process that makes use of

microorganisms, cells in culture, or enzymes to manufacture

products or complete a chemical transformation.” Chapters

30, 31 and 32 in this book discuss these processes in some

detail. This section discusses the process safety issues

associated with these technologies.
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Bioprocessing has been used by humans since prehistoric

times. Examples include making bread, making cheese, and

fermenting alcoholic beverages. Recent advances include the

commercialization of recombinant DNA and the production of

a variety of protein based therapeutic drugs. Emerging

industries and technologies include the production of biofuels

from renewable biomass feed stocks such as ethanol biodiesel

and polymeric materials. Other emergency technologies

include stem cells, gene therapy vectors, and new vaccines.

Bioprocess have many of the same process safety

hazards as chemical manufacturing along with other

hazards specific to bioprocess. Biohazards can represent

extremely low risk (e.g., most recombinant mammalian

cell lines used for large scale production of antibody and

protein drugs). However in some cases where infectious

organisms are used, or where the culture may be suscepti-

ble to adventitious contamination (e.g., contamination of

human cell lines with a virus), the hazard may be much

more significant and the risk to the workers or the public

from an accidental release considerably higher. These

hazards require the same risk based process safety manage-

ment systems already discussed.

In addition to the toxic, flammable, or explosive process

safety risk that may be present in a bioprocessing facility,

risk based process safely management systems must account

for biohazard or potentially biohazard materials including

the following:

• Biological agent:

– Pathogenicity

– Infectious dose

– Virulence (primary or secondary communicability)

– Host factors (immunocompetence, pregnancy, under-

lying medical conditions, extreme age, or immunity

– Sensitization reactions (allergies, toxins, or biologi-

cally active compounds)

– Incidents of laboratory acquired infections (LAI)

– Availability of vaccine and/or prophylactic treatment

– Environmental impact (agent stability—sensitivity to

chemical or physical inactivation—survivability and

dissemination in the environment)

• Routes/Modes of transmission in the workplace:

– Respiratory: inhaling of contaminated particles

– Mucous membrane: splashing, spraying, or droplets in

the eyes or mouth

– Parenteral: penetration through the skin such as cuts,

needle sticks, or abrasions

– Non-intact skin: contact with skin affected with derma-

titis, chaffing, hangnails, abrasions, acne, or other

conditions that can alter the barrier properties of the skin)

– Ingestion: swallowing contaminated material

– Adsorption: adhesion to a surface

• Environmental factors:

– Climate

– Geography

– Proximity to the public

• Procedural and facility factors:

– Ventilation and laboratory design: directional air,

pressure gradients, separation of laboratories from

offices, interlocking autoclave and airlock doors

– Laboratory procedures: use of inherently safer

engineered sharps, containment of aerosols, and other

means

– Containment equipment: Class II and III biological

safety cabinets, sealed centrifuges, cups and rotors,

gasket seals and unbreakable tubes

– PPE: gloves, safety glasses, lab coats, face masks,

respirators or gowns

– Training: standard microbiological practice, aseptic

practices, decontamination, spill cleanup, and

handling of accidents

– Facility sanitation: decontamination, housekeeping,

routine cleaning and disinfection, pest and rodent con-

trol program

– Medical surveillance: as dictated by the risk present in

the bioprocessing facility

1. For a complete discussion of the topic refer [45].

Regulations1

Regulations are a major consideration in the design and

operation of chemical facilities. This section provides a

description of the significant process requirements. Details

of the regulations are available on the Internet or from

government agencies, such as the US Department of Labor,

or from publications such as those produced by the

Thompson Publishing Group and by Primatech, Inc.

Abbreviations used in Government Regulations

information:

CFR Code of Federal Regulations

EPA Environmental Protection Agency

EPCRA Emergency Planning and Community

Right To Know Act

HAZWHOPER Hazardous Waste Operations and Response

Emergency

HHC Highly Hazardous Chemicals

MSDS Material Safety Data Sheet

(continued)

1 This section was prepared with the help of William Carmody, Mid-

land, Michigan. Carmody has had more than 30 years experience in

chemical and manufacturing operations for The Dow Chemical Com-

pany, Midland, Michigan and six years in Safety and Loss Consulting

for Midland Engineering Limited, Midland, Michigan. He has devel-

oped entire PSM programs and has conducted many Process Hazard

Analyses.
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NIOSH National Institute for Occupational Safety and

Health

OSHA Occupational Safety and Health Administration

PHA Process Hazard Analysis

PPA Pollution Prevention Act

PSM Process Safety Management

RCRA Resource Conservation and Recovery Act

RMP Risk Management Plans

SARA Superfund Amendments and Reauthorization Act

TRI Toxics Release Inventory

Process Safety Management

On February 24, 1992, the US Department of Labor, Occu-

pational Safety and Health Administration (OSHA)

promulgated a final rule, 29 CFR Part 1910.119, “Process

Safety Management of Highly Hazardous Chemicals.”

OSHA administrates regulations whose objectives are

primarily involved with protecting workers. This can be

regarded as “inside the fence line.” This is a safety issue

and is addressed in this section. The rule requires employers

to effectively manage the process hazards associated with

chemical processes to which the rule applies. OSHA is

responsible for the Process Safety Management (PSM) pro-

gram that is used to prevent or minimize the consequences of

catastrophic releases of toxic, reactive, flammable, or explo-

sive chemicals. Standard Number CFR 1910.119 contains

requirements for preventing or minimizing the consequences

of catastrophic releases of toxic, reactive, flammable, or

explosive chemicals. It establishes procedures for PSM that

will protect employees by preventing or minimizing the

consequences of chemical accidents involving highly haz-

ardous chemicals. The requirements in this standard are

intended to eliminate or mitigate the consequences of such

releases.

PSM applies to a process involving a chemical at or

above the specified threshold quantities listed in 1910.119,

Appendix A, and also listed in Table 2.9. The requirements

of the rule are also applicable to processes that involve a

flammable liquid or gas on-site, in one location, in a quantity

of 10,000 lb or more, except for hydrocarbon fuels used

solely for workplace consumption as a fuel, or flammable

liquids stored in atmospheric pressure tanks.

Process means any activity involving a highly hazardous

chemical including any use, storage, manufacturing,

handling, or the on-site movement of such chemicals, or

combination of these activities. For purposes of this defini-

tion, any group of vessels that are interconnected and sepa-

rate vessels which are located such that a highly hazardous

chemical could be involved in potential release shall be

considered a single process.

The PSM elements required by 29 CFR Part 1910.119 are

briefly described in the following.

Employee participation: Employers must develop a written

plan of action for how they will implement employee partic-

ipation requirements. Employers must consult with

employees, affected contractors, and their representatives

on the conduct and development of process hazard analyses

and on other elements of the standard. They must have

access to information developed from the standard, includ-

ing process hazard analyses.

Process safety information: Employers must compile con-

siderable documented process safety information on the

hazards of chemicals used in a covered process as well as

information on the process technology and equipment before

conducting the process hazard analyses required by the

standard.

Process hazard analysis (PHA): Employers must perform an

analysis to identify, evaluate, and control hazards on pro-

cesses covered by this standard. The PHA shall be appropri-

ate to the complexity of the process and shall identify,

evaluate, and control the hazards involved in the process.

The OSHA standard specifies a number of issues that the

analysis must address, as well as requirements for who must

conduct the analysis, how often it must be performed, and

response to its findings. Methodologies that are appropriate

include:

• What-if

• Checklists

• What-if/checklist

• HAZOP Study

• Failure Mode and Effects Analysis (FMEA)

• Fault tree analysis

The selection of a PHA methodology or technique will be

influenced by many factors including the amount of existing

knowledge about the process. All PHA methodologies are

subject to certain limitations. The team conducting the PHA

needs to understand the methodology that is going to be

used. A PHA team can vary in size from two people to a

number of people with varied operational and technical

backgrounds. Some team members may only be a part of

the team for a limited time. The team leader needs to be fully

knowledgeable in the proper implementation of the PHA

methodology that is to be used and should be impartial in

the evaluation. The other full- or part-time team members

need to provide the team with expertise in areas such as

process technology, process design, operating procedures,

and practices.

Standard Number: 1910.119 Appendix A (on the Internet).

This is a listing of toxic and reactive highly hazardous

chemicals that present a potential for a catastrophic event at

or above the threshold quantity.

Operating procedures: Employers must develop and imple-

ment written operating instructions for safely conducting
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Table 2.9 List of highly hazardous chemicals, toxics, and reactive chemicals (mandatory)

Chemical name CASa Threshold quantity

Acetaldehyde 75–07–0 2,500

Acrolein (2-Popenal) 107–02–8 150

Acrylyl chloride 814–68-6 250

Allyl chloride 107-05-1 1,000

Allylamine 107–11–9 1,000

Alkylaluminum Varies 5,000

Ammonia, anhydrous 7664–41–7 10,000

Ammonia solutions (greater than 44% ammonia by weight) 7664–41–7 15,000

Ammonium perchlorate 7790–98–9 7,500

Ammonium permanganate 7787–36–2 7,500

Arsine (also called arsenic hydride) 7784–42–1 100

Bis(chloromethyl) ether 542–88–1 100

Boron trichloride 10294–34–5 2,500

Boron trifluoride 7637–07–2 250

Bromine 7726–95–6 1,500

Bromine chloride 13863–41–7 1,500

Bromine pentafluoride 7789–30–2 2,500

Bromine trifluoride 7787–71–5 15,000

3-Bromopropyne (also called propargyl bromide) 106–96–7 100

Butyl hydroperoxide (tertiary) 75–91–2 5,000

Butyl perbenzoate (tertiary) 614–45–9 7,500

Carbonyl chloride (see Phosgene) 75–44–5 100

Carbonyl fluoride 353–50–4 2,500

Cellulose nitrate (concentration greater than 12.6% nitrogen) 9004–70–0 2,500

Chlorine 7782–50–5 1,500

Chlorine dioxide 10049–04–4 1,000

Chlorine pentrafluoride 13637–63–3 1,000

Chlorine trifluoride 7790–91–2 1,000

Chlorodiethylaluminum(also called diethylaluminum chloride) 96–10–6 5,000

1-chloro-2, 4-dinitrobenzene 97–00–7 5,000

Chloromethyl methyl ether 107–30–2 500

Chloropicrin 76–06–2 500

Chloropicrin and methyl Bromide mixture None 1,500

Chloropicrin and methyl Chloride mixture None 1,500

Commune hydroperoxide 80–15–9 5,000

Cyanogen 460–19–5 2,500

Cyanogen chloride 506–77–4 500

Cyanuric fluoride 675–14–9 100

Diacetyl peroxide (concentration greater than 70%) 110–22–5 5,000

Diazomethane 334–88–3 500

Dibenzoyl peroxide 94–36–0 7,500

Diborane 19287–45–7 100

Dibutyl peroxide (tertiary) 110–05–04 5,000

Dichloro acetylene 7572–29–4 250

Dichlorosilane 4109–96–0 2,500

Diethylzinc 557–20–0 10,000

Diisopropyl peroxydicarbonate 105–64–6 7,500

Dilauroyl peroxide 105–74–8 7,500

Dimethyldichlorosilane 75–78–5 1,000

Dimethylhydrazine, 1,1- 57–14–7 1,000

Dimethylamine, anhydrous 124–40–3 2,500

2,4-dinitroaniline 97–02–9 5,000

Ethyl methyl ketone peroxide (also methyl ethyl ketone peroxide; concentration greater than 60%) 1338–23–4 5,000

(continued)
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Table 2.9 (continued)

Chemical name CASa Threshold quantity

Ethyl nitrite 109–95–5 5,000

Ethylamine 75–04–7 7,500

Ethylene fluorohydrin 371–62–0 100

Ethylene oxide 75–21–8 5,000

Ethyleneimine 151–56–4 1,000

Fluorine 7782–41–4 1,000

Formaldehyde (formalin) 50–00–0 1,000

Furan 110–00–9 500

Hexafluoroacetone 684–16–2 5,000

Hydrochloric acid, anhydrous 7647–01–0 5,000

Hydrofluoric acid, anhydrous 7664–39–3 1,000

Hydrogen bromide 10035–10–6 5,000

Hydrogen chloride 7647–01–0 5,000

Hydrogen cyanide, anhydrous 74–90–8 1,000

Hydrogen fluoride 7664–39–3 1,000

Hydrogen peroxide (52% by weight or greater) 7722–84–1 7,500

Hydrogen selenide 7783–07–5 150

Hydrogen sulfide 7783–06–4 1,500

Hydroxylamine 7803–49–8 2,500

Iron, pentacarbonyl 13463–40–6 250

Isopropylamine 75–31–0 5,000

Ketene 463–51–4 100

Methacrylaldehyde 78–85–3 1,000

Methacryloyl chloride 920–46–7 150

Methacryloyloxyethyl isocyanate 30674–80–7 100

Methyl acrylonitrile 126–98–7 250

Methylamine, anhydrous 74–89–5 1,000

Methyl bromide 74–83–9 2,500

Methyl chloride 74–87–3 15,000

Methyl chloroformate 79–22–1 500

Methyl ethyl ketone peroxide (concentration greater than 60%) 1338–23–4 5,000

Methyl fluoroacetate 453–18–9 100

Methyl fluorosulfate 421–20–5 100

Methyl hydrazine 60–34–4 100

Methyl iodide 74–88–4 7,500

Methyl isocyanate 624–83–9 250

Methyl mercaptan 74–93–1 5,000

Methyl vinyl ketone 79–84–4 100

Methyltrichlorosilane 75–79–6 500

Nickel carbonly (nickel tetracarbonyl) 13463–39–3 150

Nitric acid (94.5% by weight or greater) 7697–37–2 500

Nitric oxide 10102–43–9 250

Nitroaniline (para)

Nitroaniline 100–01–6 5,000

Nitromethane 75–52–5 2,500

Nitrogen dioxide 10102–44–0 250

Nitrogen oxides (NO; NO(2); N2O4; N2O3) 10102–44–0 250

Nitrogen tetroxide (also called nitrogen peroxide) 10544–72–6 250

Nitrogen trifluoride 7783–54–2 5,000

Nitrogen trioxide 10544–73–7 250

Oleum (65–80% by weight; also called fuming sulfuric acid) 8014–94–7 1,000

Osmium tetroxide 20816–12–0 100

Oxygen difluoride (fluorine monoxide) 7783–41–7 100

(continued)
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activities involved in each covered process consistent with

the process safety information. The written procedures must

address steps for each operating phase, operating limits,

safety and health considerations, and safety systems and

their functions. Included must be normal operation, startup,

shutdown, emergency operations, and other operating

parameters.

Training: The proposal requires training for employees

involved in covered processes. Initial training requires all

employees currently involved in each process, and all

employees newly assigned, be trained in an overview of the

process and its operating procedures. Refresher training shall

be provided at least every 3 years, and more often if necessary,

to each employee involved in the process. After training,

employees must ascertain that workers have received and

understood the training.

Contractors: Employers must inform contract employees

prior to the initiation of the contractor’s work of the known

potential fire, explosion, or toxic release hazards related to

the contractor’s work and the process. Contract employees

and host employers must ensure that contract workers are

trained in the work practices necessary to perform their jobs

safely and are informed of any applicable safety rules of the

facility work and the process.

Pre-startup safety review: Employers must perform a pre-

startup safety review for new facilities and for modified

facilities when the modification is significant enough to

require a change in the process safety information. The

safety review shall confirm that prior to the introduction of

highly hazardous chemicals to a process:

1. Construction and equipment is in accordance with design

specifications.

Table 2.9 (continued)

Chemical name CASa Threshold quantity

Ozone 10028–15–6 100

Pentaborane 19624–22–7 100

Peracetic acid (concentration greater 60% acetic acid; also called peroxyacetic acid) 79–21–0 1,000

Perchloric acid (concentration greater than 60% by weight) 7601–90–3 5,000

Perchloromethyl mercaptan 594–42–3 150

Perchloryl fluoride 7616–94–6 5,000

Peroxyacetic acid (concentration greater than 60% acetic acid; also called peracetic acid) 79–21–0 1,000

Phosgene (also called carbonyl chloride) 75–44–5 100

Phosphine (Hydrogen phosphide) 7803–51–2 100

Phosphorus oxychloride (also called phosphoryl chloride) 10025–87–3 1,000

Phosphorus trichloride 7719–12–2 1,000

Phosphoryl chloride (also called phosphorus oxychloride) 10025–87–3 1,000

Propargyl bromide 106–96–7 100

Propyl nitrate 627–3– 2,500

Sarin 107–44–8 100

Selenium hexafluoride 7783–79–1 1,000

Stibine (antimony hydride) 7803–52–3 500

Sulfur dioxide (liquid) 7446–09–5 1,000

Sulfur pentafluoride 5714–22–7 250

Sulfur tetrafluoride 7783–60–0 250

Sulfur trioxide (also called sulfuric anhydride) 7446–11–9 1,000

Sulfuric anhydride (also called sulfur trioxide) 7446–11–9 1,000

Tellurium hexafluoride 7783–80–4 250

Tetrafluoroethylene 116–14–3 5,000

Tetrafluorohydrazine 10036–47–2 5,000

Tetramethyl lead 75–74–1 1,000

Thionyl chloride 7719–09–7 250

Trichloro (chloromethyl) silane 1558–25– 100

Trichloro (dichlorophenyl) silane 27137–85–5 2,500

Trichlorosilane 10025–78–2 5,000

Trifluorochloroethylene 79–38–9 10,000

Trimethyoxysilane 2487–90–3 1,500

aChemical abstract service number
bThreshold quality in pounds (amount necessary to be covered by this standard)
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2. Safety, operating, maintenance, and emergency

procedures are in place and are adequate.

3. For new facilities, a PHA has been performed and

recommendations have been resolved or implemented

before startup.

4. Modified facilities meet the requirements contained in

management of change.

Mechanical integrity: Employers must ensure the initial and

on-going integrity of process equipment by determining that

the equipment is designed, installed, and maintained prop-

erly. The standard requires testing and inspection of equip-

ment, quality assurance checks of equipment, spare parts and

maintenance materials, and correction of deficiencies. The

following process equipment is targeted in this proposal:

pressure vessels and storage tanks; piping systems (includ-

ing valves); relief and vent systems and devices; emergency

shutdown systems; controls, and pumps.

Hot work permit: Employers must have a hot work program

in place and issue a permit for all hot work operations

conducted on or near a covered process.

Management of change: Employers must establish and imple-

ment written procedures to manage changes (except for

“replacements in kind”) to process chemicals, technology,

equipment, and procedures; and, changes to facilities that

affect a covered process. Employees involved in operating a

process and maintenance and contract employees whose tasks

will be affected by a change in the process shall be informed

of, and trained in, the change prior to startup of the process or

affected part of the process. The procedures shall ensure that

the necessary time period for the change and authorization

requirements for the proposed change are addressed.

Incident investigation: Employers must investigate each

incident that resulted in, or could reasonably have resulted

in a catastrophic release of highly hazardous chemical in the

workplace. An incident investigation shall be initiated as

promptly as possible, but not later than 48 h following the

incident. A report shall be prepared at the conclusion of the

investigation.

Although not stressed by the regulations, the objective of

the incident investigation should be the development and

implementation of recommendations to ensure the incident

is not repeated. This objective should apply not only to the

process involved, but also to all similar situations having the

same potential. In major incidents, the Chemical Safety

Board’s investigation of reports serves as a vehicle to com-

municate to a much broader audience than the organizations

that had the incident.

Emergency planning and response: Employers must establish

and implement an emergency action plan for the entire plant in

accordance with the provisions of OSHA’s emergency action

plan to meet the minimum requirements for emergency

planning. This is the only element of PSM that must be carried

out beyond the boundaries of a covered process.

Compliance audits: Employers must certify that they have

evaluated compliance with the provisions of this section at

least every 3 years to verify that procedures and practices

developed under the standard are adequate and are being

followed. The compliance audit shall be conducted by at

least one person knowledgeable in the process. The

employer shall determine and document an appropriate

response to each of the findings of the compliance audit,

and document that deficiencies have been addressed.

Trade secrets: Employers must make all information neces-

sary to comply with the requirements of this section avail-

able to those persons responsible for compiling the process

safety information, developing process hazard analyses,

developing the operating procedures, those involved in inci-

dent investigations, emergency planning, and response and

compliance audits without regard to possible trade secret

status of such information. Nothing in this paragraph shall

preclude the employer from requiring the persons to whom

the information is made available to enter into confidential-

ity agreements not to disclose the information.

The above elements outline the programs required by

PSM. These programs are performance-type standards.

They spell out programs and choices and are not limited to

specific details. These elements have served to organize and

guide the process safety programs of all who are covered by

it. They have served to bring direction to training and

publications involving process safety. The AIChE’s Center

for Chemical Process Safety has publications and training

programs to support most of these elements.

Risk Management Plans

The EPA is charged primarily with the responsibility to

protect the public and the environment. One could regard

this as “outside the fence line.” Risk management plans

(RMPs) are required by the Environmental Protection

Agency (EPA). Since protecting the public and the environ-

ment is mainly an environmental issue rather than a safety

issue, this subject will be covered only briefly in this section.

Congress enacted Section 112(r) of the 1990 Clean Air

Act (CAA) to address the threat of catastrophic releases of
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chemicals that might cause immediate deaths or injuries in

communities. It requires owners and operators of covered

facilities to submit RMPs to the EPA. The final RMP rule

was published in 40 CFR 68 in the Federal Register on June

20, 1996. RMPs must summarize the potential threat of

sudden, large releases of certain dangerous chemicals and

facilities’ plans to prevent such releases and mitigate any

damage.

Operators of facilities that are subject to the EPA’s RMP

must perform offsite consequence analyses to determine

whether accidental releases from their processes could put

nearby populations at risk. In performing a consequence anal-

ysis it is assumed that all or part of a hazardous substance

escapes from a process at a given facility. It is then estimated

how far downwind hazardous gas concentrations may extend.

Facilities that must prepare and submit RMPs must esti-

mate the offsite consequences of accidental releases. This

can be done using tables (such as those provided in CAA 112

(r) Offsite Consequence Analysis) or a computerized model.

There are a number of commercially available computer

models. Submitters are expected to choose a tool that is

appropriate for their facility.

The owners and operators of stationary sources produc-

ing, processing, handling, or storing of extremely hazardous

substances have a general duty to identify hazards that may

result from an accidental release This includes agents that

may or may not be identified by any government agency

which may cause death, injury, or property damage. In other

words, just because a substance is not listed is not an excuse

to fail to consider its hazards.

This section with its emphasis on Process Safety does not

cover the considerable other safety, design, and operating

requirements of other chemical-related regulations. Many of

these requirements also include national codes as guidelines

or as adopted regulations. Examples of these are in the

American Society of Mechanical Engineers (ASME) 2001
Boiler Pressure Vessel Code, the National Fire Protection

Association (NFPA) which covers a wide range of fire safety

issues and the American Petroleum Institute (API)

Recommended Practice 520, Sizing, Selection, and Installa-

tion of Pressure Relieving Devices in Refineries.

An extremely hazardous substance is any agent that may

or may not be listed by any government agency which, as the

result of short-term exposures associated with releases to the

air, cause death, injury, or property damage due to its toxic-

ity, reactivity, flammability, volatility, or corrosivity.

Toxics Release Inventory

Two statutes, the Emergency Planning and Community

Right-to-Know Act (EPCRA) and Section 6607 of the

Pollution Prevention Act (PPA), mandate that a publicly

accessible toxic chemical database be developed and

maintained by the US EPA. This database, known as the

Toxics Release Inventory (TRI), contains information

concerning waste management activities and the release

of toxic chemicals by facilities that manufacture, process,

or otherwise use these materials. The TRI of 1999 is a

publicly available database containing information on

toxic chemical releases and other waste management

activities that are reported annually by manufacturing

facilities and facilities in certain other industry sectors, as

well as by federal facilities. The TRI program is now under

the EPA’s Office of Environmental Information. This

inventory was established under the EPCRA of 1986

which was enacted to promote emergency planning, to

minimize the effects of chemical accidents, and to provide

the public. As of November 2001, there were 667 toxic

chemicals and chemical compounds on the list.

Hazardous Waste Operations and Emergency
Response Standard

The Hazardous Waste Operations and Emergency Response

(HAZWOPER) standard, 29 CFR Part 1910.120, applies to

five distinct groups of employers and their employees. This

includes any employees who are exposed or potentially

exposed to hazardous substances—including hazardous

waste—and who are engaged in one of the following

operations as specified by 1910.120:

• Clean-up operations

• Corrective actions

• Voluntary clean-up operations

• Operations involving hazardous wastes

• Emergency response operations for releases of, or sub-

stantial threats of release of, hazardous substances regard

less of the location of the hazard.

In addition, with the passage of the Pollution Prevention

Act (PPA) in 1991, facilities must report other waste man-

agement amounts including the quantities of TRI chemicals

recycled, combusted for energy recovery, and treated on-

and offsite.

More Information

For more information on Regulations, the books, magazine

articles, and Internet references in the reference section can

be very helpful. Following the requirements of the many

aspects of Regulations can be quite complicated and involve

a lot of detail. There is a considerable amount of good

assistance available which help can make the subject

manageable.
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The Principal Reason for Most Chemical
Process Accidents

Ask any group of people experienced in chemical plant

operations what causes most chemical process accidents,

and you will get a variety of answers including: operator

error, equipment failure, poor design, act of God, and bad

luck. However, in the opinion of representatives of many of

the large chemical and oil companies in the United States,

these answers are generally incorrect. The Center for

Chemical Process Safety, an organization sponsored by

the American Institute of Chemical Engineers, includes

representatives of many of the largest chemical and oil

companies in the United States and the world, and states

that “It is an axiom that process safety incidents are the

result of management system failure.” Invariably, some

aspect of a process safety management system can be

found that, had it functioned properly, could have

prevented an incident (or reduced the seriousness of it).

“It is a rare situation where an “Act of God” or other

uncontrollable event is the sole cause of an incident.

Much more common is the situation where an incident is

the result of multiple causes, including management system

failures. Therefore, it is more appropriate to presume that

management system failures underlie every incident so that

we may act to uncover such failures and then modify the

appropriate management systems, rather than presume that

if an “Act of God” appears to be the immediate cause,

investigation should cease because there is nothing that

can be done to prevent such future incidents” [17].

For example, consider a case where a small amount of

hazardous material is spilled while a sample is being taken

from a process line. It is not enough to look into the situation

and conclude that this is an example of an operator error

where procedures were not followed, and then simply to

recommend that the employee be instructed to follow

procedures in the future. Further investigation may reveal

deficiencies in the training system or in the equipment. Still

more investigation may reveal deficiencies in the manage-

ment system that plans resources for training or that provides

for proper equipment for sampling. It then may be appropri-

ate to change the management system to prevent repetition

of the incident.

Levels of Causes

There are several levels of causes of accidents, usually (1)

the immediate cause, (2) contributing causes to the accident

or to the severity of the accident, and (3) the “root cause.”

The root cause is what really caused the accident, and when

this is determined, it may be possibly to prevent future

similar accidents. With the 20–20 hindsight that is available

after an accident, the root cause usually can be found. The

purpose of the discussion in the next section is to illustrate

how knowledge about the root causes of some important

accidents can help to keep them from happening again. It

will be noted that the root cause is rarely the fault of one

person, but instead is the result of a management system that

does not function properly.

Following are brief analyses of several case histories that

have been of landmark importance in the industrial world,

and that have affected the chemical industry all over the

world.

Case Histories

Flixborough, England 1974 [19]

On June 1, 1974, an accident occurred in the Nypro plant in

Flixborough, England, in a process where cyclohexane was

oxidized to cyclohexanone for the manufacture of caprolac-

tam, the basic raw material for the production of Nylon 6.

The process consisted of six reactors in series at 155�C and

8.8 bar (130 psig) containing a total of 120 t of cyclohexane

and a small amount of cyclohexanone. The final reactor in

the process contained 94% cyclohexane. There was a mas-

sive leak followed by a large UVCE and fire that killed 26

people, injured 36 people, destroyed 1,821 houses, and dam-

aged 167 shops. It was estimated that 30 t of cyclohexane

was involved in the explosion. The accident occurred on

Saturday; on a working day, casualties would have been

much higher.

The accident happenedwhen the plant had to replace one of

six reactors and rushed to refit the plant to bypass the disabled

reactor. Scaffolding was jerry-rigged to support a 20-in. pipe

connecting reactor four with reactor six, which violated indus-

try and the manufacturer’s recommendations. The reactor that

failed showed stress crack corrosion. The only drawings for

the repair were in chalk on the machine shop floor. Both ends

of the 20-in. pipe had expansion joints where they attached to

the reactors. The pipe was supported on scaffolding-type

supports and was offset with a “dog-leg” to fit the reactors,

which were at different levels to promote gravity flow. The

safety reviews, if any, were insufficient.

Immediate cause: A pipe replacing a failed reactor failed,

releasing large quantities of hot cyclohexane forming a

vapor cloud that ignited.

Contributing causes to the accident and the severity of

the accident:
1. The reactor failed without an adequate check on why

(metallurgical failure).
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2. The pipe was connected without an adequate check on its

strength and on inadequate supports.

3. Expansion joints (bellows) were used on each end of pipe

in a “dog-leg” without adequate support, contrary to the

recommendations of the manufacturer.

4. There was a large inventory of hot cyclohexane under

pressure.

5. The accident occurred during startup.

6. The control room was not built with adequate strength,

and was poorly sited.

7. The previous works engineer had left and had not been

replaced. According to the Flixborough Report, “There

was no mechanical engineer on site of sufficient

qualification, status or authority to deal with complex

and novel engineering problems and insist on necessary

measures being taken.”

8. The plant did not have a sufficient complement of experi-

enced people, and individuals tended to be overworked

and liable to error.

Root cause: Management systems deficiencies resulted in:

1. A lack of experienced and qualified people

2. Inadequate procedures involving plant modifications

3. Regulations on pressure vessels that dealt mainly with

steam and air and did not adequately address hazardous

materials

4. A process with a very large amount of hot hydrocarbons

under pressure and well above its flash point installed in

an area that could expose many people to a severe hazard

This accident resulted in significant changes in England

and the rest of the world in the manner in which chemical

process safety is managed by industry and government. One

of the conclusions reached as a result of this accident, which

has had a wide effect in the chemical industry, is that

“limitations of inventory (or flammable materials) should

be taken as specific design objectives in major hazard

installations.”

The use of expansion joints (bellows, in this case) which

were improperly installedmay have been a principal reason for

the accident. This provides additional reasons not to use expan-

sion joints (except in special exceptional circumstances).

Bhopal, 1985 (C&EN Feb 11, 1985;
Technica 1989 [41])

On December 3 and 4, 1985, a chemical release causing a

massive toxic gas cloud occurred at the Union Carbide India,

Ltd, plant in Bhopal, India. (Union Carbide is now a part of

The Dow Chemical Company.) The process involved used

methyl isocyanate (MIC), an extremely toxic chemical, to

make Sevin, a pesticide. According to various authoritative

reports, about 1,700–2,700 (possibly more) people were

killed, 50,000 people were affected seriously, and

1,000,000 people were affected in some way. The final

settlement may involve billions of dollars. It was one of

the worst industrial accidents in history. The accident

occurred when about 120–240 gal of water were allowed to

contaminate an MIC storage tank. The MIC hydrolyzed,

causing heat and pressure, which in turn caused the tank

rupture disk to burst.

Equipment designed to handle an MIC release included a

recirculating caustic soda scrubber tower and a flare system

designed for 10,000 lb/h, which would be moderate flows

from process vents. It was not designed to handle runaway

reactions from storage. The design was based on the assump-

tion that full cooling would be provided by the refrigeration

system. The actual release was estimated to be 27,000 lb

over 2 h, with the tank at 43�C. At the time of the release the

refrigeration had been turned off. The flare tower was shut

down for repairs. A system of pressurized sprinklers that was

supposed to form a water curtain over the escaping gases

was deficient, in that water pressure was too low for water to

reach the height of the escaping gas.

There have been conflicting stories of how the water got

into the tank, including operator error, contamination, and

sabotage.

Immediate cause: The immediate cause was hydrolysis of

MIC due to water contamination. The exact source of the

water has not been determined.

Contributing causes

1. Flare tower was shut down for repair.

2. Scrubber was inadequate to handle a large release.

3. Chilling system was turned off. (It also was too small.)

4. MIC tank was not equipped with adequate

instrumentation.

5. Operating personnel lacked knowledge and training.

6. The inventory of MIC was large.

7. There was a lack of automatic devices and warning

systems; it has been reported that safety systems had to

be turned on manually.

8. When the plant was built, over 20 years before the acci-

dent, there were very few people near it. At the time of the

accident, a shanty town had grown up near the plant with

a density of 100 people per acre, greatly increasing the

potential exposure of people to toxic releases. There was

no emergency action plan to notify neighbors of the

potential for toxic releases or of what to do if there was

a release, nor was there a functioning alarm system.

Root cause: The root cause of the accident appears to be a

management system that did not adequately respond to the

potential hazards of MIC. There was probably a greater
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inventory of MIC than was needed. The main process exper-

tise was in the United States. Local management does not

appear to have understood the process or the consequences

of changes made. This includes plant design, maintenance

and operations, backup systems, and community responsi-

bility. (Union Carbide has provided legal arguments alleging

that sabotage caused the release; there appears to be enough

blame to go around for all those involved in any way in the

plant, including government units.)

This accident has become widely known. It is an objective

of many chemical process safety programs and government

actions to “avoid another Bhopal”—that is, to avoid a severe

release of toxic chemicals (usually referring to toxic chemicals

in the air). Almost every chemical company in the world has

been affected by this incident in one way or another, in the

design and operation of chemical plants, in community action

programs, and in the activities of such organizations as the

American Institute of Chemical Engineers, the Chemical

Manufacturers Association (now the American Chemistry

Council), and many governmental units.

Phillips Explosion, 1989 [37]

On October 23, 1989, at approximately 1,300, an explosion

and fire ripped through the Phillips 66 Company’s Houston

Chemical Complex in Pasadena, Texas. At the site, 23

workers were killed, and more than 130 were injured. Prop-

erty damage was nearly $750 million. Business interruption

cost is not available but is probably a very large figure.

The release occurred during maintenance operations on a

polyethylene reactor. Two of the six workers on the mainte-

nance crews in the immediate vicinity of the reactor leg

where the release occurred were killed, together with 21

other employees of the facility. Debris from the plant was

found 6 miles from the explosion site. Structural steel beams

were twisted like pretzels by the extreme heat. Two polyeth-

ylene production plants covering an area of 16 acres were

completely destroyed.

The Phillips complex produces high-density polyethyl-

ene, which is used to make milk bottles and other containers.

Prior to the accident, the facility produced approximately 1.5

billion pounds of the material per year. It employed 905

company employees and approximately 600 daily contract

employees. The contract employees were engaged primarily

in regular maintenance activities and new plant construction.

The accident resulted from a release of extremely flam-

mable process gases that occurred during regular mainte-

nance operations on one of the plant’s polyethylene reactors.

It is estimated that within 90–120 s more than 85,000 lb of

flammable gases were released through an open valve. A

huge flammable vapor cloud was formed that came into

contact with an ignition source and exploded with the energy

of 4,800 lb of TNT. The initial explosion was equivalent to

an earthquake with a magnitude of 3.5 on the Richter scale.

A second explosion occurred 10–15 min later when two

isobutane tanks exploded. Each explosion damaged other

units, creating a chain reaction of explosions. One witness

reported hearing ten separate explosions over a 2-h period.

In the process used by Phillips at this site to produce high-

density polyethylene, ethylene gas is dissolved in isobutane

and, with various other chemicals added, is reacted in long

pipes under elevated pressure and temperature. The

dissolved ethylene reacts with itself to form polyethylene

particles that gradually come to rest in settling legs, where

they are eventually removed through valves at the bottom.

At the top of the legs there is a single ball valve (DEMCO®

brand) where the legs join with other reactor pipes. The

DEMCO valve is kept open during production so that the

polyethylene particles can settle into the leg. A typical

piping settling leg arrangement is shown in Fig. 2.16.

In the Phillips reactor, the plastic material frequently

clogged the settling legs. When this happened, the

DEMCO valve for the blocked leg was closed, the leg

disassembled, and the block removed. During this particular

Fig. 2.16 Typical piping settling leg arrangement
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maintenance process, the reactor settling leg was

disassembled and the block of polymer removed. While

this maintenance process was going on, the reaction

continued, and the product settled in the legs that remained

in place. If the DEMCO valve were to open during a

cleaning-out operation, there would be nothing to prevent

the escape of the gas to the atmosphere.

After the explosion it was found that the DEMCO valve

was open at the time of the release. The leg to be cleaned had

been prepared by a Phillips operator. The air hoses that

operated the DEMCO valve were improperly connected in

a reversed position such that a closed DEMCO valve would

be opened when the actuator was in the closed position. In

addition, the following unsafe conditions existed:

1. The DEMCO valve did not have its lock out device in

place.

2. The hoses supplied to the valve actuator mechanism

could be connected at any time even though the Phillips

operating procedure stipulated that the hoses should

never be connected during maintenance.

3. The air hoses connecting the open and closed sides of the

valve were identical, thus allowing the hoses to be cross-

connected and permitting the valve to be opened when the

operator intended to close it.

4. The air supply valves for the actuator mechanism air

hoses were in the open position so that air would flow

and cause the actuator to rotate the DEMCO valve when

the hoses were connected.

5. The DEMCO valve was capable of being physically

locked in the open position as well as in the closed

position. The valve lockout system was inadequate to

prevent someone from inadvertently opening the

DEMCO valve during a maintenance procedure.

Established Phillips corporate safety procedures and

standard industry practice require back-up protection in

the form of a double valve or blind flange insert whenever

a process or chemical line in hydrocarbon service is

opened. According to OSHA, Phillips had implemented a

special procedure for this maintenance operation that did

not incorporate the required backup. Consequently, none

was used on October 23.

The consequences of the accident were exacerbated by

the lack of a water system dedicated to fire fighting, and by

deficiencies in the shared system. When the process water

system was extensively damaged by the explo-sion, the

plant’s water supply for fighting fires was also disrupted.

The water pressure was inadequate for fire fighting. The

force of the explosion ruptured water-lines and adjacent

vessels containing flammable and combustible materials.

The ruptured water lines could not be isolated to restore

water pressure because the valves to do so were engulfed

in flames. Of the three backup diesel pumps, one had been

taken out of service and was unavailable, and another soon

ran out of fuel. It was necessary to lay hoses to remote

sites—settling ponds, a cooling tower, a water treatment

plant, and so on. Electric cables supplying power to regular

service pumps were damaged by fire, and those pumps were

rendered inoperable. Even so, the fire was brought under

control within 10 h.

In the months preceding the explosion, according to testi-

mony, there had been several small fires, and the alarm had

sounded as many as four or five times a day. There had been a

fatalityat the sameplantdoinga similaroperationabout3months

before this incident. Some of the employees in the areawhere the

release occurred may not have heard the siren because of the

ambient noise level, and may not have known of the impending

disaster. Employees in the immediate area of the release began

running as soon as they realized the gas was escaping.

The large number of fatalities was due in part to the

inadequate separation between buildings in the complex.

The site layout and the proximity of normally high-

occupancy structures, such as the control and finishing build-

ing, to large-capacity reactors and hydrocarbon vessels

contributed to the severity of the event.

The distances between process equipment were in viola-

tion of accepted engineering practices and did not allow

personnel to leave the polyethylene plants safely during the

initial vapor release; nor was there sufficient separation

between reactors and the control room to carry out emer-

gency shutdown procedures. The control room, in fact, was

destroyed by the initial explosion. Of the 22 victims’ bodies

recovered at the scene, all were located within 250 ft of the

vapor release point.

OSHA’s investigation revealed that a number of com-

pany audits had identified unsafe conditions but largely had

been ignored. Thus, a citation for willful violations of the

OSHA “general duty” clause was issued to Phillips with

proposed penalties of $5,660,000. In addition, proposed

penalties of $6,200 were issued for other serious violations.

A citation for willful violations with proposed penalties of

$724,000 was issued to Fish Engineering and Construction, a

Phillips maintenance contractor. Other financial penalties

have been proposed. In the investigation it became apparent

that Fish had become accustomed to tolerating safety and

health violations at the site by its personnel and Phillips

personnel, as well as participating in those violations by

knowing about them and not taking direct positive action

to protect its employees.

Since 1972, OSHA has conducted 92 inspections in the

Dallas region at various Phillips locations; 24 were in

response to a fatality or a serious accident. OSHA deter-

mined that Phillips had not acted upon reports by its own

safety personnel and outside consultants who had pointed

out unsafe conditions. OSHA also had conducted 44

inspections of the Fish Company, seven of them in response

to a fatality or a serious accident.
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One of the major findings by OSHA was that Phillips had

not conducted a PHA or equivalent (such as HAZOP) in its

polyethylene plants.

Immediate cause: There was a release of flammable process

gases during the unplugging of Number 4 Reactor Leg on

Reactor 6 while undergoing a regular maintenance proce-

dure by contractor employees. The unconfined flammable

vapor cloud was ignited and exploded with devastating

results.

The immediate cause of the leak was that a process valve

was opened by mistake while the line was open. The valve

was open to the atmosphere without a second line of defense

such as another valve or a blind flange.

Contributing causes to the accident and the severity of the
accident.

1. Procedures to require backup protection in the form of a

double valve or a blind flange insert were not used. The

lockout system was inadequate.

2. Air hoses were improperly connected in the reversed

position.

3. The air hoses for the open and closed side of the valve

were identical, allowing the hoses to be cross-connected.

4. The DEMCO valve actuator mechanism did not have its

lockout device in place.

5. There was not a water system dedicated to fire fighting, and

there were deficiencies in the system shared with the

process.

6. The site layout and proximity of high-occupancy

structures contributed to the severity.

7. There was inadequate separation of buildings within the

complex. Especially, there was inadequate spacing

between the reactors and the control room.

Root causes: The root causes of the accident and its extreme

severity appear to be failures of the management system, as

shown by the following: [37]

1. According to OSHA, Phillips had not conducted a PHA

or equivalent (such as HAZOP) in its polyethylene plants.

2. It was found by OSHA that the contractor, Fish Engi-

neering, had a history of serious and willful violations of

safety standard, which Phillips had not acted upon. The

same contractor also had been involved in a fatal acci-

dent at the same facility 3 months earlier.

3. A report by OSHA stated that Phillips had not acted upon

reports issued previously by the company’s own safety

personnel and outside consultants. Phillips had numerous

citations from OSHA since July 1972. OSHA discovered

internal Phillips documents that called for corrective

action but which were largely ignored.

4. Safe operating procedures were not required for opening

lines in hazardous service.

5. An effective safety permit system was not enforced with

Phillips or contractor employees, especially line opening

and hot work permits.

6. Buildings containing personnel were not separated from

process units in accordance with accepted engineering

principles, or designed with enough resistance to fire

and explosion.

7. The fire protection system was not maintained in a state

of readiness:

(a) One of the three diesel-powered water pumps had

been taken out of service.

(b) Another of the three diesel-powered water pumps

was not fully fueled, and it ran out of fuel during

the fire fighting.

(c) Electric cables supplying power to regular service fire

pumps were not located underground and were

exposed to blast and fire damage.

Summary

As the tragic case histories illustrate, the importance of the

risk based process safety practices presented in this chapter

to prevent and mitigate potential catastrophic process safety

incidents in the future becomes alarmingly apparent, and the

necessity for risk based process design is clear. The case

histories also reveal significant flaws in the management

systems necessary to ensure that good process safety

practices are followed. Even a process designed according

to principals of process safety can be transformed into one

with a high potential for disaster if risk based process safety

management systems are not in place to ensure that good

process safety practices are followed throughout the life

cycle of the process.

Because there is always risk when equipment, instrumen-

tation, and human activity are involved, there is no way to

make a plant completely safe. However, facilities can be

made risk tolerant by careful examination of all aspects of

design and management, using modern techniques that are

now available. If the process safety performance and public

image of the chemical processing industries is to improve,

risk based process design coupled with risk based process

management is imperative.

In addition to the information presented in this chapter

and in the publications it has cited, references listed below

are recommended as appropriate source material.
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Managing an Emergency Preparedness Program 3
Thaddeus H. Spencer and James W. Bowman

Introduction

Prevention, Prediction, and Preparation

The preceding chapter explored many technical aspects of

chemical process safety and some safety management

systems that form the foundation of a comprehensive emer-

gency preparedness program. Clearly, the first step in prepar-

ing for emergencies is to identify and mitigate the conditions

that might cause them. This process starts early in the design

phase of a chemical facility, and continues throughout its life.

The objective is to prevent emergencies by eliminating

hazards wherever possible.

Although hazard elimination is the goal, experience has

taught us that guaranteed, failure-free designs and devices

have so far eluded human kind, despite astonishing advances

in knowledge and technology. Even the most “inherently

safe” chemical facility must prepare to control potentially

hazardous events that are caused by human or mechanical

failure, or by natural forces such as storms or earthquakes.

The process of careful, structured analysis and evaluation

used to eliminate hazards during design and construction

will also allow a chemical facility to accurately predict

unplanned events that may create emergencies, and to effec-

tively prepare to manage them should they occur. A com-

prehensive emergency preparedness program has all of these

elements: prevention, prediction, and preparation.

The fundamental need to predict and prepare for a failure

of some kind is familiar to everyone. Fortunately, most of

the failures that we encounter create little more than

inconveniences in our lives. Others have much more serious

potential. Such a failure can trigger an emergency, a term

that Webster defines as “an unforeseen combination of

circumstances or the resulting state that calls for immediate

action.” If the immediate action is ineffective, the emer-

gency will escalate to a full-blown crisis.

Certainly most if not all of us in our personal experiences

have had many opportunities to reconfirm the wisdom of the

admonition, “Plan for the best, but prepare for the worst.” As

a result, we prepare ourselves for human and mechanical

failure in a variety of ways, some so simple and familiar that

we scarcely are aware that we are managing a personal

emergency preparedness program.

To varying degrees, each of us has assessed our personal

vulnerability to a specific emergency and the potential

consequences to family and property. In some cases the

required immediate action may be minor, but elsewhere the

same combination of circumstances will demand significant

resources to avoid a crisis of major proportions. The loss of

household electric power in an urban condominium may

only turn out the light, but on a farm, where electricity

pumps the well water, milks the cows, refrigerates the pro-

duce, and irrigates the land, loss of power can bring disaster

to the unprepared.

In an industrial environment, the consequences of human

or mechanical failure can be far greater, even threatening the

lives of employees and neighbors. Therefore, emergency

prevention and preparedness efforts must have high priority,

receiving continuous attention from every employee, includ-

ing those at every level of management and supervision.

In the chemical industry, emergency preparedness

programs have long been recognized as vital elements in

protecting people, property, and the environment from

harm. Few chemical facilities are without an emergency

response plan (ERP). Still, when the alarms sound and the

emergency is real, the response often does not proceed as

planned. Too often, preparation for the unlikely event has

been inadequate. As a result, many chemical facility

managers are taking a fresh and critical look at their existing

emergency preparedness programs in cooperation with their
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communities, and placing a still higher priority on being truly

prepared for emergencies. This is consistent with the aggres-

sive approach to other aspects of safety management that has

made the chemical industry one of the safest industries.

Although the commitment to prevent the events that lead to

injuries and emergencies of all kinds remains the first priority

in safetymanagement, wemust “prepare for the worst.” In this

chapter we will explore how chemical facilities and their

neighbors can better predict and prepare for unplanned events
that threaten lives, property, and the environment—events that

call for immediate and coordinated action.

Need for Emergency Preparedness Programs

The need for more effective management of emergency

preparedness programs by chemical facilities and their host

communities became painfully clear to the world in the

1980s—a decade marred by tragic events linked to the man-

ufacture and distribution of chemical products. These events

revealed serious deficiencies, not only in training people to

react effectively during an emergency, but also in managing

the systems employed to identify, evaluate, and mitigate

hazards that may cause an emergency.

The chemical industry has vigorously responded to these

problems in a variety of ways. In some cases well before

thecrisis of the 1980s, individual chemical units took aggres-

sive action to increase the reliability of their operations, to

communicate these actions to their neighbors, and to involve

the communities in the process of emergency response

planning. This proactive interaction at the local level proved

fruitful in promoting the active partnership needed to solve

mutual problems and to respond to public concerns. In 1986,

these individual initiatives were institutionalized by the

industry in the Chemical Manufacturers Association’s

(now the American Chemistry Council [ACC]) “Community

Awareness/Emergency Response (CAER)” program, which

has in turn become a major element of the more recent

“Responsible Care” program.

The proven success of these activities provides a power-

ful reason for giving high priority to open and cooperative

management of an emergency preparedness program.

By implementing such a program, a chemical facility builds

important bridges to its neighbors and fosters positive

perceptions. Involving the host community provides an

opportunity to demonstrate a sincere commitment to the

protection of people and the environment, and a route to

the mutually profitable solution of real problems through

meaningful two-way communication with the public.

Much of what had been voluntary prior to 1986 became

law in the United States with the enactment of the

Superfund Amendments and Reauthorization Act (SARA).

The Emergency Planning and Community Right-to-Know

portions of the Act (known as Title III, or EPCRA) place

specific organizational, planning, communication, and train-

ing responsibilities on the public and private sectors, as do the

accidental release provisions of the Clean Air Act (CAA)

amendments enacted in 1990. Other laws, such as OSHA’s

29 CFR 1910.114, Process Safety Management of Highly

Hazardous Chemicals, also require ERPs. In addition, various

state and local regulations must be considered, understood,

and reflected in a complete emergency preparedness program.

These laws and regulations, which will be covered later in

this chapter, should be viewed as describing only the mini-

mum requirements. Beyond the legal and self-protective

reasons for chemical facilities to improve their management

of emergency response programs lie other important driving

forces. One of these is the moral and ethical responsibility to

employees and the public to work toward elimination of

events destructive to the quality of life. In practice, full

recognition of this responsibility requires actions in preven-

tion, prediction, and preparation that go beyond the letter of

the law.

The financial benefits of good emergency preparedness

programmanagement are important as well. Emergencies are

always expensive. Uncontrolled emergencies can become

financially devastating crises. Nervous communities, fearful

of the dangers dimly perceived through industrial fences, can

and have put some chemical operations out of business.

Creating and maintaining a comprehensive emergency pre-

paredness program does not come free. However, the invest-

ment is proving to be money well spent by most chemical

facilities.

Preventing and Predicting Emergencies:
Getting Started

The objective of a comprehensive emergency preparedness

program is the protection of people, property, and the envi-

ronment from unplanned hazardous events. Organizations

handling hazardous materials recognize that the process of

creating an effective program starts with the identification,

evaluation, reduction, and control of hazards (commonly

called risk management), and proceeds through the prepara-

tion, drilling, and maintenance of plans and procedures

designed to contain an emergency situation should one occur.

To assure an effective emergency preparedness program,

chemical facilities need to make periodic, formal assess-

ments of their vulnerability to and preparedness for

emergencies. Managers must be involved in developing and

monitoring key indicators that will help in assessing an

organization’s ability to prevent or deal with an emergency.

Awareness of any program weaknesses revealed by examin-

ing these indicators leads to corrective action to ensure that

the potential for incidents decreases, and emergency

108 T.H. Spencer and J.W. Bowman



preparedness improves. Sample checklists including some of

these key indicators are shown in Fig. 3.1.

Central to all emergency preparedness programs is a writ-

ten ERP. An ERP obviously is a key element of emergency

preparedness, yet it is only one procedural part of a system-

atic process that includes the following sequential steps:

Identify and evaluate hazards

Mitigate hazards wherever possible

Identify and evaluate remaining hazards

Identify and evaluate resources

Develop emergency procedures and ERP

Train facility personnel

Communicate plans to the public

Integrate with community ERPs

Conduct and critique drills

Review and revise ERPs

Do it again

The creation and maintenance of an ERP requires the

allocation of valuable resources, as well as strong leadership

from a manager. No one else in the organization has the

authority to commit the resources required. Only the power

of the manager’s office can overcome the organizational

inertia that is often encountered.

Many people do not like to “prepare for the worst.” They

may harbor sincere doubts about the value of planning for

events that they consider unlikely to occur. Some people are

complacent after years free of serious accidents, and hon-

estly believe that “It can’t happen here.” Others may be

concerned that an open discussion of potentially disastrous

events will needlessly upset employees and neighbors.

These and other “start-up” problems could make trouble

for a manager initiating (or reviving) an emergency pre-

paredness program.

Managers need to findways to stimulate employee interest

and enthusiasm in the planning process. This is best done

through the involvement of employees. One strategy that

minimizes problems is the early involvement of those

employees who serve as emergency responders in their

communities. Some of them have witnessed the tragic

consequences of failing to heed early danger signs and

Fig. 3.1 Emergency preparedness checklist
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being unprepared for events. Thus, they can be willing and

able catalysts in the emergency response planning process.

Open communication with all employees early in the

process is also important. Sharing objectives and encourag-

ing contributions stimulates thoughtful discussion, leads to

more complete hazard recognition and mitigation, and

ensures a greater chance of effective action when the emer-

gency alarms do sound. Armed with facts, employees acting

as informal ambassadors to the community can reduce the

potential for public alarm over a facility’s preparations to

deal with serious but low-probability events.

Hazard Identification and Mitigation

As shown in Fig. 3.2, emergency preparedness begins with

the identification and mitigation of hazards. When properly

done, the systematic analysis and evaluation of chemical

process hazards stimulate actions that eliminate the potential

for many emergency situations and pinpoint the situations

that remain. The direction of these analytical and corrective

efforts is an integral part of managing a comprehensive

emergency preparedness program.

Process Safety Management Team

Hazard identification and mitigation are the responsibility

of a facility’s line organization—the same people who are

responsible for all other organizational performance

parameters. However, a line organization often needs support

in identifying and mitigating complex chemical process

hazards, support that can be effectively provided through the

formation of a standing team functioning under themanager’s

direction. This team, called a Process Safety Management

Team (PSMT), includes representatives of each unit of a

facility from various levels of the organization. They meet

on a regular basis (usually monthly) and report frequently to

the manager on the status of their activities.

Identifying Hazards: PSR Teams

Supported by the PSMT, the line organization develops a

structured approach for performing process hazard analyses

on a repetitive basis. One effective way to do this is to

organize knowledgeable facility personnel into ad hoc Pro-

cess Safety Review (PSR) teams. These teams, supplemented

by outside specialists as required, are responsible for study-

ing all processes, identifying all potential hazards, and

recommending appropriate corrective or control measures.

The makeup of a PSR team is critical to the success of this

process. The effectiveness of the team depends on the skills,

knowledge, and cooperative effort of its members, and the

leadership ability of its chairperson. Each member must be

familiar with the process being studied, and have at least a

working knowledge of the basic engineering principles and

chemistry involved. The team should include supervisors

from operations and maintenance and a technical support

person. Knowledgeable process operators and maintenance

personnel would be valuable team members as well. Others

who could contribute to the team’s work include design

engineers, specialists in electrical and instrument systems,

safety engineers, reaction kinetics consultants, and equip-

ment vendors.

The selection and training of PSR team members must be

carefully monitored. Most managers make this the responsi-

bility of the standing PSMT, which also may assist a PSR

team in choosing the most appropriate hazards evaluation

method for a specific process.

Review Methods

There are many structured methods for carrying out effective

reviews of process hazards. The four most commonly used

methods are:

What if/checklist

Failure mode and effect analysis

Hazard and operability study (HAZOP)

Fault tree analysis

What If/Checklist. The most frequently used method of pro-

cess hazard review, the what if/checklist, is effective in

reviews of relatively uncomplicated processes from raw

materials to final product. The team formulates and answers

“What if?” questions at each handling or processing step to

evaluate the effects of component failures or procedural

errors. They use a checklist to ensure that all important

subjects are addressed. This method should be used as the

first step in all process hazard reviews.

Failure Mode and Effect Analysis. When the team studies a

specific item of equipment, such as a reaction vessel, they

often use the failure mode and effect analysis method. Its

semi-quantitative approach assists in prioritizing hazards.

HAZOP. The HAZOP procedure systematically questions

every part of a process to discover how deviations from

the intention of the design can occur, and to determine if

the consequences of such deviations are hazardous.

Fault Tree Analysis. Fault tree analysis, the most complex of

the commonly used methods, is employed to determine

the possible causes of a preselected undesired event. Through

the use of logic diagrams and failure rate data, the team can

make a quantitative evaluation of the frequency of the unde-

sired event.
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Recommendations and Reports

Regardless of the method used, the PSR team’s most impor-

tant responsibility is to alert management to serious hazards

that may have been overlooked or given inadequate atten-

tion. To fulfill this responsibility, a PSR team must take the

following steps:

1. Identify the hazards that could cause explosion, fire,

release of toxic materials, serious injury, or inappropriate

exposure to chemicals.

2. Evaluate the magnitude of the hazards for the areas of

probable involvement; the consequences of an event in

terms of injuries, environmental harm, and property dam-

age; and, qualitatively or quantitatively, the probability of

the hazards’ occurrence.

3. Develop practical recommendations to eliminate or con-

trol the hazards identified.

The PSR team reviews in detail up-to-date reference

material such as:

□ Architectural drawings

□ Equipment layout drawings

□ Process schematics

□ Instrument diagrams

□ Chemical and physical characteristics of process

materials

□ Equipment design specifications

• Operating procedures

□ Process conditions

□ Emergency shutdown procedures

When a facility has more than one chemical process,

the PSMT develops a priority order for reviews and

recommends a review frequency to the facility manager.

The frequency usually ranges from once every 2–3 years

for high-hazard-class processes such as explosives manufac-

ture or acetylene purification, to once every 5–7 years for

low-hazard-class processes such as alcohol purification,

steam generation, and operations involving combustible

materials.

Fig. 3.2 Elements of a comprehensive emergency preparedness program
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Changes not anticipated in the original design of

equipment often pose serious problems. Some examples of

such changes are:

□ Introduction of different raw materials

□ Changes in temperatures, pressures, speeds

□ Deterioration of equipment

At the completion of each PSR, the team prepares a

written report that defines needs, makes recommendations

to remedy problems, and recommends priorities for

the correction of deficiencies. Following review and

acceptance of the report, the facility manager assigns

responsibility for corrective action to the appropriate

operating personnel. The PSMT then assists the manager

in monitoring the status of the recommendations from

all PSRs.

Mitigating Hazards: Release Detection
and Mitigation

The release of flammable or toxic chemicals from uncon-

trolled pressure relief vents or as a result of equipment

failure may present a serious threat to employees or

neighbors who fail to guard against exposure. Every chemi-

cal facility must address this potential problem and prepare

to protect people from these hazards by working toward

reducing the potential hazard and its consequences. Typi-

cally, the line organization and PSR teams are responsible

for hazard mitigation. They conduct a hazard study that

includes the following activities:

1. Detailed appraisal of the potential for an accidental

release of toxic gas or vapor.

2. Evaluation of instruments and other methods for

detecting such leaks.

3. Provisions for rapid alerting of threatened personnel, and

for communicating with emergency responders.

4. Identification of buildings in which people might be

trapped by such a release.

5. Assessment of the capability of buildings or rooms to

prevent the infiltration of gas or vapor.

6. Evaluation of plans for building evacuations, including

the provision and maintenance of appropriate personal

protective equipment.

Early detection of a chemical leak is necessary in order to

limit its effect on people and the environment. The most

fundamental method for detecting a chemical release is the

systematic patrol of operating units by personnel trained to

recognize potentially hazardous vapors using odor or visual

observations. The frequency and scope of the patrols will

vary with the nature of the process equipment and materials;

however, every facility should have documented patrol

procedures in place.

When particularly hazardous vapors are present, the

patrol procedures should include special provisions to pro-

tect the patrollers from the fumes. For example, in facilities

producing or consuming hydrogen sulfide, operators may

carry emergency respiratory equipment to escape any unex-

pected fumes that they may encounter, and patrol in pairs or

individually, under constant surveillance.

Many chemical facilities supplement operator patrols

with an instrumented detection system. Such a system may

be a necessary resource when a hazards study concludes that

the system will substantially increase the available escape or

emergency response time, or where:

1. The harmful substance is odorless or deadens the sense of

smell at hazardous concentrations.

2. The harmful substance is toxic at concentrations unde-

tectable by smell.

3. Large numbers of people may be exposed quickly.

4. Ventilation systems might draw toxic fumes into a build-

ing before other means of detection could trigger protec-

tive action.

At the core of an instrumented leak detection system is a

gas detector. There are many kinds of detectors on the

market with varying degrees of sensitivity and selectivity.

All require careful regular testing and maintenance.

An engineering study of many site-specific factors is

required before one makes a choice and designs an appro-

priately instrumented system. Some generally accepted

guidelines are:

1. Early warning of a leak is enhanced if the sensors can be

placed near the process equipment subject to leakage.

2. Air movement characteristics are critical in achieving

reliable detection.

3. Most detectors respond to several gases or fumes, so the

possible presence of all airborne substances affecting the

detection system must be considered.

4. When it is necessary tomonitor work areas or the intakes to

ventilation systems, a highly sensitive system is desirable.

Most detection systems are designed not only to report

the presence of hazardous fumes through instrument

readouts but to sound an alarm and automatically initiate

corrective or protective action. In an office or shop, for

example, the system can be designed to shut down all

ventilating fans and close exterior air inlet dampers.

When process safety reviews have identified chemical

releases as potential sources of facility emergencies, the

organization must provide the training and materials needed

to ensure a prompt and appropriate reaction to mitigate the

hazards. Some countermeasures that are effective in limiting

the spread of a hazardous material spill or release should be

included in the design of chemical process equipment, and

described in emergency response procedures. The following

discussion of relea e mitigation is largely excerpted

from Guidelines for Vapor Release Mitigation, prepared by
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R. W. Prugh and R. W. Johnson for the Center for Chemical

Process Safety of the AIChE (copyright 1988 by the American

Institute of Chemical Engineers, reproduced by permission of

the Center for Chemical Process Safety of the AIChE).

“Water, steam, and air curtains and water sprays are pri-

marily effective in dispersing and/or diluting vapors with air

to reduce the severity of effects of a hazardous vapor release.

In some cases, vapors can be partially ‘knocked down’ or

absorbed after release.”

“Ignition source control and deliberate ignition are also

possible vapor release countermeasures.” “For areas around

processes handling flammable vapors, ignition source con-

trol is practiced to reduce the probability of vapor ignition if

a leak occurs.” “Administrative controls are exercised on

plants where flammable materials are processed. Such

controls may include hot work permits, restricted smoking

areas, not allowing lighters or matches on the site, and

electrical grounding and bonding procedures.”

“Deliberate ignition is a countermeasure against spills of

highly toxic materials which are also flammable, such as

hydrogen sulfide, hydrogen cyanide, and methyl mercaptan.

Igniting nontoxic flammable materials such as hydrocarbons

may present hazards outweighing possible advantages.” In

any case, deliberate ignition must be carefully planned and

executed so that the resulting fire is truly controllable.

“Practical methods for combating vapor from liquid leaks

are dilution, neutralization, or covering. All three reduce the

vaporization rate of the pool. Water dilution is effective for

spills of water-miscible or water-soluble material. Spraying

water into the spill reduces the vapor pressure by reducing

the concentration of the liquid.” “For acidic spills, limestone

or soda ash is often used” to react with the spilled liquid to

produce a less volatile salt or ester. “A foam cover can be

effective in reducing vaporization from spills,” and “dense

liquids can be covered with lighter immiscible nonreactive

liquids” to accomplish the same thing.

Preparing for Emergencies: Identifying
and Evaluating Resources

The process of hazard identification, evaluation, and mitiga-

tion, when sustained over a period of time and coupled with

other good safety management practices, can prevent most

process-related emergencies. However, the potential for var-

ious low-probability process-related events will remain.

Should one occur, there must be resources available to

promptly bring the event under control. These resources

include designated personnel, plans, systems, and facilities

that are needed for effective action and communication. The

facility line organization is responsible for providing and

maintaining these resources.

Personnel

Emergency Preparedness Team. As with the PSMT and the

PSR team, the efforts of the line will benefit from the support

of a standing Emergency Preparedness Team functioning

under the direction of the facility manager. This team,

which includes representatives of each unit of the facility,

leads the development and maintenance of an ERP for the

facility, and monitors specific procedures and training for

handling emergency situations of all kinds. It should meet on

a regular basis (usually monthly), and report frequently to

the manager on the status of its activities.

Emergency Management Organization (EMO). Emergencies

demand rapid, well-coordinated decisions, communications,

and action to bring them under control as swiftly as possible.

There must be a formal EMO whose purpose is to achieve

this objective. The structure of the organization is not critical

as long as it is capable of rapid assembly, carries out its

assigned responsibilities, and meets the needs of the facility.

A generic EMO is shown in Fig. 3.3; the EMO is described

below, in the section on “Developing an Emergency

Response Plan.”

Fire Brigades. Most chemical facilities of any size have

established fire brigades as a key resource in their emer-

gency preparedness programs. By virtue of its training and

Fig. 3.3 Generic emergency management organization
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familiarity with the equipment and the physical layout of a

site, the brigade can be a major factor in preventing incidents

as well as in minimizing injuries and property damage due to

fire, explosion, or other causes.

The size and the structure of a fire brigade vary,

depending on the hazards present, the size of the facility,

and the level of internal fire-fighting capability desired; and

large, multi-process facilities usually have several unit or

area brigades. Each brigade has a designated captain and an

alternate. The training of brigade members must be com-

mensurate with the duties and the functions that they are

expected to perform, and thus depends on the fire prevention

plan option selected by site management. (Fire prevention

plans are discussed later in this section).

It is best to have a written statement establishing the

brigade and its duties, specifying its size and organizational

structure, and outlining the type, amount, and frequency of

training provided. In the United States, OSHA has

promulgated minimum standards for fire brigades, which

may be found in 29 CFR 1910.156.

Plans

Work Unit Plans. In a large facility, each work unit has

emergency procedures for its own area of operations, and

these work unit plans form the foundation of the facility

ERP. Thus, the facility’s emergency response can be no

more effective than the recognition and response capabilities

of the employees in the facility work units.

The primary objectives of these unit plans are (1) to

control and contain any emergency condition within the

unit, and (2) to provide protection for unit personnel and

equipment from events originating outside the unit. Unit

plans specify who has authority to take emergency action,

and how escalation to a full facility emergency occurs.

Subjects that must be covered include:

□ Unit emergency command and coordination

□ Communications within the unit

□ Communications with other units

□ Emergency assessment

□ Unit evacuation and personnel accounting

□ Emergency shutdowns

□ Communications with the facility management

□ Criteria and procedures for securing resources from

outside the unit

Unit plans clearly assign primary responsibility for initial

emergency assessment and reaction to the lead unit

employee on site at the time of the event. Among the factors

to be considered by that individual in making the initial

assessment are:

□ Previous experience with similar situations

□ How long the situation has existed

□ What might occur “If . . .”

□ Properties and hazards of materials involved

• Other complicating situations

Using the information gained from the assessment, unit

personnel take whatever immediate action is required to

protect people and property on and off the site.

Work unit plans should contain guidelines for assuring

uniformity in the assessment of and reaction to unusual

events. An effective approach is to develop an emergency

classification system that includes criteria for classification

and guidance for the appropriate response actions for each

level of emergency that is defined.

For example, an emergency judged to be controllable

within the unit, with no evacuation outside the unit and no

impact in the community, is a Level One Emergency. Small

releases of hazardous materials usually fall into this cate-

gory. Appropriate response items to consider would include:

□ Protection of unit personnel

□ Shutdown or isolation of affected equipment

□ Notification on- and off-site

□ Containment and cleanup

Similarly, other events are categorized by their potential

or actual severity. Preplanned response checklists are

prepared for each one. An incident that requires response

by facility personnel outside the affected unit but has

no impact on the community is a Level Two Emergency.

A Level Two Emergency requires activation of the facility

ERP. If some community impact becomes probable, the

emergency is a Level Three Emergency. That level of emer-

gency triggers additional response requirements, including

interaction with the community.

The unit plan must be formal and in writing. Because the

emergency procedures of each individual operating area or

work unit form the foundation of the facility ERP, they

should be reviewed by the Emergency Preparedness Team

for completeness and consistency across the site before they

are included in the facility ERP.

Fire Prevention Plan. One of the most basic resources that

all chemical facilities must have is a fire prevention plan. To

be fully effective, this plan must be in writing, and it must be

reviewed with all employees on an established schedule.

A comprehensive fire prevention plan includes the fol-

lowing subjects:

1. Major facility fire hazards

2. Storage and handling practices for combustible and flam-

mable materials

3. Identification of potential ignition sources

4. Procedures to maintain systems and equipment installed

to control ignition sources

5. Names and titles of those responsible for the system and

equipment maintenance and the control of fuel source

hazards
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6. Procedures to minimize accumulations of flammable and

combustible waste materials

7. Plans for communicating to all employees the fire hazards

and their specific responsibilities in the event of fire

Fire response options open to facility managers range

from a plan to evacuate all employees without attempting

fire fighting on any scale, to full involvement of an

established fire brigade in fighting advanced-stage structural

fires. The fire prevention plan must specify which option

applies to the facility. The option selected determines the

type and extent of education and training required, as well as

the type of equipment needed on the site.

Fire prevention and response information may be covered

in other written facility documents (such as job descriptions,

rules, or procedures) and communicated to employees on the

same schedule as the fire prevention plan.

Evacuation Plans.Many emergency events require the evac-

uation of at least some facility personnel, if only for precau-

tionary reasons. This presents other needs, which must be

addressed in the evacuation plan. Personnel who are directed

to evacuate their normal work stations need visible wind

direction indicators to help them move away from a danger-

ous gas cloud drifting downwind of the release point. If the

building is enveloped in the cloud, however, they will need

personal protective equipment in order to evacuate the build-

ing safely. When there are processes that must be rapidly

shut down and/or isolated as evacuation proceeds, the plan

must include written procedures and appropriate means to

ensure incident-free action.

Headcount Plan. The evacuation plan also must establish

gathering points for all personnel in order to identify those

who are missing.

Alarm Systems

The procedure for accounting for personnel, called the

headcount, must work effectively and rapidly in the first

minutes of the emergency to determine if anyone is missing

or known to be injured. Communications to the fire brigades

or other first responders must be quick and accurate so that

search and rescue operations and medical aid can be suc-

cessfully implemented.

Each work unit in a facility must have its own plan for

headcounts as a part of its emergency preparedness program.

This plan must be in writing, and it must be practiced

frequently enough to ensure good execution in a time of

real emergency. It should include:

□ A designated assembly point for each employee

□ An alternate assembly point, should the primary loca-

tion be inaccessible

□ A procedure for counting at each assembly point

□ A designated unit headcount coordinator and backup

□ Primary and alternate phone numbers where coordinator

may be reached

□ Phone numbers for reaching the personnel chief, who

coordinates and summarizes the site-wide accounting

Headcount procedures must include guidelines for

accounting for visitors to the facility at the time of the

emergency. These visitors may include truck drivers,

vendors, and contractors. Some guidelines are:

1. All visitors must sign in and out, preferably at one

designated gate.

2. Visitors will have a designated host employee responsible

for their safety whenever possible.

3. Everyone temporarily on the facility must report to the

assembly point of the unit he or she is in at the time of the

emergency.

4. Unit procedures must include reporting these “extra”

people by name to head-count headquarters.

5. The personnel chief of the EMO must have access to the

log at the visitors’ gate.

Another essential resource that every chemical facility

must have is an effective alarm system, which initiates

action by endangered personnel and emergency responders.

A satisfactory facility emergency alarm system must

meet three additional requirements. It must, at a minimum,

immediately alert all the people on the site. (A single signal-

ing device should be adequate for small sites; however, large

facilities may require many devices placed to reach all

occupied areas of the site.) The system must function even

when the facility has a general power failure. Alarm activa-

tion controls should be located so that an emergency condi-

tion is unlikely to prevent access to them.

On most older chemical facilities, the basic component of

the emergency warning system is the fire alarm. It is essential

that there be different signals to distinguish between an actual

fire and other threatening events, as the action taken in

response to a toxic gas release, for example, may be quite

different from that taken in response to a fire. Onmulti-process

sites, the signals also should identify the work unit involved.

Depending upon the number of people at a facility and their

familiaritywith response and evacuation procedures, it may be

necessary to supplement signals with verbal instructions deliv-

ered by public address equipment, radios, or automated tele-

phone systems. For reliability at any time of day, a system

using verbal instructions must be located in a regularly

manned job station such as a control room or gate house.

Any alarm system used must communicate clearly the

nature of the emergency event and its severity. In a Level

One Emergency some people may have to be evacuated in

order to ensure their safety, but by and large the emergency

can be contained within the unit. In that case, information

usually may be given to unaffected employees through

normal telephone communications.
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In the event of a Level Two or a Level Three Emergency,

each facility must have an easily recognizable signal that

clearly communicates that a major incident has occurred.

Some facilities have alarm boxes that will automatically

sound this signal when pulled. Others have boxes that

require manual operation. Still others rely on a telephone

message to trigger the signal.

In some facilities, the “major” emergency alarm is a

steady blast on the facility steam whistle. Others use sirens

or special bells. Whatever is chosen, the alarm must reach

everyone on the site, triggering activation of the facility ERP

and the initiation of a head-count procedure.

It is essential that every employee on a chemical facility

knows how, where, and when to turn in an appropriate and

effective emergency alarm. The specifics will vary consider-

ably, but the procedure for turning in an alarm is similar in

all cases.

Employees first need to know how to report a fire. On most

facilities, this is donebyusing afire alarmboxorby telephoning

a central station such as a guard house fromwhich thefire alarm

can be sounded. Chemical facilities need to have well-

developed training and drill programs in place to be sure that

response procedures and equipment are maintained.

When fire alarms are supplemented by verbal

instructions, the facility personnel who are contacted need

to know the location and the nature of the fire, the action

under way to control it, and the actions required (if any) by

those not involved. There are many commercially available

communications systems that deliver this information effi-

ciently, even on large sites.

Facilities for Protection and Communication

Safe Havens.When accidental releases of a toxic gas occur or

threaten to occur, the immediate protection of on-site person-

nel is of paramount importance. One resource available for

this purpose is a building or room that by the nature of its

construction and its heating and ventilating characteristics

can prevent the infiltration of intolerable concentrations

of the toxic substance. The best location for a safe haven is

determined by an engineering study. That location then

is documented in the work unit and facility ERPs.

Safe havens may be rare on some sites; however, many

buildings can provide personnel with temporary protection

until the incident has been analyzed and a decision made on

the need for evacuation. To qualify as a designated tempo-

rary safe haven, a building must be reasonably well sealed

against air infiltration, with adjustable ventilation systems

that can reduce or close off exhaust vents and outside

makeup air. Emergency procedures should state how long

a building can be considered a safe haven under specified

exposure conditions.

Main Emergency Control Center (MECC).Using a list of safe
havens developed by the work units, the Emergency Prepared-

ness Team helps management select one building or room to

be used as a control center in case of a major emergency. This

MECC should be as remote from potential hazards as possible

in order to serve as a reasonably safe haven to those involved in

directing, coordinating, and communicating activities for the

duration of an emergency.

MECCs need to have basic information readily available

and maintained in an up-to-date, standby condition. Such a

collection would include:

□ Copies of the facility ERP

□ Facility maps and diagrams

□ Process material isolation points

□ Fire control maps and diagrams

□ Maps of the surrounding area

□ Aerial photos of the facility and the surrounding area

� Names, addresses, phone numbers for: —all facility

employees—off-site company people to be notified—

groups and organizations who may be notified—

community officials who may be notified

□ Material Safety Data Sheets (MSDSs) for facility

materials

□ MSDSs for the materials of neighboring chemical

facilities

□ Copies of mutual aid agreements

□ Highlights of the facility’s history, products, and

performance

The MECC should have the following basic equipment:

□ Adequate telephones and lines

□ Unlisted telephone and/or a hotline

□ Two-way radios

□ Fume path projector

□ FAX machine

□ Regular radio with tape recorder

□ Regular television with recorder and playback video

cassette recorders

□ Chart pads and stands

□ Battery-powered lighting

□ Personal protective equipment

□ Hand-held tape recorders

Alternate Control Centers. Recognizing the unpredictable

nature of a developing emergency, it is advisable to select

at least one alternate on-site main control center. Both the

MECC and the alternate on-site center should have backup

power supplies.

The presence of substantial quantities of explosive or

toxic materials on-site may justify establishing yet a third

location off-site, in case of a complete evacuation of the

facility. This could be a fixed location in the nearby commu-

nity, or a mobile unit such as a truck or van properly

equipped for managing an emergency. Some of the supplies
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and equipment for the alternate off-site main control center

may have to be packed in a readily transported kit rather than

being on standby at the alternate off-site location.

Media Headquarters. In an emergency, it is essential

to maintain regular contact with the public and the media.

A separate location for communications will allow that

contact to continue without interfering with the operations

of the MECC or overloading its communications system.

There, the public affairs chief and the facility manager can

receive media representatives and provide periodic updates

on the emergency situation. The media headquarters should

be equipped with several direct outside telephones and the

facilities to make the reporters comfortable for the duration

of the emergency. Permanently mounted facility plot plans

or aerial photographs are helpful resources, as are handouts

describing in general terms the facility and its products.

Developing an ERP

Following the identification and evaluation of the resources

available to the facility, the Emergency Preparedness Team,

under the direction of the manager, develops the written ERP

for the entire facility. The Emergency Preparedness Team is

responsible for ensuring that the written facility ERP

informs all employees of their roles in an emergency and

the hazards to which they may be exposed.

An ERP must be tailored to a specific facility, reflecting

its unique conditions and individual needs. Among the

variables that affect the details of a plan are:

□ Materials used, produced, or stored

□ Nature of the operations

□ Available employee skills

□ Geographic location

□ Proximity to other facilities

□ Available emergency resources

□ Mutual aid agreements

No two ERPs will be exactly alike, nor is there one best

outline. The plan of a production facility will differ from that

of a warehouse. However, every plan must include:

□ Initial alarm procedures

□ Emergency escape procedures and routes

□ Emergency operating and shutdown procedures for

critical operations

□ Accounting procedures for all on-site personnel

□ Rescue and medical duties for specified personnel

□ Procedures for communicating the emergency inside

and outside the organization

□ Structure, duties, and resources of the EMO, including

the names or titles of people with detailed knowledge

of the plan and its assigned duties

□ Reference material

Plan Design

The ERP is a working plan, applicable to any event with

emergency potential occurring at any time and at any loca-

tion on the facility. It should be written concisely, with

diagrams and checklists used wherever possible, so that it

may be effectively used for guidance during an actual emer-

gency. To accomplish this, it is helpful to divide the ERP

into several major sections, which are in turn divided by

subject.

For example, an ERP may be broken down into three

sections: the EMO, Action Plans, and Reference Material.

The first section documents the structure, duties, resources,

and communications systems for the facility EMO, and the

conditions that will trigger the EMO’s response. It includes

plans for site-wide notification and response.

The second section includes detailed action plans for each

particular type of emergency. This section includes

summaries or outlines of the emergency procedures devel-

oped by each work unit of a facility, and may contain

considerable process-oriented information.

The third section consists of reference material on plan

philosophy, training, plan maintenance, drills, and similar

supportive data that usually are not needed at the time of an

emergency. Members of the EMO and others with assigned

response duties should be able to quickly locate and refer to

the appropriate action guidelines, to determine that key

functions are being performed.

Using this approach, the outline of an ERP for a

multiprocess chemical facility would look like this:

Section I

A. Table of Contents

B. EMO Structure and Tasks

C. Notification: On-Site

D. Accounting for Personnel

E. Headcount Center

F. EMO Center

G. Emergency Scene

H. Notification: Off-site

Section II

A. Table of Contents

B. Work Unit 1

1. Emergency types

2. Action checklists

3. Responsibilities

4. Communications

5. Shutdown procedures

C. Work Unit 2 (same as above)

Section III

A. Table of Contents

B. Plan Philosophy and Objectives

C. Training Programs

D. Drills and Tests
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E. Return to Normal

F. Appendices

1. Special situations (e.g., bomb threats)

2. Hazardous material data

3. (Others as required)

EMO Structure

Perhaps the most essential element of an ERP is the establish-

ment of the organization that will manage an emergency

response once the event has developed beyond a Level One

Emergency. The EMOmust be capable of rapid assembly, and

must be able to carry out all of its assigned responsibilities.

The EMO is composed of the facility manager, the emer-

gency response coordinator, the field coordinator, and vari-

ous service chiefs. The number of service chiefs and their

duties will vary. There need not be a separate individual in

charge of each service, and small facilities may combine two

or more services under one individual, as long as each

function is performed.

The facility manager, in cooperation with the Emergency

Preparedness Team, assigns people, by their title or function

at the facility, to the EMO, with designated alternates for

each EMO function. The duties and responsibilities of each

EMO function are defined and documented in the ERP.

Because there must be a functional EMO in place regardless

of when a facility emergency occurs, designated shift per-

sonnel take specific EMO responsibilities until the primary

members can reach the site.

All the positions established for the EMO should have

written position descriptions, which may be placed in the

third section of the ERP as an appendix to the plan. In the

first section of the ERP, the EMO summary need only

include a concise checklist for each position, with diagrams

showing relationships and major communication flow paths.

Facility Manager. In the EMO, the facility manager has the

overall responsibility for protecting people on-site, facility

property, the environment, and the public during and after an

emergency. With the assistance of the public affairs and

communications chiefs, the manager usually serves as the

spokesperson for the facility and the company, communicat-

ing with representatives of the media and other concerned

audiences.

Emergency Response Coordinator. The designated emer-

gency response coordinator, who may also serve as the

chairperson of the Emergency Preparedness Team, directs

all emergency control activities from the MECC. All other

service chiefs on the EMO report to the coordinator. Using

information from the emergency scene and from the service

chiefs, the coordinator makes the key decisions on what

should be done, and coordinates activities on and off the

site. The coordinator reports to the manager, who should be

available nearby for overall guidance and counsel.

Field Coordinator. The job of the field coordinator is to

correct the emergency situation as rapidly as possible with

minimum risk to those in or near the affected area. He or she

establishes a field command post as close to the scene of the

emergency as can be safely done. The post often is in or near

a radio-equipped building or vehicle, thus permitting rapid

establishment of communications between the command

post and the emergency response coordinator.

Ideally, the field coordinator is familiar with the

operations and materials involved in the emergency; so she

or he often is the highest-ranking supervisor of the affected

area who is available at the time of the event. That supervi-

sor may remain as field coordinator for the duration of the

emergency, or may be relieved by another designated mem-

ber of management.

In the latter case, the area supervisor may become a

service chief with greater hands-on involvement, with the

field coordinator concentrating on marshaling required

resources and maintaining effective communications.

The choice depends to a great extent on the size and

complexity of the facility, and the resources available for

the EMO.

Public Affairs Chief.Working in close coordination with the

facility manager, the public affairs chief releases appropriate

information to the news media, regulatory personnel, gov-

ernment officials, and other public groups and individuals.

No information is to be made public by anyone other than

the facility manager without specific direction from the

public affairs chief. The objective is to provide full and

accurate statements in a timely fashion, so that public atten-

tion is focused on facts and useful information rather than on

rumors and speculation.

The public affairs chief also establishes and monitors the

media headquarters, which is isolated from the EMCC to

avoid interference with operations there. The public affairs

chief’s function includes assisting the manager in the prepa-

ration of formal statements and background information to

be distributed to reporters. It also may include arranging

with local radio and television stations to make periodic

announcements during an emergency so that the public and

the employees not on the site are properly informed. The

public affairs chief also arranges to monitor and perhaps

record the broadcasts of local radio and television stations

in order to determine what additional statements or

clarifications to the public may be required.

CommunicationsChief.The communications chief establishes

and maintains communications capability with appropriate
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people on and off the site. This chief must be familiar with the

various communicating systems available, including

telephones, public address systems, two-way radios, and

messengers. The job includes recommending and coordinating

revisions or additions to the communicating systems during an

emergency, and assisting the facility manager and the public

affairs chief with any communications as needed.

Engineering Chief. The engineering chief’s primary respon-

sibility is to maintain electrical power for vital services.

These services include on-the-scene portable lighting,

continuous fire pump operation, and a steady supply of

nitrogen, steam, and process cooling water. Another key

duty is to assemble repair groups capable of isolating dam-

aged sections of pipelines, electrical lines, and other neces-

sary equipment in order to contain problems and maintain or

restore operations outside the affected area. Because these

repair groups must be drawn largely from site personnel such

as electricians, welders, riggers, and pipefitters, the position

of engineering chief should be filled by someone from the

facility maintenance organization.

Emergency/Fire Chief. The emergency/fire chief is respon-

sible for fire-fighting and fume control activities. The best

person for this job has good knowledge of and access to the

fire-fighting, rescue, and fume control resources available

on and off the site. On a small facility this may be the

captain of the fire brigade. The job includes direction of

designated facility personnel, and coordination with any

outside forces brought in to bring the fire or fume condition

under control. The environmental chief may assist in deter-

mining optimum courses of action based on actual or

threatened adverse effects on air and water emissions from

the facility.

Medical Chief. The medical chief ensures that the proper

medical care is provided to people on the facility who have

been injured or exposed to toxic materials. When facilities

have medical professionals on the site, one of them carries

out this function. This chief’s responsibilities include

establishing field stations to treat affected personnel, and,

in cooperation with the transportation chief, providing

transportation for injured people to other medical facilities.

The medical chief also participates in discussions with

community officials and appropriate facility personnel

regarding actual or potential medical problems for people

outside the site boundaries. Representatives from nearby

local hospitals, ambulance services, fire departments, police

forces, and emergency management groups also may be

involved in these discussions. The medical chief

communicates any action or contingency plans developed

in the discussions to the emergency response coordinator

and the public affairs chief.

Environmental Chief. The environmental chief oversees all

activities designed tominimize adverse effects on the quality of

air andwater as a result of an emergency. The function includes

coordinating air and water quality monitoring on and off the

site during and after the emergency, and assisting the emer-

gency/fire chief in selecting the optimum approach to abating a

fire or fume condition. The environmental chief also provides

assistance in projecting the path and concentration of a fume

release, using computer modeling (if available) or maps with

plastic overlays, and developing an effective plan of action.

Personnel Chief. The personnel chief is responsible for

accounting for all personnel on the facility at the time of

the emergency. Unit emergency programs must include

training on how this is accomplished. Unit supervisors initi-

ate the process with headcounts at designated rally points.

The success of rescue and medical activities depends on how

quickly and thoroughly this information is obtained and

reported to the personnel chief.

The personnel chief also coordinates communication with

relatives of injured or deceased employees, and makes cer-

tain that this is completed before any names are released

publicly. This requires close coordination with the public

affairs chief and the manager.

The personnel chief need not be located at the MECC, but

it is imperative that the personnel chief be in close touch

with other members of the EMO. Telephones in the

headcount center should have answering and message

recording equipment to capture any unit reports arriving

before the headquarters is staffed.

Security Chief. The security chief makes sure that entry to

and egress from the facility are properly controlled. This

involves securing gates; limiting entry to authorized person-

nel; registering all who pass through gates; meeting visitors,

including representatives of the media, and escorting them to

proper locations; and controlling all traffic on the site. The

function also includes communicating with local police so

that access to the facility is maintained, and crowd control

procedures are enforced. Usually, the individual serving as

security/chief at the time of the emergency also is responsi-

ble for initiating procedures to summon key facility person-

nel and urgently needed outside agencies.

Transportation Chief. The transportation chief coordinates

and controls all transportation on the facility. This includes

directing the assembly of available vehicles and crews, and

identifying needs beyond site capabilities such as cranes,

trackmobiles, and bulldozers that must be obtained from

outside organizations. The function also includes providing

suitable transportation for facility employees who monitor

the effects of emergencies beyond site boundaries, or inter-

act with community officials at an off-site location.
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Training Personnel

Having a written facility ERP that is supported by

established work unit emergency plans and procedures it is

an important part of the manager’s job to ensure that

unplanned events will be promptly controlled with minimum

risk to people, property, and the environment. There is much

important work to be done, however, before the ERP is

anything more than a paper resource. Facility personnel

must be trained to use the ERP effectively. There must be

frequent drills to test the plan and the people against the

standards established by management as well as those

established by law.

Within the facility, there are three groups of people who

require training. First, there are members of the fire brigade,

who must be trained to fight fires at the level specified by

facility management. Next are the employees who have been

assigned active roles in controlling emergencies of all types.

This group includes members of the EMO and their

alternates, plus designated support people such as headcount

coordinators, guards, and emergency repair personnel.

Finally, everyone else on the facility must have a basic

understanding of the ERP, and must know how to respond

when specific alarms sound.

The facility manager is responsible for ensuring that the

appropriate training and retraining are done in a timely and

effective manner. An employee should be trained when he or

she is hired, at least annually thereafter, and when the

employee’s work area changes or the plan is revised. Most

managers make this primarily a line organization function.

They expect facility supervisors to use all available

resources and means of education to accomplish the tasks.

Some specialized training assistance, however, must be

provided, particularly for the members of a fire brigade.

Fire Brigade Training

Training programs for fire brigades have two major

objectives. One is to inform the brigade members of new

hazards at their facility and innovations in fire-fighting

techniques and equipment. The other objective is to provide

hands-on training for developing skills in emergency

operations and using equipment, including:

□ Portable fire extinguishers

□ Hoses and accessories

□ Portable lighting

□ Forcible entry tools

□ Ladders

□ Salvage equipment

□ First-aid supplies

□ Replacement parts

□ Personal protective equipment

□ Transportation equipment

A comprehensive training program for fire brigades must

include classroom and hands-on training.

Outside resources can provide valuable assistance in the

education and training of brigade members. Local fire

departments and state fire schools are usually enthusiastic

partners in such efforts. Often they are the key to securing

adequate resources at a reasonable cost. In industrialized

communities, mutual aid agreements may include coopera-

tive training provisions with other chemical facilities, which

provide opportunities for even more effective use of avail-

able resources. All mutual aid agreements should require

cross-training in special hazards at the other facilities.

EMO Training

Training for personnel assigned to the facility EMO can be led

by the emergency response coordinator, who meets periodi-

cally with each member of the EMO to review and refine

position descriptions and the associated functional checklists.

An example of such a checklist is shown in Fig. 3.4. The

meetings may be followed by limited drills involving only

the people and responsibilities included in the individual

EMO function. Some facility managers assign specific emer-

gency response training duties to each member of the EMO.

For example, the engineering chief organizes, equips, and

trains the repair groups who will be called on to physically

stabilize a situation at the time of an emergency. The emer-

gency/fire chief could be given the responsibility for

maintaining a trained force of fire and fume fighters, which

includes competent leadership on all shifts.

Employee Training

There are many ways to be sure that all employees understand

the ERP. The Emergency Preparedness Team can assist in the

assessment of existing training programs, alerting the organi-

zation to training weaknesses and suggesting or providing

creativeways to overcome those deficiencies. Unit supervisors

must periodically review the ERP in scheduled group safety

meetings or with individuals. Key plan elements can be

reproduced on wallet-size cards, desktop displays, or tele-

phone stick-ons. Individual or group discussions of how to

react in given situations can detect weaknesses in procedures,

training, or understanding.

Training programs for the three groups of employees

discussed here should be documented, reviewed regularly,

and included in a reference section of the facility ERP. But
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no matter how comprehensive the training programs may be,

their effectiveness is unknown until a drill of the ERP is

conducted and its systems and procedures are tested.

Facility Drills

To evaluate the effectiveness and completeness of an ERP, a

facility must conduct periodic announced and unannounced

Level Two and Level Three emergency drills. These are in

addition to themore frequent LevelOne unit drills that are held

to ensure that the more limited response procedures of a work

unit are complete and well understood. Major internal emer-

gency drills should be held at least four times each year, and

scheduled to involve each working shift at least once a year.

To gain the maximum benefit from the drills, assigned

observers should witness all aspects of response activity, and

gather soon after to participate in a verbal evaluation of

actions taken. These observers should include members of

the Emergency Preparedness Team. This process is

enhanced by capturing on-scene action on videotape or in

still photographs. Critiquing can be extremely valuable in

identifying necessary plan changes, training needs, and

resource deficiencies of all kinds. The process of critiquing

must be controlled and managed. The leader must be sure to

identify the strengths as well as the weaknesses that were

revealed in the drill. The objective is to stimulate actions for

positive change, not to assign blame.

Drills should be held on weekends and at night occasion-

ally to test segments of the organization that work at times

when all of the specialized resources of the facility are not

immediately available. Initially, limited scale drills can test

segments of the ERP, such as manning the MECC with the

shift personnel that are available and carrying out a head-

count without involving daytime employees.

As the proficiency of the organization increases, drill

scenarios can become more complex. Complicating factors

approaching worst real-life conditions should be introduced

periodically, including:

□ Telephone switchboard overload

□ Absence of key EMO members

□ Arrival of major TV network anchorperson

□ Simulated mass casualties

□ Two-way radio failure

□ Evacuation of primary and backup MECCs

□ Major community impact

The Emergency Preparedness Team, with approval of the

manager, designs the drill scenarios, monitors the

organization’s performance, provides leadership for critiqu-

ing, and recommends corrective actions. The team also

develops and monitors a plan for involving the community

in the important task of integrating a facility’s ERP into the

public emergency preparedness programs of the region.

Involving the Community

Of major concern to the chemical industry is the public

perception that facility managers have little concern for the

welfare of their neighbors. Managers themselves have

contributed to such false impressions by failing to interact

with their communities in a consistent and meaningful way.

The public clearly wants to know more about the risks

presented by a chemical facility. Increasingly, the public

wants to help decide which risks are acceptable and which

are not.

Recognizing that industrial facilities exist only with the

consent of their host communities, most industrial

organizations are assigning a high priority to building

Fig. 3.4 Personnel chief

functional checklist
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stronger bridges with their neighbors. The chemical industry

in particular is finding that the involvement of the commu-

nity in the process of emergency preparedness planning

presents an excellent opportunity for constructive two-way

communications. This has proved particularly productive if

these communications are part of an aggressive and contin-

uous risk communications process.

Communications

Each chemical facility needs to create opportunities for

sharing information with its surrounding community; it

should not wait for these opportunities to occur. Facility

managers in particular should be active in the process, and

should monitor the performance of their organizations.

Some items that should be on a manager’s checklist for

risk communications are shown in Fig. 3.5.

The process should start with employee communications.

In its employees, a facility has an important, informal com-

munication link with its community that is often ignored.

Employees deserve to know at least as much about their

facility as their neighbors, and they deserve to know it first.

They should be aware through communications (if not

through actual involvement) of the facility’s entire emer-

gency preparedness program, from prevention to

preparation. The employees also should be familiar with

the products made and their end uses. They should under-

stand the potential hazards of the processes and materials

with which they work, and how to protect themselves and the

public from those hazards.

Other communication channels should be developed and

regularly used. Scheduled meetings with representatives of

community emergency service groups are useful for

exchanging information and objectives concerning emer-

gency preparedness, for promoting the sharing of resources,

for gaining familiarity with one another’s physical facilities

and people, for identifying problems, and for recommending

action for their solution.

In the 1980s, some chemical facilities and their

communities formalized this approach and broadened par-

ticipation in their meetings to include public officials and

representatives of regulatory agencies and the media.

Operating as Hazardous Material Advisory Councils

(HMACs) and meeting regularly with established leadership

and agendas, these groups quickly became key resources in

organizing a community’s efforts to better understand the

potential for hazardous material incidents and to protect

against them. Typically the responsibilities of an HMAC

include coordinating a regional risk assessment, assisting

the development of a community response plan specific to

hazardous materials, and assisting with educational

programs for various segments of the public.

The Responsible Care program of the American Chemistry

Council embraces HMACs as one good way to communicate

relevant and useful information that responds to public

concerns for safety, health, and the environment. However,

managers are finding many other ways to interact with the

public to achieve a fuller measure of community awareness

and involvement in affairs ofmutual interest. Among themany

options from which a manager may choose are the following:

• Hosting facility tours featuring emergency prevention

and mitigation procedures

• Speaking at community meetings (service clubs, schools,

governing bodies, etc.)

• Sending newsletters to selected neighbors

• Preparing informative brochures or newspaper inserts

• Appearing on local TV or radio

An open and sincere comprehensive risk communication

process led by the facility manager creates a better-informed

public that is able to understand real risks (vs. perceptions) and

is likely to respond effectively in case of an actual emergency.

Integrating Plans

Most communities have long had written ERPs designed

for natural events such as floods and windstorms; some

communities have had written plans dealing with

emergencies created by people, such as bomb threats and

Fig. 3.5 Risk communication checklist
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civil disturbances; but, until recently, few had specific

plans for responding to emergencies involving hazardous

materials. As a result, the consequences of accidental

chemical releases have been in many cases tragically

magnified by the undisciplined reactions of people near

the release source. It has been reported, for example, that

when the alarms sounded at Bhopal, residents of the nearby

homes ran toward the plant rather than taking action to

protect themselves from the enveloping fumes.

It is not enough to train the personnel of a chemical facility

to implement an ERP effectively. Appropriate people in the

community, especially near neighbors, need to understand

the elements of an ERP that are designed to protect them

and the role they play in making the plan work. There must

be a continuous effort to integrate the facility ERP into com-

munity emergency planning at local and district levels. Drills

involving external resources that test all the plan elements

against the standards mutually established with the commu-

nity and those imposed by laws and regulations are necessary

to ensure successful implementation of the plan.

Off-Site Warning

Designing an effective off-site warning system presents some

major challenges. Despite excellent ongoing communi-

cations between a chemical facility and its neighbors, there

is no positive way to ensure that the general public will

respond quickly and appropriately to a warning alarm of

any kind. Thus, it is essential that the selected warning

system be developed with the close cooperation of the com-

munity. Even then, it is difficult to predict such factors as the

inclination of people to be warned and the degree of public

confidence in the validity of an alarm.

No off-site warning system will assure complete cover-

age of the intended audience. Best results are achieved by

combining two or more systems for sequential alerting—the

first to trigger preplanned immediate action by the public at

greatest risk, followed by other communications that provide

further information and guidance to a larger audience. Some

of the systems most commonly used are:

□ Facility fixed-sound sources, such as sirens and whistles

□ Mobile alerting by police or fire personnel, either from

vehicles with loudspeakers or door-to-door

□ Fixed public address systems in the community or in the

facility

□ Automated telephone calling

□ Alert radios energized by a special signal to produce a

warning tone followed by broadcast messages

□ Strobe lights in situations where the noise level is a

problem

□ Local radio stations and the emergency broadcast system

□ Local TV stations

More sophisticated and less commonly used warning

systems include helicopters equipped with loudspeakers,

modified cable TV installations, and computer networks

between a chemical facility and community emergency

response groups.

Local Emergency Plans

Existing plans for a coordinated response to emergencies in

a community vary greatly in content and organization, but

the plans have two common objectives. They are to:

□ Define authority and responsibilities of various emer-

gency service participants

□ Describe the interaction between those participants,

government, and industry

In creating their plans, most communities draw on the

Integrated Emergency Management System (IEMS) devel-

oped by the Federal Emergency Management Agency

(FEMA).

A local plan has many of the same elements as a chemical

facility ERP. It includes:

□ An EMO, with designated functional responsibilities

□ The location of the emergency operating center and its

resources

□ Guidelines for classifying emergencies

□ Activation and declaration checklists

□ Communications requirements and available systems

□ Evacuation and sheltering plans

□ Methods for securing added resources

□ Descriptions of local hazards

Most local plans are written to be nonspecific as to the

cause of the emergency, with various appendices describing

the details of response to specific events. These appendices

are based on the results of risk assessments made by the

community with the cooperation of industry.

One such appendix should relate to emergencies caused

by fixed facility or transportation incidents in which hazard-

ous materials are involved. Chemical facilities must provide

substantial support to the community in preparing this por-

tion of the local emergency plan, and provide resources and

training leadership that are not available elsewhere in the

community. Where a HMAC exists, there is an effective

forum for doing this. In any case, a chemical facility man-

ager should seek ways to help the community prepare for

and recover from incidents of this nature.

Local Emergency Planning Committees

An important contribution to community and industry

cooperation in emergency preparedness was the passage

in 1986 of the SARA, which contained an emergency
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planning and community right-to-know provision. Title III,

or EPCRA, as this portion of SARA is commonly called, is

intended to encourage and support hazardous materials

emergency planning efforts at the state and local level,

and to provide citizens and local agencies with appropriate

information concerning potential hazards in their

communities.

The major portions of Title III require

□ A statewide organization for planning emergency action

and receiving hazardous chemical information

□ Notification to the community of emergency releases of

chemicals

□ Reports of hazardous chemical inventories and copies of

MSDSs to be furnished to the community

□ An annual inventory of hazardous chemical releases to

the environment

Drills and Critiques

The optimum frequency of major drills involving personnel

outside a chemical facility is dependent upon a number of

variables:

□ Location of the facility

□ Dependence upon community emergency agencies

□ Size and complexity of the facility

□ Site and off-site risk assessments

□ Population patterns

An important element of emergency preparedness is the

establishment of an appropriate major drill frequency in

cooperation with off-site agencies. A reasonable goal is to

hold one such drill each year. The scenario might include an

on-site, internally generated hazardous material emergency

1 year and a transportation emergency somewhere in the

adjacent community the following year.

For facilities and communities just beginning to test their

plans, desktop or simulated drills are effective for

identifying procedural problems that need to be corrected

before they proceed to full-scale drills. In these simulations,

staffing of the appropriate emergency center would occur,

but the emergency service groups would not actually mobi-

lize at the scene of the incident.

As people gain confidence in the completeness and the

effectiveness of the ERP, it becomes important to measure

the performance of all who are involved. Monitors record

and later report on all aspects of response actions, including:

Elapsed times before critical actions occur

Actions and coordination of responding groups

Actions of uninvolved personnel

Alarm and communication effectiveness

Emergency control center management

Control at the emergency scene

Accounting for personnel

Medical aid for simulated casualties

• Off-site notifications

Handling media representatives—real or simulated

Following each drill there must be an organized critique

that provides the information needed to strengthen the plan

and/or its implementation. All the people actively involved

should be represented at the critique, and a written report of

conclusions and recommendations should be widely

distributed. It then is the responsibility of the facility Emer-

gency Preparedness Team and the local emergency planning

committee (LEPC) to coordinate and assist in solving any

problems identified—a process that begins emergency pre-

paredness activities again: identifying hazards; evaluating

and strengthening resources; modifying the emergency

plan; training people; communicating and integrating

plans; and testing them once again.

Laws, Regulations, and Support

Laws

A number of legal requirements must be incorporated in a

facility’s ERP. Emergency prevention, preparedness, and

response planning are regulated at the federal, state, and, occa-

sionally, local levels. At the federal level, these laws include

□ Clean Air Act (CAA)

□ Clean Water Act (CWA)

□ Comprehensive Environmental Response, Compensa-

tion, and Liability Act (CERCLA)

□ Emergency Planning and Community Right-to-Know

Act (EPCRA, or SARA Title III)

□ Energy Reorganization Act (Nuclear Regulatory

Commission)

□ Hazardous Materials Transportation Act (HMTA)

□ Occupational Safety and Health Act (OSHA)

□ Resource Conservation and Recovery Act (RCRA)

□ Toxic Substances Control Act (TSCA)

□ U.S. Coast Guard requirements

□ Environmental Protection Agency (EPA) regulations

A list of these laws and their Code of Federal Regulations
(CFR) citations appears in the bibliography at the end of the

chapter. States may have their own laws and regulations that

also govern emergency response planning. References to

these laws may be found in the Bureau of National Affairs

(BNA) Environment Reporter.

These laws and their regulations are enforced by all levels

of governmental agencies. A knowing or willful violation
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has serious implications for both companies and individuals,

who may be held civilly or criminally liable for noncompli-

ance. The penalties can be severe, ranging from daily-

assessed fines to imprisonment. Thus, it is prudent to know

the regulations that apply to the facility, and to ensure that

the regulatory requirements are met.

The regulations regarding emergency planning and

response are comprehensive, covering every aspect from

prevention to reporting. RCRA’s regulations cover the entire

process, from planning to training to formal reports on the

facility’s response to an emergency involving hazardous

waste. Other regulations focus on a specific aspect of emer-

gency response, or part of the facility’s operations. For

example, the TSCA requires that spills or releases that con-

taminate the environment be reported orally and in writing

within a certain time frame. All but one of the laws put the

burden of planning on the facility. EPCRA, the exception,

requires state and local agencies to prepare an ERP for the

community. Facilities that meet criteria specified in EPCRA

regulations have to assist in the development of the plan;

however, they are not responsible for creating it.

The OSHA Process Safety Management regulation

(29CFR 1910.119) and the EPA’s Risk Management Plan

regulation require significant attention to emergency

planning and response. Inevitably, some of the regulations

and requirements overlap. Most chemical facilities are sub-

ject to more than one law, and could be expected to prepare

separate plans for specific parts of their facility. RCRA’s

Contingency Plan, for example, must be developed and

maintained apart from other ERPs. The key to managing

all the requirements and satisfying the regulations in an

efficient, coordinated manner is first to understand the

requirements and how they apply to the facility, and then

to look for the common denominators among the

requirements. The finished product, or master plan, will

satisfy all the common denominators that apply, and will

avoid duplication of effort. It also can be used as the basis for

plans that must be maintained separately or that have

requirements in addition to the common denominators.

Meeting the Requirements

Regulations governing emergency response planning can be

broken down into four general categories:

□ Preparation

□ Plans

□ Reports and other communications

□ Drills and evaluations

Figure 3.6 shows a matrix-type summary of the major

federal laws and their requirements for emergency planning

and response. Such a matrix is very helpful in determining

what the requirements are and how they apply to a facility. It

could be further tailored to cover only the requirements that

apply to a specific site or operation.

Prevention and Preparation

Some regulations require that a facility conduct a risk assess-

ment and/or other preparatory activities. The RCRA calls it a

preparedness and prevention plan. A facility subject to the

RCRA must determine how structures, processes, and

operations can be changed in order to minimize the possibil-

ity of an emergency involving hazardous waste. The facility

also has to determine the communications and alarm systems

that will be used in the event of such an emergency. The

CWA includes prevention in its requirements for the Spill

Prevention, Containment, and Countermeasure (SPCC)

Plan. The 1990 amendments to the CAA added an accident

prevention plan for extremely hazardous substances (EHSs).

Plans

At the very least, a facility is required to develop a plan

describing how it will respond to an incident that threatens

human health and/or the environment. Generally, the plan

includes notification, evacuation, protection of employees,

and control of the incident. This ERP usually must be in

writing. For example, the OSHA requires a minimum of

three plans: emergency response, emergency action, and

fire prevention. The CAA requires that the state implemen-

tation plan have an emergency air pollution episode plan.

Communications

There are two aspects to emergency communications: the

actual equipment used to communicate information about

the incident and the types of communications or

information-sharing required. The RCRA has specific

requirements for the types of emergency communication

equipment (alarm systems, phone or radio communications)

that must be present. Under the EPCRA, facilities must

provide information about their operations and substances

used or stored on site when the Local Emergency Planning

Committee (LEPC) or State Emergency Response Commis-

sion (SERC) requests it. If the facility uses or stores

extremely hazardous substances (EHSs) in reportable

quantities, it must appoint a representative to the LEPC.
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Fig. 3.6 Emergency prevention, planning, and response
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Fig. 3.6 (continued)
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Several laws require that a copy of the ERP be made avail-

able to employees and representatives of government

agencies during working hours. The OSHA requires that

facilities provide material safety data sheets (MSDS) for

all hazardous substances present on the site.

Reports

Reports are another important communications aspect of the

ERP. Most laws insist on prompt notification of the proper

agencies immediately after an incident occurs. These

reporting requirements can be complex, particularly in

view of the fact that many laws have their own lists of

hazardous substances and reportable quantities. The

CERCLA requires that releases of a reportable quantity of

what it defines as a hazardous substance must be reported

immediately to the National Response Center (NRC). The

EPCRA requires facilities that store and/or release report-

able quantities of substances on its EHS list to report that

information to the LEPC and the SERC. EPA’s Risk Man-

agement Plan requires prior disclosure of possible “worst

case” incident scenarios.

Written follow-up reports are often a requirement. The

HMTA has identified six specific hazardous material

incidents that must be reported immediately and again

in writing. The RCRA gives managers 15 days after a hazard-

ous waste emergency to submit a written report to the EPA.

Training, Drills, Audits, and Evaluations

An emergency plan is relatively useless unless the

employees affected by it are trained in its use. The

RCRA, OSHA, HMTA, CWA, and the Energy Reorgani-

zation Act require annual and refresher training. In addi-

tion, the facilities must keep records of the training, and

must make them available to the appropriate agency when

they are requested. Some laws go so far as to require

practice drills. Nuclear power plants must conduct on-

and off-site training, and go through annual graded emer-

gency response exercises. The plan and the response

executed according to the plan then are evaluated so that

the plan can be improved.

Sources of Assistance

Seeing all the requirements together can be overwhelming.

Fortunately, there are agencies, associations, and programs

that can assist in the preparation of a comprehensive emer-

gency prevention and response plan.

The federal government and the agencies responsible for

the laws that govern emergency response planning provide

800-number hotlines and manuals that describe various

aspects of emergency prevention, planning, and response.

The volunteer or professional emergency responders in

the community have valuable practical experience that can

be put to work in developing the facility ERP. Working with

them also establishes a forum for communications and

understanding with the community.

The ACC Community Awareness and Emergency

Response (CAER) program provides comprehensive

guidelines for the development and implementation of an

ERP. The CAER program has been expanded to include all

aspects of the chemical industry in an initiative called

Responsible Care.

Other services of the ACC include CHEMTREC, a 24-h

emergency response service for people who respond to

emergencies involving chemicals; CHEMNET, a mutual

aid agreement between chemical producers and emergency

response contractors; and workshops and videotape training

programs for first responders and other emergency response

personnel.

Additional sources of assistance and information include

other professional associations, such as the American Insti-

tute of Chemical Engineers, and publications, seminars,

workshops, and videotapes offered by educational

organizations. Considerable information is available on the

Internet through web sites such as www.fema.gov which is

maintained by the FEMA.

A bibliography; a list of laws, regulations, and standards;

and a compilation of suggested reading material follow.
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Introduction

The discipline of statistics is the study of effective methods

of data collection, data summarization, and (data based,

quantitative) inference making in a framework that explic-

itly recognizes the reality of nonnegligible variation in real-

world processes and measurements.

The ultimate goal of the field is to provide tools for

extracting the maximum amount of useful information

about a noisy physical process from a given investment of

data collection and analysis resources. It is clear that such a

goal is relevant to the practice of Industrial chemistry. The

primary purposes of this chapter are to indicate in concrete

terms the nature of some existing methods of applied statis-

tics that are particularly appropriate to industrial chemistry,

and to provide an entry into the statistical literature for those

readers who find, in the discussion here, reasons to believe

that statistical tools can help them be effective in their work.

This chapter will begin with some simple ideas of modern

descriptive statistics, including numerical and graphical data

summarization tools, and the notions of fitting equations to

data and using theoretical distributions. Next, some tools for

routine industrial process monitoring and capability assess-

ment, concentrating primarily on the notion of control

charting, will be presented. This will be followed by a more

extensive discussion of common statistical data collection

strategies and data analysis methods for multifactor experi-

mental situations met in both laboratory and production

environments. This section will touch on ideas of partitioning

observed variation in a system response to various sources

thought to influence the response, factorial and fractional

factorial experimental designs, sequential experimental

strategy, screening experiments, and response surface fitting

and representation. Next come brief discussions of two types

of special statistical tools associated specifically with chemi-

cal applications, namely, mixture techniques and nonlinear

mechanistic model building. A short exposition of chemical

industry implications of relationships between modern busi-

ness process improvement programs and the discipline of

statistics follows. The chapter concludes with a reference

section listing sources for further reading.

Simple Tools of Descriptive Statistics

There are a variety of data summarization or description

methods whose purpose is to make evident the main features

of a data set. (Their use, of course, may be independent of

whether or not the data collection process actually employed

was in any sense a “good” one.) To illustrate some of the

simplest of these methods, consider the data listed in

Table 4.1. These numbers represent aluminum impurity

contents (in ppm) of 26 bihourly samples of recycled PET

plastic recovered at a Rutgers University recycling pilot

plant.

A simple plot of aluminum content against time order,

often called a run chart, is a natural place to begin looking

for any story carried by a data set. Figure 4.1 shows such a

plot for the data of Table 4.1, and in this case reveals only

one potentially interesting feature of the data. That is, there

is perhaps a weak hint of a downward trend in the aluminum

contents that might well have been of interest to the original

researchers. (If indeed the possible slight decline in alumi-

num contents is more than “random scatter,” knowledge of

its physical origin, whether in actual composition of

recycled material or in the measurement process, presum-

ably would have been helpful to the effective running of the

recycling facility. We will save a discussion of tools for

rationally deciding whether there is more than random scat-

ter in a plot like Fig. 4.1 until the next section).
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The run chart is a simple, explicitly dynamic tool of

descriptive statistics. In those cases where one decides that

there is in fact little information in the time order

corresponding to a data set, there are a variety of simple,

essentially static, statistical tools that can be used in describ-

ing the pattern of variation in a data set. Figures 4.2, 4.3, 4.4

and 4.5 show graphical representations of the data of

Table 4.1 in, respectively, histogram, stem and leaf plot,

dot plot, and box plot forms.

The histogram/bar chart idea of Fig. 4.2 is likely familiar

to most readers, being readily available, for example,

through the use of commercial spreadsheet software.

It shows how data are spread out or distributed across the

range of values represented, tall bars indicating high fre-

quency or density of data in the interval covered by the base

of the bar. Figure 4.2 shows the measured aluminum

contents to be somewhat asymmetrically distributed (statis-

tical jargon is that the distribution is “skewed right”), with a

“central” value perhaps somewhere in the vicinity of

120 ppm.

Histograms are commonly and effectively used for final

data presentation, but as working data analysis tools they

suffer from several limitations. In one direction, their

appearance is fairly sensitive to the data grouping done to

make them, and it is usually not possible to recover from a

histogram the exact data values used to produce it, should

Fig. 4.1 A run chart for 26

consecutive aluminum contents

Fig. 4.2 A histogram for 26

aluminum contents
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one wish to try other groupings. In another direction,

histograms are somewhat unwieldy, for example, not being

particularly suitable to the comparison of, say, 10 or 12 data

sets on a single page. The graphical devices of Figs. 4.3, 4.4,

and 4.5 are less common than the histogram, but address

some of these shortcomings.

The stem and leaf diagram of Fig. 4.3 and the dot plot of

Fig. 4.4 carry shape information about the distribution of

aluminum contents in a manner very similar to the histogram

of Fig. 4.2. But the stem and leaf and dot diagrams do so

without losing the exact identities of the individual data

points. The box plot of Fig. 4.5 represents the “middle

half” of the data with a box divided at the 50th percentile

(or in statistical jargon, the median) of the data, and then

uses so-called whiskers to indicate how far the most extreme

data points are from the middle half of the data.

Box plots preserve much of the shape information avail-

able from the other displays (e.g., portraying lack of sym-

metry through differing sizes of box “halves” and/or whisker

lengths), but do so in a way that is conducive to simultaneous

representation and comparison of many data sets on a single

graphic, through the placement of box plots side by side.

Figure 4.6 illustrates this point with a graphical comparison

of three laboratory test methods to a standard.

A total of 90 samples of a stock solution known to contain

25 ppm of an impurity were analyzed by a single lab team

using three different test methods (30 of the samples being

allocated to each of the three methods), and the box plots in

Fig. 4.6 portray the measured impurity levels for the differ-

ent methods. The figure shows quite effectively that Method

A is neither precise nor accurate, Method B is quite precise

but not accurate, and Method C is somewhat less precise

than B but is accurate. This kind of knowledge can form the

basis of an informed choice of method.

Figures 4.2, 4.3, 4.4, 4.5, and 4.6 give only a hint of the

spectrum of tools of statistical graphics that are potentially

helpful in data analysis for Industrial chemistry. For more

details and much additional reading on the subject of modern

statistical graphics, the reader is referred to the book by

Chambers et al. [1] listed in the references section.

Complementary to graphical data summaries are numeri-

cal summarizations. For the simple case of data collected

under a single set of conditions, the most commonly used

measures deal with the location/center of the data set and the

variability/spread of the data. The (arithmetic) mean and

the median are the most popular measures of location,

and the variance and its square root, the standard deviation,
are the most widely used measures of internal variability in

a data set.

Fig. 4.3 A stem and leaf plot for 26 aluminum contents

Fig. 4.4 A dot plot for 26 aluminum contents

Fig. 4.5 A box plot for aluminum contents

Fig. 4.6 Side-by-side box plots for three laboratory test methods

Table 4.1 Twenty-six consecutive aluminum contents (ppm)a

291 222 125 79 145 119 224 118 182 63 30 140 101

102 87 183 60 191 119 511 120 172 70 30 90 115

a Based on data in Albin [32]
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For n data values y1, y2, . . ., yn the median is

~y ¼ the ‘‘middle00 of
nþ 1

2
th ordered data value (4.1)

and the mean is

�y ¼ 1

n

Xn
i¼1

yi (4.2)

The reader is invited to check that upon ordering the

n ¼ 26 values in Table 4.1, the 13th smallest value is 119

and the 14th smallest value is also 119, so that the only

sensible interpretation of (4.1) for the aluminum content

data is that

~y ¼ the 13:5th ordered data value ¼ 119þ 119

2
¼ 119 ppm

On the other hand, from (4.2) the mean of the aluminum

contents is

�y ¼ 1

26
ð291þ 222þ 125þ � � � þ 30þ 90þ 115Þ

� 142:7 ppm

The median and mean are clearly different measures of

location/center. The former is in the middle of the data in the

sense that about half of the data are larger and about half are

smaller. The latter is a kind of “center of mass,” and for

asymmetrical data sets like that of Table 4.1 is usually pulled

from the median in the direction of any “skew” present, that

is, is pulled in the direction of “extreme” values.

The variance of n data values y1, y2, . . ., yn is essentially a

mean squared deviation of the data points from their mean.

In precise terms, the variance is

s2 ¼ 1

n� 1

Xn
i¼1
ðyi � �yÞ2 (4.3)

and the so-called standard deviation is

s ¼
ffiffiffiffi
s2
p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1
ðyi � �yÞ2

s
(4.4)

For the example of the aluminum contents, it is elementary

to verify that

s2 � 1

26� 1
½ð291� 142:7Þ2 þ ð222� 142:7Þ2 þ � � �

þ ð115� 142:7Þ2�
� 9; 644ðppmÞ2

so that

s ¼
ffiffiffiffi
s2
p
� 98:2 ppm

An appropriate interpretation of s is not completely obvi-

ous at this point, but it does turn out to measure the spread of

a data set, and to be extremely useful in drawing quantitative

inferences from data. (In many, but not all, circumstances

met in practice, the range or largest value in a data set minus

the smallest value is on the order of four to six times s.) The
variance and standard deviation are time-honored and fun-

damental quantifications of the variation present in a single

group of measurements and, by implication, the data-

generating process that produced them.

When data are collected under several different sets of

conditions, and those conditions can be expressed in quanti-

tative terms, effective data summarization often takes the

form of fitting an approximate equation to the data. As the

basis of a simple example of this, consider the data in

Table 4.2. The variable x, hydrocarbon liquid hourly space

velocity, specifies the conditions under which information

on the response variable y, a measure of isobutylene conver-

sion, was obtained in a study involving the direct hydration

of olefins.

For purposes of economy of expression, and perhaps

some cautious interpolation between values of x not included

in the original dataset, one might well like to fit a simple

equation involving some parameters b, say,

y � f ðx b:Þj (4.5)

to the data of Table 4.2. The simplest possible form for the

function f ðx bj Þ that accords with the “up then back down

again” nature of the conversion values y in Table 4.2 is the

quadratic form

f ðxjbÞ ¼ b0 þ b1xþ b2x
2 (4.6)

and a convenient method of fitting such an equation (that is

linear in the parameters b) is the method of least squares.
That is, to fit a parabola through a plot of the seven (x, y)

Table 4.2 Seven liquid hourly space velocity/mol% conversion data

Pairsa

Liquid hourly space velocity, x Mole % isobutylene conversion, y

1 23.0, 24.5

2 28.0

4 30.9, 32.0, 33.6

6 20.0

aBased on a graph in Odioso et al. [33]
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pairs specified in Table 4.2, it is convenient to choose b0, b1,
and b2 to minimize the sum of squared differences between

the observed conversion values y and the corresponding

fitted values y on the parabola. In symbols, the least squares

fitting of the approximate relationship specified by (4.5) and

(4.6) to the data of Table 4.2 proceeds by minimization of

X7
i¼1
½yi � ðb0 þ b1xi þ b2xi

2Þ�2

over choices of the coefficients b. As it turns out, use of

standard statistical “regression analysis” software shows

that the fitting process for this example produces the

approximate relationship

y � 13:64þ 11:41x� 1:72x2

and Fig. 4.7 shows the fitted (summarizing) parabola

sketched on the same set of axes used to plot the seven

data points of Table 4.2.

The least squares fitting of approximate functional

relationships to data with even multidimensional explana-

tory variable x typically goes under the (unfortunately

obscure) name of multiple regression analysis, and is given

an introductory treatment in most engineering statistics

textbooks, including, for example, the ones by Devore [2],

Vardeman and Jobe [3], and Vardeman [4] listed in the

references. A lucid and rather complete treatment of the

subject can also be found in the book by Neter et al. [5].

A final notion that we wish to treat in this section on

descriptive statistics is that of representing a distribution of

responses and/or the mechanism that produced them (under

a single set of physical conditions) by a theoretical distribu-

tion. That is, there are a number of convenient theoretical

distributional shapes, and it is often possible to achieve great

economy of expression and thought by seeing in a graphical

representation such as Figs. 4.2, 4.3, 4.4, and 4.5 the possi-

bility of henceforth describing the phenomenon portrayed

via some one of those theoretical distributions. Here we will

concentrate on only the most commonly used theoretical

distribution, the so-called Gaussian or normal distribution.
Figure 4.8 is a graph of the function of x

gðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2ps2
p exp �ðx� mÞ2

2s2

 !
(4.7)

where g(x) specifies the archetypical “bell-shaped curve”

centered at the number m, with spread controlled by the

number s (and is in fact usually called the Gaussian proba-

bility density with mean m and standard deviation s).

Figure 4.8 can be thought of as a kind of idealized

histogram. Just as fractional areas enclosed by particular

bars of a histogram correspond to fractions of a data set

with values in the intervals represented by those bars, areas

under the curve specified in (4.7) above particular intervals

might be thought of as corresponding to fractions of poten-

tial data points having values in those intervals. (It is possi-

ble to show that the total area under the curve represented in

Fig. 4.8, namely,
Ð1
�1 gðxÞ dx, is 1.) Simple tabular methods

presented in every elementary statistics book avoid the

need to regularly use numerical integration in evaluating

such areas. These methods can, for example, be used to

show that roughly 68% of a Gaussian distribution lies

between m�s and m + s, roughly 95% lies between

m�2s and m + 2s, and roughly 99.7% lies between m�3s

Fig. 4.7 A scatter plot of seven space velocity/mol% conversion data

pairs and a fitted parabola

Fig. 4.8 The Gaussian probability density with mean m and standard

deviation s
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and m + 3s. Part of the convenience provided when

one can treat a data-generating process as approximately

Gaussian is that, given only a theoretical mean m and

theoretical standard deviation s, predictions of fractions of
future data values likely to fall in intervals of interest are

thus easy to obtain.

At this point let us return to the aluminum content data of

Table 4.1. The skewed shape that is evident in all of

Figs. 4.2, 4.3, 4.4, and 4.5 makes a Gaussian distribution

inappropriate as a theoretical model for (raw) aluminum

content of such PET samples. But as is often the case with

right skewed data, considering the logarithms of the original

measurement creates a scale where a normal distribution is

more plausible as a representation of the phenomenon under

study. Thus, Table 4.3 contains the natural logs of the values

in Table 4.1, and the corresponding stem and leaf plot in

Fig. 4.9 shows the transformed data to be much more sym-

metrically distributed than the original data. The possibility

opened up by this kind of transformation idea is one using

statistical methods based on the normal distribution to reach

conclusions about lny and then simply exponentiating to

derive conclusions about the original response y itself. The

applicability of statistical methods developed for normal

distributions is thereby significantly broadened.

In addition to providing convenient conceptual

summarizations of the nature of response distributions, the-

oretical distributions such as the normal distribution form

the mathematical underpinnings of methods of formal quan-

titative statistical inference. It is outside our purposes in this
chapter to provide a complete introduction to such methods,

but thorough and readable accounts are available in engi-

neering statistics books such as those of Devore [2] and

Vardeman and Jobe [3]. Here, we will simply say that,

working with a Gaussian description of a response, it is

possible to quantify in various ways how much information

is carried by data sets of various sizes. For instance, if a

normal distribution describes a response variable y, then in a

certain well-defined sense, based on n ¼ 26 observations

producing a mean �y and a standard deviation s, the interval

with end points

�y� 2:060s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

26

r
(4.8)

and

�yþ 2:060s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

26

r
(4.8a)

has a 95% chance of predicting the value of an additional

observation. For instance, applying formula (4.8) to the log

values in Table 4.3, the conclusion is that the interval from

3.45 to 6.10 ln(ppm) has a 95% chance of bracketing an

additional log aluminum content produced (under the physi-

cal conditions of the original study) at the recycling plant.

Exponentiating, the corresponding statement about raw alu-

minum content is that the interval from 31 to 446 ppm has a

95% chance of bracketing an additional aluminum content.

Methods of statistical inference like that represented in (4.8)

are called prediction interval methods. The book by Hahn

and Meeker [6] provides a thorough discussion of such

methods, based not only on the Gaussian distribution but

also on other theoretical distributional shapes as well.

Tools of Routine Industrial Process Monitoring
and Capability Assessment

Probably the two most basic generic industrial problems

commonly approached using statistical methods are those

of (1) monitoring and maintaining the stability/consistency

of a process and (2) assessing the capability of a stable

process. This section provides a brief introduction to the

use of tools of “control” charting in these enterprises.

Working at Bell Labs during the 1920s and 1930s, Walter

Shewhart developed the notion of routinely plotting data

from an industrial process in a form that allows one to

separate observed variability in a response into two kinds

of variation. The first is that variation which appears to be

inherent, unavoidable, short-term, baseline, and characteris-

tic of the process (at least as currently configured). This

variation Shewhart called random or common cause varia-

tion. The second kind of variability is that variation which

appears to be avoidable, long-term, and/or due to sources

Table 4.3 Twenty-six logarithms of aluminum contents

5.67 5.40 4.83 4.37 4.98 4.78 5.50 4.77 5.20 4.14 3.40 4.94 4.62

4.62 4.47 5.21 4.09 5.25 4.78 6.24 4.79 5.15 4.25 3.40 4.50 4.74

Fig. 4.9 A stem and leaf plot for the logarithms of 26 aluminum

contents
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outside of those seen as legitimately impacting process

behavior. He called this variation assignable or special

cause variation.
Shewhart reasoned that by plotting summary statistics

from periodically collected data sets against time order of

collection, one would be able to see interpretable trends or

other evidence of assignable variation on the plots, and could

intervene to eliminate the physical causes of that variation.

The intention was to thereby make process output stable or

consistent to within the inherent limits of process precision.

As a means of differentiating plotted values that should

signal the need for intervention from those that carry no

special message of process distress, he suggested drawing

so-called control limits on the plots. (The word “control” is

something of a misnomer, at least as compared to common

modern engineering usage of the word in referring to the

active, moment-by-moment steering or regulation of pro-

cesses. The nonstandard and more passive terminology

“monitoring limits” would actually be far more descriptive

of the purpose of Shewhart’s limits.) These limits were to

separate plausible values of the plotted statistic from implau-

sible values when in fact the process was operating opti-

mally, subject only to causes of variation that were part of

standard conditions.

By far the most famous implementations of Shewhart’s

basic logic come where the plotted statistic is either the

mean, the range, or less frequently, the standard deviation.

Such charts are commonly known by the names x-bar

charts, R charts, and s charts, respectively. As a basis of

discussion of Shewhart charts, consider the data given in

Table 4.4. These values represent melt index measurements

of specimens of extrusion grade polyethylene, taken four per

shift in a plastics plant.

Figure 4.10 shows plots of the individual melt indices,

means, ranges, and standard deviations from Table 4.4

Table 4.4 Measured melt indices for ten groups of four specimensa

Shift Melt index �y R S

1 218, 224, 220, 231 223.25 13 5.74

2 228, 236, 247, 234 236.25 19 7.93

3 280, 228, 228, 221 239.25 59 27.37

4 210, 249, 241, 246 236.50 39 17.97

5 243, 240, 230, 230 235.75 13 6.75

6 225, 250, 258, 244 244.25 33 14.06

7 240, 238, 240, 243 240.25 5 2.06

8 244, 248, 265, 234 247.75 31 12.92

9 238, 233, 252, 243 241.50 19 8.10

10 228, 238, 220, 230 229.00 18 7.39

aBased on data from page 207 of Wadsworth et al. [7]

Fig. 4.10 Plots of melt index, �Y, R, and s against shift number
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against shift number. The last three of these are the

beginnings of so-called Shewhart �x, R, and s control charts.

What remain to be added to the plots in Fig. 4.10 are

appropriate control limits. In order to indicate the kind of

thinking that stands behind control limits for Shewhart

charts, let us concentrate on the issue of limits for the plot

of means. The fact is that mathematical theory suggests how

the behavior of means �y ought to be related to the distribu-

tion of individual melt indices y, provided the data-

generating process is stable, that is, subject only to random

causes. If individual responses y can be described as normal

with some mean m and standard deviation s, mathematical

theory suggests that averages of n such values will behave as

if a different normal distribution were generating them, one

with a mean m�y that is numerically equal to m and with a

standard deviation s�y that is numerically equal to s=
ffiffiffi
n
p

.

Figure 4.11 illustrates this theoretical relationship between

the behavior of individuals and the behavior of means.

The relevance of Fig. 4.11 to the problem of setting

control chart limits on means is that if one is furnished

with a description of the typical pattern of variation in y,
sensible expectations for variation in �y follow from simple

normal distribution calculations. So Shewhart reasoned that

since about 99.7% (most) of a Gaussian distribution is within

three standard deviations of the center of the distribution,

means found to be farther than three theoretical standard

deviations (of �y) from the theoretical mean (of �y) could be

safely attributed to other than chance causes. Hence,

furnished with standard values for m and s (describing indi-

vidual observations), sensible control limits for �y become

Upper control limit (UCL) for �y ¼ m�y þ 3s�y

¼ mþ 3
sffiffiffi
n
p

and

Lower control limit (LCL) for �y ¼ m�y � 3s�y

¼ m� 3
sffiffiffi
n
p (4.9)

Returning to the context of our example represented by the

data of Table 4.4, Wadsworth et al. [7] state that the target

value for melt index in the original application was in fact

235. So if standard process behavior is “on target” behavior,

the value m ¼ 235 seems appropriate for use in (4.9). No

parallel value for s was provided by the authors. Common

practice in such situations is to use the data in hand (the data

of Table 4.4) to produce a plausible value for s to use in (4.9).
There are many possible ways to produce such a value, but to

understand the general logic behind the standard ones, it is

important to understand what s is supposed to measure. The

variable s is intended as a theoretical measure of baseline,

short-term, common cause variation. As such, the safest way

to try to approximate it is to somehow use only measures of

variation within the groups of four values in Table 4.4 not

influenced by variation between groups. (Measures of varia-

tion derived from considering all the data simultaneously,

e.g., would reflect variation between shifts as well as the

shorter-term variation within shifts.) In fact, the most com-

monly used ways of obtaining from the data in hand a value

of s for use in (4.9) are based on the averages of the (within-

group) ranges or standard deviations. For example, the ten

values of R given in Table 4.4 have a mean

�R ¼ 1

10
ð13þ 19þ 59þ :::þ 19þ 18Þ ¼ 24:9

and some standard mathematical theory suggests that

because the basic group size here is n ¼ 4, an appropriate

multiple of �R for use in estimating s is

�R

2:059
� 12:1 (4.10)

(The divisor above is a tabled factor commonly called d2,

which increases with n.)
Finally, substituting 235 for m and 12.1 for s in (4.9)

produces numerical control limits for �y:

LCL ¼ 235� 3
ð12:1Þffiffiffi

4
p ¼ 216:9

and

UCL ¼ 235þ 3
ð12:1Þffiffiffi

4
p ¼ 253:1

Fig. 4.11 The distribution of individuals, Y, and sample means, �Y
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Comparison of the �y values in Table 4.4 to these limits

reveals no “out of control” means, that is, no evidence in the

means of assignable process variation. Figures 4.12 and 4.13

show control charts for all of �y, R, and s, where control limits

for the last two quantities have been derived using standard

calculations not shown here.

The R and s charts in Figs. 4.12 and 4.13 are related

representations (only one is typically made in practice) of

the shift-to-shift behavior of melt index consistency. It is

seen that on both charts, the shift #3 point plots above the

upper control limit. The strong suggestion thus is that melt

index consistency was detectably worse on that shift than on

the others, so that from this point of view the process was in

fact not stable over the time period represented in Table 4.4.

In practice, physical investigation and hopefully correction

of the origin of the instability typically would follow, as well

as some reconsideration of our earlier assessment of 12.1 as

a plausible figure to represent the inherent short-term

variability of melt index. (If shift #3 could be treated as a

special case, explainable as an unfortunate but correctable

situation that was not expected to reoccur, there might be

reason to revise �R downward by deletion of shift #3 from the

calculation, and thereby to reduce one’s view of the size of

baseline process variability. Notice that, in general, such a

Fig. 4.12 Control charts for �Yand R based on melt indices

Fig. 4.13 Control charts for �Yand s based on melt indices
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downward revision of �R might well also have the effect of

causing one to need to rethink his or her assessment of the

constancy of the melt index mean.)

There is a variation on the basic “�x and R chart” idea that

we wish to illustrate here next, because of its frequent use in

chemical industry applications. That is the making of a so-

called x and MR chart pair. The motivation for this modifi-

cation of the ideas outlined thus far in this section is that in

many chemical process monitoring contexts the natural

“group size” is n ¼ 1. A mean of n ¼ 1 observation(s) is

simply that observation itself, and the limits of (4.9) make

perfectly good sense for the case of n ¼ 1. That is, the

analog of an �x chart for n ¼ 1 cases is clear, at least if one
has an externally provided value for s. But what, if anything,
to do for an n ¼ 1 counterpart of the R chart and how to

develop an analog of (4.10) in cases where s is not a priori

known are perhaps not so obvious. Table 4.5 contains data

representing moisture contents in 0.01% of bihourly samples

of a polymer, and the question at hand is what besides simply

the bihourly y values might be plotted in the style of a

Shewhart control chart for such data.

The final column of Table 4.5 gives 19 so-called moving

ranges of pairs of successive moisture contents. It is often

argued that although these MR values are actually affected

not only by variation within a 2-h production period but by

some variation between these periods as well, they come as

close to representing purely short-term variation as any

measure available from n ¼ 1 data. Accordingly, as a kind

of n ¼ 1 analog of an R chart, moving ranges are often

charted in addition to individual values y. Further, the

average moving range is used to estimate s in cases where

information on the inherent variability of individuals is

a priori lacking, according to the formula

Estimated s ¼ MR

1:128

where MR is the mean of the moving ranges (and plays the

role of �R in (4.10)), and 1.128 is then n ¼ 2 version of the

factor d2 alluded to immediately below (4.10).

In the case of the data of Table 4.5,

MR ¼ 1

19
ð16þ 4þ 5þ :::þ 16þ 18Þ � 8:2

so that a (possibly somewhat inflated due to between period

variation) data-based estimate of within-period variability s
for use, for example in limits (4.9), is

8:2

1:128
� 7:2

Figure 4.14 shows both an x (individuals) chart and an MR

(moving range) chart based on these calculations. As no

standard value of moisture content was provided in Burr’s

text [8], the value �y ¼ 28:55 was used as a substitute for m in

(4.9). The MR chart limits are based on standard n ¼ 2

(because ranges of “groups” of two observations are being

plotted) R chart control limit formulas. Figure 4.14 shows no

evidence of assignable variation in the moisture contents.

Statistical research in the last decade has cast serious

doubt on the wisdom of adding the MR chart to the x chart

in n ¼ 1 situations. The price paid for the addition in terms

of “false alarm rate” is not really repaid with an important

increase in the ability to detect process change. For a more

complete discussion of this issue see Sect. 4.4 of Vardeman

and Jobe [9].

The use of Shewart control charts is admirably

documented in a number of statistical quality control books

including those by Vardeman and Jobe [9], Wadsworth et al.

[7], Duncan [10], Burr [8], Grant and Leavenworth [11],

and Ott et al. [12]. Our purpose here is not to provide all

details necessary for their use, but only to give the reader an

introduction to the overall function that they serve. It should

be said, however, that in recent years other statistical process

monitoring tools such as the so-called CUmulative SUM

(CUSUM) schemes and Exponentially Weighted Moving

Average (EWMA) schemes have been developed as compet-

ing methodologies, and can in some circumstances be

practically more effective than the original Shewhart charts.

Indeed, many computerized controllers for real-time chemi-

cal process monitoring and adjustment now employ some

Table 4.5 Moisture contents for 20 polymer samplesa

Sample Moisture, y Moving range, MR

1 36 –

2 20 16

3 16 4

4 21 5

5 32 11

6 34 2

7 32 2

8 34 2

9 23 11

10 25 2

11 12 13

12 31 19

13 25 6

14 31 6

15 34 3

16 38 4

17 26 12

18 29 3

19 45 16

20 27 18

aBased on data from page 190 of Burr [8]
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form of CUSUM or EWMA logic. For more on these topics,

including their integration with model-based process

controllers, the reader is referred to Sects. 4.1 and 4.2 of

Vardeman and Jobe [9] and Vander Wiel et al. [13].

Shewhart’s basic conceptualization of common and spe-

cial cause variation not only leads to control charts as quan-

titative, rational tools to guide one in knowing when (and

when not!) to intervene in an industrial process to correct

potential ills, but also provides a framework for considering

the question of what is the best/most consistent performance

one can hope for from a particular version of a process. That

is, it provides a framework for discussing process capability

assessment.

If ŝ is some (standard deviation type) estimate of the

baseline variation inherent in an industrial process (obtained,

e.g., from a calculation such as (4.10) or from data taken

from the process after eliminating all physical sources of

assignable variation), it essentially specifies what is possible

in terms of consistency of process output. There are, how-

ever, several common ways of using such an estimate to

produce related measures of process capability.

For one thing, remembering again the fact that an interval

from m�3s to m + 3s (i.e., of length 6s) will bracket about
99.7% of a normal distribution, the figure 6s is sometimes

stated as “the process capability.” This usage would say that

in the context of the polyethylene melt index example of

Table 4.4 the ŝ ¼ 12:1 figure from (4.10) implies a melt

index process capability of approximately 6(12.1) � 72.6. If

properly monitored, the process appears capable of produc-

ing almost all individual melt indices in a 73-point range.

Where there are stated specifications for individual

measurements y, s is sometimes turned into a kind of

index comparing it to the difference in upper and lower

engineering specifications. For example, one such process

capability index is

Cp ¼ USL� LSL

6s

where USL�LSL is the difference in specifications. Fairly

obviously, the larger the value of Cp, the more comfortably

(properly targeted) process output values will fit in an inter-

val from LSL to USL.
Another process capability measure that is frequently

used in the industrial chemistry sector is

Cpk ¼ minimum Cpu ¼ USL� m
3s

�
; Cpl ¼ m� LSL

3s

�

where m is an overall process average for an in-control/

stable/predictable process, and s is as before. This measure

is clearly similar to Cp, but it takes into account the place-

ment of the process mean in a way that is ignored by Cp. A

large value of Cpk indicates that not only is the process short-

term variation small enough for the process output values to

potentially fit comfortably between LSL and USL, but that
the process is currently so targeted that the potential is being

realized.

Statistical Methods and Industrial
Experimentation

One of the most important areas of opportunity for the new

application of statistical methods in the chemical industry in

the twenty-first century is that of increasing the effectiveness

Fig. 4.14 Control charts for Y and MR based on moisture contents of 20 polymer samples
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of industrial experimentation. That is, it is one thing to bring

an existing industrial process to stability (a state of “statisti-

cal” control), but it is quite another to determine how to

make fundamental changes in that process that will improve

its basic behavior. This second activity almost always

involves some form of experimentation, whether it be in

the laboratory or in a plant. As we indicated in the introduc-

tion, efficient methods and strategies of such data collection

(and corresponding analysis) are a central concern of applied

statistics. In this section, we hope to give the reader some

insight into the kinds of statistical tools that are available for

use in chemical industry experimentation.

We will here take as our meaning of the term “experi-

mentation” the observation of a (typically noisy) physical

process under more than one condition, with the broad goal

of understanding and then using knowledge of how the

process reacts to the changes in conditions. In most indus-

trial contexts, the “conditions” under which the process is

observed can be specified in terms of the settings or so-called

levels chosen for several potentially important process or

environmental variables, the so-called factors in the experi-

ment. In some cases, the hope is to identify those (often

largely unregulated) factors and combinations of factors

that seem to most influence an observed response variable,

as a means of targeting them for attention intended to keep

them constant or otherwise to eliminate their influence, and

thereby to improve the consistency of the response. In other

situations the hope is to discover patterns in how one or more

critical responses depend on the levels of (often tightly

controlled) factors, in order to provide a road map for the

advantageous guiding of process behavior (e.g., to an

increased mean reaction yield) through enlightened chang-

ing of those levels.

This section is organized into two subsections. In the first,

we will illustrate the notion of variance component estima-

tion through an example of a nested or hierarchical data

collection scheme. In the second, we will discuss some

general considerations in the planning of experiments to

detail the pattern of influence of factors on responses, con-

sider so-called factorial and fractional factorial experimental

designs, illustrate response surface fitting and interpretation

tools and the data requirements they imply, and, in the

process, discuss the integration of a number of statistical

tools in a sequential learning strategy.

Identifying Major Contributors to Process
Variation

A statistical methodology that is particularly relevant where

experimentation is meant to identify important unregulated

sources of variation in a response is that of variance

component estimation, based on the so-called ANalysis Of

Variance (ANOVA) calculations and random effects

models. As an example of what is possible, consider

the data of Table 4.6. Shown here are copper content

measurements for some bronze castings. Two copper con-

tent determinations were made on each of two physical

specimens cut from each of 11 different castings.

Table 4.6 Forty-four copper content measurements from 11 bronze

castingsa

Casting Specimen Determination Copper content, y, (%)

1 1 1 85.54

1 1 2 85.56

1 2 1 85.51

1 2 2 85.54

2 1 1 85.54

2 1 2 85.60

2 2 1 85.25

2 2 2 85.25

3 1 1 85.72

3 1 2 85.77

3 2 1 84.94

3 2 2 84.95

4 1 1 85.48

4 1 2 85.50

4 2 1 84.98

4 2 2 85.02

5 1 1 85.54

5 1 2 85.57

5 2 1 85.84

5 2 2 85.84

6 1 1 85.72

6 1 2 85.86

6 2 1 85.81

6 2 2 85.91

7 1 1 85.72

7 1 2 85.76

7 2 1 85.81

7 2 2 85.84

8 1 1 86.12

8 1 2 86.12

8 2 1 86.12

8 2 2 86.20

9 1 1 85.47

9 1 2 85.49

9 2 1 85.75

9 2 2 85.77

10 1 1 84.98

10 1 2 85.10

10 2 1 85.90

10 2 2 85.90

11 1 1 85.12

11 1 2 85.17

11 2 1 85.18

11 2 2 85.24

a Based on data taken from Wernimont [34]
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The data of Table 4.6 were by design collected to have a

“tree type” or so-called hierarchical/nested structure. Fig-

ure 4.15 shows a diagram of a generic hierarchical structure

for balanced cases like the present one, where there are

equal numbers of branches leaving all nodes at a given

level (there are equal numbers of determinations for each

specimen and equal numbers of specimens for each casting).

An important goal in most hierarchical studies is deter-

mining the size of the contributions to response variation

provided by the different factors, that is, the different levels

of the tree structure. (In the present context, the issue is how

variation between castings compares to variation between

specimens within a casting, and how they both compare to

variation between determinations for a given specimen. If

the overall variability observed were considered excessive,

such analysis could then help guide efforts at variation

reduction by identifying the largest contributors to observed

variability.) The structure portrayed in Fig. 4.15 turns out to

enable an appealing statistical analysis, providing help in

that quantification.

If one lets

yijk ¼ the copper content from the kth

determination of the jth

specimen from casting i

�yij: ¼ 1

2

X
k

yijk ¼ the mean copper content

determination from the

ith casting

�yi � � ¼ 1

2

X
j

�yij� ¼ the mean copper content

determination from the

ith casting

and

�y��� ¼
1

11

X
i

yi�� ¼ the overall mean copperdetermination

it is possible to essentially break down the variance of all 44

copper contents (treated as a single group) into interpretable

pieces, identifiable as variation between �yi��s(casting means),

variation between �yij��s(specimen means) within castings,

and variation between �yijks (individual measurements)

within a specimen. That is, it is an algebraic identity that

for 44 numbers yijk with the same structure as those in

Table 4.6

ð44� 1Þs2 ¼
X
i;j;k

ðyijk � �y:::Þ2

¼
X
i;j;k

ð�yi�� � �y���Þ2 þ
X
i;j;k

ð�yij� � �yi���Þ2

þ
X
i;j;k

ðyijk � �yij�Þ2 (4.11)

The sums indicated in (4.11) are over all data points; so,

for example, the first summand on the right is obtained for

the copper content data by summing each ð�yi�� � �y���Þ2 a total
of 2 � 2 ¼ 4 times, one for each determination on a given

casting. With the obvious meaning for the s and the substi-

tution of the total number of data values for 44, the identity

in (4.11) applies to any balanced hierarchical data structure.

It is a so-called ANOVA identity, providing an intuitively

appealing partitioning of the overall observed variability in

the data, an analyzing of the (observed) variation.
Some tedious arithmetic “by hand,” or use of nearly any

commercially available statistical package that includes an

ANOVA program, shows that for the copper content data of

Table 4.6 the numerical version of (4.11) is approximately

5:1385 ¼ 3:2031þ 1:9003þ 0:0351 (4.12)

Although we will not provide any details here, the reader

is alerted to the fact that it is common practice to present the

elements of an identity such as (4.12) in a tabular form called

an “ANOVA table.” The use for the elements of (4.12) that

we wish to illustrate here is their role in estimating casting,

specimen, and determination “variance components.”

Fig. 4.15 A balanced hierarchical data structure
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That is, if one models an observed copper determination

as the sum of a random casting-dependent effect whose

distribution is described by a variance ssc, a random

specimen-dependent effect whose distribution is described

by a variance s2s , and a random determination-dependent

effect whose distribution is described by a variance s2d, the
elements of (4.12) lead to estimates of the variance

components s2c , s
2
s , and s2d in the model. Note that in such

a random effects model of the data-generating process, cop-

per measurements from the same casting share the same

casting effect, and copper measurements from the same

specimen share the both same casting and the same speci-

men effects. The individual s2 values are conceptually the

variances that would be seen in copper contents if only the

corresponding sources of variation were present. The sum of

the s2 values is conceptually the variance that would be seen
in copper contents if single determinations were made on a

number of different castings.

Standard statistical methodology for estimation of the

variance components (which we will not detail here but

can, e.g., be found in Sect. 4.5 of Vardeman and Jobe [9]

or Chap. 11 of Hicks and Turner [14]) produces

s2d ¼
0:0351

11 � 2 � ð2� 1Þ � 0:0016ð%Þ2

as an estimate of s2d,

ŝ2s ¼
1

2

1:9003

11 � ð2� 1Þ � 0:0016

� �
� 0:0856ð%Þ2

as an estimate of s2s , and

ŝ2c ¼
1

2 � 2
3:2031

ð11� 1Þ �
1:9003

11 � ð2� 1Þ
� �

� 0:0369ð%Þ2

as an estimate of s2c . Figure 4.16 is a pie chart representation
of these three estimated variance components as fractions of

their sum (the variance predicted if single determinations

were made on single specimens from each casting), and

graphically identifies inhomogeneity between specimens

cut from a single casting as the biggest contributor to

observed variation.

On the standard deviation scale the estimates translate to

ŝd � 0:04%; ŝs � 0:29%; ŝc � 0:19%. So, for example,

the data of Table 4.6 indicate that even if castings and

specimens were all exactly alike, it would still be reasonable

to expect measured copper contents to vary according to a

standard deviation of about 0.04%, presumably due to

unavoidable measurement error.

Variance component estimation methodology is not lim-

ited to balanced hierarchical experiments, but they do pro-

vide an important and straightforward context in which to

introduce the technology. More detailed information on the

case discussed here and extensions to other kinds of data

structures can be found in books by Vardeman [4], Neter

et al. [5], Mason et al. [15], and Hicks and Turner [14].

Discovering and Exploiting Patterns of Factor
Influence on Responses

Having discussed statistical methodology particularly appro-

priate to studies whose primary purpose is simply to identify

factors with the largest influence on a response, we will now

consider methods aimedmore directly at detailed experimen-

tal quantification of the pattern of factor influence on one or

more responses. As an example, we will use a “sanitized”

account of some statistical aspects of a highly successful and

economically important process improvement project. (Data

presented here are not the original data, but resemble them in

structure. Naturally, details of the project not central to our

expository purposes and those of a proprietary nature will be

suppressed.) A more complete version of this case study

appears as Chap. 11 of Vardeman [4].

The process monitoring, capability assessment, and vari-

ance source identification ideas discussed thus far are almost

logical prerequisites for industrial experimentation to detail

the nature of dependence of response variables on factors of

interest. When an industrial process has been made to oper-

ate in a stable manner, its intrinsic variability reduced to the

extent practically possible, and that baseline performance

quantified and understood, the prospects of success are

Fig. 4.16 Three estimated variance components for copper contents
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greatly enhanced for subsequent efforts to understand the

effects of potential fundamental process changes.

Preliminary work by various groups left a project team

with a batch production process behaving in a stable but

unsatisfactory fashion. Obvious sources of variation (both in

the process itself and “upstream”) had been identified and, to

the degree practically possible, eliminated. The result was a

process with an average output purity of 88% and an

associated purity standard deviation of around 5%, and an

average yield of 43% and an associated yield standard devi-

ation of around 5% as well. The project team was charged

with finding ways to increase the purity and yield means to,

respectively, 95% and 59% while it is hoped, also further

reducing the standard deviations. To accomplish this, the

team recognized the need for an improved understanding

of how various process variables under their control

influenced purity (which we will call y1) and yield (which

we will call y2). Experimentation to provide this was

authorized, and, in particular, attention was focused on

four factors consisting of three reactant concentrations and

the process run time. We will call the Reactant A mole ratio

x1, the Reactant B mole ratio x2, the Reactant C mole ratio

x3, and the run time (in hours) x4.

The choice of experimental factors (what to vary in data

collection) is a nontrivial matter of fundamental importance

that is best handled by people with firsthand process knowl-

edge. There are a number of popular techniques and tools

(such as so-called cause and effect diagrams, discussed for

instance in Sect. 2.1 of Vardeman and Jobe [9]) for helping

groups brainstorm and reach a consensus on such matters.

Further, in cases where a priori knowledge of a process is

scarce, relatively small preliminary screening experiments

can help reduce a large list of potential factors to a smaller

list apparently worthy of more detailed study. (The frac-

tional factorial plans that will be illustrated shortly often

are recommended for this purpose).

Once a particular set of experimental factors has been

identified, questions about exactly how they should be

varied must be answered. To begin with, there is the choice

of levels for the factors, the matter of how much the

experimental factors should be varied. Particular experi-

mental circumstances usually dictate how this is addressed.

Widely spaced (substantially different) levels will in gen-

eral lead to bigger changes in responses, and therefore

clearer indications of how the responses depend upon

the experimental factors, than will closely spaced (margin-

ally different) levels. But they may do so at the expense of

potentially creating unacceptable or even disastrous pro-

cess conditions or output. Thus, what may be an acceptable

strategy in a laboratory study might be completely

unacceptable in a production environment and vice versa.

Given a set or range of levels for each of the individual

experimental factors, there is still the question of exactly

what combinations of levels actually will be used to produce

experimental data. For example, in the process improvement

study, standard process operating conditions were x1 ¼ 1.5,

x2 ¼ 1.15, x3 ¼ 1.75, and x4 ¼ 3.5, and the project team

decided on the ranges

1:0� x1� 2:5; 1:0� x2� 1:8; 1:0� x3� 2:5; (4.13)

and

2:0� x4� 5:0

as defining the initial limits of experimentation. But the

question remained as to exactly what sets of mole ratios

and corresponding run times were appropriate for data

collection.

A natural (but largely discredited) strategy of data collec-

tion is the one-variable-at-a-time experimental strategy

of picking some base of experimental operations (such as

standard operating conditions) and varying the level of only

one of the factors away from that base at a time. The problem

with such a strategy is that sometimes two or more factors

act on responses jointly, doing things in concert that neither

will do alone. For example, in the process improvement

study, it might well have been that an increase in either x1,

or x2 alone would have affected yield very little, whereas

a simultaneous increase in both would have caused an

important increase. Modern strategies of industrial experi-

mentation are conceived with such possibilities in mind,

and attempt to spread out observations in a way that gives

one some ability to identify the nature of the response

structure no matter how simple or complicated it turns

out to be.

There are several issues to consider when planning the

combinations of levels to include in an experiment. We

have already said that it is important to “vary several

factors simultaneously.” It is also important to provide

for some replication of at least a combination or two in

the experiment, as a means of getting a handle on the size

of the experimental error or baseline variation that one is

facing. The replication both verifies the reproducibility of

values obtained in the study and identifies the limits of that

reproducibility. Also, one must balance the urge to “cover

the waterfront” with a wide variety of combinations of

factor levels against resource constraints and a very real

law of diminishing practical returns as one goes beyond

what is really needed in the way of data to characterize

response behavior. In addition, the fact that real-world

learning is almost always of a sequential rather than a

“one shot” nature suggests that it is in general wise to

spend only part of an experimental budget on early study

phases, leaving resources adequate to follow up directions

suggested by what is learned in those stages.
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It is obvious that a minimum of two different levels of an

experimental factor must appear in a set of experimental

combinations if any information is to be gained on the

effects of that factor. So one logical place to begin thinking

about a candidate design for an industrial experiment is with

the set of all possible combinations of two levels of each of

the experimental factors. If there are p experimental factors,

statistical jargon for such an arrangement is to call it a

(complete) 2 � 2 � 2 � � � � � 2 or 2p factorial plan. For

example, in the process improvement situation, an experi-

ment consisting of the running of all 16 possible

combinations of

x1 ¼ 1:0 or x1 ¼ 2:5
x2 ¼ 1:0 or x2 ¼ 1:8
x3 ¼ 1:0 or x3 ¼ 2:5

and

x4 ¼ 2:0 or x4 ¼ 5:0

would be called a complete 2 � 2 � 2 � 2 or 24 factorial

experiment. Notice that in geometric terms, the (x1, x2, x3,

x4) points making up this 24 structure amount to the 16

“corners” in four-dimensional space of the initial experi-

mental region defined in (4.13).

A complete factorial experimental plan is just that, in

some sense “complete.” It provides enough information to

allow one to assess (for the particular levels used) not only

individual but also joint or interaction effects of the factors

on the response or responses. But when in fact (unbeknownst

to the investigator) a system under study is a relatively

simple one, principally driven by only a few individual or

low-order joint effects of the factors, fewer data actually are

needed to characterize those effects adequately. So what is

often done in modern practice is initially to run only a

carefully chosen part of a full 2p factorial, a so-called frac-

tional factorial plan, and to decide based on the initial data

whether data from the rest of the full factorial appear to be

needed in order to adequately characterize and understand

response behavior. We will not discuss here the details of

how so-called 2p–q fractional factorials are intelligently cho-

sen, but there is accessible reading material on the subject in

books by Box et al. [16], and by Vardeman and Jobe [3].

In the process improvement study, what was actually done

in the first stage of data collection was to gather information

from one-half of a full 24 factorial (a 24–1 fractional factorial)

augmented by four observations at the “center” of the exper-

imental region (thereby providing both some coverage of the

interior of the region, in addition to a view of some of its

corners, and important replication as well).

The data in Table 4.7 are representative of what the group

obtained.

The order in which the data are listed is simply a conve-

nient systematic one, not to be confused with the order in

which experimental runs were actually made. The table

order is far too regular for it to constitute a wise choice

itself. For example, the fact that all x3 ¼ 1.0 combinations

precede the x3 ¼ 2.5 ones might have the unfortunate effect

of allowing the impact of unnoticed environmental changes

over the study period to end up being confused with the

impact of x3 changes. The order in which the 12 experimen-

tal runs were actually made was chosen in a “completely

randomized” fashion. For a readable short discussion of the

role of randomization in industrial experimentation, the

reader is referred to Box [17].

For purposes of this discussion, attention is focused on

the yield response variable, y2. Notice first that the four y2
values from the center point of the experimental region have

�y ¼ 53:2 and s ¼ 1.13 (which incidentally already appear to

be an improvement over typical process behavior). As a

partial indication of the logic that can be used to investigate

whether the dependence of yield on the experimental factors

is simple enough to be described adequately by the data of

Table 4.7, one can compute some estimated “main effects”

from the first eight data points. That is, considering first the

impact of the variable x1 (alone) on yield, the quantity

�yhighx1
� �ylowx1

¼ 1

2
ð45:9þ 46:0þ 51:2þ 52:8Þ

� 1

4
ð35:1þ 4:0þ 41:4þ 10:0Þ

¼ 26:35

is perhaps a sensible measure of how a change in x1 from

1.00 to 2.50 is reflected in yield. Similar measures for the

other variables turn out to be

�yhighx2
� �ylowx2

¼ �15:20
�yhighx3

� �ylowx3
¼ 6:10

Table 4.7 Data from an initial phase of a process improvement study

x1 x2 x3 x4 Purity, y1(%) Yield, y2(%)

1.00 1.0 1.00 2.0 62.1 35.1

2.50 1.0 1.00 5.0 92.2 45.9

1.00 1.8 1.00 5.0 7.0 4.0

2.50 1.8 1.00 2.0 84.0 46.0

1.00 1.0 2.50 5.0 61.1 41.4

2.50 1.0 2.50 2.0 91.6 51.2

1.00 1.8 2.50 2.0 9.0 10.0

2.50 1.8 2.50 5.0 83.7 52.8

1.75 1.4 1.75 3.5 87.7 54.7

1.75 1.4 1.75 3.5 89.8 52.8

1.75 1.4 1.75 3.5 86.5 53.3

1.75 1.4 1.75 3.5 87.3 52.0
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and

�yhighx4 � �ylowx4
¼ 0:45

These measures provide some crude insight into the

directions and magnitudes of influence of the experimental

variables on y2. (Clearly, by these measures x1 ¼ 2.50 seems

preferable to x1 ¼ 1.00, and the run time variable x4 seems

to have little impact on yield.) But they also provide strong

evidence that the nature of the dependence of yield on the

experimental factors is too complicated to be described by

the action of the factors individually. For example, if it were

the case that the separate actions of the experimental factors

were adequate to describe system behavior, then standard

statistical theory and the data indicate that the mean response

for the x1 ¼ 1.00, x2 ¼ 1.0, x3 ¼ 1.00, and x4 ¼ 2.0 set of

conditions would be around

ŷ ¼ �ycorners �
1

2
ð�26:35Þ � 1

2
ð�15:20Þ

� 1

2
ð6:10Þ � 1

2
ð0:45Þ ¼ 27:45

(where �ycorners is standing for the mean of the first eight

yields in Table 4.7). But the observed yield of 35.1 is clearly

incompatible with such a mean and the standard deviation

value (of s ¼ 1.13) derived from the repeated center point.

Also, other simple evidence that (at least linear and) separate

action of the four factors is not enough to describe yield

adequately is given by the large difference between

�ycornere ¼ 35:8 and the observed mean from the center point

�y ¼ 53:2. (As it turns out, calculations that we will not show

here indicate the possibility that individual action of the

factors plus joint action of the Reactant A and Reactant B

mole ratios is sufficient to describe yield. But in any case, the

point is that the data of Table 4.7 provide evidence that the

pattern of dependence of yield on the experimental variables

is not simple, and thus that completion of the 24 factorial is

in order).

After a complete analysis of the first round of experimen-

tal data, the project team “ran the second half fraction” of the

24 factorial, and data similar to those in Table 4.8 were

obtained. (Again, no significance should be attached to the

order in which the observations in Table 4.8 are listed. It is

not the order in which the experimental runs were made).

The data from the second phase of experimentation

served to complete the project team’s 24 factorial picture

of yield and confirm the tentative understanding drawn first

from the initial half fraction. It is seen that the combinations

listed in Table 4.8 are in the same order as the first eight in

Table 4.7 as regards levels of experimental variables x1, x2,
and x3, and that the corresponding responses are very simi-

lar. (This, by the way, has the happy practical implication

that run time seems to have little effect on final purity or

yield, opening the possibility of reducing or at least not

increasing the standard run time.) Thorough data analysis

of a type not shown here left the project team with a clear

(and quantified version of the) understanding that Reactant

A and B mole ratios have important individual and joint

effects on the responses, and that, acting independently of

the other two reactants, Reactant C also has an important

effect on the responses. However, it did not yet provide a

solution to the team’s basic problem, which was to reach a

59% mean yield goal.

The data of Tables 4.7 and 4.8 do hold out hope that

conditions producing the desired purity and yield can be

found. That is, though none of the 16 corners of the experi-

mental region nor the center point appeared to meet the

team’s yield goal, the data do show that there is substantial

curvature in the yield response. (The joint effect of x1 and x2
amounts to a kind of curvature, and the nonlinearity of

response indicated by a large difference between and

�ycorners � 35:8 and �y ¼ 53:2 at the center of the experimental

region also is a kind of curvature.) If one could “map” the

nature of the curvature, there is at least the possibility of

finding favorable future operating conditions in the interior

of the initial experimental region defined in (4.13).

It ought to be at least plausible to the reader that 24

factorial data (even supplemented with center points) are

not really sufficient to interpolate the nature of a curved

response over the experimental region. More data are

needed, and a standard way of augmenting a 2p design with

center points to one sufficient to do the job is through the

addition of so-called star points to produce a central com-

posite design. Star points are points outside the original

experimental region whose levels of all but one of the

p experimental factors match those of the center point.

Figure 4.17 shows graphical representations of central com-

posite designs in p ¼ 2 and p ¼ 3 factors.

The project team conducted a third phase of experimen-

tation by adding eight star points to their study and obtained

data similar to those in Table 4.9.

The data in Tables 4.7, 4.8, and 4.9 taken together turn

out to provide enough information to enable one to rather

Table 4.8 Data from a second phase of a process improvement study

x1 x2 x3 x4 Purity, y1(%) Yield, y2(%)

1.00 1.0 1.00 5.0 64.0 35.3

2.50 1.0 1.00 2.0 91.9 47.2

1.00 1.8 1.00 2.0 6.5 3.9

2.50 1.8 1.00 5.0 86.4 45.9

1.00 1.0 2.50 2.0 63.9 39.5

2.50 1.0 2.50 5.0 93.1 51.6

1.00 1.8 2.50 5.0 6.8 9.2

2.50 1.8 2.50 2.0 84.6 54.3
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thoroughly quantify the “curved” nature of the dependence

of y2 on x1, x2, x3, and x4. A convenient and often successful

method of accomplishing this quantification is through the

least squares fitting of a general quadratic response surface.

That is, central composite data are sufficient to allow one to

fit an equation to a response that involves a constant term,

linear terms in all the experimental variables, quadratic

terms in all of the experimental variables, and cross-product

terms in all pairs of the experimental variables. Appropriate

use of a multiple regression program with the project data

represented here produces the fitted equation

y2 � 15:4þ 37:9x1 � 66:2x2 þ 48:8x3

þ 0:97x4 � 16:1x21 � 0:03x22

� 13:6x23 � 0:046x24 þ 26:5x1x2

þ 0:344x1x3 � 0:217x1x4

þ 1:31x2x3 � 0:365x2x4 þ 0:061x3x4

This may not seem to the reader to be a particularly

helpful data summary, but standard multiple regression

tools can be used to deduce that an essentially equivalent,

far less cluttered, and more clearly interpretable representa-

tion of the relationship is:

y2 � 13:8þ 37:8x1 � 65:3x2 þ 51:6x3

� 16:2x21 � 13:6x23 þ 26:5x1x2 (4.14)

Equation (4.14) provides an admirable fit to the data in

Tables 4.7, 4.8, and 4.9, is in perfect agreement with all that

has been said thus far about the pattern of dependence of

yield on the experimental factors, and allows one to do some

intelligent interpolation in the initial experimental region.

Use of an equation like (4.14) ultimately allowed the project

team to determine that an increase of x1 only would, with

minimal change in the existing process, allow them to meet

their yield goal. (In fact, the single change in x1 proved to be
adequate to allow them to meet all of their yield and purity

goals!)

Graphical representations similar to those in Figs. 4.18

and 4.19 for (4.14) with x3 ¼ 1.75 (the standard operating

value for x3) were instrumental in helping the team under-

stand the message carried by their data and how yield could

be improved. Figure 4.18 is a so-called contour plot (essen-

tially a topographic map) of the fitted equation, and Fig. 4.19

is a more three-dimensional-looking representation of the

same surface. Both types of display are commonly used tools

of modern statistical experiment design and analysis. The

contour plot idea is particularly helpful where several

responses are involved, and by overlaying several such

plots one can simultaneously picture the various

implications of a contemplated choice of process conditions.

Fig. 4.17 p ¼ 2 and p ¼ 3 central composite designs

Table 4.9 Data from a third phase of a process improvement study

x1 x2 x3 x4 Purity, y1(%) Yield, y2(%)

0.6895 1.4 1.75 3.5 20.8 13.0

2.8105 1.4 1.75 3.5 95.9 54.3

1.75 0.8344 1.75 3.5 99.9 62.4

1.75 1.9656 1.75 3.5 65.9 41.2

1.75 1.4 0.6895 3.5 64.4 32.7

1.75 1.4 2.8105 3.5 64.8 40.3

1.75 1.4 1.75 1.379 88.1 52.7

1.75 1.4 1.75 5.621 88.9 50.5

Fig. 4.18 A contour plot of fitted yield when x3 ¼ 1.75 (from Statistics
for Engineering Problem Solving (1st Ed.) by S. B. Vardeman# 1994.

Reprinted with permission of Brooks/Cole, a Division of Thomson

Learning; http://www.thomsonlearning.com. FAX 800-730-2215)

148 S. Vardeman and R. Kasprzyk

http://www.thomsonlearning.com


Special Statistical Tools for Chemical
Applications

The statistical methods discussed thus far are of a quite

general nature, routinely finding application beyond the

bounds of the chemical industry. In this section, we will

briefly highlight two statistical methodologies whose most

important applications are to chemical problems. That is, we

will touch on some of the ideas of mixture experiments and

the role of statistics in mechanistic modeling.

Mixture Experiments

In many situations in industrial chemistry, some important

measured property of a product is a function of the

proportions in which a set of p ingredients or components

are represented in a mixture leading to the product. For

example, case studies in the literature have covered subjects

ranging from octanes of gasoline blends, discussed by Snee

[18] to strengths of different formulations of ABS pipe

compound, treated in Koons and Wilt [19] to aftertaste

intensities of different blends of artificial sweeteners used

in an athletic sport drink, discussed by Cornell [20] to

moduli of elasticity of different rocket propellant

formulations, considered by Kurotori [21]. For

experimenting in such contexts, special statistical techniques

are needed. These tools have been discussed at length by

Cornell [22, 23], and our purpose here is not to attempt a

complete exposition, but only to whet the reader’s appetite

for further reading in this area.

The goal of mixture experimentation is to quantify how

proportions x1, x2, x3,. . ., xp of ingredients 1 through p affect

a response y. Usually, the hope is to fit some kind of approx-

imate equation involving some parameters b, say

y � f ðx1; x2; :::; xpj bÞ

to a set of n data points (x1, x2,. . ., xp, y), for the purpose of
using the fitted equation to guide optimization of y, that is, to

find the “best” blend. The logic of data collection and equa-

tion fitting is complicated in the mixture scenario by the

fact that

x1 þ x2 þ :::þ xp ¼ 1 (4.15)

The linear constraint (4.15) means that (p way) factorial

experimentation is impossible, and that special measures

must be employed in order to use standard regression analy-

sis software to do least squares equation fitting. We will

briefly describe in turn some approaches to experimental

design, equation fitting, and presentation of results for the

mixture problem under its fundamental constraint (4.15).

In the case of p ¼ 3 (a three-component mixture prob-

lem), the set of all possible combinations of values for x1, x2,

and x3 satisfying (4.15) can be conveniently represented as

an equilateral triangular region. Figure 4.20 shows such a

region and the so-called simplex coordinate system on the

region. The corners on the plot stand for cases where the

“mixture” involved is actually a single pure component.

Points on the line segments bounding the figure represent

two-component mixtures, and interior points represent gen-

uine three-component mixtures. For example, the center of

Fig. 4.19 A perspective graph of

fitted yield when x3 ¼ 1.75 (from

Statistics for Engineering
Problem Solving by S. B.

Vardeman # 1994. Reprinted

with permission of Brooks/Cole,

a Division of Thomson Learning;

http://www.thomsonlearning.

com. Fax 800-730-2215)
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the simplex corresponds to a set of conditions where each

component makes up exactly one-third of the mixture.

One standard mixture (experimental) design strategy is to

collect data at the extremes (corners) of the experimental

region along with collecting data on a regular grid in the

experimental region. Figure 4.21 shows a p ¼ 3 example of

such a so-called simplex lattice design, and Table 4.10 lists

the (x1, x2, x3) points involved. (As in the cases of the data in

Tables 4.7, 4.8, and 4.9, the order used in the listing in

Table 4.10 is not one that would be used in sequencing

data collection runs. Instead, a randomly chosen order

often is employed).

Another standard mixture experiment strategy is the so-

called simplex centroid design, where data are collected at

the extremes of the experimental region and for every equal-

parts two-component mixture, every equal-parts three-

component mixture, and so on. Figure 4.22 identifies the

blends included in a p ¼ 3 simplex centroid design.

Often, the space of practically feasible mixtures is smaller

than the entire set of x1, x2, . . ., xp satisfying (4.15). For

example, in many contexts, “pure” mixtures do not produce

viable product. Concrete made using only water and no sand

or cement obviously is a useless building product. One

common type of constraint on the proportions x1, x2, . . ., xp
that produces quite simple experimental regions is that of

lower bounds on one or more of the individual proportions.

Cornell [22], for example, discusses a situation where the

effectiveness in grease stain removal of a p ¼ 3 bleach

mixture was studied. Past experience with the product

indicated that the proportions by weight of bromine, x1, of

powder, x2, and of HCl, x3, needed to satisfy the constraints:

x1� 0:30; x2� 0:25; and x3� 0:02 (4.16)

Fig. 4.21 A p ¼ 3 simple lattice design

Table 4.10 (x1, x2, x3) points in a particular p ¼ 3 simplex lattice

design

x1 x2 x3

1 0 0

0 1 0

0 0 1
1
3

2
3

0

2
3

1
3

0

1
3

0 2
3

2
3

0 1
3

0 1
3

2
3

0 2
3

1
3

1
3

1
3

1
3

Fig. 4.22 A p ¼ 3 simplex centroid design

Fig. 4.20 The set of points with x1 + x2 + x3 ¼ 1 and a simplex

coordinate system (from Statistics for Engineering Problem Solving
by S. B. Vardeman# 1994. Reprinted with permission of Brooks/Cole,

a Division of Thomson Learning; http://www.thomsonlearning.com.

Fax 800-730-2215)
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for effective action of the product (i.e., the mixture needed to

be at least 30% bromine, at least 25% powder, and at least

2% HCl by weight).‘

The effect of adding the lower bound constraints (4.16) to

the basic mixture constraint (4.15) can be pictured as in

Fig. 4.23. There, a triangular subregion of the basic p ¼ 3

simplex depicts the feasible (x1,x2,x3) points. The choice of

experimental mixtures for such an experimental region can

be made by direct analogy to or rescaling of designs such as

the simplex lattice and simplex centroid designs illustrated

above to cover the entire simplex. (It is common to refer to

the rescaling process as the use of pseudo-components).

Constraint systems more complicated than simple lower

bounds produce irregularly shaped experimental regions and

less obvious methods of choosing (x1, x2, . . .,xp) points to

cover the experimental region. When p ¼ 3, it is possible to

sketch the region of feasible points on a simplex plot and use

it to help guide the choice of mixture experiment strategy.

Figure 4.24 illustrates the kind of region that can arise with

other than exclusively lower bound constraints.

When more than three components are involved in a

mixture study, such plots are, of course, no longer possible,

and other more analytic methods of identifying candidate

experimental mixtures have been developed. For example,

McLean and Anderson [24] presented an algorithm for locat-

ing the vertices of an experimental region defined by the

basic constraint (4.15) and any combination of upper and or

lower bound constraints

0� ai� xi� bi� 1

on the proportions xi. Cornell [22, 23] discusses a variety of

algorithms for choosing good mixture experiment designs

under constraints, and many of the existing algorithms for

the problem have been implemented in the MIXSOFT soft-

ware package developed by Piepel [25].

Empirical polynomial descriptions of (approximately)

how a response y depends upon proportions x1, x2, . . ., xp
are popular mixture analysis tools. The process of fitting

polynomials to mixture experiment data in principle uses

the same least squares notion illustrated in the fitting of a

parabola to the data of Table 4.2. However, the mechanics of

using standard multiple regression analysis software in the

mixture context is complicated somewhat by the basic con-

straint (4.15). For example, in view of (4.15) the basic (p + 1

parameter) linear relationship

y � b0 þ b1x1 þ b2x2 þ ::: þ bpxp (4.17)

is in some sense “overparameterized” in the mixture context,

in that it is equivalent to the (p parameter) relationship

y � b1x1 þ b2x2 þ :::þ bpxp (4.18)

if one identifies the coefficients in (4.18) with the sums of the

corresponding coefficients in (4.17) and the coefficient b0.
As a result, it is the “no intercept” relationship (4.18) that is

typically fit to mixture data when a linear relationship is

used. In a similar way, when a second-order or (multivari-

able) quadratic relationship between the individual

proportions and the response variable is used, it has no

intercept term and no pure quadratic terms. For example,

in the p ¼ 3 component mixture case, the general quadratic

relationship typically fit to mixture data is

y � b1x1 þ b2x2 þ b3x3 þ b4x1x2

þ b5x1x3 þ b6x2x3 (4.19)

Fig. 4.23 The p ¼ 3 simplex and a set of feasible bleach mixtures

Fig. 4.24 An irregularly shaped experimental region in a p ¼ 3 mix-

ture study
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(Any apparently more general relationship involving an

intercept term and pure quadratic terms can by use of (4.15)

be shown to be equivalent to (4.19) in the mixture context.)

Relationships of the type of (4.19) are often called Scheffé

models, after the first author to treat them in the statistical

literature. Other more complicated equation forms are also

useful in some applications, but we will not present them in

this chapter. The interested reader is again referred to

Cornell [22, 23] for more information on forms that have

been found to be tractable and effective.

We should point out that the ability to fit equations of the

form (4.18) or like (4.19), or of an even more complicated

form, is predicated on having data from enough different

mixtures to allow unambiguous identification of the

parameters b. This requires proper data collection strategy.

Much of the existing statistical research on the topic of

mixture experiment design has to do with the question of

wise allocation of experimental resources under the assump-

tion that a particular type of equation is to be fit.

One’s understanding of fitted polynomial (and other)

relationships often is enhanced through the use of contour

plots made on coordinate systems such as that in Fig. 4.25.

(This is even true for p � 3 component mixture scenarios,

but the use of the idea is most transparent in the three-

component case.) A plot like Fig. 4.25 can be a powerful

tool to aid one in understanding the nature of a fitted equa-

tion and finding regions of optimum fitted response.

The mixture experiment counterpart to conventional

screening/fractional factorial experimentation also is possi-

ble. So-called axial designs have been developed for the

purpose of providing screening-type mixture data for use in

rough evaluation of the relative effects of a large number of

mixture components on a response variable. The same kind

of sequential experimental strategy illustrated in the process

improvement example is applicable in mixture contexts as

well as contexts free of a constraint such as (4.15).

Mechanistic Model Building

The kinds of equations most easily fit to multi-factor data

using standard (least squares) regression analysis techniques

are polynomial equations such as (4.6), (4.14), (4.18), and

(4.19). These are particularly convenient because they are

linear in their parameters, b. But they are probably best

thought of as empirical “mathematical French curve”

descriptions of the relation of a response, y, to the explana-

tory variables, x. Polynomial equations function as

extremely useful summaries of observed patterns in one’s

data, but they do not typically provide direct insight into

chemical mechanisms that produce those patterns, and the

fitted parameters, b, do not often have direct physical

meanings. Their use is particularly appropriate where there

is little a priori knowledge of mechanisms involved in a

process that might aid in its description, and/or no such

knowledge is really essential to achieving one’s goals.

Sometimes, however, it is desirable (on the basis of

possible reaction kinetics or for other reasons) to posit theo-

retical descriptions of process outputs in terms of explana-

tory variables. That is, physicochemical principles often lead

(through differential or integral equation descriptions of a

system) to equation forms for a response that, like

y ¼ K1KAKBPAPB

ð1þ KAPA þ KBPBÞ2
y ¼ C0 expð�KtÞ

and

y ¼ K1x

1þ K2x

are nonlinear in the parameters. Although such equations or

models may be less tractable than empirical polynomial

equations, the parameters involved more often than not do

have direct physical interpretations. Further, when such a

model can be verified as being an adequate description of a

process (thereby confirming scientific understanding) and the

parameters involved are estimated from process data, such

Fig. 4.25 A contour plot made on the p ¼ 3 simplex (from Statistics
for Engineering Problem Solving by S. B. Vardeman # 1994.

Reprinted with permission of Brooks/Cole, a Division of Thomson

Learning: http://www.thomsonlearning.com. Fax 800-730-2215)
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mechanistic models can provide much safer extrapolations

beyond an experimental region than the cruder empirical

polynomial models.

The process of research in chemical systems is one of

developing and testing different models for process behav-

ior. Whether empirical or mechanistic models are involved,

the discipline of statistics provides data-based tools for dis-

crimination between competing possible models, parameter

estimation, and model verification for use in this enterprise.

In the case where empirical models are used, techniques

associated with “linear” regression (linear least squares)

are used, whereas in mechanistic modeling contexts “non-

linear” regression (nonlinear least squares) techniques most

often are needed. In either case, the statistical tools are

applied most fruitfully in iterative strategies.

Reilly and Blau [26] and Chap. 16 of Box et al. [16]

provide introductions to the general philosophy of using

statistical methods in mechanistic modeling contexts, as

well as a number of useful references for further reading.

Fairly sophisticated and specialized statistical software is

needed in the practical application of nonlinear regression

methods to mechanistic modeling for industrial chemistry

applications. The techniques implemented in such software

are discussed in Seber and Wild [27], Bates and Watts [28],

Bard [29], and Riley and Blau [26].

Modern Business Process Improvement
and the Discipline of Statistics

The modern global business environment is fiercely compet-

itive in all sectors, including the chemical sector. It is by now

widely recognized that corporate survival in this environ-

ment depends upon constant improvement in all business

processes, from billing to production. Companies have

adopted a variety of programs and focuses aimed at

facilitating that improvement. A decade ago, efforts

organized around a Total Quality Management banner

(with liberal references to emphases of consultants like W.

E. Deming, J. M. Juran, and A. Feigenbaum) were popular.

More recently, programs keyed to ISO 9000 [30] certifica-

tion criteria and Malcolm Baldridge Award [31] criteria

have become prominent. And currently probably the most

visible programs are the so-called Six Sigma programs.

In one sense there is nothing new under the sun, and all

successful business process improvement programs (includ-

ing those in the chemical sector) must in the end reduce to

organized problem-solving disciplines. So it is not surprising

that programs quite different in name are often very alike in

fundamental content. And as they must necessarily make use

of empirical information (data), they must have significant

statistical components. To make this connection to statistics

slightly more explicit, we proceed to provide a few additional

details on the Six Sigma movement. (Further material on the

subject is easy to find using an Internet search engine, as there

are many consultants eager to sell their advice and Six Sigma

training. The American Society for Quality at http://www.

asq.org offers many entries into the subject. And a search at

amazon.com for “Six Sigma” books already produced 6,666

hits in May 2004. Fashions change quickly enough that it

seems pointless to provide more detailed recommendations

for follow up on the subject).

The phrase “Six Sigma” originated at Motorola in the late

1980s. Programs there and at General Electric in the mid-

1990s are widely touted as important contributors to com-

pany profits and growth in stock values. The name is now

commonly used in at least three different ways. “Six Sigma”

refers to

• A goal for business process performance

• A discipline for improvement to achieve that performance

• A corporate program of organization, training, and rec-

ognition conceived to support the process improvement

discipline

As a goal for business process improvement, “Six Sigma”

is equivalent to “Cpk ¼ 2.” What is perhaps confusing to the

uninitiated is that this goal has connections (through normal

distribution tail area calculations) to small (“parts per mil-

lion”) fractions defective relative to two-sided specifications

on y. Six Sigma proponents often move between the “small

process variation” and “parts per million” understandings

with little warning.

Six Sigma process improvement disciplines are typically

organized around the acronym “MAIC.” The first step in an

MAIC cycle is a Measure step, wherein one finds appropri-

ate process responses to observe, identifies and validates

measurement systems and collects baseline process perfor-

mance (process monitoring) data. The second step is an

Analyze step. This involves summarizing the initial process

data and drawing appropriate inferences about current pro-

cess performance. The third step in an MAIC cycle is an

Improve step, where process knowledge, experimentation,

and more data analysis are employed to find a way to make

things work better. Finally, the four-step cycle culminates in

a Control (process monitoring) effort. The object here is to

see that the newly improved performance is maintained after

a project team moves on to other problems.

Six Sigma corporate organization, training, and recogni-

tion programs borrow from the jargon and culture of the

martial arts. People expert in the process improvement para-

digm are designated “black belts,” “master black belts,” and

so on. These people lead project teams and help train new

initiates (“green belts”) in the basics of the program and its

tools (including statistical tools). The emphasis throughout

is on completing projects with verifiable large dollar impact.
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Having made the point that improvement in all business

activities is of necessity data-driven, it is hopefully obvious

that the emphases and methods of the subject of statistics are

useful beyond the lab and even production. Of course, for

broad implementation, it is the most elementary of statistical

methods that are relevant.

Conclusion

We have tried in this chapter to give readers the flavor of

modern applied statistical methods and to illustrate their

usefulness in the chemical industry. Details of their imple-

mentation have of necessity been reserved for further

more specialized reading, for which the interested reader

is encouraged to consult the references given in this

chapter.
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Green Engineering: Integration
of Green Chemistry, Pollution Prevention,
and Risk-Based Considerations*

5

David Shonnard, Angela Lindner, Nhan Nguyen,
Palghat A. Ramachandran, Daniel Fichana, Robert Hesketh,
C. Stewart Slater, and Richard Engler

Acronyms

MEN Mass exchange network

MSA Mass separation agent

P2 Pollution prevention

PM5 Particulate matter <5 mm in diameter

POTW Publicly owned (wastewater) treatment works

RCRA Resource conservation and recovery act

Overview

Literature sources on green chemistry and green engineering

are numerous. The objective of this chapter is to familiarize

readers with some of the green engineering and chemistry

concepts, approaches, and tools. In order to do this, the

chapter is organized into five sections as follows.

Section “Introduction to Green Chemistry and Green

Engineering” provides an introduction to green chemistry

and green engineering. Section “Pollution Prevention

Heuristics for Chemical Processes” provides examples of

pollution prevention heuristics for chemical processes.

Heuristics of the two most important unit operations,

reactors and separators, are covered. Section “Understand-

ing and Prediction of the Environmental Fate of Chemicals”

introduces readers to the concept of environmental fate and

transport and prediction of environmental fate properties.

Understanding of environmental fate and transport is impor-

tant for exposure assessment and also is essential for

evaluating environmental performance of processes and

products during process development and design.

Section “Environmental Performance Assessment for

Chemical Process Design” covers the environmental perfor-

mance assessment for chemical processes design and

introduces a three-tier approach to green engineering design

of processes incorporating green chemistry, pollution preven-

tion, environmental fate and transport, and life-cycle

approach. Finally, Section “Life-Cycle Assessment” provides

more background and examples on life-cycle assessment

which is an essential principle of green engineering.

Introduction to Green Chemistry
and Green Engineering

The Pollution Prevention Act of 1990 (42 U.S.C.

13101–13109) established a national policy to prevent or

reduce pollution at its source whenever feasible. The Pollu-

tion Prevention Act also provided an opportunity to expand

beyond traditional EPA programs and devise creative

strategies to protect human health and the environment.

The pollution prevention (P2) hierarchy established by this

act is illustrated later in Table 5.1. Shortly after the passage

of the Pollution Prevention Act of 1990, the EPA’s Office of

Pollution Prevention and Toxics (OPPT) launched a model

research grants program called “Alternative Synthetic
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Pathways for Pollution Prevention.” This program provided

grants for research projects that include pollution prevention

in the design and synthesis of chemicals. The grant program

eventually resulted in the establishment of the Green Chem-

istry Program around 1991 and 1992. Over the years, this

program has catalyzed the development of many green

chemistry approaches and environmentally benign chemical

syntheses.

Green chemistry is the use of chemistry to reduce pollu-

tion at the source. More specifically, green chemistry is the

design of chemical products and processes that reduce or

eliminate the use or generation of hazardous substances. It is

an overarching philosophy of chemistry, rather than a disci-

pline of chemistry such as organic or inorganic. In fact,

green chemistry is usually multidisciplinary, drawing on a

broad range of expertise. Green chemistry, also called sus-

tainable chemistry, offers lower-hazard alternatives to tradi-

tional technologies. Green chemistry and green engineering

are partners in achieving sustainability.

Green engineering research was begun in the early 1990s

to support environmental risk assessment of new chemicals.

OPPT staff realized that the risk-based tools used to assess

human health and environmental risk of new chemicals, when

combined with traditional engineering design, could result in

“greener” processes. This recognition eventually resulted in

the establishment of the green engineering programwhich has

catalyzed the green engineering movement, including many

educational initiatives, research programs, and development

of environmentally beneficial processes and products.

Environmental risk or environmental impact is an essen-

tial concept of green engineering (http://www.apa.goviogpu-

greenengmeaning) [1]. There are numerous literature

references on environmental risk assessment and some are

included in the list of references in this chapter. Risk assess-

ment considers the extent of harm a chemical and its uses

pose to human health and the environment. Mathematically,

it is expressed as a function of hazard and exposure:

Risk ¼ f ðhazard and exposureÞ

A hazard is anything that will produce an adverse effect

on human health and the environment. In environmental risk

assessment, the hazard component generally refers to toxicity.

Exposure is the quantitative or qualitative assessment of

contact to the skin or orifices of the body by a chemical.

Traditional pollution prevention techniques focus on reduc-

ing waste as much as possible; however, risk assessment

methods used in pollution prevention can help quantify the

degree of environmental impact for individual chemicals.

This approach provides a powerful tool that enables

engineers to better design processes and products by focus-

ing on the most beneficial methods to minimize all aspects of

risk.

By applying risk assessment concepts to processes and

products, one can accomplish the following:

• Estimate the environmental impacts of specific chemicals

on people and ecosystems.

• Prioritize chemicals that need to be minimized or

eliminated.

• Optimize design to avoid or reduce environmental

impacts.

• Assess feed and recycle streams based on risk and not

volume within a chemical process.

• Design “greener” products and processes.

Historically, scientists, engineers, and policy makers

have focused their energy on minimizing exposure as the

easiest way to minimize risk to humans or to the environ-

ment. Green chemistry focuses on the hazard or toxicity

component of the equation instead of exposure. In reducing

hazard, risk is reduced in a more reliable and frequently cost-

effective manner. Exposure controls, such as personal pro-

tective equipment, thermal oxidizers, or treatment plants, are

frequently expensive. Also, there is always a risk that an

exposure control can fail. Such failure can be mitigated and

minimized, but it cannot be eliminated. If instead, hazard is

reduced, risk is minimized more reliably. To be sure, there

are not yet technologies to eliminate the use or generation of

all hazardous substances, so exposure controls are still

needed, but to the extent that future technological

developments can minimize hazard, the need for treatment

or remediation will also be minimized.

Chemistry is an inherently creative discipline. Chemists

routinely create new molecules and new methods to make

molecules. Green chemistry taps this creativity. The 12

Principles of Green Chemistry [2], originally published in

Green Chemistry: Theory and Practice [3], provide a

roadmap for implementing green chemistry. Green chemis-

try techniques and principles are very powerful, especially

for development of new chemicals and processes.

Green engineering (see Fig. 5.1) provides a system-based

framework for evaluating and improving the environmental

performance of chemical processes and products (both new

and existing) by integrating consideration of health and

environmental risk, green chemistry, and pollution preven-

tion approaches into traditional engineering design.

As defined previously, risk is a function of hazard and

exposure. In the environmental risk context, hazard is a

Table 5.1 P2 hierarchy according to Pollution Prevention Act of 1990

1. Source reduction

2. In-process recycling

3. On-site recycling

4. Off-site recycling

5. Waste treatment to render the waste less hazardous

6. Secure disposal

7. Direct release to the environment
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function of toxicity which is affected by physical/chemical

and environmental fate properties and hence chemistry.

Green chemistry reduces the risk or environmental impact

of processes or products by focusing on the hazard

component.

Exposure is a function of concentration and also is

affected by the environmental fate properties of a chemical.

Concentration is a function of the environmental release that

is affected by the equipment or unit operations.

Environmental fate is an important subject area of envi-

ronmental engineering discipline, especially in the modeling

and design of treatment systems. It is also an important

component of green engineering. Environmental fate

properties can be useful for designing greener chemicals

and performing environmental performance assessment of

processes.

Green engineering minimizes risk or environmental

impact by addressing both the exposure component or unit

operations and the hazard or chemistry of the process or

product (Fig. 5.2).

Figure 5.3 provides an example for a green engineering

process. The left-hand side is a conventional process for

making methyl acetate which involves a reactor and a series

of distillation steps. The right-hand side is a greener process

which involves a combined unit operation, reactive distilla-

tion. The green process is superior to the conventional pro-

cess in many aspects, including chemistry, exposure, release,

energy, and economics.

There have been a number of green engineering concepts,

approaches, and tools that have been developed since the

introduction of green engineering in the mid-1990s. Many of

the green engineering approaches, concepts, and tools have

been compiled into a standard textbook, Green Engineering:

Environmentally Conscious Design of Chemical Processes

by Allen and Shonnard [5]. These concepts, approaches, and

tools can also be found via accessing the EPA Green Engi-

neering Web site at www.epa.gov/oppt/greenengineering.

The Web site contains links to many computerized green

design tools that can be downloaded free of charge.

Twelve Principles of Green Chemistry1

1. Prevent waste: Design chemical syntheses to prevent

waste, leaving no waste to treat or clean up. As com-

monsensical as this sounds, many chemists do not con-

sider the waste generated by the syntheses they design.

Coproducts (substances that are formed in stoichiomet-

ric amounts during a reaction) and by-products

(substances that are formed unintentionally, usually in

side reactions) are an inconvenience with which others

are expected to deal.

2. Design safer chemicals and products: Design chemical

products to be fully effective, yet have little or no

toxicity. Although much is understood about the hazard

of various substances, chemists frequently neglect tox-

icity as a design criterion when they are evaluating the

performance of a chemical substance. Because hazard-

ous materials are so routinely used in the laboratory,

hazard becomes a trivial matter. Hazard should be

explicitly considered and minimized during chemical

design.

3. Design less hazardous chemical syntheses: Design

syntheses to use and generate substances with little or
no toxicity to humans and the environment. A holistic

view of a synthetic pathway often allows a chemist to

change factors and minimize hazard in a number of steps

simultaneously. A safer synthesis may simply reduce the

number of isolations and purifications, or it may allow a

cascade of changes where a new first step fosters

changes down the line.

4. Use renewable feedstocks: Use raw materials and

feedstocks that are renewable rather than depleting.
Renewable feedstocks are often made from agricultural

and forest products or are the wastes of other processes;

depleting feedstocks are made from fossil fuels (petro-

leum, natural gas, or coal) or are mined. Also the oxida-

tion state of renewable feedstocks is often close to that

of the desired product, thus simplifing and reducing the

number and extent of chemical transformations neces-

sary in a synthetic pathway.

5. Use catalysts, not stoichiometric reagents: Minimize
waste by using catalytic reactions. Catalysts are used

in small amounts and can carry out a single reaction

Fig. 5.1 Green engineering is a holistic approach to green process

development and design

1Adapted from Green Chemistry: Theory and Practice [3].
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Fig. 5.2 Green engineering addresses both the hazard and exposure components of the risk equation (P/C ¼ physical chemical properties)

Fig. 5.3 Green engineering example: conventional vs. greener process using reactive distillation technologies for the production of high-purity

metal acetate (adapted from Malone and Russ [4] and modified)
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many times. They are preferable to stoichiometric

reagents, which are usually used in excess and work

only once. Even oxidations and reductions, which

require a change in oxidation state and therefore an

ultimate electron sink or source can be improved by

using a catalyst. If reduction using hydrogen gas or

oxidation with oxygen can be selectively catalyzed,

the hazard and amount of waste generated is

minimized.

6. Avoid chemical derivatives: Avoid using blocking or
protecting groups or any temporary modifications if

possible. Derivatives use additional reagents and gen-

erate waste. By definition, any group that is added and

removed is waste. Reuse of protecting groups is

uneconomical, leading to substantial amounts of

waste when they are used. Reactants or reaction

conditions may be tailored to maximize selectivity

for the desired moiety.

7. Maximize atom economy: Design syntheses so that the
final product contains the maximum proportion of the

starting materials. There should be few, if any, wasted

atoms. Reactions should also be designed to minimize

the E-factor (ratio of the mass of all reaction waste to

the mass of the desired product). Being aware of all the

reaction inputs and outputs helps the designer maximize

the benefit of the new chemistry. Materials efficiency

not only minimizes environmental impact, but maxi-

mizes cost efficiency.

8. Use safer solvents and reaction conditions: Avoid using

solvents, separation agents, or other auxiliary

chemicals. If these chemicals are necessary, use innoc-
uous chemicals. More and more research demonstrates

reactions may not require solvents to proceed in clean

and quantitative yields. When solvents are required,

water, CO2, ethanol, or other low-toxicity alternatives

are preferred to traditional organic solvents.

9. Increase energy efficiency: Run chemical reactions at
ambient temperature and pressure whenever possible.

Shorter reaction times also help minimize energy use.

Designers should be cognizant of the conditions neces-

sary to carry out their transformations.

10. Design chemicals and products to degrade after use:

Design chemical products to break down to innocuous
substances after use so that they do not accumulate in

the environment. This is arguably one of the hardest

principles to apply, despite the existence of sound

experimental evidence of what groups degrade well in

the environment. The trick, of course, is how the sub-

stance “knows” it is at the end of its useful life. Products

must be stable long enough to be available before

and during use. Degradation may be triggered by a

change in the conditions: presence or absence of

water, light, oxygen, microorganisms, or other environ-

mental factors.

11. Analyze in real time to prevent pollution: Include

in-process real-time monitoring and control during
syntheses to minimize or eliminate the formation of

by-products. It is possible to monitor reactions and to

adjust the reaction parameters, such as feedstock ratios,

temperature, pressure, etc., to maximize the selectivity

for the desired product.

12. Minimize the potential for accidents:Select chemicals and

their physical forms tominimize the potential for chemical

accidents, including explosions, fires, and releases to the
environment. Whenever possible, select however energy

forms of substances tominimize the energyneeded aswell

as the energy content in case of accident.Avoid substances

that are corrosive, highly reactive, or acutely toxic.

Inherently safer chemistry reduces the risk from accidents

as well as intentional harm.

Principles of Green Engineering

Green engineering is the design, commercialization, and use

of processes and products that are feasible and economical

yet, at the same time, minimize generation of pollution at the

source and risk to human health and the environment. Green

engineering embraces the concept that decisions to protect

human health and the environment can have the greatest

impact and cost-effectiveness when applied early to the

design and development phase of a process or product.

There exist a number of green principles, including green

engineering principles that have been developed. Most of

these principles have overarching themes and objectives.

For example, some were developed to help with design.

The Green Engineering Principles2 presented below were

developed at the Green Engineering: Defining the Principles

Conference held in Sandestin, Florida in May 2003 and

attended by more than 65 individuals, primarily engineers

of various disciplines and scientists. The attendees used as a

starting point various existing compilations of green and

sustainability related principles in developing these nine

Principles of Green Engineering. Examples of existing

principles used in this exercise were the Hannover Prin-

ciples, Twelve Principles of Chemistry, CERES Principles,

and Twelve Principles of Green Engineering proposed

(Anastas and Zimmerman 2003). This list, along with the

previously described Green Chemistry Principles, is intended

2 The preliminary principles forged at this multidisciplinary conference

are intended for engineers to use as a guidance in the design or redesign

of products and processes within the constraints dictated by business,

government, and society such as cost, safety, performance, and envi-

ronmental impact.
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to be used in tandem as guidance or rules for design and

development of green processes and products. The Green

Engineering Principles, described below, parallel many of

the concepts and approaches covered in the textbook Green

Engineering: Environmentally Conscious Design of Chemi-

cal Processes [5].
1. Engineer processes and products holistically, use systems

analysis, and integrate environmental impact assessment

tools. These concepts resonated in a number of green and

sustainable principles and are addressed at length in Allen

and Shonnard [5]. Evaluate and reduce the environmental

health and safety impacts of designs, products,

technologies, processes, and systems on ecosystems,

workers, and communities continually and “holistically.”

Avoid risk shifting (e.g., reducing releases to one envi-

ronmental medium may increase risk to another medium

and/or worker exposure and safety).

2. Conserve and improve natural ecosystems while
protecting human health and well-being. Reduce, reuse,

and recycle the materials used in production and con-

sumption systems, and ensure that residual waste can be

assimilated by ecological systems. Rely on natural energy

flows. Design processes and products to create cyclical

material flows.

3. Use life-cycle thinking in all engineering activities. This

is an important concept of green engineering. Life-cycle

approaches have been widely used by many companies to

assess and improve the environmental performance of

their products and processes. It is essential that one con-

sider the environmental impacts throughout the product

or process life cycle from extraction through

manufacturing, use, and disposal.

4. Ensure that all material and energy inputs and outputs
are as inherently safe and benign as possible. This prin-

ciple addresses the hazard component of the risk equa-

tion. Risk will be minimized if material and energy

sources are inherently benign and safe.

5. Minimize depletion of natural resources. This principle

resonates in many existing lists of principles. It reminds

the engineer of the need to reduce and recycle the

materials used in production and consumption systems.

Conserve energy and improve the energy of internal

operations and of the goods and services. Make every

effort to use environmentally safe and sustainable energy

sources.

6. Strive to prevent waste. It is always better and more

economical to prevent waste from occurring in the first

place.

7. Develop and apply engineering solutions, while being

cognizant of local geography, aspirations, and cultures.

Successful implementation of green engineering

solutions can be affected by such factors as availability

of resources and geography. It is important that these

factors are considered in selecting the green engineering

solutions that are most effective for certain localities or

regions.

8. Create engineering solutions beyond current or dominant

technologies; improve, innovate, and invent (technologies)
to achieve sustainability. This principle encourages

engineers to be creative and innovative in design and

development of green engineering solutions. Think “out-

side the box” for development of green and sustainable

technologies.

9. Actively engage communities and stake-holders in devel-

opment of engineering solutions. This is important to

ensure that stakeholders are supportive of the engineering

solutions.

Engineers and chemists, as designers of products and

processes, have a central role in designing chemical pro-

cesses that have a minimal impact on the environment.

Green chemistry and green engineering approaches and

tools should be used to design new processes and modify

existing processes. Green engineering broadens the scope of

engineering design to encompass critical environmental

issues and is an important framework for achieving goals

of sustainable development.

Pollution Prevention Heuristics
for Chemical Processes

Introduction

This section discusses pollution prevention (P2) guidelines

and heuristics in chemical process industries useful in pro-

cess/product development and design stages. The heuristics

can also be used for analysis of existing processes but it

should be noted that the number of available options is

somewhat limited at this stage because the design decisions

are already locked in. Therefore, for existing processes,

these rules provide some guidelines for maintenance

procedures and for making retrofitting decisions.

The outline of this section is as follows: First is a listing

and discussion of the general hierarchical rules to be

evaluated during the process design stage. Then, because

reactors and separators form the heart of a chemical process,

specific aspects of P2 heuristics as applied to reactors and

separators are discussed in somewhat more detail.

It is appropriate at this point to define what is meant by a

heuristic and indicate the pattern of discussions in the other

sections of this chapter. A heuristic is commonly defined as a

general “rule of thumb,” or procedure to arrive at a solution in

the absence of a detailed analysis. More specifically, it is a set

of rules, often based on common knowledge, used to guide

thinking towards a final solution. In our case, the final goal is

P2, and heuristics guide us towards achieving this goal.
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In this section, the heuristics are often presented as

questions rather than as affirmative rules. The rules are

then often obvious answers to the questions, and, hence,

often no explanation is necessary nor is any provided. How-

ever, if an elaboration or clarification is needed, this is

provided immediately following the question. The question

format of presenting the heuristics is very useful, for

instance, in brainstorming sessions during process evalua-

tion and design.

Hierarchical Rules for Waste Minimization

General rules for P2 follow the Pollution Prevention Act of

1990 (42 U.S.C. 13101–13109) and are applicable to any

manufacturing activity. This act clearly identifies the waste

management hierarchy, and we list them in Table 5.1 for

completeness. The P2 Hierarchy specific to a chemical pro-

cess is derived from this set of principles.

A simplified overall schematic of a chemical process is

shown in Fig. 5.4 and forms a block diagram to analyze

pollution prevention strategies. A flowsheet can be broken

down into the following sections: (1) Pretreatment section,

(2) reactor section, (3) separation section, and (4)

postprocessing section. The reactor and separator are usu-

ally coupled, and, hence, the P2 decisions are often to be

made together for this section. Also it may be noted that the

blocks cannot be treated in isolation and any design changes

made in one section may affect the other. The blocks are,

therefore, only convenient partitions for outlining a general

strategy. Any decision made for one section has to be

reexamined in the overall context, and reconsideration

may often be needed. The rule “think outside the box” is

very relevant here. With this background setting, we can

discuss the hierarchical approach to evaluate P2

opportunities.

The hierarchical rules for analyzing a flowsheet or

designing a new process were first formulated by Douglas

[6] and then modified by Rossiter and Klee [7], and these

form a starting point in this section. The steps are outlined in

Table 5.2, which is an extended version of the original

suggestions by Rossiter and Klee [7]. The key idea in

forming such a hierarchy is that decisions made in earlier

steps do not generally affect the design/changes to be made

in the later steps and, hence, the rules can be followed on a

“top to bottom” basis. This prunes the decision tree and

makes the process synthesis task somewhat simpler. Each

of the hierarchical steps is now discussed in detail together

with the heuristics to be followed for each step.

Batch or Continuous?
The general guidelines are as follows:

1. What is the annual rate of production? For capacities of

the order of 500 t/year or less, use batch. For capacities

of more than the order of 5,000 t/year, use a continuous

process.

2. Does the system involve resource conservation and recov-

ery act (RCRA) hazardous chemicals? If so, try to use

continuous processes even if the scale is relatively small.

Continuous processes generate waste at a constant rate.

Fig. 5.4 Overall flowsheet

showing the various sections

for P2 analysis

Table 5.2 P2 hierarchy for flowsheet analysis or process design

1. Batch or continuous mode

2. Input–output structure of the flowsheet

3. Recycle structure of the flowsheet

4. Reaction systems

5. Separation systems

6. Postprocessing and product sections (e.g., tableting, product

drying, etc.)

7. Energy systems (boilers, cooling towers, heat exchangers, etc.)

8. Auxiliary equipment (piping, storage tanks, etc.)
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The composition of the waste is also constant with time

and, hence, the treatment is easier. In contrast, batch

processes generate wastes intermittently with a large rate

of generation for a short period (during the peak point in

production). As a result, continuous processes are easier to

monitor and control. Batch processes also generate addi-

tional waste due to the need for cleaning the equipment

between two batches. Hence, the capacity alone may not

be the deciding factor in choosing between batch and

continuous operation.

It may be noted that raw material substitution is easier in

batch processes. Therefore, if one anticipates a varying

range of feedstocks then batch processes may have some

merit. In a similar note, if the same equipment is used to

make a wide range of products (e.g., dyestuffs) then a batch

process may be more suitable.

Input–Output Structure
Input–output analysis focuses on the overall structure of the

flowsheet, and the recycle streams are not considered here in

as much as they do not appear in the overall flow streams.

Hence, this structure is essentially an overall mass balance

for the entire process. A simplified representation of the

input–output structure is shown in Fig 5.5. The main purpose

of this analysis is to identify the amount of raw materials

used, useful products, and waste formed.

At this stage one can define a process efficiency parame-

ter as:

Process efficiency ¼ MMass of raw ma/Mass of raw

materials used which can be used as an indicator of the P2

success scorecard. The goal is to improve the process effi-

ciency, and any changes can be benchmarked against the

level of existing efficiency.

The heuristics to be considered at this stage are as

follows:

Are any impurities in the feed tied to the waste streams? If

so, try source reduction.

Is there a scope for better raw material selection? This

would achieve a source reduction which is number 1 in

the P2 list given in Table 5.1.

Do the products have a toxic component? Can this be

minimized by proper raw material selection?

Can value be added to the waste? Are there any raw

materials that are suitable for in-process recycling? In-

process recycling is covered under item 2 in the P2 list.

Can wastes be used in the process recycling? Are there

waste agencies nearby to take these away? This concern

is addressed in item 3 of the P2 hierarchy.

Are wastes generated due to reactor inefficiency? Some

guidelines for improving the reactor performance are

discussed below under “Heuristics for Green Reactor

Design.”

Are wastes generated as a result of separation inefficiency?

Some guidelines for improving the separation processes

are discussed in a later section titled “The P2 Rules for

Separations Devices.”

Recycle Structure of the Flowsheet
At this level of analysis, the focus is on the recycle streams.

The pertinent questions to be addressed at this stage are as

follows.

Is there a scope to redirect any output waste streams back to

the reactor feed to reduce waste? Can the recycle to

reactor be fed directly to the reactor or is a separate
reactor needed for this purpose? Often the streams leav-

ing the reactor have trace impurities (formed as by-

product in a side reaction) that can be harmful to the

catalyst. Hence a separate reactor may be more suitable

for such cases. In some cases, the streams can be recycled

back to the existing reactor but only after a pretreatment

step to remove the trace contaminants and catalyst

poisons.

Can any impurity be recycled to extinction? This is possible

if the impurities are formed by a reversible reaction while

the main reaction is irreversible.

Is the recycle affecting the purge streams? If so consider raw
material pretreatment. Nonreactive materials in the feed

stream are responsible for the purge and reducing their

quantity would reduce the purge. For example, if oxygen-

enriched air is used instead of air in a typical partial

oxidation process, the quantity of the purge and the

associated waste can be reduced.

Can any waste from separation units be reprocessed? Can

any waste from separation be reused in any other part of
the process?

Has the scope for water recycle been examined completely?

Often the possibility of reuse of stripped sour water,

wastewater from utility blowdown, etc. exists, and these

are often overlooked.

Reaction Systems
Having examined the recycle nature of the flowsheet and the

relevant decisions made, the focus shifts to the reaction

Fig. 5.5 Input–output structure of flowsheet
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section. Some of the common issues related to reactor design

to be addressed at this stage are as follows:

Are wastes formed from the side reactions? Often the side

reactions can be minimized by simple changes in opera-

tional procedure. For example, temperature sensitivity of

the side reactions can be examined and if the rate of the

side reaction increases more with temperature than the

main reaction, then lowering the reactor temperature will

reduce the waste.

Are the side reactions leading to waste formed in a revers-

ible step of the reaction? If so, there is scope to recycle

wastes to extinction.

Is the catalyst used the best available or is there a scope for

catalyst replacement?

Is there a scope for solvent substitution? If so, how would it
affect the other steps? Additional information on solvent

selection is discussed later.

Separation Systems
Having addressed issues related to the overall flowsheet and

the reaction system, attention is now focused on the separa-

tion systems. Separation systems offer considerable scope

for waste minimization. They can be generally classified into

the following categories.

1. Gas–liquid separation

2. Gas–solid separation

3. Liquid–liquid separation

4. Liquid–solid separation

General heuristics related to separation systems are

indicated here. Detailed heuristics with respect to each indi-

vidual type of separation are addressed in “Separations

Devices.”

Some of the key questions to be addressed are the

following.

1. Are any waste streams produced as a result of poor

separation?

2. Is the separation sequence optimum? Separations that are
easy are done first, followed by the less energy-intensive

ones. The final separation step is usually assigned to the

most difficult step because the overall quantity of stream

to be treated would be minimum by then.

3. Is the current separation the most suitable or should other

methods of separation be considered? For example, dis-

tillation is commonly the workhorse in the chemical

industry and is often the immediate choice. Other separa-

tion methods, such as pervaporation, can be sometimes

more effective especially if the volatility differences are

small. Pervaporation is a membrane-based process with

the difference that the permeate appears as a vapor, thus

permitting solute recovery and recycle. For example,

benzene can be recovered from hydrocarbon streams

using this method in fairly high concentrations and in a

usable form ready for recycle. Many alternative

separation methods must be considered, and one should

not simply bank on past experience or expertise.

4. Is the current separation most efficiently designed or are

there alternative designs that can reduce energy con-

sumption and lead to less waste? Examples may be in

solvent extraction where a simple switch of solvent may

lead to a nonhazardous waste. Also, conventional distil-

lation is often used, but, currently, new design concepts,

such as divided wall distillation [8], may prove to be more

beneficial for certain processes. Replacing a conventional

packing by a more efficient, structured packing may

improve the treatment of waste gases in absorption

columns.

5. Is the choice of the mass separation agent (MSA) both

cost-effective and environmentally benign? Can any

improvements be possible in this choice? Caffeine extrac-
tion from coffee beans is an example. Chlorinated

solvents were used as mass separating agents, which

posed both a health risk to workers and global harm due

to ozone depletion. Supercritical CO2 and, more recently,

supercritical water have replaced these as MSAs.

6. Have mass integration possibilities been evaluated? Are
mass exchange networks (MENs) in place in the

flowsheet? Mass exchange network (MEN) synthesis

has been addressed in the book by El-Halwagi [9], and

application of this method to water management has been

addressed in a paper by Liu et al. [10]. These aspects

should be looked at carefully during the process synthesis

stage, as they offer considerable scope for solvent or

MSA reduction.

7. Can the separation and reaction sections be suitably
combined? Combining reaction and separation in one

unit can have some advantages. It often removes the

equilibrium barrier, and, in some cases, complete recycle

of unreacted feed is achieved in the same vessel. This

question is more important in the design stage of new

processes and is somewhat difficult to address in

retrofitting existing processes. Membrane separations

provide another area where reaction and separation can

be combined.

8. Can any hazardous waste be removed before discharging

into a POWT (publically owned water treatment) facility?

Postprocessing and Product Section
Postprocessing forms an additional important step in the

manufacture of many consumer-oriented products, in con-

trast to commodity chemicals. Examples include tablets,

pills, toothpaste, creams, and a wide variety of common

products. The chemical industry has traditionally focused

on commodity chemicals (process engineering), but,

recently, the emphasis has shifted to product engineering.

The postprocessing of chemicals to make consumer-used
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products can often be a major source of pollutants. Hence,

careful attention has to be paid to this part of the process as

well. Also, this part of the overall plant may involve batch

processing, whereas the rest of the process may be continu-

ous processing. Some heuristics are listed below.

Are fines created as a result of product drying? If so, select a
different type of dryer. High air velocities or thermal

degradation of solids lead to fine formation in drying

equipment. These can be avoided by choosing the proper

type of dryer depending on the properties of the solid.

Is the blending operation optimized or is it creating some

wastes? Can any waste from this operation be recycled?
Is the cleaning operation in between batches optimized? Is

there a possibility of wash-solvent recycle here without

affecting the overall product quality?
Can process equipments be coordinated to minimize vessel

cleaning and to reduce the associated wastes?

How will the products be packaged? Will containers be
available for recycle? Are any additional wastes

generated as a result of the container reuse policy?

Energy Systems
Energy costs are a major part of the operating costs in

chemical processes and, hence, any reduction in energy

consumption leads to an increased profitability. Further

increased energy use has a direct bearing on the greenhouse

gas emissions and, thus, the optimization of the energy

systems is also important from a P2 point of view. Some

heuristics to be discussed at this stage of analysis are the

following:

Is the process fully optimized for energy use?
Are the heat integration networks in place and is there

further scope in reducing the energy costs?

Can cleaner fuels be used to reduce SO2 emissions? If so, at
what cost?

Do the steam systems operate at the needed pressure rather

than at the available boiler pressure? Too large a pres-

sure leads to a higher condensation temperature for

steam. This causes an unnecessarily large temperature

differential for heat transfer. Fouling and other problems

arise as a consequence, reducing the energy efficiency. In

other words, use utilities at the lowest practical tempera-

ture. A simple solution to reduce the steam temperature is

the use of a thermocompressor. This device uses high-

pressure steam to increase the pressure of low-pressure

steam to form steam at a desired intermediate pressure.

Are the heat exchangers routinely maintained to reduce

fouling? Are the state-of-the art cleaning methods used
to reduce sludge formation?

Is the wastewater from high-pressure cleaning of heat

exchangers treated separately and not with all the other
water streams? These often carry fine particles that pro-

vide a large surface area for oil and water to stabilize

creating an oily sludge in the wastewater which is diffi-

cult to separate.

Can the cooling tower blowdown be reduced? Often

pretreatment of fresh water to the cooling tower to reduce

calcium salts can be helpful to reduce the scaling and

thereby reduce the blowdown. Ion-exchange or even

more expensive options, such as reverse osmosis, may

prove to be beneficial in this regard depending on the

quality (hard or soft) of the feed water.

Auxiliary Equipments
These include pumps, compressor, and storage tanks. The

pumps, valves, flanges, etc. can often be a major source of

pollution due to fugitive emissions (unintentional release

of process fluids). Storage tanks also contribute to pollution

by breathing and standing losses. Hence, sufficient attention

should be paid to the design andmaintenance of this equipment

from a P2 standpoint, and this auxiliary equipment should not

be taken for granted. The following guidelines are useful.

Can welded pipes be used instead of flanged pipes? This will
reduce the fugitive emissions.

Can the total amount of equipment and number of

connections be reduced?
Are tanks properly painted? A tank freshly painted will

reduce the breathing losses by 50% as shown in an exam-

ple by Allen and Rosselot [11].

Has the EPA recommended estimates for fugitive emissions

done on a periodic basis? Are any improvements noted

over a period of time?

Heuristics for Green Reactor Design

Green design of a reactor can be approached in the following

hierarchical manner with the top of the hierarchy being the

least cost-effective solution.

• Minor modifications in operating conditions and better

“housekeeping” practices in existing processes.

• Additional “end-of-the-pipe” clean-up of wastes. (The

goal here is to recycle and recover.)

• Major retrofitting of existing processes. Waste reduction

and enhanced recycle. Goal is zero emissions and “total

recycle.”

• Development and installation of more efficient new pro-

cess technologies that minimize waste and pollution.

• Process intensification concepts and new reactor design

concepts.

The last two items in the above list involve considerable

R&D and hence present a long-term strategy for waste

minimization in reactors. These items should be looked

into carefully at the early stage of process design. The first

three can be attempted in existing processes.

164 D. Shonnard et al.



The minor modifications can be addressed by looking at

some of these issues.

A. Source reduction

Use nonhazardous raw materials.

Use renewable resources.

Use benign solvents.

Reduce use of solvents.

B. Routine maintenance

Temperature control.

Pressure control.

Vent and relief system tuning.

Routine calibration of instruments.

Routine cleaning of steam jackets, coils, and other reac-

tor cooling auxiliaries.

C. Operational changes

Reduce by-products and generate less waste.

Produce products easy to separate.

Use heat integration.

Evaluate the effect of temperature on side-product for-

mation rate. Can an increase in temperature be benefi-

cial or should one decrease the temperature?

Evaluate the role of mass transport for multiphase

systems. In some cases an increased mass transfer

may favor by-product formation, and reducing the

degree of agitation, for instance, may be helpful.

Evaluate the role of mixing of reactants. Is a premixed

feed better?

Evaluate the role of catalyst. Is there a better or more

stable catalyst?

Is the temperature profile in batch or semi-batch the

optimum? Can the temperature peak be minimized?

D. Design changes

Recycle unreacted materials.

Consider a separate reactor for recycle to minimize cata-

lyst deactivation.

Do not overdesign. Overdesign is not only capital con-

suming but also leads to increased energy costs that

translate into greenhouse gases in the environmental

context.

The above rules can be applied to an existing process. For

new plants it may be necessary to revamp the entire process

and use alternative benign production technologies. Some

approaches to investigate here are as follows:

Improve atom efficiency.

Improve energy efficiency.

Novel chemistry, e.g., solid-catalyzed routes to replace

liquid-phase routes or simple quantitative organic

chemistry-based routes.

Novel solvents, e.g., CO2 expanded systems, ionic liquids, etc.

Novel reactor concepts, e.g., periodic operation, membrane

reactors, etc.

Reaction + separation combination, e.g., catalytic distilla-

tion, extractive reactions. Biphasic catalysis.

A more detailed description of the role of chemical reac-

tion engineering is available in the paper by Tunca et al.

[12], along with some examples and recent trends. Another

useful source is the EPA Green Chemistry Web site (www.

epa.gov/oppt/greenchemistry).

The P2 Rules for Separations Devices

Some heuristics related to specific methods of separation are

as follows.

Distillation Columns
Distillation columns are the workhorse of separations in the

chemical industry, and these are very common and offer

considerable scope for P2. Some important questions to be

addressed in this context are listed below.

1. Does the system form an azeotrope? If so, is an entrainer

used? Can one replace the entrainer by a more benign

agent? Can the azeotrope be broken by other methods

such as pervaporation (see paper by Wynn 2001) or

membrane separation and then continue with distillation

to get the final purity?

2. Is the reflux ratio in distillation column optimized?

Increase in reflux ratio increases the product purity. How-

ever, this causes a larger pressure drop in the column, and

increases the reboiler temperature and the reboiler heat

duty. Hence, there is a delicate balance among these

factors, and often the reflux ratio has to be continuously

adjusted to meet the change in feed composition and other

day-to-day variations.

3. Is the feed location optimum? Simply relocating the feed

may cause a more pure product and may be a simple

strategy to reduce waste formation. It has both economic

and environmental benefits.

4. Is there a scope for combining reaction and distillation in
one piece of equipment?

Gas–Liquid Separation
These include absorption columns to remove a gaseous

impurity as well as stripping columns to remove a VOC

from a liquid (usually wastewater). Note that these involve

an MSA. For example, for stripping of VOC from wastewa-

ter, steam or air is used as the MSA. Hence, appropriate

choice of MSA is an important consideration in the context

of P2 for gas–liquid separations. Some important heuristics

are as follows.

Are the off-gas specifications within the regulations? If not

try to switch to more efficient structured packings.

Are the desorption systems at the optimum pressure?

Can the solvent losses be minimized? Should one use alter-

nate solvents that have better heat stability over the

repeated absorption–desorption cycle?
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Gas–Solid Separations
Gas–solid systems are encountered in a number of processes,

such as fluid bed dryers, fine capture from gaseous effluents

to meet the PM5 air quality criteria, etc. Efficient design of

these systems will improve the air quality.

Another example of gas–solid separation is the adsorp-

tion process. The regeneration of adsorbent is often not

complete due to pore diffusion limitations and other factors.

Furthermore, the eventual replacement of spent adsorbent

leads to solid wastes. Optimization of adsorbent pore struc-

ture is one option that can be examined here. The process of

regeneration also leads to waste formation and needs to be

set at optimum conditions.

Liquid–Liquid Separations
These systems are common in liquid extraction and also in a

multiphase reactor with an organic and an aqueous phase.

Common sources of pollution are incomplete separation and

contamination due to trace organics in the aqueous phase.

An example is in alkylation reactions (e.g., n-butane reaction
with olefins to form isooctanes). Strong acids, such as sulfu-

ric and hydrofluoric acids, are used as catalysts, and the

recovery and the recycle of acid need to be optimized in

order to reduce the waste generation.

Liquid–Solid Separations
These are encountered in processes such as filtration that

involve flow through a membrane. The prevalence of this in

the chemical industry has not, however, diminished the

challenges in proper design of these systems. A wide range

of membranes is available for separation of a solid from a

liquid. Fouling is the major challenge in membrane pro-

cesses and is the most common source of pollution. Mem-

brane systems need periodic cleaning and are another source

for pollution generation in terms of waste water. Some

heuristics to consider at this stage of design are listed below.

Is the membrane hydrophobic or hydrophilic?

Has the proper selection of membrane tied to the property of

the slurry?
Can fouling be reduced by maintaining a higher shear rate

at the interface?

In summary, the hierarchical process review and the

various heuristics presented here provide a systematic

method for identification of waste formation and the appro-

priate strategies to minimize waste in process industries.

Maximum benefit of using this approach is realized at the

process development and process synthesis stage followed

by the process design stage. Some of the guidelines can also

be used in the retrofitting state for existing processes. Addi-

tional P2 methods, technologies, and practices are found in

the compilation by Mulholland and Dyer [13].

Understanding and Prediction
of the Environmental Fate of Chemicals

Introduction

To understand the fate of a chemical once released into the

environment requires knowledge of not only how the envi-

ronment is modeled but also the intimate connection among

a chemical’s structure, its physicochemical properties, and

its behavior under a given set of conditions. The behavior of

a chemical in the environment falls under one of two

categories: translocation, resulting in the movement of the

chemical either within a compartment or between

compartments, and transformation, resulting in the alter-

ation of the chemical’s structure. In predicting the persis-

tence of a chemical in the environment, three broad

questions are asked:

1. Will it move, and, if so, where will it go?

2. Will its structure be altered?

3. How long will it persist?

The first question is answered by understanding the sus-

ceptibility of the chemical to translocation, whereas the

second question is answered by understanding the

chemical’s susceptibility to transformation. Once these two

questions are answered, then the third question, requiring

rates of translocation and/or transformation, can be

answered, thus providing a foundation upon which

subsequent assessments of risk to the environment and pub-

lic health can be performed.

The goals of this section are to introduce methods of

modeling chemical movement within and between environ-

ment compartments, to define specific translocation and

transformation processes, to provide a basic understanding

of the association among chemical structure, physicochemi-

cal properties, and susceptibility to specific translocation and

transformation processes, and to provide methods of

accessing and estimating physicochemical properties and

environmental fate of chemicals.

Translocation of Chemicals in the Environment

Modeling the Environment
Before assessing how a chemical moves in the environment,

the relevant media, or compartments, must be defined. The

environment can be considered to be composed of four broad

compartments—air, water, soil, and biota (including plants

and animals)—as shown in Fig. 5.6. Various approaches to

modeling the environment have been described [14–16]. The

primary difference in these approaches is the level of spatial

and component detail included in each of the compartments.

166 D. Shonnard et al.



For example, the most simplistic model considers air as a

lumped compartment. A more advanced model considers air

as composed of air and aerosols, composed of species such

as sodium chloride, nitric and sulfuric acids, soil, and

particles released anthropogenically [17]. A yet more com-

plex model considers air as composed of air in stratified

layers, with different temperatures and accessibility to the

earth’s surface, and aerosols segmented into different size

classes [16]. As the model complexity increases, its resolu-

tion and the data demands also increase. Andren et al. [16]

report that the simplest of models with lumped air, water,

and soil compartments is suitable for chemical fate

evaluations at very large scales (global), whereas the more

complex models, with greater levels of segmentation and

spatial differences within each compartment, are best suited

for problems involving regional to site-specific studies.

Regardless of the model complexity chosen, the transport

and partitioning of a chemical between water and air, air and

soil, and biota and all compartments must be assessed.

Furthermore, each of these compartments may contain dif-

ferent air, liquid, and vapor phases, and chemical

partitioning among these phases must be determined. The

driving force of transport of chemicals within and between

compartments is a difference between chemical potential,

the tendency of a chemical to undergo physical or chemical

change, in one region compared to the other. When thermal,

mechanical, or material equilibrium has been upset in the

compartment(s) in question, the chemical moves in

response. Despite the awareness that nonequilibrium

conditions are at the heart of net chemical transport,

modeling of partitioning of chemicals is commonly

performed by assuming equilibrium conditions using

estimates of liquid–vapor, solid–liquid, and solid–vapor par-

tition coefficients [18]. These coefficients and other

properties estimating environmental partitioning, along

with properties enabling prediction of environmental

transport of chemicals, are briefly discussed in the following

sections. For greater detail on transport and fate of chemicals

in the environment, the reader is encouraged to refer to

numerous resources that are dedicated solely to this topic

[19–21].

Translocation Processes in Air
As characterized in Fig. 5.7, once a chemical is released into

the atmosphere, it is rapidly transported by the average wind

and subjected to dispersion, defined as spreading as a result

of thermal or density gradients and/or turbulence, and advec-

tion, defined as movement as a result of mass flow in the

wind. These processes occur within the planetary boundary

layer up to approximately 1 km above ground level [16].

Individual contaminant molecules are also prone to move

within air along high-to-low concentration gradients. This

type of transport is known as diffusion. These three pro-

cesses combined result in the same effects: movement of the

contaminant away from the source by dilution of the con-

taminant concentration in the release plume and spreading of

the contaminant over a larger area.

While in the air compartment, the contaminant

“solubilizes” in the vapor–liquid phase or is associated

with aerosol particles by adsorption. It is also prone to

desorption from the aerosol particles into the vapor phase.

Relevant properties of the air used to model transport of

partitioning of a contaminant in the air compartment include

temperature, turbulence, wind speed, size and composition

of aerosol particles, etc. [16, 19]. Relevant properties of the

contaminant that measure its tendency to partition among

the vapor, liquid, and solid phases in the air include its

aqueous solubility (Saq), vapor pressure (VP), Henry’s

(KH), and a variety of coefficients measuring sorption on

solids. These properties will be discussed in more detail in

subsequent sections.

The net dispersive, advective, and diffusive transport of

contaminants in the air is greatly influenced by the degree of

deposition to the soil, water, and biota. Deposition occurs in

three steps: (1) turbulent diffusion through the surface layer

of the atmosphere, (2) diffusion through a laminar sublayer

just above the surface, and (3) the ultimate disposition of the

chemical on the surface [17]. As discussed previously with

the first step, the second step is also affected by properties of

the atmosphere and terrain, including turbulence, wind

speed, and temperature, along with the size and composition

of the particles composing the aerosols [16, 19]. Dry deposi-

tion of the contaminant occurs in the absence of precipitation

and involves contaminants with and without association with

particles. Wet deposition results from condensation of aero-

sol particles or equilibrium partitioning of the “dissolved”

contaminant from the air to the liquid phase. Relevant chem-

ical properties that enable prediction of the tendency of the

Fig. 5.6 Potential exchange routes of chemicals among the environ-

mental compartments
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contaminant to undergo deposition include aqueous solubil-

ity (Saq), vapor pressure (VP), Henry’s constant (KH), and

various sorption coefficients on solids. The last step of

deposition is the behavior of the chemical once it has

reached the water, soil, or biota surfaces, where it may return

to the atmosphere in its original form or in an altered

structure.

Translocation Processes in Water
Like the transport of a chemical in air, movement of a

chemical in water is governed by the flow characteristics

of the water itself (advection) and by the degree of diffusion

within the water body. Two different types of diffusion can

exist in water bodies. Eddy diffusion (or eddy dispersion)

results from the friction caused by the water flow over the

sediment or soil bottom surfaces. The vertical and horizontal

flow resulting from eddy diffusion is more random and

temporal than advective flow and thus extends over a smaller

region. Horizontal eddy diffusion tends to be greater than

vertical flow, and the contaminant is therefore transported

to a greater extent horizontally from a point of discharge

[22, 23]. A contaminant is also prone to transport by molec-

ular diffusion, generated by concentration gradients. As a

general rule, unless the water body is stagnant and uniform

in temperature, molecular diffusion plays a minor role in

transporting contaminants in comparison to eddy diffusion

[23, 24]. Temperature plays a significant role in determining

the degree of eddy and molecular diffusion of a contaminant,

particularly in water bodies with stratified layers, such as

lakes. As described previously in air translocation processes,

the net result of the advective and diffusive transport of a

contaminant in water is dilution away from the point of

discharge and spreading of the contaminant plume into

regions of greater area.

A contaminant can partition from the aqueous phase to

solid, air, and biota media, and the presence of each of these

media can greatly influence the extent of transport of

the contaminant. With a porous solid phase with which the

contaminant does not interact, transport of the contaminant

is governed by the same laws of mass transport, involving

advection and diffusion, that apply in aqueous media free of

solids. However, interaction of the contaminant with the

solid medium greatly inhibits its movement in the aqueous

phase. When contaminant mixtures are present, those with

less interaction with the solid medium move along with the

aqueous medium, whereas those with greater attraction to

the solid medium are retained in proportion to their degree of

interaction [23].

Fig. 5.7 Translocation and transformation processes possible in air, soil, water, and biota (adapted from Bishop [21])
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As shown in Fig. 5.7, partitioning between the aqueous

and solid phases may result from absorption, adsorption/

desorption, and sedimentation processes. The contaminant

may be taken up into the interior of a solid by means of

diffusion in a process known as absorption. As previously

described in air–solid partitioning, the contaminant may also

be taken up by the surface of the solid, known as adsorption,

and its release from the surface of the solid is known as

desorption. Adsorption of a chemical to soil or sediment

particles may be a result of electrostatic or hydrophobic

attraction between the contaminant and the solid surface

[23]. Once associated with solid particles, the contaminant

may also settle to the sediment surface. This process, known

as sedimentation, typically occurs in water bodies with lam-

inar flow, such as a wetland. The increase in contaminant

concentration in the solid phases as a result of any of these

partitioning processes is known as accumulation [14].

The contaminant’s aqueous solubility and density greatly

influence its final disposition in water–solid systems. Dense

nonaqueous phase liquids (DNAPLs) are chemicals with

densities greater than water and typically low aqueous

solubilities. DNAPLs naturally partition away from the

aqueous phase and towards the solid phase, often pooling

on top of an impermeable solid layer. On the other hand,

light nonaqueous phase liquids (LNAPLs) possess densities

less than water and have a tendency to pool on the water’s

surface where they may be prone to volatilization and pho-

tolysis reactions. Various liquid–solid partition coefficients

have been developed to predict a contaminant’s tendency to

associate with the solid phase. These include the

octanol–water partition coefficient (Kow), the soil–water dis-

tribution ratio (Kd), the organic carbon partition coefficient

(Koc), the organic matter–water partition coefficient (KOM).

These will be discussed in detail in sections to follow.

Transport of a contaminant from water to air is influenced

primarily by wind velocity [16]. The contaminant’s density,

vapor pressure, and aqueous solubility also factor into its

tendency to be introduced into the air phase, and its Henry’s

constant (KH) provides a good indication of this tendency.

Biota have a strong attraction to hydrophobic contaminants,

and, as a result, uptake of contaminants, by partitioning into

plants and animals, known as bioaccumulation, has been

reported to be a dominant mechanism of removal [16, 25].

The tendency of a chemical to be taken up into biota is

quantified by the bioconcentration factor (BCF), as measured

by the ratio of its concentrations in biota and water.

Translocation Processes in Soil
Contaminants in the soil compartment are associated with

the soil, water, air, and biota phases present. Transport of the

contaminant, therefore, can occur within the water and air

phases by advection, diffusion, or dispersion, as previously

described. In addition to these processes, chemicals

dissolved in soil–water are transported by wicking and per-

colation in the unsaturated zone [26]. Chemicals can be

transported in soil air by a process known as barometric

pumping that is caused by sporadic changes in atmospheric

pressure and soil–water displacement. Relevant physical

properties of the soil matrix that are useful in modeling

transport of a chemical include its hydraulic conductivity

and tortuosity. The diffusivities of the chemicals in air and

water are also used for this purpose.

As shown in Fig. 5.7, any of the translocation processes

described previously in air and soil compartments may also

occur in soil. Figure 5.8, adapted from Baum [26], shows the

potential intermedia exchanges that occur among the soil, air,

water, and biota phases within the soil compartment.

Exchange between air and water and air and solid phases

may involve volatilization or deposition. Interchange

between the water and solid phases may involve leaching

(movement of the chemical in water through the soil column),

absorption into the solid matrix, adsorption onto the solids, or

desorption into the aqueous phase. Partitioning from any of

the solid, water, or air phases to biota results in the

bioaccumulation of the contaminant. Biota can use various

means of elimination of the contaminant or its metabolites.

Volatilization of the contaminant or its metabolites from

plants to the air phase may occur, as well as excretion of the

contaminant or its metabolites from roots or foliage to the

surrounding soil and water phases in the root zone. The root

zone may also serve to “stabilize” the contaminant in the soil,

a process known as phytostabilization [27], resulting in accu-

mulation of the contaminant in the soil phase. Relevant phys-

icochemical properties of the contaminant that provide an

indication of the degree of these partitioning processes

include aqueous solubility (Saq), vapor pressure (VP), Henry’s
constant (KH), soil partitioning coefficients, and the BCF.

Translocation Processes Involving Biota
As mentioned previously and shown in Fig. 5.8, movement

of a chemical in a system containing plants or animals may

involve exchange with the air, soil, and water phases.

Bioaccumulation results when the plant or animal uptakes

the contaminant. In plants, the contaminant may be, in turn,

released to the air by means of volatilization or to the soil

with subsequent accumulation by phytostabilization, adsorp-

tion, and sedimentation or transport to the aqueous phase by

advective, diffusive, or dispersive processes. Excretion of

the contaminant or a metabolite from animals may also be

received by any compartment.

Partitioning between a plant and air depends on the

properties of the chemical, such as vapor pressure (VP),

properties of the plant, and the temperature. Andren et al.

[16] report that partitioning from the air to plants occurs

primarily through the foliage, and only compounds with

mobility in the phloem can partition to the stem and trunk
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of the plant. As a general rule, hydrophilic compounds have

higher phloem mobility, and, therefore, the octanol–water

partition coefficient (Kow) is a good indicator of the tendency

of a chemical to be transported into a plant via its foliage.

Uptake and release to/from the water and soil phases and the

relevant parameters used to measure the tendency for these

processes were discussed in the previous section. Of all the

compartments of the environment, the least information is

known concerning the translocation processes involving

biota [16]. Also, the BCFs cannot be considered equilibrium

constants as the other partitioning coefficients are because

biota are “reactive sorbents” where the contaminant may be

transformed upon uptake. These and other transformation

processes involved in each of the environmental

compartments are discussed in the following sections.

Transformation of Chemicals
in the Environment

The primary mechanisms of degradation of chemicals in

soil, water, sediment, air, and biota environments are classi-

fied as biotic (biodegradation, phytodegradation, and respi-

ration) or abiotic (hydrolysis, photolysis, and oxidation/

reduction), as shown in Fig. 5.7. Biodegradation, the trans-

formation of chemicals by microorganisms, has potential to

occur in any environmental compartment that contains mois-

ture to support microbial processes; therefore, it can occur in

all compartments, including in the root zone of plants.

Phytodegradation, the transformation of chemicals by

green plants, and respiration, the metabolism of chemicals

by animals, occur wherever these biota reside, and, as

discussed previously, they interact with each of the other

compartments of the environment. Hydrolysis, the reaction

with water, can occur in any compartment containing water,

whereas nonbiological oxidation/reduction reactions are

most dominant in the air phase [21]. Photolysis, the reaction

of a chemical with ultraviolet radiation from the sun, occurs

on surfaces exposed to sunlight, including soil, water, air,

and plants. Compounds not susceptible to any of these deg-

radation processes will have a tendency to be persistent in

the environment. These reactions and their kinetics are

discussed in more detail below.

Biotic Transformation Processes
Biodegradation. Because of the abundance and species

diversity of environmental microorganisms and their ability

to adapt to many different conditions and to degrade a wide

range of substrates, biodegradation plays a major role in the

transformation of contaminants [28]. The rate of biodegra-

dation is influenced by numerous factors, including avail-

ability of nutrients, pH, temperature, level of oxygen,

moisture content, and chemical structure. The degradation

of the contaminant is catalyzed by enzymes, and most bio-

degradation processes are composed of a series of steps

mediated by different enzymes. If the chemical is

completely degraded to carbon dioxide, methane, water,

and other inorganic compounds, it is said to be mineralized.

Fig. 5.8 Intermedia

translocation processes involved

in the soil compartment (adapted

from Baum [26])
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However, the contaminant is often converted to a chemical

structure more complex than these mineralization products,

and, in many cases, these incomplete degradation products,

called daughter products or metabolites, are more toxic than

the parent compound.

Some chemical compounds serve as a source of carbon

and/or energy for the degrading microorganism, whereas in

other cases they are not but are, rather, “cometabolized.” For

example, methanotrophs, or methane-oxidizing bacteria, are

known to oxidize aliphatic and aromatic compounds by

cometabolism as long as methane is available to provide a

source of carbon and energy. These bacteria are obligately

aerobic because oxygen is necessary for their growth and

metabolism; however, many other types of microorganisms

cannot function in the presence of oxygen, and they are

known as obligately anaerobic bacteria. Furthermore, bacterial

populations exist that can functionwith or without oxygen, and

they are known as facultative aerobes or facultative anaerobes.

Biodegradation reactions can be classified as aerobic or

anaerobic, with oxidations and reductions dominating within

these two classes, respectively. Oxidations occur in aerobic

pockets in groundwater aquifers, near the soil surface,

and aerobic zones of lakes and streams, for example.

Dioxygenase and monooxygenase enzymes mediate oxida-

tion reactions, yielding hydroxylated metabolites and possi-

bly ring-cleavage products resulting from the activity of

ring-cleaving diooxygenase enzymes. Figure 5.9 shows one

of the known pathways of oxidation of benzene involving a

consortium of microorganisms expressing diooxygenase

enzymes that cleave the benzene ring between the two

hydroxyl groups of the catechol, called ortho-cleavage. As
implied by the TCA cycle endpoint in Fig. 5.9, the

microorganisms involved in this pathway gain energy from

the degradation of benzene. It is important to note that

typical intermediates of biologically mediated oxidation

reactions are more polar than the parent compound, thus

with different environmental behavior.

More oxidized compounds, such as chlorinated benzenes,

are susceptible to biologically mediated reduction in

environments under anaerobic conditions, such as in lake

and river sediments. It is known that highly polychlorinated

biphenyl (PCB) congeners, for example, are susceptible to

reductive dehalogenation, the result of the interaction of

syntrophic microbial communities that are active under

methanogenic and sulfate-reducing conditions [30]. Previ-

ous studies of Hudson River sediments have reported that the

more chlorinated PCB congeners (with more than 3–4 chlo-

rine atoms) are transformed to lesser chlorinated congeners

by a series of dechlorination steps where the chlorine atoms

are replaced by hydrogen atoms [31]. As shown in Fig. 5.10,

preferential removal of the chlorine atoms in the meta- and
para-positions on the ring occurs before the ortho-chlorines

are removed, resulting in accumulation of the ortho-

substituted congeners in the environment [32].

As a result of a large body of studies, heuristics of bio-

degradation have been developed. Table 5.3 provides

Fig. 5.9 The ortho-cleavage pathway of benzene oxidation by dioxygenase enzymes [29]

Fig. 5.10 Pathway of reductive dehalogenation of PCBs [31]
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general guidelines for prediction of the tendency of a chem-

ical to be biodegraded [21]. More detailed information about

the specific biodegradation pathways and kinetics for indi-

vidual groups of compounds and microorganisms can be

found in numerous references [33–35].

Phytodegradation. The transformation of contaminants by

plants is believed to play a major role in contaminant

removal from the biosphere, particularly considering that

plants cover approximately 146,000,000 km2 of terrestrial

surface [28]. Plants generally degrade chemicals by first

uptaking them and subsequently transforming them to

products that are conjugated or bound to the cell wall or

stored in vacuoles [36]. Some plants use reductive

dehalogenation and oxidation transformation pathways of

degradation similar to those pathways followed by

microorganisms in biodegradation. Compound classes that

have been reported to be degraded in aqueous systems by

plants include halogenated hydrocarbons [37, 38],

nitroaromatics [39, 40], organophosphate pesticides [41],

and polycyclic aromatic hydrocarbons [42, 43]. At this

time, there are few rules of thumb to enable prediction of

phytodegradation of contaminants because the study of

phytodegradation is relatively recent.

Abiotic Transformation Processes
Hydrolysis. Compounds that possess an electrophilic atom

(electron-poor) have a tendency to undergo hydrolysis

reactions with electron-rich water or hydroxide ion (OH�).
The reaction forms a product with a hydroxyl group

replacing a group that leaves the parent compound. The

products are more polar than the parent compound, thus

indicating different environmental behavior that must be

evaluated, as also reported for products of biological oxida-

tion. Hydrolysis is observed anywhere water is present, thus

indicating that it can occur in any environmental compart-

ment, given the presence of compounds susceptible to this

reaction. This is considered a dominant pathway of transfor-

mation of compounds with hydrolyzable groups in aquatic

systems [28]. These reactions are extremely pH� sensitive,

as they are often catalyzed by H+ or OH� ions. For example,

Bishop [21] reports that the rate of hydrolysis of insecticide

carbaryl increases logarithmically with pH, where the rate at

pH 9 is ten times greater than at neutral pH and 100 times

greater than at pH 6.

Numerous functional groups have been reported to be

hydrolyzable, and examples of compound classes that

are susceptible to hydrolysis are provided in Table 5.4. The

chemical structure of the compounds greatly affects the rates

of hydrolysis as shown in Table 5.4, with half-lives

measured at pH 7 and 25�C ranging from seconds to

thousands of years. A detailed discussion of degradation of

contaminants via hydrolysis can be found in

Schwartzenbach et al. [44], Larson and Weber [23], and

Wolfe and Jeffers [45]. Ney [14] has set a low range of

hydrolysis half-lives falling below 30 days and a high

range above 90 days. As shown in Table 5.5, compounds

considered to be hydrolyzed rapidly are not prone to

bioaccumulation, accumulation, food-chain contamination,

or adsorption, and are not generally considered persistent,

whereas the opposite is true for compounds not hydrolyzed

rapidly. Half-lives of various contaminants undergoing

hydrolysis reaction have been reported to be significantly

higher than those undergoing microbial transformation and

phytotransformation [27]. For example, tetrachloroethylene

(PCE), a common solvent used in dry cleaning, possesses a

half-life of over 10 years if subjected to hydrolytic

conditions at neutral pH. In contrast, PCE’s half-lives due

to microbial transformation (using a density of 105

organisms per liter) and phytotransformation (using

Spyrogyra spp. at a density of 200 g wet weight per liter)

have been reported to be 35 and 5 days, respectively.

Photolysis. Photochemical transformations of chemicals, also

known as photolysis, result from the uptake of light energy

(quanta) by organic compounds. These reactions can occur in

the gas phase (troposphere and stratosphere), the aqueous

phase (atmospheric aerosols or droplets, surface waters,

land–water interfaces), and the solid phase (plant tissue

exteriors, soil and mineral surfaces) [23]. Photolysis may be

direct, where the structure of the chemical absorbing the light

energy is “directly” transformed, or indirect, where photosen-

sitizers, such as quinones and humic acids, absorb light

energy and then transfer it to a contaminant whose structure

is altered in the process [46]. Chemical reactions that affect

structural change of photochemically excited contaminants

include fragmentation, intramolecular rearrangement,

isomerization, hydrogen atom abstraction, dimerization, and

electron transfer from or to the chemical [44].

Functional groups such as unsaturated carbon–carbon

bonds and aromatic rings lend greater susceptibility to

photolytic reactions, and compound classes such as nitrosa-

mines, benzidines, and chlorinated organics are more

readily photolyzed [28, 46]. In order for photolysis to be

Table 5.3 Chemical characteristics conferring susceptibility to

biodegradation

Nonaromaticity

Unsaturated bonds

Straight chains of alkanes (greater than 9 carbons)

Soluble in water

Increased number of halogens (anaerobic conditions)

Decreased number of halogens (aerobic conditions)

Alcohol, aldehyde, and carboxylic acid functional groups

Ortho- or para-substitution patterns on a benzene ring

Adapted from Bishop [21]
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considered to be a significant gas-phase destruction mecha-

nism for a chemical, it must absorb light energy beyond a

wavelength of 290 nm [28]. Specific compounds that do

absorb greater than 290 nm include 2,3,7,8-tetrachlor-

odibenzo-p-dioxin (2,3,7,8-TCDD), 1,2,3,7,8-pentachloro-

p-dioxin, octachloro-p-dioxin, dibenzo-p-dioxin, hexachlor-

obenzene, and various polychlorinated dibenzofurans, and

polychlorinated and polybrominated biphenyls [40, 47–51].

The kinetics of photolysis of herbicides in natural waters and

soil surfaces were compared by Konstantinou et al. [52],

who reported faster rates in soils than in lake, river, marine,

and ground waters and significant enhancement of rates

in the presence of increasing dissolved organic matter.

Applying the same general rule as described for hydrolysis

(Table 5.5), if the photolytic half-life of a contaminant is

less than 30 days, it is not considered to be persistent;

however, if the photolysis half-life is greater than 90 days,

the contaminant poses risk to accumulation,

bioaccumulation, and food-chain contamination [14].

Oxidation/reduction reactions. Reactions of chemicals via

abiotic oxidation or reduction involve a transfer of electrons

and result in a change in oxidation of the state of the product

compared to its parent compound. As a general rule, reduc-

tion reactions are prevalent in soil sediments, while oxida-

tion reactions are more important in surface waters and in the

atmosphere [28].

The contaminant that is oxidized serves as the donor of

electrons that are transferred to oxidizing agents including

O2, ferric (III) iron, and manganese (III/IV) in aquatic/soil

systems and ozone (O3), hydrogen peroxide (H2O2), and free

radicals, such as the hydroxyl radical, in the atmosphere.

Reduction reactions result in the transfer of electrons from

an electron donor to the contaminant. Examples of electron

Table 5.4 Comparison of hydrolysis half-lives of representative chemicals in classes susceptible to hydrolysis at pH 7 and 25 �C [14, 23, 44]

Hydrolyzable compound class Representative compound(s) Half-life, t1/2

Monohalogenated hydrocarbons

R–X

CH3Cl 340 days
(CH3)2CHCl 38 days

(CH3)3C–Cl 23 seconds

Polyhalogenated hydrocarbons

R–Xn

CH2Cl2 700 years
CHCl3 3,500 years

CHBr3 700 years
BrCH2–CH2Br 4 years

Carboxylic acid esters

R1 ¼ CH3�, R2 ¼ –CH2CH3 2 years
R1 ¼ CH3�, R2 ¼ –C(CH3)3 140 years
R1 ¼ CH3�, R2 ¼ C6H5� 38 days

Dialkyl phthalates

100 years (pH 8)

Amides

R1 ¼ CH3�, R2 ¼ –H, R3 ¼ –H 4000 years

R1 ¼ CH3�, R2 ¼ CH3�, R3 ¼ –H 4,000 years

R1 ¼ –CH2Cl, R2 ¼ –H, R3 ¼ –H 40,000 years

Carbamates

R1 ¼ CH3�, R2 ¼ CH3� 1.5 year

R3 ¼ –CH2CH3 50,000 years
R1 ¼ –H, R2 ¼ C6H5�, R3 ¼ –C6H4NO2 25 seconds

Phosphoric acid triesters
R1 ¼ CH3�, R2 ¼ CH3� 1.2 years
R1 ¼ C6H5�, R2 ¼ C6H5� 320 days

Thiophosphoric acid triesters

R1 ¼ CH3CH2�, R2 ¼ C6H5NO2� 89 days

R1 ¼ CH3CH2�, R2 ¼

23 days
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donors present in the environment include pyrite (FeS),

ferrous carbonates, sulfides, and natural organic matter. As

described previously for biologically mediated reduction

reactions, highly oxidized contaminants, such as PCE and

highly chlorinated PCBs, can be reduced abiotically

provided that they are in intimate contact with electron

donors. Unfortunately, the kinetics of abiotic oxidation/

reduction reactions have not been described for many

contaminants [28].

The Connection Between Chemical Properties
and Environmental Fate

As indicated previously, the final disposition of a chemical

in the environment is dependent on the environmental

conditions, characteristics of the media involved, and the

various physicochemical properties of the contaminants.

Table 5.6 provides a listing of properties describing the

chemical, medium, and potential for translocation and trans-

formation. This section focuses on chemical properties that

are frequently used to assess the fate of a contaminant in air,

water, soil, or biota. The goals of this section are to provide

brief descriptions of relevant properties of a contaminant and

to directly link specific ranges of these properties to

predicted fate in the environment.

Traditional Chemical Properties
Traditional chemical properties including boiling point, Tb,

melting point, Tm, density, r, surface tension, g, vapor pres-
sure, VP, and aqueous solubility, Saq, have use in many

systems beyond environmental applications; however, they

provide strong indication of partitioning among the air,

water, soil, and biota compartments in the environment.

When combined with more specialized physicochemical

properties to be discussed below, these traditional chemi-

cal properties can provide a very powerful means of answer-

ing the basic questions of where will a chemical go, what

reactions will it undergo, and how long will it persist in the

environment.

A chemical’s Tb, the temperature at which its vapor

pressure equals the ambient pressure, and Tm, the tempera-

ture at which its solid and liquid forms are in equilibrium at

ambient pressure, are easily located in references and

databases. As a result, many of the correlations that have

been constructed for property estimations use these

parameters as independent variables. The Tb of a chemical

can nonetheless provide an indication of the partitioning

between gas and liquid phases [53], with the higher values

denoting a lower tendency to exist in the vapor phase. The

surface tension, g, of a chemical, the ratio of the work done

to expand the surface divided by the increase in the surface

area, is often used to estimate the VP of liquids in aerosols

Table 5.5 Heuristics for hydrolysis half-lives and susceptibility of contaminants to translocation and transformation processes [14]

Process Rapid hydrolysis (t1/2 < 30 days) Slow hydrolysis (t1/2 > 90 days)

Accumulation Not likely Yes

Bioaccumulation Not likely Yes

Food-chain contamination Not likely Yes

Persistence Negligible Yes

Adsorption Negligible Maybe

Dissipation Yes Negligible to slowly

Table 5.6 Useful properties of the chemical, the medium, and transport/kinetics for assessment of environmental fates of contaminants

[14, 18, 53]

Chemical Medium Transport and kinetics

Traditional Temperature Diffusivity in air and water
pH Phase transfer coefficients (air–water,

air–soil)Biota present
Half-lives of biotic and abiotic reactionsBoiling point, Tb Light present

Melting point, Tm Air: Wind velocity, turbulence, stratification,

composition, etc.Density, r
Surface tension, n
Vapor pressure, VP
Aqueous solubility, Saq

Specialized Water: Number of active cells, redox potential,

activity, velocity, etc.Henry’s constant, KH

Octanol–water partition coefficient, Kow Soil: Hydraulic conductivity, tortuosity,
composition, etc.Bioconcentration factor, BCF

Soil–water distribution ratio, Kd

Organic matter–water partition coefficient, Kom

Organic carbon–water partition coefficient, Koc
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and in soil capillaries [28]. The VP of a chemical is the

pressure of a pure chemical vapor that is in equilibrium

with the pure liquid or solid, and it provides an indication

of the tendency of a chemical in its pure liquid or solid phase

to volatilize. Chemicals with high vapor pressures will be

likely to escape to air and thus exist in higher concentrations

in the air phases of environmental compartments than those

with low vapor pressures. Ney [14] suggests that the VP of a

chemical is considered high if greater than 0.01 mmHg,

whereas low VP is considered to be below 10�6 mmHg.

The Saq of a chemical is another property that can be directly

used to assess translocation and transformation potential of a

chemical. By definition, the Saq of a chemical is its concen-

tration in a saturated water solution. A chemical possessing

high Saq, defined by Ney [14] as greater than 1,000 ppm, is

more likely to be mobile in the aqueous environment than a

chemical with a low Saq, defined as less than 10 ppm.

Specialized Chemical Properties
Chemical properties that reflect the tendency of a chemical

to partition between phases have been constructed specifi-

cally for environmental fate applications. These specialized

properties are known as partition coefficients. The parameter

that is a measure of a chemical’s tendency to partition

between water and air is known as the dimensionless

Henry’s constant (KH), determined by the ratio of the equi-

librium concentrations of the chemical in air and in water,

respectively. The Henry’s law constant (H), describing the

ratio of the chemical’s partial pressure in solution to its

concentration in solution at equilibrium, is often used to

describe chemical partitioning between air and water. KH is

simply the ratio of H to the product RT, where R is the gas

constant and T is the temperature. Compounds with high H

values (greater than 10�1 atm m3/mol) will prefer the air

phase and tend to volatilize from the aqueous phase in water,

soil, air, and biota compartments, whereas compounds with

low H values (less than 10�7 atm m3/mol) prefer to escape

the air phase into the aqueous phase [53].

Partitioning of a chemical between the aqueous and non-

aqueous phases is frequently measured by the octanol–water

partition coefficient, Kow. Kow of a chemical is the ratio of its

concentration in n-octanol, frequently used to represent a

model phase of living and nonliving natural organic material,

to its concentration in water. This parameter which ranges

from 10 to 107 is a measure of the partitioning of a chemical

between hydrophobic and hydrophilic phases in all environ-

mental compartments. A high Kow value (characterized as

greater than 1,000) indicates that a chemical has a tendency

to be less mobile in the aqueous phase, more greatly adsorbed

to solids, and bioaccumulate [14, 16, 53]. Kow values are

frequently used to determine another parameter, the BCF,

which is the ratio of a chemical’s concentration in the tissue

of a living organism to its concentration in water. A chemical

with a high BCF (greater than 1,000) will be more likely

partitioned from water into the fatty tissues of fish and

humans, for example, and thus ismore likely to bioaccumulate

and yield food-chain contamination effects. Chemicals with

low potential for bioaccumulation typically have BCF values

less than 250 [53].

Various coefficients are helpful in measuring the potential

of a chemical to partition between the aqueous and solid

phases. These parameters are valuable in predicting the

potential of a chemical to adsorb to the solid phase. The

soil–water distribution ratio, Kd, of a chemical is the ratio

of its equilibrium concentration sorbed onto a solid phase to

its equilibrium concentration in solution. Because most

sorption of neutral, nonpolar chemicals occurs primarily on

the organic matter in soil and sediments, the organic

matter–water partition coefficient, Kom, is frequently used

as a measure of a chemical’s tendency to partition from

water to solid phases. The useful parameter of Koc, the

organic carbon–water partition coefficient, has been

introduced to describe the ratio of the equilibrium concentra-

tion of a chemical associated with the organic carbon content

of soil to that associated with the water phase. Koc is roughly

1.724 times greater than Kom because the organic matter

sediment is roughly 1.724 times larger than the organic

carbon content [28]. With all of these partition coefficients,

higher values indicate that a chemical has a greater tendency

to leave the aqueous phase and sorb to soils and sediments.

Log Koc values of chemicals are considered high when

greater than 4.5 and low when less than 1.5 [53].

Sources of Chemical Property and Fate Data
Handbooks. Tabulations of traditional properties of

chemicals (Tb, Tm, r, Saq) are often available in publications

by fine-chemical manufacturers (e.g., Fisher Scientific,

Web page: www.fishersci.com). Other collections of these

parameters, surface tension, the specialized partition coeffi-

cient values, and kinetics of transformations include

Windholz et al. [54], Howard et al. [55], Dean [56], Lide

[57], Mackay et al. [58], Howard and Meylan [59], Tomlin

[60], Yaws [61], and Verschueren [62].

Software and online sources of chemical properties. Larson

et al. [28] and Andren et al. [16] provide a thorough listing

of electronic databases and online search engines

for environmental fate properties. Very useful online

databases for these parameters include Syracuse Research

Corporation’s (SRC’s) (Syracuse, NY) Environmental Fate

Database (EFDB) and the Hazardous Substances DataBank

available at http://toxnet.nlm.nih.gov/. The SRC Web site

also provides access to its DATALOG database that

provides a literature search engine for numerous chemical
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properties. In addition, direct photolysis rates and half-lives

of contaminants in the aquatic environment can be obtained

from the US EPA’s GCSOLAR software, available at http://

www.epa.gov/ceampubl/swater/gcsolar/. A very useful soft-

ware for estimating physical/chemical and environmental

fate properties is the EPI Suite software [1].

Estimation methods. Numerous references focus on the the-

ory and application of estimating physicochemical

properties of chemicals. Lyman et al. [63], Neely and Blau

[64], Howard and Meylan [59], Baum [26], and Allen and

Shonnard [53] provide thorough descriptions of the methods

available for manually calculating chemical properties.

Heuristics for Predicting Environmental Fate

Once the properties and fate data are obtained for a chemi-

cal, its general disposition in the environment can be

estimated. Many of the properties described previously

have been divided into ranges from low to high that enable

estimation of tendencies of a chemical to undergo various

translocation and transformation processes. Table 5.7

summarizes expected behavior of chemicals using values

of VP, Saq, Kow, and Koc. These findings are summarized

below with general heuristics for predicting environmental

fate of chemicals. These general trends in environmental fate

can be combined with transformation kinetics to provide an

assessment of exposure for any chemical.

Environmental Performance Assessment
for Chemical Process Design

Introduction

The chemical industry contributes significantly to economic

development, yet faces many environmental and societal

challenges that require a rethinking of traditional approaches

in the commercialization of processes and products. The

generation of toxic, hazardous, and global change by-

products of chemical processes is but a few examples of

these challenges. A more comprehensive evaluation of eco-

nomic, environmental, and societal consequences, at times

spanning the entire product or process life cycle, is needed to

achieve sustainable growth. Coincident with this will be an

enlargement in the data and computational requirements for

these assessments. Computer-aided analysis tools will there-

fore be needed to efficiently link process/product design

with critical environmental and societal impacts in a larger

systems analysis.

Fortunately, much progress has been made recently in

developing environmental assessment methods and

computer-aided tools to accomplish these goals. Table 5.8

shows a description of key factors for the environmentally

conscious design of chemical processes for which computer-

aided tools are useful. These tools fall into two categories:

those providing information on environmental fate and

impacts and those intended to improve process environmen-

tal performance. As will be shown, some tools provide

information early in design whereas others are employed at

later stages. These environmental factors and assessment

tools should be incorporated into the design of chemical

processes and products as illustrated in Fig. 5.11. The

computer-aided tools in Fig. 5.11 include what has thus far

been employed in traditional design: process simulation,

design heuristics, and optimization. Added to these conven-

tional design tools is a set of environmental evaluation

methods and tools that inform the design activity on a

range of potential impacts. The Green Engineering approach

uses these environmental assessments in a hierarchical fash-

ion during process and product design. A hierarchical

approach for evaluating environmental performance during

process design will be described in a later section.

Overview of Environmental Issues

Before beginning a series of case study evaluations, we will

need to establish a set of environmental performance

measures to use in design. These performance measures

must reflect societal attitudes on the importance of several

environmental impact categories. This is naturally a subjec-

tive judgment, but a consensus is emerging in the profes-

sional literature and in regulatory agencies on a set of

environmental “midpoint” indicators for this purpose [53,

65–69]. Table 5.9 features several environmental impact

categories, a description of the causes, and midpoint/end-

point effects.

Environmental Impact Assessment: Tier I–Tier III

Figure 5.12 illustrates a design hierarchy in the synthesis and

evaluation of chemical processes, integrating the design

approach of Douglas [70] with environmental risk assess-

ment methods [53]. Environmental evaluation progresses

from simple (“Tier I”) assessments early in design when

process information is limited to detailed flowsheet

evaluations later in the design process. Different assessment

approaches are needed in early design as opposed to those

applied later in flowsheet evaluation. In early design, a large

number of design choices are considered, and a simple and
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efficient methodology is needed. Design choices in early

design might include the selection of raw materials, solvents,

reaction pathways, and heat or mass separating agents, and

the number of choices may be very large. Later in design, we

consider the environmental performance of a small number

of process flowsheets. The purpose of this section is to

present applications of this tiered approach in the compari-

son of alternative design choices, emphasizing the

methodologies and computer-aided tools.

Early Process Design Evaluations:
“Tier I” Assessment
Early design is arguably the most important stage in the

hierarchy for conducting environmental assessment. Envi-

ronmental burdens of chemical processes are largely “locked

in” by choices made during early design and attempts to

improve environmental performance after a chemical pro-

cess is operational are expensive and disruptive. Given the

importance of early design assessment and the need to

Table 5.7 Rules of thumb of chemical property ranges guiding prediction of environmental fates [14, 53]

Property Activity predicted Heuristic

VP (mm Hg) Translocation 1. Chemicals with high VP are more likely to volatilize into the air phase and less

likely to accumulate, bioaccumulate, and adsorb to solidsLow: <10�6 Volatilization
Medium: 10�6–0.01 Accumulation

Bioaccumulation
High: 0.01 Adsorption

Saq (ppm) Translocation 2. High Saq confers a greater tendency for a chemical to be mobile in the aqueous

environment and is less likely to accumulate, bioaccumulate, volatilize, and be persistentLow: <0.1 Mobility in water

and soils
Medium: 0.1–10,000 Accumulation
High: >10,000 Bioaccumulation

Volatilization 3. Chemicals with high Saq are prone to biodegradation and respiration processes
Adsorption

Transformation 4. Chemicals with low Saq have a greater tendency to be immobilized via adsorption

and less likely to be leached in soilBiodegradation
Respiration

H (atm m3/mole) Translocation 5. Chemicals with high H values have a greater tendency to escape the aqueous phase

into the air phase, are less mobile in the aqueous environment, and less biodegradable but more

mobile in the air environment

Low: <10�7 Mobility in air/

water
Medium: 10�7–10�1 Volatilization
High: >10�1 Transformation 6. Chemicals with higher molecular weight tend to experience a decrease in both VP

and Saq. Thus, VP is a better measure of tendency to volatilize for these chemicalsBiodegradation

Kow Translocation 7. A chemical with a low Kow indicates that it has high water solubility, aqueous

mobility and is not susceptible to bioaccumulation, accumulation, or sorption

to solids but is susceptible to biodegradation and metabolism by plants and animals

Low: <3,000 Accumulation
Medium:

3,000–20,000

Bioaccumulation
Adsorption

High: >20,000 Transformation
Biodegradation
Respiration

Koc Translocation 8. Chemicals with high Koc will adsorb to organic carbon and is likely

to bioaccumulate and accumulate and less likely to biodegrade or to

be metabolized by plants and animals

Low: <30 Accumulation
Medium: 30–32,000 Bioaccumulation

Adsorption
High: >32,000 Transformation

Biodegradation
Respiration

BCF Translocation 9. Chemicals with high BCF values will bioaccumulate and yield food-chain

contaminationLow: <250 Accumulation
Medium: 250–1,000 Bioaccumulation

Adsorption

High: >1,000 Transformation 10. A high BCF value implies a high Kow value, and thus the same heuristics applying

for Kow apply for BCFBiodegradation
Respiration

Half-lives of

hydrolysis (days)

Translocation 11. Compounds considered to be hydrolyzed rapidly are not prone to

bioaccumulation, accumulation, food-chain contamination, or adsorption,

and are not generally considered persistent, whereas the opposite is true

for compounds not hydrolyzed rapidly

Accumulation

Low: <30 Bioaccumulation
Medium: 30–90 Adsorption
High: >90

Transformation 12. In general, for all transformation reactions, if half-lives are high, the chemical

is not considered to be susceptible to bioaccumulation, accumulation, food-chain

contamination, or adsorption, and are not generally considered persistent

Hydrolysis
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provide information on a large number of choices, stream-

lined yet accurate assessment methods are a high priority.

Solvent selection. Solvent selection is often conducted in

early design of chemical processes. A method to match

desirable solvent properties (solubility parameters, for

example) while simultaneously avoiding undesirable envi-

ronmental impacts (persistence, toxicity, volatility, etc.)

would improve design performance. PARIS II is a program

combining such solvent design characteristics. Solvent com-

position is manipulated by a search algorithm aided by a

library of routines with the latest fluid property prediction

techniques, and by another library of routines for calculating

solvent environmental performance requirements [71].

Reaction pathway selection. Reaction pathway selection is

another very important early design activity. High conver-

sion of reactants, selectivity to desired products, and

avoiding by-product reactions are among the 12 Green

Chemistry principles from Anastas andWarner [3] described

previously. Atom and mass efficiency are Green Chemistry

performance measures that aid in early design assessment.

Atom efficiency is the fraction of any element in the starting

material that is incorporated in the product. The rationale is

that reactions with high atom efficiencies will be inherently

less wasteful. For example, in the reaction of phenol

with ammonia to produce analine ðC6H5 - OHþ NH3 !
C6H5 - NH2 þ H2OÞ, atom efficiencies of C, H, O, and N

are 100%, 77.8%, 0%, and 100%, respectively. Mass effi-

ciency for this reaction is defined as the ratio of mass in the

product with mass in the reactants. For this example mass

efficiency is

Mass in Product ¼ ð6CÞð12Þ þ ð7HÞ � ð0OÞ � 16Þ þ ð1NÞ
� ð14Þ

¼ 93 g

Table 5.8 Description of environmental factors and prediction/analysis methods

Environmental factors Description

Environmental properties of chemicals Equilibrium distribution of chemicals among air, water, solid phases in the environment
Degradation rates in air, water, and soil/sediment
Toxicological properties
Structure–activity relationships based on chemical structure
Online databases

Emission estimation from process units Emission factors for major process units
Emission correlations for fugitive sources, storage tanks, material transfer and handling
Emissions for process heating and utilities

Environmental fate Fate models for wastewater treatment
Fate models in a multimedia environment

Environmental performance metrics Models to characterize environmental impacts

Process intensification and integration Integration of heat and power
Mass integration to prevent waste
Pinch analysis, source sink diagrams

Process optimization Mixed integer nonlinear programming
Multi-criteria optimization

Fig. 5.11 The linking

of environmental assessment

methods and tools to the design

of environmentally conscious

chemical processes. E-CD
environmentally conscious design
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Mass in Reactants ¼ ð6CÞð12Þ þ ð9HÞ � ð1Þ þ ð1OÞ � 16Þ
þ ð1NÞ � ð14Þ

¼ 111 g

Mass Efficiency ¼ 93=111� 100 ¼ 83:8%

A higher atom and mass efficiency is desirable when

comparing alternative reaction choices. A clear example of

this is the production of maleic anhydride (MA) starting

from either benzene or n-butane [72]. Benzene or n-butane

is partially oxidized in the vapor phase in the presence of air

and a solid catalyst at high temperature and pressure.

Benzene route: 2C6H6 þ 9O2 ! 2C4H2O3 þ H2Oþ 4CO2

n-Benzene route: C4H10 þ 7=2O2 ! C4H2O3 þ 4H2O

Mass efficiencies for these routes are 44.4% and 57.6%

for the benzene and n-butane routes, respectively.

Table 5.9 Environmental causes and midpoint/endpoint effects

Impact category Initiating event

Environmental

processes Midpoint effects Endpoint effects Impact indicator(s)

Global climate

change

Emission of greenhouse

gases (CO2, CH4, N2O,

CFCs)

Absorption of infrared

radiation

Increase in atmospheric

temperature, sea level

increase

Increases in human

diseases and mortality

Global warming

potential (GWP)
Climate warming
Ecological damage

Stratospheric

ozone

Emission of ozone

depleting compounds

(CFCs, halons)

Chemical reaction

release of C1 and cBr

in stratosphere

Catalytic destruction

of ozone in stratosphere

Skin and crop damage,

damage to materials

Ozone depletion

potential (ODP)

Acidification Release of oxides

of sulfur and nitrogen

(SOx, NOx)

Chemical oxidation

and deposition of acid

compounds

Acidic precipitation

and lowering of pH

in lakes and soils

Ecosystem changes and

plant/animal death

Acidification

potential (AP)

Smog

formation

Emission of smog

precursors

Photochemical

conversion to ozone

and other species

Elevated ozone and

aerosols in urban

atmospheres

Reduced plant growth,

human morbidity and

mortality

Photochemical ozone

creation potential

(POCP)

Human cancer

and noncancer

effects

Release of toxic

and carcinogenic

compounds

Environmental fate

and transport, exposure

pathways

A dose to humans in

excess of acceptable

levels

Increases in human

mortality and morbidity

Human toxicity

potential (HTP)

Ecological

toxicity

Release of toxic

and carcinogenic

compounds

Environmental fate

and transport, exposure

pathways

A dose to animals

in excess of acceptable

levels

Increases in animal

mortality and morbidity

Ecological toxicity

potential (ETP)

Resource

consumption

Utilization of natural

resources from the Earth

Extraction processes Disruption of natural

environments

Unsustainable

depletion of resources

Fossil energy, land

use area, mineral

resource use

Fig. 5.12 A hierarchical structure to environmental evaluation of chemical process design
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This simplistic analysis indicates that n-butane is the

“greener” reaction route. But further analysis at this early

design stage can shed more light on the differences in envi-

ronmental performance. We will focus on raw material cost

and CO2 generation in this screening comparison because of

concerns of economics and global climate change. It is

necessary to bring in differences in conversion and selectiv-

ity at this stage. The benzene route has typical conversions

of 95% and selectivity to MA of 70%, with approximately

equimolar amounts of CO and CO2 generated as by-

products. For the n-butane route these values are 85% and

60%, respectively. Assuming 1 mole of MA produced, 1/

0.70 mole of benzene or 1/0.60 mole of n-butane is needed.

The raw material costs are as follows:

Benzene: ð1 mole=0:70 moleÞ � ð78g/moleÞ
�ð0:000280/gÞ ¼ 0:0312 $ /mole of MA

n-Butane: ð1 mole/0:60 moleÞ � ð58 g/moleÞ
�ð0:000214/g) ¼ 0:0207$ /mole of MA

This result shows that the n-butane route costs less for the

raw material than the benzene route due to the lower price of

n-butane, even though the molar yield of MA from n-butane
is less. This simplistic economic analysis is of relevance

because raw material costs often dominate. The generation

of CO2 in the reactor is estimated as follows:

Benzene: ½1 mole MA� ð2 mole CO2/mole MAÞ�
þ ½ð1 mole Benzene/0:70 mole MAÞ � ð0:965� 0:7Þ
� 6=2� ¼ 3:071 mole CO2/mole of MA

n-Butane: ð1 mole n - Benzene/0:60 mole MAÞ
� ð0:85� 0:6Þ � 4=2 ¼ 0:833 mole CO2/mole of MA

The first [] term in the Benzene calculation accounts for

the two carbons that are liberated when MA is formed, and

the second [] term is for conversion to by-products, with 1/2

going to CO2 and the other to CO. MA from benzene

generates almost four times as much CO2 in the reactor

than the n-butane route. Additional CO2 is generated when

unreacted benzene or n-butane and by-product CO is

incinerated in the pollution control equipment from the

process. The total CO2 emission including pollution control

is calculated as shown next.

Benzene: 3:071þ ð1:071Þð0:99Þ þ ð0:0714Þð0:99Þð6Þ
¼ 4:595 moles CO2/mole of MA

n-Butane : 0:833þ ð0:833Þð0:99Þ þ ð0:25Þð0:99Þð4Þ
¼ 2:688 mole CO2/mole of MA

The second term in each summation is CO converted to

CO2 in the pollution control device; the third is due to

unconverted feedstock. These screening calculations verify

that the n-butane route emits approximately 1/2 the CO2

compared to the benzene pathway. Based on the economic

and environmental screening, the benzene route would be

excluded from further consideration. More detailed

calculations based on optimized flowsheets confirm these

screening calculations are accurate [72].

Table 5.10 provides another example of the type of

assessment that chemical engineers will need to perform

with limited information [73]. A process engineer evaluating

two alternative synthesis routes for the production of methyl

methacrylate can use data on persistence, bioaccumulation,

toxicity, and stoichiometry to quickly evaluate potential

environmental concerns. These data can be estimated using

group contribution methods when measured values are not

available. The estimates of persistence, bioaccumulation,

toxicity, and stoichiometry can then be combined to provide

preliminary guidance. In this case concerns about the health

and safety issues associated with sulfuric acid dominate, and

the isobutylene route appears preferable because it requires

less acid. Although more detailed data are available for these

two processes, this level of data is typical of what might be

available for new process chemistries.

Evaluations During Process Synthesis:
“Tier II” Assessment
“Tier II” environmental assessment is employed for

flowsheet synthesis on a smaller number of design

alternatives. This provides an opportunity to evaluate the

impacts of separation and other units in the process in

addition to the reactor. Identification of emission sources

and estimation of release rates are also part of this assess-

ment. Inclusion of additional environmental and

sustainability metrics (energy intensity [energy consump-

tion/unit of product], water intensity, toxic release intensity,

etc.) are hallmarks of “Tier II” assessment. More informa-

tion on “Tier II” assessment is provided in the text by Allen

and Shonnard [53].

Detailed Evaluation of Process Flowsheets:
“Tier III” Assessment
After a process flowsheet has been established, it is appro-

priate for a detailed environmental impact evaluation to be

performed. The end result of the impact evaluation will be a

set of environmental metrics (indexes) representing the

major environmental impacts or risks of the entire process.
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A number of indexes are needed to account for potential

damage to human health and to several important environ-

mental compartments.

In quantitative risk assessment [74], it is shown that

impacts are a function of dose, dose is a function of concen-

tration, and concentration is a function of emission rate.

Therefore, emissions from a process flowsheet are a key

piece of information required for impact assessment during

process design. A number of computer-aided tools are avail-

able to generate pollutant emissions to air using process

flowsheet information. Emission factors are used to calculate

emission rates from major units (distillation columns,

reactors, other columns, furnaces, boilers, etc.) based on

process flows and utilities [75]. Fugitive sources (valves,

pumps, flanges, fittings, sampling valves, etc.) number in

the thousands for a typical chemical process and together

contribute to facility air emissions. A compilation of emis-

sion estimation methods for chemical processes is found in

Chap. 8 of Allen and Shonnard [53].

As previously discussed, the concentrations in the relevant

compartments of the environment (air, water, soil, biota) are

dependent upon the emission rates and the chemical/physical

properties of the pollutants. A fate and transport model

transforms emissions into environmental concentrations.

Although single compartment fate models are often used to

predict concentrations downwind or downgradient from

emissions sources—for example, an atmospheric dispersion

model, a groundwater fate model, or river model—most

applications of risk assessment to the design of chemical

processes employ a multimedia compartment model

(MCM). MCMs predict regional pollutant transport and

fate, with a typical scale of 100 � 100 km of the earth’s

surface. Mechanisms of diffusive and convective transport

as well as degradation reactions are applied to separate

well-mixed environmental compartments (air, water, soil,

sediment). Steady-state concentrations in each compartment

are expected to match actual environmental concentrations

within an order of magnitude. An illustrative example calcu-

lation using the “Level III” model of Mackay [76] is

presented in Chap. 11 of Allen and Shonnard [53].

Finally, information regarding toxicity or inherent impact

is required to convert the concentration-dependent doses into

probabilities of harm (risk). Based on this understanding of

risk assessment, the steps for environmental impact assess-

ment are grouped into three categories, (1) estimates of the

rates of release for all chemicals in the process, (2) calcula-

tion of environmental fate and transport and environmental

concentrations, and (3) the accounting for multiple measures

of risk using toxicology and inherent environmental impact

information. Computer-aided software packages integrating

these three calculation steps are available and have been

linked to commercial process simulation packages [72, 77,

78]. Figure 5.13 shows the information flows occurring in

the software tool EFRAT (Environmental Fate and Risk

Assessment Tool), which links with the simulation package

HYSYS. Flowsheet stream and utility information from

Table 5.10 Stoichiometric, persistence, toxicity and bioaccumulation data for two synthesis routes for methyl methacrylate [53, 73]

Compound

Pounds produced

or pounds required

per pound of methyl

methacrylatea
Atmospheric half-life

or aquatic half-lifeb 1/TLVc (ppm)c

Bioconcentration factord

(conc. in lipids/conc.

in water)

Acetone-cyanohydrin route
Acetone �0.68 52 days/weeks 1/750 3.2
Hydrogen cyanide �0.32 1 year/weeks 1/10 3.2
Methanol �0.37 17 days/days 1/200 3.2
Sulfuric acide �1.63 1/2 (est.)
Methyl methacrylate 1.00 7 h/weeks 1/100 2.3
Isobutylene route
Isobutylene �1.12 2.5 h/weeks 1/200 (est.) 12.6
Methanol �0.38 17 days/days 1/200 3.2
Pentane �0.03 2.6 days/days 1/600 81
Sulfuric acide �0.01 1/2 (est.)
Methyl methacrylate 1.00 7 h/weeks 1/100 2.3

Copyright American Institute of Chemical Engineers and reproduced by permission
aA negative stoichiometric index indicates that a material is consumed; a positive index indicates that it is produced in the reaction. A screening

environmental index is used for comparison in “Tier I” assessment; Environmental index ¼P jvij � ðTLViÞ�1
bThe atmospheric half-life is based on the reaction with the hydroxyl radical; aquatic half-life via biodegradation is based on expert estimates.

From: EPISuite software (http://www.epa.gov/oppt/greenengineering/software.html) or ChemFate Database (http://www.syrres.com/eswc/

chemfate.htm)
cTLV is the threshold limit value, and the inverse is a measure of inhalation toxicity potential for a chemical. Values taken from NIOSH Pocket

Guide to Chemical Hazards (http://www.cdc.gov/niosh/npg/npg.html), and the Specialized Information Service of the National Library of

Medicine (NLM) (http://sis.nlm.nih.gov/)
dBioconcentration factor is an indicator of a chemical’s potential to accumulate through the food chain. From the EPISuite software (http://www.

epa.gov/oppt/greenengineering/software.html) or ChemFate Database (http://www.syrres.com/eswc/chemfate.htm)
eThe lifetime of sulfuric acid in the atmosphere is short due to reactions with ammonia
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HYSYS is automatically transferred to EFRAT once the

flowsheet is “synchronized” with EFRAT. Emission factors

and correlations within EFRAT estimate release rates to the

air, an MCM predicts environmental partitioning, and finally

a relative risk assessment module in EFRAT generates nine

environmental risk indicators. A version of EFRAT is avail-

able free of charge for education purposes [79].

Figure 5.14 provides an example of the type of decision

that a process designer would face in flowsheet evaluation.

In this simple example, absorption with a regenerable sol-

vent is used to capture (and recycle or sell) toluene and ethyl

acetate, which might otherwise be emitted into the atmo-

sphere. To increase the fraction of the hydrocarbons that are

absorbed, the circulation rate of the solvent can be increased,

but this will increase the duties of the reboiler, condenser,

and pumps in the system, increasing energy use and increas-

ing atmospheric emissions (primarily of criteria pollutants,

sulfur and nitrogen oxides, particulates, carbon monoxide,

and of the greenhouse gas CO2). The process engineer will

need emission estimation tools to evaluate such trade-offs,

and will need to evaluate the potential environmental and

economic costs associated with different types of emissions,

in this example the relative costs of hydrocarbon emissions

as opposed to emissions of criteria pollutants and CO2.

Figure 5.15 shows the variation of several environmental

indices as a function of absorption solvent flow rate. There is

a sharp decrease in the global warming index (IGW) with
increasing solvent flow rate until about 50 kgmoles/h, due

mostly to toluene recovery. (Note that toluene and ethyl

acetate have global warming impacts assuming that all emit-

ted VOCs are oxidized to CO2 in the environment and that

the VOCs are of fossil origin.) Thereafter, increasing utility-

related emissions of greenhouse gases (primarily CO2) drive

this index up faster than its rate of decrease by further

recovery of ethyl acetate. The smog formation index (ISF)

decreases sharply with absorber solvent flow rate in the

range of 0–50 kgmoles/h, again due to recovery of toluene.

Afterwards, there is a slow decline in ISF with increasing

solvent flow rate above 50 kgmoles/h as ethyl acetate is

recovered. The acid rain index IAR increases in nearly direct

proportion to solvent flow rate. Utility consumption and its

associated sulfur and nitrogen oxide emissions (precursors to

acid rain) drive the IAR up with higher solvent flow rates.

These flowsheet results begin to reveal the complex trade-

offs inherent in environmental assessment of chemical

processes and products. Does the design engineer operate

the process at 50 kgmoles/h for the absorber solvent to

minimize emission of CO2 and global warming impacts or

operate at higher values to reduce smog formation? These

types of value judgments are commonly encountered in the

decision-making process. Notwithstanding the complexity,

environmental metrics inform the design activity on poten-

tial environmental impacts of the process.

Hybrid Screening Evaluations: Combining
“Tier I”–“Tier III” Life-Cycle Assessment
Early design assessments similar to those presented in pre-

vious sections of this chapter have the following limitations:

(1) they tend to focus on the reaction step and neglect the

impacts of downstream units, (2) the assessment includes

one or a small number of environmental indicators, and (3)

the early assessment typically does not consider impacts

beyond the process boundary, for example, the environmen-

tal burdens associated with the life cycle of materials used in

the process. In this section we will explore some approaches

to address these limitations.

Combining “Tier I” with Tier “III.” In the next example, the

maleic anhydride process from an earlier section is

reexamined by including the effects of units downstream

from the reactor. Figure 5.16 shows the major emission

sources from the process: the reactor, absorption unit, and

distillation. Emission factors along with stream flow rates in

the reactor are used to estimate releases of benzene, n-butane,
CO, and MA. The emission from the reactor is estimated

Fig. 5.13 Information flow diagram for EFRAT and relation to

HYSYS™ (Shonnard and Hiew [77], Copyright American Chemical

Society and reproduced by permission)
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using an average emission factor (EFav, 1.50 kg emitted/

103 kg throughput [53], chapter 8, eqn. 8-4) using the equation

E ¼ MvocEFav

In this equation,Mvoc is the mass flow rate (kilograms per

unit time) of the volatile organic compound in the reactor,

and it is taken as the average mass flow rate through the

reactor. The emissions from the absorber column originate

from the offgas vent and this stream contains unreacted raw

material, by-products, and product. Raw material, especially

benzene, and one of the by-products, CO, are toxic. To

include the effects of pollution control at this early design

stage, it is assumed that unreacted raw material, by-products,

and unrecovered product exiting the reactor are incinerated

to CO2 with 99% destruction efficiency with the remaining

1% released to the environment. The recovery of MA in the

separation system is assumed to be 99%, with the remaining

1% going to pollution control.

Based on the process description above, Table 5.11 can

be generated which contains the total emission of each

pollutant. Emissions are converted to impact indicators

using the environmental fate and impact assessment tool

EFRAT [79]. A comparison of environmental indicators for

MA production from either benzene or n-butane is shown in

Table 5.12. All of the environmental indices in the n-butane

process are less than or equal to those in the benzene

process. This table reveals that the benzene route is

estimated to have greater environmental impacts than the

n-butane route. This early assessment is more rigorous than

the approach in the previous section titled “Early Process

Design Evaluations” because more indicators were used and

the effects of units downstream of the reactor were

included.

Fig. 5.14 Absorption with a

regenerable solvent is used

to capture toluene and ethyl

acetate (Shonnard and Hiew [77],

Copyright American Chemical

Society and reproduced by

permission)

Fig. 5.15 Variation of

environmental indexes with

absorber oil flow rate for global

warming (LGW), smog formation

(ISF), and acid rain (IAR)
(Shonnard and Hiew [77],

Copyright American Chemical

Society and reproduced by

permission)

5 Green Engineering 183



Including life-cycle assessment at the early design stage.

In this example, a comparison is made between a new

wood pulp bleaching process and a conventional process in

order to uncover advantages and limitations of the “Green

Chemistry” innovation [80]. In the production of most paper,

wood is chemically treated with NaOH and Na2S at high

temperature (170�C [81]) to remove lignin and some hemi-

cellulose, yielding pulp with a small residual of lignin that

must be removed by bleaching to achieve a high brightness

paper. Conventional bleaching utilizes ClO2 and NaOH in

sequential processes (Fig. 5.17). This process generates

approximately 0.5 kg of chlorinated organics per ton of

bleached pulp, and even though these water pollutants are

less persistent, bioaccumulative, and toxic than those

generated using Cl2 (earlier bleaching agent), they are still

of concern. Furthermore, the need to raise and lower the

stream temperature consumes a large amount of energy and

cooling water.

The 1999 Green Chemistry Challenge Award was given

to Professor Terrence J. Collins of Carnegie Mellon Univer-

sity for the development of “Tetraamido-macrocyclic

ligand” TAML™ activators [82]. These organic amine

compounds contain a catalytic iron center that activates

hydrogen peroxide at minute concentrations in the bleaching

process (50 g/ton pulp). Although information is lacking

about the toxicity of the TAML™ Oxidant Activators, it is

known that the temperature of the TAML™ peroxide pro-

cess is 50�C compared to 70�C for chlorine dioxide

bleaching (Fig. 5.18). We will use these temperature

differences as the basis of the green engineering analysis in

comparing conventional ClO2 bleaching with TAML™ pro-

cess, with energy over the life cycle being the sustainability

indicator.

Let us assume that the chlorine dioxide bleaching process

has the sequence DEDED (D ¼ chlorination with ClO2,

E ¼ extraction with NaOH) in which the pulp is cold-

water drum washed between DE stages giving a drum exit

temperature of 50�C. TAML™ peroxide bleaching process

is assumed to follow a sequence PPPD (P ¼ peroxide).

Thus, two of the DE stages are replaced with two PP stages

in which there exists a 20�C difference between the stream

temperatures. Furthermore, assuming a 10% consistency for

the pulp (9 t water/ton pulp), we can estimate an energy

savings of Energy Saved/ton pulp ¼ 2 stages � (20 � 9/5)�

F/stage � (2,200 Btu/ton water � 9 t water/ton pulp)

¼ 1.426 � 106 Btu/ton pulp. (Note, the contribution of the

pulp to the energy analysis is neglected, being a minor

component).

According to Department of Energy statistics the average

energy consumed per ton of pulp is 39.4 � 106 Btu/ton pulp

Fig. 5.16 Major emission sources from the maleic anhydride process

Table 5.11 Stream flow rates and emission rates for screening evaluation of environmental impacts from two alternative reaction routes for

maleic anhydride production

Benzene process (kg/mole of MA)

Benzene CO CO2 Maleic anhydride Total

Total process emission rate 1.4 � 10�4 3.23 � 10�4 2.03 � 10�1 8.33 � 10�5 2.04 � 10�1

n-Butane process (kg/mole of MA)

n-Butane CO CO2 Maleic anhydride Total

Separation unit (w/pollution control) 2.3 � 10�4 2.51 � 10�4 1.18 � 10�1 8.33 � 10�5 1.18 � 10�1

Table 5.12 Environmental indices of both routes (all the values are in units of kg/mole of MA)

Chemical IFT IING IINH ICING ICINH IOD IGW ISF IAR

Benzene 6.8 � 10�6 3.3 � 10�3 4.6 � 10�2 1.4 � 10�4 1.4 � 10�4 0.0 2.0 � 10�1 2.5 � 10�5 0.0

n-Butane 3.0 � 10�6 3.1 � 10�3 3.8 � 10�2 0.0 0.0 0.0 1.2 � 10�1 4.4 � 10�6 0.0
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[81]. Given that roughly 1/2 of the pulp in the United States

is bleached, this energy savings is about 2% of the annual

energy consumed for production of pulp. This significant

energy savings was cited in the application for the 1999

Green Chemistry Award [82]. This analysis included the

energy differences between these bleaching processes in

terms of the stream heating requirements. The next section

will present a more complete energy efficiency analysis of

the TAML™ peroxide bleaching processes by including the

effects of producing and delivering the bleaching agents to

the process. Figure 5.19 shows the chain of material flows in

the production of ClO2, H2O2, NaOH, and TAML activator.

Table 5.13 shows the primary energy intensity for each of

the materials in the chain of materials for ClO2 and H2O2

bleaching of pulp.

The overall energy change for substituting H2O2

bleaching for ClO2 bleaching is obtained by combining the

net energy change from producing the chemicals and then

subtracting the in-process energy savings. This yields a total

decrease in energy consumption for the TAML™ H2O2

bleaching process of ð1:15� 107 � 1:87� 106 Btu/ton

pulpÞ � 1:426� 106 ¼ �8:63� 106 Btu/ton pulp.

The energy decrease as a percentage of the energy

consumption rate of the pulp and paper industry is

0:5� 8:63=39:394� 100 ¼ 11:0%.

This Green Engineering screening level energy analysis

of the Green Chemistry award for TCF (total chlorine free)

bleaching of pulp points out a potential energy benefit by

implementing the TAML™ process in the US pulp and

paper industry of approximately 11.0% over the “cradle-to-

gate” life cycle for pulp. This conclusion is based upon a

screening-level analysis that is uncertain, and more detailed

analysis of the life-cycle energy burdens must be completed

before the energy implications are fully understood. One

step in the life cycle for ClO2 production was not included

for lack of data, the process energy for converting NaCl03 to

ClO2. This screening assessment is expected to underesti-

mate the energy savings for implementing this new technol-

ogy. However, the analysis points to the need for including

all relevant life-cycle stages in the evaluation, not only the

Fig. 5.17 Chlorine dioxide

process for bleaching of

unbleached wood pulp

Fig. 5.18 Wood pulp bleaching

process using TAML™ activators

and hydrogen peroxide
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in-process changes, as was done previously. The energy

burdens of the chemicals in the supply chain for each

bleaching alternative are more significant than the in-process

energy improvements.

Conclusions

Environmental performance assessment is a powerful tool

for moving the chemical industry toward sustainability. It

provides important insights to the process designer on poten-

tial environmental impacts of alternative choices at several

stages in the design process. Computer-aided tools further

enhance the environmentally conscious engineering design

activity. These tools for solvent selection, reaction pathway

analysis, emission estimation, environmental property esti-

mation, fate modeling, and life-cycle assessment will find

increased use in the chemical industry. They will be particu-

larly effective in decision-making when coupled with eco-

nomic and societal criteria. Application of these tools for

comparison of traditional processes and products to innova-

tive alternatives is already taking place in fields such as bio-

based products, recycle of wastes, elimination of toxic

compounds, green chemistry, benign solvents, and material

flow analysis.

Life-Cycle Assessment

Introduction

Products and processes all have a natural life cycle. For exam-

ple, the life cycle of a product starts from the extraction of raw

materials for its production and ends when the product is

finally disposed. In the production, use, and disposal of this

product, energy is consumed and wastes and emissions are

generated. A life-cycle assessment is an analysis in which the

use of energy and materials are quantified and the potentialFig. 5.19 Material flow chain for pulp bleaching chemicals

Table 5.13 The subitems in calculating the energy requirement in ClO2 and H2O2 bleaching

Energy in original units Energy (Btu/ton ClO2 or ton NaOH)
ClO2 bleaching
Mining NaCl 1.3 MJ/kg NaCl 9.69 � 105 Btu/ton ClO2

Electrolysis of NaCl to NaClO3 17.1 kWh/kg NaClO3 8.35 � 107 Btu/ton ClO2

HCl production 2.5 MJ/kg HCl 2.32 � 106 Btu/ton ClO2

HCl production electricity 0.043 kWh/kg HCl 1.44 � 105 Btu/ton ClO2

Total from ClO2 8.69 � 107 Btu/ton ClO2

NaOH production 21.3 MJ/kg NaOH 1.83 � 107 Btu/ton NaOH
Total ClO2 bleaching (1.87 � 107 Btu/ton pulp)

H2O2/TAML bleaching
H2O2 production 9.60 � 106 Btu/ton H2O2

TAML production 1.0 � 108 Btu/ton TAML™
Total H2O2/TAML bleaching 1.15 � 107 Btu/ton pulp

Energy intensities are taken from the SimaPro 6.0 software and other sources [80]

1 Btu ¼ 0.0010551 MJ

1 Btu ¼ 0.0002931 kWh

1 kWh ¼ 3.6 MJ

Example calculation: The energy required to produce 1 t of ClO2 is therefore (0.867 kg NaCl/kg ClO2)�(1.3 MJ/kg NaCl) � (2,000/2.205

kg/ton)�(947.8 Btu/MJ þ (24,478 kWh/ton of ClO2) �(3,411.8 Btu/kWh for electrolysis of NaCl solution (1.08 t HCl/ton ClO2) � (2.5 MJ/kg

HCl) � (2,000/2.205 kg/ton) � (947.8 Btu MJ) þ (1.08 t HCl/ton ClO2) � (0.043 kWh/kg HCl) � (2,000/2.205 kg/ton) � (3,411.8 BtukWh)

¼ 9.69 � 105 þ 8.35 �107 þ 2.32 � 106 þ 1.44 �105 ¼ 8.69 � 107 Btu/ton ClO2.
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environmental and societal impacts are predicted. Life-cycle

thinking is progressively being adopted by industry as an

essential tool for analyzing processes and products. For exam-

ple, 3M instituted a life-cycle management policy in 2001,

requiring reviews of all new products and prioritized reviews

of existing products [83]. BASF is using eco-efficiency analy-

sis of a life-cycle assessment to compare products they produce

and examine their economic and ecological characteristics [84,

85]. This section presents a review of methods used for

life-cycle assessment and then gives examples of assessments

conducted on chemical products and processes.

Life-cycle assessment methodology has been used since

the 1960s with early studies that focused solely on energy

usage and solid waste issues. This focus continued in life-

cycle assessments performed during the oil crisis in the 1970s

[86, 87]. The unique aspect of all of these initial studies was

the early development and use of life-cycle data inventories

with less emphasis on environmental risk impacts of the

associated processes studied. A method published by the

Royal Commission on Environmental Pollution in 1988,

employing the “Best Practicable Environmental Option,”

attempted to minimize the environmental burdens at the

LCA practitioner’s manufacturing plant, but this method did

not analyze the entire lifecycle of the product or process in

question [88]. However, even today, life-cycle assessments

that focus primarily onmass and energy balances (e.g., Beaver

[89]) provide useful life-cycle information.

Life-cycle assessments capturing the full life of a process

or product came into fruition in the late 1980s but were

performed primarily by private companies, thus leaving

into question the specific methodology used and the biased

nature of the results. In 1993, the Society of Environmental

Toxicology and Chemistry (SETAC) addressed the concern

of no common framework for LCA methodology by

introducing principles on how to conduct, review, use, and

present the findings of a life-cycle assessment. The Interna-

tional Organization of Standardization (ISO) introduced

Standards 14040 (principles and framework) [90] and

14041 (goal and scope definition and inventory analysis)

[91] on life-cycle assessments in 1997 and 1998, respec-

tively, and Standards 14042 (impact assessment) [92] and

14043 (interpretation) [93] in 1999 and 2000 respectively.

These were updated in 2006 to life-cycle assessment

Standards 14040:2006 (principles and framework) [94],

these were updated in 2006 to life-cycle assessment standard

14040: 2006 (in) [94] and Standards 14041 through 14043

were condensed into the new Standard 14044: 2006

(requirements and guidelines) [95]. Figure 5.20 illustrates

the Life-cycle Assessment according to ISO Standards

14040 and 14044.

Life-cycle impact assessments typically consist of four

steps [53]. The first step includes the definitions of the

system boundary, scope, and the functional unit. The second

step consists of an inventory of the inputs and outputs of

the system. Figure 5.21 depicts the various components of

life-cycle inventory (LCI). As the earliest life-cycle

assessments were previously described, many life-cycle

assessments end at this stage, and conclusions are made on

minimizing mass and energy usage. To increase the informa-

tion gained by using life-cycle assessment, the relative

hazards of the chemicals used in and emitted from the process

must be included. The linking of the inputs and outputs

determined in step 2 to their inherent risk to the environment

and public health is the third step of LCA. The fourth and final

step of LCA is interpreting the results and recommending

process improvements [96]. SETAC has defined a different,

but similar, fourth step which is termed “improvement assess-

ment” which includes ways to improve the impact assessment

[86]. There are several good reference texts that give detailed

procedures on life-cycle assessment [97–99].

Life-cycle assessments are typically conducted on end

products, but can also be used proactively for process selec-

tion, design, and optimization. Figure 5.22 illustrates the

various steps involved in product and process life cycle.

Some debate exists on the relative value of life-cycle

assessments applied to products vs. processes. Burgess and

Brennan [87] state that a life-cycle assessment conducted on

a product is also valid for the processing steps involved in

the manufacture of the product and that the purpose of

conducting an LCA on a process is different than on a

product. On the contrary, Chevalier et al. [100] state that a

life cycle conducted on a process is more thorough than a life

cycle conducted on a product. A life-cycle assessment on a

process is usually conducted in the research and develop-

ment phase to determine if there are other options, such as

replacing a solvent with a less environmentally harmful

solvent, for comparison to processes used by competitors,

to reduce liability, and for marketing and policy-making

purposes [87]. Regardless of whether a process or product

is evaluated, the basic steps of LCA remain the same. These

steps are presented in more detail to follow.

Fig. 5.20 ISO standards for life-cycle assessment [90–95]
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Goal and Scope of LCA

Defining a boundary for a life-cycle assessment varies

depending on the methodology used. As previously

described, ISO 14040 standardized life-cycle impact

assessments in 1997 [101, 102] and established that a

life-cycle assessment should be conducted in terms of ele-

mentary flows. This approach is typically understood as a

cradle-to-grave approach, involving raw material extraction

through the disposal of the product, including all of the

relevant supply chains [103]. The standard was further

refined by ISO 14041 [91], which established a

Fig. 5.21 Components of a life-cycle inventory

Fig. 5.22 Product and process life cycles [53]

188 D. Shonnard et al.



“streamlining” approach to LCA that allowed omission of

certain processes, inputs, and outputs if these processes are

deemed insignificant. Burgess and Brennan [87] state that

assumptions concerning the boundary conditions are neces-

sary to maintain manageability and to ensure that the law of

diminishing returns can be observed after three upstream

processes. However, according to the ISO standards, these

data must be collected before they can be disregarded.

Scoping and goal definition is often thought of as the most

important process of an LCA, and care must be taken to

establish appropriate boundaries that are consistent with the

objectives of a study. Suh et al. [104] warn that including a

scientific basis for excluding and including processes in

system boundaries is essential and emphasizes the difficulty

in doing so, particularly if the practitioner is not familiar

with the specific process under study.

The functional unit is defined as the basis upon which all

data and impacts are presented and compared and typically

relates to the “function” of the product studied. For example,

the basis for comparing plastic and paper grocery bags can

be the number of bags required to carry a certain amount and

type of grocery items. Another example of a functional unit

directly reflecting the product function is used when com-

paring cloth and disposable diapers, accounting for the num-

ber of diapers required for each diapering. A common

functional unit used in LCAs involving product manufacture

is “per mass of product”; however, there are other appropri-

ate functional units that may be more relevant to the specific

product effectiveness studied.

Methods of Life-Cycle Inventory

The inventory stage involves the collection of all the data

that will be used in the life-cycle analysis. The quality of the

data is an important part of the LCI process, and, as with any

model, the results of an LCA are only as good as the data

inputs. There are two basic sources of data for an LCA,

primary and secondary in nature. Primary data are derived

directly from the process in question. These are the most

accurate data that can be applied to an LCA and, as a result,

are the most desirable. However, in many cases, data are

proprietary and are not readily available to the public [87],

thus necessitating the LCA practitioner to seek secondary

sources of data, including databases, peer-reviewed litera-

ture, etc., that may not be as accurate and are not often

accompanied with error estimates. Because of the frequent

use of secondary data, debate within the LCA community

has arisen on how to best capture and report error and

subsequently interpret results of LCAs.

There are four main methods of conducting an LCI, each

differing in its degree of detail. These methods are economy

scale, life-cycle scale, equipment scale, and a hybrid LCI

[103], listed from the most general to the most detailed in

approach. The most general analysis, at the economy scale,

contains all the information from cradle-to-grave of a prod-

uct or process but is not specific for an individual process.

On the other hand, the most detailed method, the hybrid LCI

approach, is typically used for gate-to-gate (within the

grounds of a manufacturing facility) analysis. A brief sum-

mary of each LCI method, along with its advantages and

disadvantages, is presented below.

The “economy scale” method of LCI typically uses

national statistics about resource use and emissions from a

specified sector and considers the entire economic system.

With this method the boundary is defined from the cradle-to-

the-grave of the product. The most well-known method in

this category is provided in the EIOLCA software developed

at Carnegie Mellon University (2005). There are two

disadvantages to this approach. First, an assumption must

be made that there is a linear relationship between the dollars

spent on the product in question and its environmental

impact. In many cases, this is a good assumption, such as

in processes involving obtaining a higher purity chemical.

This assumption, however, is not valid for other industries

with equivalent products having different perceived values,

such as automobiles. There is also another drawback to using

this type of method because the data typically used are a

composite for the entire industry. This assumption may be

valid assuming that the company is average in its perfor-

mance; however, this assumption does not account for

industries that are leaders or laggards in areas such as

sustainability, operation efficiency, or whether they are

using state-of-the-art processes.

The second LCI approach that can be used is at the life-

cycle scale, involving focus on a specific sector. Industry

uses this approach most frequently in developing LCIs.

Although the data using the life-cycle-scale approach are

more detailed than the data offered in economic-scale

approach, they do not include specific information about

individual processes, equipment, or other materials that

could be considered negligible.

Another method for conducting an LCI is the equipment-

scale approach, most frequently used in a “gate-to-gate”

analysis of various processes. Full life-cycle assessments

do not often include this LCI approach even though the

most accurate data can be obtained from this method. The

drawback of using this method is that it is very time and

resource intensive. Another issue with this LCI approach is

that a comparison with other products is relatively difficult

to obtain in as much as a gate-to-gate inventory does not

account for how the given raw materials are being produced.

This type of method is usually supplemented with data from

the other LCI methods.

The hybrid LCI approach combines the features of the

economic, life-cycle, and equipment-scale approaches in an
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attempt to overcome the shortcomings of the previous

methods. This approach may involve combining the econ-

omy scale with the life-cycle scale to give a cradle-to-grave

analysis with more detailed information on the specific

industry. A hybrid LCI may also combine the life-cycle

scale LCI approach with the equipment-scale approach

[104]. The advantage of this method is that it fills the gaps

that are left from the life-cycle scale with data from the

economic-scale, thus yielding a full “cradle-to-gate” life

cycle. This type of life cycle also has the same limitations

of the economy-scale approach, as described above.

There are several other methods that can be used for an

LCI which include a limited LCI [89]. This method only

considers metrics such as mass, water usage, energy, toxics

emitted, and overall pollutants emitted. In-depth calculations

are used, but all of the common metrics are not used as stated

by Allen and Shonnard [53]. Another method for life-cycle

assessment was proposed by Lei et al. [105], coined by the

authors as “the Most of the Most.” This approach consists of

finding the most significant impact factors and then selecting

the most significant stages of the life cycle. Although this

method was designed to consider the whole process life

cycle, it severely limits the size of an LCA.

Life-cycle assessment can also be conducted using the

concept of exergy, which is defined as the available energy

for the specific process. This method reduces the amount of

double counting involved in a process [106]. According to

Cornelissen andHirs [107], an exergetic life-cycle assessment

is a good tool to use in the area of depletion of natural

resources, as life-cycle assessments are weak in evaluating

this impact. An exergetic analysis compares the irreversibility

of products, and the product with the lower irreversibility is

more sustainable [108]. Cornelissen and Hirs [107] compared

coal, green wood, and dried wood in an exergetic life-cycle

assessment. According to this study, it appears as though

using waste wood as chipboard rather than as an energy

source results in less depletion. It was also found that using

green wood for electricity production rather than for making

chipboard gives less depletion of resources compared to using

waste wood for electricity production. This difference is

because the green wood needs to be dried prior to being

used in chipboard production. Ukidwe and Bakshi [103]

stated that the exergetic life-cycle assessment does not

account for various ecological resources and suggests that a

thermodynamic life-cycle assessment can be used in place of

an exergetic LCA.

If there is only limited information that can be obtained

for a specific process, then this information must be

estimated. Jimenez-Gonzalez et al. [109] have proposed

several rules of thumb. This methodology includes deter-

mining the inlet temperature and pressure, reflux ratio,

fugitive losses, and a way to account for any water

in contact with other chemicals as contaminated.

They mention that using this approach produces results

within a 20% error [110].

Streamlined life-cycle analysis has been used in cases

such as in the fine chemical and pharmaceutical industry

where there may be an extensive list of raw materials

consisting of unique compounds where data does not exist.

GlaxoSmithKline developed the Fast Life-cycle Assessment

for Synthetic Chemistry, FLASC™ software tool to allow

quick screening of synthesis routes from drug discovery

chemistry through manufacturing [111]. Grinter [112]

shows how the method was used to analyze alternative

processes used to make radafaxine. The method measures

the life-cycle environmental impact of materials used in the

processes and provides an overall FLASC™ score.

Impact Assessment and Analysis

There are three steps recommended in a complete impact

analysis: classification, characterization, and valuation.

Classification involves grouping of chemical emissions into

impact categories. Typical impact categories include global

warming, ozone depletion, smog formation, human carcino-

genicity, atmospheric acidification, aquatic and terrestrial

toxicity, habitat destruction, eutrophication, and depletion

of nonrenewable resources. Xun and High [113] offer that

these categories can be subdivided into four classes of

metrics: generic for both chemical and site, chemical spe-

cific (not accounting for environmental conditions), chemi-

cal specific in a generic environment (such as a chemical’s

global effects), and site and chemical specific (such as

releases into a specific waterway).

The characterization step of impact assessment in LCA

involves quantifying the specific impact category chosen.

For example, the mass or dollar amount of material emitted

is multiplied by the potential for the compound to cause the

chosen impact. This provides a weighted factor for the

specific impact category. When comparing two similar

products and one product is higher for all impact categories,

no further analysis is needed. This is rarely the case, how-

ever, thus necessitating valuation. The valuation step

consists of determining which impact categories are the

most significant. An example of a valuation step, the total

amount of ocean and land that is needed to “buffer” the

various environmental impacts may be calculated [53], the

so-called “critical volume” approach. It is also possible to

conduct the valuation step in terms of a monetary value.

Burgess and Brennan [87] state that developing a standard

for assigning relative weights to the categories is difficult

because there is no clear consensus on how to carryout the

valuation process. One method to approach valuation uses

weighting of impact categories based on their relevance to a

specific country [66, 114]. These authors also show how
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weighted factors can be used to determine which factor

contributes most using societal factors. They use a process

called Eco-Efficiency to determine which process causes the

least environmental impact at the lowest normalized cost.

LCA in Practice

Typical life-cycle assessments are conducted during the

product review stage of a process, after the plant, prototypes,

and detailed designs of the product have been performed.

However, Mueller et al. [115] state that life-cycle evaluation

should be conducted starting at the planning stage of product

development. They illustrate this using an example of multi-

functional chip cards that are used in a wide variety of

electronics. They determine the amount of material used

for each board, how much is recycled, how much is

incinerated, the toxic emissions, and the energy required to

mine/produce the material. Their results show that the board

is nearly 50% PVC, which accounts for two-thirds of the

toxic emissions, but only 8.1% of the total energy required

for its production. The most energy-intensive material in a

multifunctional chip card is silver oxide, comprising only

2.5% of the product by weight, but requiring the most energy

to produce. If LCA were applied at the product design stage

of a chip card, alternatives to PVC and silver oxide could be

explored and compared in terms of their contribution to

emissions and energy requirements.

There have been a number of studies on fuels used for

electricity generation. One of these studies focuses on the

use of natural gas, heavy oil, or coal in cogeneration of

electricity [116]. Using a numerical “eco-load total

standardized” evaluation system, these authors found that

coal had the lowest eco-load of all alternatives considered. In

another LCA study, Goralczyk [117] compares hydroelec-

tric, photovoltaic cells, wind turbines, oil, coal, and natural

gas and quantifies that electricity from hydropower had the

least environmental impact. Schleisner [118] focuses on

wind farms in an LCI study that focuses on the materials

used to manufacture the windmills and reports that 2% of the

electricity generated during the windmill’s lifetime is used

to manufacture the windmill components.

A life-cycle assessment for various forms of production

of hydrogen has also been conducted. Koroneos et al. [119]

examine six methods used to manufacture hydrogen: photo-

voltaic cells, solar thermal energy, wind power, hydroelec-

tric power, biomass degradation, and natural gas steam

reforming. These authors show that wind power yields the

lowest environmental impacts for greenhouse gas formation,

acidification, eutrophication, and smog formation, whereas

photovoltaic cells result in the largest total environmental

impact. As a result of this study, these authors recommend

the use of wind power, hydropower, and solar thermal power

to produce hydrogen because these are the “most environ-

mentally friendly methods.”

Life-cycle assessments have also been conducted on

transportation fuels. Furuholt [120] has conducted a study

comparing the production of diesel, gasoline, and gasoline

with MTBE in Norway. The factors that were considered in

this study were global warming, photo-oxidant formation,

acidification, eutrophication, fossil energy, and solid waste.

The impacts in the environmental categories listed above

were conducted on the basis of 1 MJ of energy. In both

analyses it was found that gasoline with MTBE contributes

the most to the impact categories. It was also found that

diesel fuel and gasoline have approximately the same scaled

values for acidification, eutrophication, and solid waste, but

gasoline without additives has 1.5 times the global warming,

2.6 times the photochemical oxidant formation, and uses 1.5

times the fossil energy as diesel.

Another study on automobile fuel options was conducted

by MacLean and Lave [121]. This study focused on light-

duty vehicles and the CO2 equivalent gases released during

manufacture, gasoline refining, operation, maintenance, and

other services. The authors cite that 73% of the greenhouse

equivalent gases are released during operation and propose

viable alternatives to the use of gasoline in vehicles. They

emphasize that, although battery-powered vehicles have

zero emissions, there are other factors that give this alterna-

tive a negative environmental impact, such as the use of

heavy metals. Hybrid vehicles are also discussed as an

alternative, but they state that the higher sales price of the

Toyota Prius is not justified by fuel savings, emissions

reductions, or a combination of the two. Diesel fuel, another

fuel alternative, has a well-to-tank efficiency of 24%,

whereas gasoline only has a 20% efficiency. There are also

many drawbacks to the use of diesel, including higher NOx

and particulate matter emissions, possibly carcinogens.

MacLean and Lave also cite that fuel cell vehicles are 20

years away from wide-scale use. Ethanol is a viable option

as a fuel source, and there are two renewable processes that

can be used to obtain ethanol. The first method is from plant

cellulosic material. The well-to-tank efficiency for this mate-

rial ranges from 80 to 95%, and the emissions are 15 g CO2

equivalent gases/MJ. Ethanol can also be manufactured

using corn. This process releases six times as much CO2

equivalent gases/MJ as the previous process.

The life-cycle for the production of biodiesel from renew-

able feedstock has been studied. Biodiesel is a renewable

fuel that can replace traditional petroleum-derived diesel

fuels. It is typically made through a transesterification reac-

tion of triglycerides derived from fats, oils, and alcohols.

Narayanan et al. [122] used an analytical hierarchy process

method to determine that soybean oil was the most sustain-

able raw material when compared to rapeseed, sunflower,

and beef tallow. Dinh et al. [123] incorporated
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environmental, economical, safety, raw material, and fuel

performance criteria in comparing biodiesel production

routes. Algae received better sustainable development scores

in their study than did soybean, rapeseed, jatropha, and palm

oil. This was due to the lower green house gas emissions,

water usage, and land area needed.

Other than fuels, life-cycle assessments have been

performed on other sectors of the transportation industry.

One study focused on the catalytic converters for passenger

cars [124]. The goal of this life-cycle assessment was to

compare the life-cycle impacts of a catalytic converter and

the environmental benefits in terms of emission reductions

through the exhaust pipe. The study on catalytic converters

involved a cradle-to-grave approach, but excluded the

mining and transportation of raw materials because no data

were available. The criteria used for environmental loads

were global warming potential, waste, eutrophication, acidi-

fication, resource use, and photochemical ozone creation

potential. It was found from this study that waste and global

warming are drastically increased, but acidification, eutro-

phication, and photochemical ozone creation potential are

drastically decreased as a result of converter use. Auxiliary

power units for diesel trucks were compared by Baratto and

Diwekar [125]. The environmental criteria used were the

same criteria as mentioned by Allen and Shonnard [53],

but also included the toxicity to humans, terrestrial species,

and aquatic species. It was found the auxiliary power unit

had the least impact for all the categories. An economic

analysis was also conducted, and it was found that the

payback period was a little over 2 years.

Eagen and Weinberg [126] conducted a life-cycle assess-

ment on two different anodizing processes, differing in the

mixture of boric and sulfuric acid or chromic acid used.

Boric and sulfuric acid are shown to be a better choice

than a mixture of boric and chromic acid. Tan et al. [127]

have conducted a cradle-to-gate life-cycle assessment of an

aluminum billet, which included the mining of bauxite, the

processing of the alumina, and the final casting process for

three plants located in Australia. Four different scenarios

were analyzed—a base case, a reduction of scrap metal, a

more sustainable practice for the smelter, and the latter with

clean coal technology—and they conclude that implementa-

tion of the last case, clean coal technology, decreases all

emissions considered and decreases the global warming

potential by 21%.

Life-cycle assessments have been conducted on processes

involved in the pharmaceutical industry. A study conducted

by Jodicke et al. [128] focuses on one processing step of an

intermediate using either a metal catalyst or bio-catalyst.

These authors show that the solvents used in the extraction

of the product play a large role in the environmental impacts.

Jimenez-Gonzalez et al. [129] conducted a cradle-to-gate

life cycle for a pharmaceutical product of GlaxoSmithKline.

The metrics used for this study were eutrophication, acidifi-

cation, greenhouse gases, photochemical ozone creation,

energy, and mass requirements. This study reports that

eutrophication, ozone creation, total organic carbon, energy,

and raw materials are most affected by this process, whereas

greenhouse gas formation and acidification are most affected

by energy use requirements. The manufacturing process is

broken down further and shows the impact of solvents,

chemicals, and internal drug manufacture on the environ-

mental criteria listed above. Solvent selection also

contributes significantly to the impact of the manufacture

of a pharmaceutical product. Solvents contribute 75% to the

energy use, 80% of the mass (excluding water), and 70% of

the ozone depletion. Energy also contributes 70% to

resource depletion and 90% to greenhouse gas emissions.

Jimenez-Gonzalez and Overcash [130] compared two pro-

cesses for making sertraline: the THF and TOL processes.

These two processes were analyzed from the lab scale to the

production scale. In comparing energy usage between the

lab and production scales energy usage decreased by about

70%. It was also found that there is no significant energy

difference during the final production stage of the product

with regard to the two different processes. The results of an

eco-efficiency analysis on Vitamin B2 production was

reported by Wall-Markowski et al. [131]. In this study they

compared vitamin B2 produced from three fermentation

processes and one chemical process. One of the three

bioprocesses outperformed the others in both economic and

ecological indicators. Based on the results of this study

BASF recently started vitamin B2 production using a one-

step fermentation from vegetable oil.

Assessments of green designs for solvent recovery in the

pharmaceutical industry have been evaluated by Slater et al.

[132, 133]. These studies have evaluated the life-cycle

impact of using various separation processes for solvent

purification and reuse within active pharmaceutical ingredi-

ent (API) synthesis [134]. Membrane pervaporation has been

proposed as a “green drying” alternative to entrainer-based

constant volume distillation in one step of the synthesis of an

investigational Bristol-Myers Squibb oncology drug [135].

The life-cycle assessment for this study compared the two

process routes to dehydrate a batch process vessel that

contained the solvent tetrahydrofuran. The pervaporation

membrane system allows for a 95% reduction in greenhouse

gas emissions through purifying and reusing the solvent

within the process step. This avoids the emissions associated

with purchasing the tetrahydrofuran entrainer used in con-

stant volume distillation and its disposal. In addition, the

economics are favorable, since tetrahydrofuran is a rela-

tively costly solvent. Life-cycle assessments have also

been performed for various separation strategies in the

recovery of isopropanol in the Pfizer celecoxib synthesis

[136]. The case study evaluated seven different process
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routes which included combinations of distillation, molecu-

lar sieve adsorption, and membrane pervaporation. A pro-

posed process of using distillation and pervaporation to

recover isopropanol reduced CO2 life-cycle emissions by

95% from the base case of solvent incineration. This study

showed that the emissions generated by operating the

separations equipment are small when compared to the over-

all life-cycle emissions reduced from virgin solvent manu-

facture and waste incineration. This study also evaluated the

life-cycle emissions reduced from concentrating waste

solvents for sale as a generic solvent.

Life-cycle assessments have also been conducted on sea-

water desalination technologies. One study was conducted

by Raluy et al. [137] used SimaPro 5.0 software [138] for the

analysis portion. Three desalination technologies were com-

pared: multi-effect distillation, multistage flash, and reverse

osmosis. The study focused on the environmental criteria of

CO2, NOx, nonmethane volatile organic compounds

(NMVOC), and SOx. The analysis focused on integrating

the distillation process and flash process with a cogeneration

plant and with reverse osmosis. This study also compared

different regions with the primary difference related to the

type of fuel used for electricity production. It was found that

in models using the average of the European countries, as

well as in models of Spain and Portugal alone, that the

multistage flash had the least environmental burdens. How-

ever, the French and Norwegian models showed that reverse

osmosis had the least environmental negative effects using

Eco-indicator 99, Ecopoint 97, and CML 2 baseline impact-

assessment methods that accompany the software. Raluy

et al. [137] also stated that using a hybrid plant cuts down

energy usage by 75%.

There have also been a number of LCA studies performed

on industrial paint coatings. One study done by Shonnard

et al. [114] compared five different coating processes for

wooden doors. It appears from this analysis that the UV

coating process has the least risk potential, raw material

consumption, emissions, and energy consumption.

Papasavva et al. [139] also conducted a life-cycle assess-

ment on paints used in the automotive industry. This study

focused on three types of coating materials: primer,

basecoat, and clear coat. Three primers were investigated,

one solvent-based and two powders (acrylic and polyester).

The two basecoats that were used were waterborne and white

and pewter in color, respectively. The two clear coats were

both acrylic, but one was a solvent-based and the other,

powder-based. The white basecoat was chosen for the article

because the energy required to produce either basecoat was

approximately the same. The criteria used by Papasavva

et al. were material requirements, energy consumption,

atmospheric emissions, water emissions, solid waste

emissions, particulate matter, SOx, NOx, CO, VOC, and

CO2. They show that there is a trade-off among

environmental factors. These authors report that using the

combination of powder primer, water basecoat, and powder

clearcoat (PP2–WB1–PC2) results in the least energy

requirement, water consumption, solid waste, and VOC

emissions. However, this combination of surface coatings

exceeded the other scenarios in PM, SOx, and CO2 equiva-

lent air emissions. An interesting finding by Dobson [140] is

that use of water-based and solvent-based paints yielded the

same environmental impacts as incineration of the VOCs.

The pulp and paper industry is another industry where

life-cycle assessment methodology has been applied. One

example is a paper by Lopes et al. [141], who compared the

two major fuels used in the pulp and paper industry: fuel oil

and natural gas. The environmental categories were the same

categories listed by Allen and Shonnard [53]. The use of

methane in place of fuel oil decreases all of the environmen-

tal parameters except photochemical ozone formation,

which does not vary between fuel options.

Other life-cycle assessments have been conducted on

postconsumer-use recycling. One of these studies by Rios

et al. [142] focused on the end-of-life recycling of plastics

used in electronics. The focus of this paper was on the

separation and sorting of various types of plastics for

recycling. Another study [53] compared PET bottles to

glass bottles with and without recycling. It was found that

recycling the PET bottles has the least environmental impact

and the same normalized cost as the glass bottle. Song and

Hyun [143] focused on the recycling aspects of PET bottles

for 11 different scenarios and showed that as the percent of

bottles collected increases, the energy used for collection

also increases. They cited that the recycle pathway which

produces the least CO2, SOx, and NOx was the closed loop

and landfill pathway, and the pathway which produced the

least solid waste was the pathway for pyrolysis and inciner-

ation. Ekvall [144] conducted a life-cycle analysis for

recycling newsprint in Sweden. Shiojiri et al. [145]

conducted a life-cycle assessment on sulfur hexafluoride.

There were different ways to use and to recycle the sulfur

hexafluoride. From the study conducted on sulfur

hexafluoride “energy consumption as well as global

warming risk can be reduced by using a mixture of SF6
with nitrogen as an insulating gas compared to SF6,” but

the other environmental impacts will increase due to trans-

portation to the recycling plant.

There have been life-cycle assessments conducted on

waste management. Jimenez-Gonzalez et al. [109]

conducted a partial LCI on three different waste treatments

for pharmaceutical waste: waste-water treatment, incinera-

tion, and solvent recovery. Life-cycle assessment has been

used to analyze technologies for the treatment of wastewater

produced in the extraction of oil and gas in the energy

industry [146]. The study evaluated environmental impacts

of 20 processes such as dissolved air, rotating biological
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contactors, air stripping, dual media filtration, membrane

filtration, and ion exchange used in successive stages of

water treatment. The impact assessment included an analysis

of various end-use options for the reused water in both

agricultural and industrial scenarios. The study showed that

dissolved air flotation, adsorption, dual media filtration, and

reverse osmosis produce a low environmental impact for a

treatment system. Chevalier et al. [100] compared two flue

gas treatment processes for waste incineration using life-

cycle assessment.

Other life-cycle assessments have been done on con-

sumer textile products. One example is a life-cycle assess-

ment on the production of clothing for the production of

various indigo dyes for dying denim [114]. A 2D plot was

used with the axis being cost and normalized environmental

impact. It was found that dying the denim electrochemically

in a 40% vat solution has the least environmental impact and

cost compared to dying the denim using indigo plants.

The consumer products industry has embraced life-cycle

assessment in promoting sustainability. Procter & Gamble

has performed life-cycle assessment of its product

line which includes laundry detergents, paper towels, dis-

posable diapers, shampoos, personal care products, cos-

metics, bathroom tissues, liquid dish wash, and liquid

fabric softener [147]. Their study was able to determine the

stage in the life-cycle that makes the greatest impact on

the energy footprint of these products. In the case of laundry

detergents, the energy demand is mainly a result of the

product use in the home-heating of water to do the laundry.

Therefore, a laundry detergent designed to be used in cold

water would have the greatest impact on the environment.

Tide Cold Water (US market) and Ariel Cool Clean (Euro-

pean market) were formulated as sustainable innovation

products. An estimated 34 million tons of CO2 per year

would be saved in the United States if everyone switched

to cold water washing. Life-cycle analysis also shows that

materials contribute the next highest impact on the carbon

footprint. Through production concentration, a.k.a., compac-

tion, savings in packaging and transportation are achieved.

There have also been life-cycle assessments conducted on

the food industry. In the study by Cederberg and Mattson

[148] organic milk farms were compared to conventional

milk farms. They show an increase in global warming in

methane due to organic farming, but a decrease in other

compounds such as carbon dioxide and N2O. Most of the

acidification potential for these farms was caused by

the release of ammonia from manure. The eutrophication

parameter was estimated for this study and was based on the

manure application rate and a higher phosphorous surplus on

conventional farms. They stated that organic farming

reduces pesticide use, global warming, acidification, and

eutrophication. Zabaniotou and Kassidi [149] conducted a

study on two types of egg packaging material, recycled

paper and polystyrene. The functional unit for this study

was done on a packaging basis instead of a product mass

basis. The environmental factors used in the study for egg

containers were global warming, ozone depletion, acidifica-

tion, eutrophication, particulate matter, heavy metals, carci-

nogenic substances, and photochemical ozone creation

potential. This study concluded that polystyrene packages

contribute more to acidification potential, winter and sum-

mer smog formation, whereas recycled paper egg packages

contribute more to heavy metal and carcinogenetic

substances impact. Another study on food packaging was

conducted by Bohlmann [150], which focused on a compar-

ison of polypropylene and biodegradable packaging. The

functional unit for this case study was the packaging

required to fill 1,000 kg of yogurt. The environmental

criteria used for this comparison were energy and green-

house gases. It appears as though the biodegradable package

consumes less energy, but has slightly higher greenhouse gas

emissions. Bohlmann cited that the greenhouse gas

emissions are equivalent if the biodegradable packaging is

fully decomposed in the landfill.

Anderson et al. [151] report a life-cycle assessment on

tomato ketchup, in an attempt to identify “hot spots” in the

life cycle of the product. In this study, it was found that the

food-processing stage contributes the most to greenhouse

gases, human toxicity, and acidification. They also suggest

that the major contributor to eutrophication is the agriculture

sector of the economy.

Conclusions

Life-cycle assessment is an important green engineering tool

for analyzing processes and products. This tool is currently

being used by industry to improve the environmental and

economic performance of products and processes. Examples

have been given in this chapter of life-cycle assessment

methods as well as many studies done on chemical processes

and products. Through the use of life-cycle assessment tools

industry will move to sustainable production of current and

new products.
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Industrial Catalysis: A Practical Guide 6
Robert J. Farrauto

The Importance of Catalysis

Every student of chemistry, material science, and chemical

engineering should be schooled in catalysis and catalytic

reactions. The reason is quite simple; most products pro-

duced in the chemical and petroleum industry utilize

catalysts to enhance the rate of reaction and selectivity to

desired products. Catalysts are also extensively used to min-

imize harmful byproduct pollutants in environmental

applications. Enhanced reaction rates translate to higher

production volumes at lower temperatures with smaller and

less exotic materials of construction necessary. When a

highly selective catalyst is used, large volumes of desired

products are produced with virtually no undesirable

byproducts. Gasoline, diesel, home heating oil, and aviation

fuels owe their performance quality to catalytic processing

used to upgrade crude oil.

Margarine, cakes, chocolate, salad oils, and other everyday

edible products are produced from natural oils via catalytic

hydrogenation. Polyethylene and polypropylene plastics,

commonly used in packaging of foods, films, fibers, liquid

containers, etc., require catalysts for cost-effective high vol-

ume production. Because of highly active and selective

catalysts, polyester fibers used in clothing can be produced at

reasonable prices for the mass market. Catalysts enhance the

production of ammonia-based fertilizers that enrich the earth’s

nutrient deficient soils for efficient agriculture. Catalytically

produced ethylene oxide is a precursor to antifreeze. Formal-

dehyde is produced catalytically and used as a preservative and

as a component in some polymer resins.

It is good to keep in mind the importance of catalysts in

protecting the environment. They are frequently installed in

the exhaust ducts from chemical operations to convert

volatile organic compounds (VOC) generated during

manufacturing operations, into harmless products. Catalysts

also provide the environmental benefit of clean air by abat-

ing pollutants generated from stationary and mobile com-

bustion sources. In many locations around the industrialized

world, coal- and gas-fired power plants have special catalysts

installed in the ducts to eliminate pollutants dangerous to our

health. Many gas-fired compressors that pump natural gas

through millions of miles of pipelines are also equipped with

exhaust catalysts to clean emissions at moderate conditions.

Even fastfood restaurants are being equipped with catalysts

to eliminate odors from the cooking process. The most

widely used treatment of exhaust pollutants is that of the

catalytic converter present in the exhaust manifold that

cleans emissions from the internal combustion engines of

gasoline- and diesel-fueled automobiles and trucks. As mod-

ern commercial passenger jets fly above 30,000 feet, there is

a need to destroy the few ppm ozone that enters the airplane

with make-up air to ensure passenger and crew comfort and

safety. Radiators on select vehicles have a catalytic coating

deposited on their surface that decomposes harmful

groundlevel ozone as the vehicle is driven.

All of this gives the consumer the benefits of readily

available high-quality products at reasonable prices. From

food to clothing to medicines to clean energy, catalysts play

a major role in products people use in everyday life.

The forthcoming description of catalysts and catalytic pro-

cesses should only serve as a primer towards understanding the

basic principles with some examples of applications in the

field of petroleum processing, alternative fuels, chemical pro-

duction, and environmental air purification. Table 6.1 gives a

list of some of the many commercial catalytic applications.

How Does a Catalyst Work?

A catalyst increases the reaction rate or activity relative to an

uncatalyzed process by providing a less energetic pathway

for conversion of reactants to products. In this regard the
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catalyst provides a chemical and energetic shortcut by low-

ering the energy barrier (i.e., activation energy) of reactants

going to products. If no catalyst were present, higher

temperature would be required to initiate the reaction.

Higher temperatures often lead to undesirable byproducts

and sometimes decomposition of one of the reactants. There-

fore, by initiating the reaction at a lower temperature, the

process is more controlled and the desired product can be

produced. This is the most important advantage for catalytic

processes that is exploited in many product applications.

The catalyst is not consumed in the process; it accelerates

but does undergo various chemical changes during the pro-

cess by interacting with the reactants and products. Mecha-

nistically some or all of the reactants adsorb onto active sites

of the catalyst where bonds are rapidly made or broken. For a

heterogeneous solid catalyst processing a liquid and/or gas,

the adsorption of reactants is called chemisorption that has

the kinetics and reaction energies equivalent to a chemical

reaction. Frequently chemisorbed species decompose to an

intermediate that is rapidly converted to other intermediates

or the final product. After the reaction is complete, the

catalyst returns to its original state. In this regard there is

no net change of the catalyst. Therefore, a very small amount

of catalyst can process many molecules.

What Are the Catalytic Metals and Metal
Oxides?

Most catalytic metals and metal oxides are derived from

Group VIII of the periodic table. Of special importance are

Fe, Co, Ni, Rh, Pd, and Pt, but also of importance are Cu and

Ag in Group 1b, V in Group Vb, and Cr and Mo in Group

V1b. Three of the precious metals Rh, Pd, and Pt are

extensively used in many industries due to their extremely

high activity and selectivity. They are rare in nature and

very expensive, and thus spent catalysts are routinely

recycled, purified, and reused. However, the so-called

base metals Fe, Co, Ni, Cu, V, Cr, and Mn but especially

Ni and Cu are used for specialty chemical applications.

Base metal catalysts usually have modest activities, but

are much less expensive and in certain cases more selective

than the precious metals. Therefore, it is always desirable to

search for less expensive base-metal catalysts whenever

possible. This has been especially the case for replacing

precious metal-containing automotive emission control

catalysts, but because of lower activity and stability in the

severe environment of an automobile exhaust they are only

used as promoters.

Table 6.1 Some commercial catalytic reactions

Reaction name Example of chemical reaction Major catalyst components Commercial applications

Petroleum processing

Cracking C16H34¼C8H18 þ C8H16 Faujasite Zeolite Naphtha, heating oil
Hydrodesulfurization RS þ H2¼H2S þ RH Co, Mo/Al2O3 (S) Sulfur-free fuels
Naphtha reforming C6H12¼C6H6 þ 3 H2 Pt, Re/Al2O(Cl) High-octane gasoline
Alkylation C3H6 þ C4H10¼C7H16 Liquid acids Gasoline

Hydrogenation of functional groups

Double bonds H2R¼R0–R00H3 þ H2¼H3R–R
0HR00H3 Ni or Pd or Ru on carriers Air stable compounds,

edible/non-edible oils
Aldehydes RCHO þ H2¼RCH2OH Pd or Ru or Ni on carriers Alcohols

Selective oxidations

Nitrogen dioxide for nitric

acid

4NH3 þ 5O2¼4NO2 þ 6H2O Pt, Rh gauze Fertilizer, explosives

Sulfuric acid SO2 þ 1/2O2¼SO3 V2O5 on TiO2 Dissolving minerals
Ethylene oxide CH2¼CH2 þ 1/2O2¼C2H4O Ag on alpha Al3O3 Antifreeze, polyester,

fibers, bottles
Formaldehyde CH3OH þ 1/2O2¼CH2O þ H2O Bi, Mo or Ag Monomers,

preservatives

Synthesis gas/H2

Synthesis gas CH4 þ H2O¼3 H2 þ CO Ni/Al2O3 Production of chemicals
Water gas shift CO þ H2O¼H2 þ CO2 Fe, Cr and Cu, Zn, Al High purity H2

Pollution control

Automotive (TWC) CO, HC þ O2¼CO2 þ H2O CO þ NO¼1/2N2 þ CO2 Pt, Rh or Pd on Al2 O2 on a

Monolith

Clean emissions

Stationary reduction

of NOx

2NO2 þ 4NH3 þ O2¼3N2 þ 6H2O V2O5/TiO2 on a monolith

and metal exhanged zeolite

Reduction of NOx from

power plants
Polymerization nCH2¼CH2¼(–CH2–)nþ1 Cr/SiO2 or TiCl4 þ alkyl

aluminum halide

Plastics
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More examples of the efficient use of catalytic metals and

metal oxides will be given in the applications section of this

brief review.

The Structure of Heterogeneous Catalysts

The process of chemisorption of reactants requires adsorp-

tion on the surface of the catalyst. Therefore to maximize the

rate, the catalytic surface area should also be maximized.

This is achieved by dispersing the catalytic species onto a

high surface area inorganic carrier. An ideal dispersion of Ni

on Al2O3 is shown in Fig. 6.1.

Ideally every Ni atom should be accessible to the

reactants for maximum efficiency in the conversion pro-

cess. Although this is possible when the catalyst is first

prepared, the dynamics of the catalytic reactions lead to

some agglomeration. Catalyst scientists, however, have

developed procedures and stabilizers to minimize the extent

of agglomeration and therefore dispersed catalysts can be

classified as nanomaterials with sizes only slightly greater

than 1 nm or 10 Å.

The carrier can be thought of as a sponge with pores from

1 to 100 nm (10–1,000 Å) in diameter. If one were to

measure the internal surface area of just 20 g with an internal

surface area of 200–300 m2/g, it would be equivalent to

about 1 football field. Carriers such as Al2O3, SiO2, TiO2,

CeO2, ZrO2, C, and combinations of these materials are

commonly used. All have different surface properties and

are used in applications dependent on the requirement for

acidity, inertness to solubility, interactions with reactants,

affinity for catalytically active components, and resistance to

components in the gas phase. High surface area Al2O3 is not

well suited for combustion reactions in which SO2/SO3 are

present due to the formation of Al2(SO4)3. In such cases,

high area TiO2 and/or ZrO2 are used because of their inert-

ness. Carbons are mostly used for supporting precious

metals in hydrogenation reactions. In addition to their chem-

ical role, precious metal recovery is achieved simply by

burning the carbon.

The most common carrier is gamma alumina (g-Al2O3). It

has an internal area of >200–300 m2/g. Its surface is highly

hydroxylated (i.e., Al-O�H+). The H+ sites provide acidity

required for many reactions and exchange sites for catalytic

metal cations.

Zeolites are combinations of Al2O3 and SiO2 that are

crystalline structures with precisely defined pore structures

in the molecular size range (0.4–1.5 nm or 4–15 Å). A related

group of materials known as mesoporous silica–alumina has

extended the range of pore sizes attainable in ordered

SiO2–Al2O3 supports to 4 nm (40 Å). They are commonly

used in the chemical and petroleum industry due to their

surface acidity and ability to exclude molecules larger than

the pore diameter. For this reason, they are often referred to

as molecular sieves. Their surfaces contain Al–OH groups

with acidic and exchangeable H+. In the application section

some of these materials will be more thoroughly discussed.

Rate-Limiting Steps for a Supported Catalyst

Supporting a catalytic component introduces a physical size

constraint dictated by the pore size of the carrier. Thus, a key

consideration is the accessibility of the reactants to the active

Fig. 6.1 Ideal dispersion of an

active catalyst species on a porous

carrier. Example given is Ni on

Al2O3
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catalytic sites within the high surface area carrier. Consider a

hydrogenation reaction in which Ni is located in extremely

small pores (i.e., 1 nm or 10 Å). The H2 molecule has easy

access, but a large molecule, having a size comparable to the

diameter of the pore, would experience great resistance

moving towards the active sites. If large amounts of Ni are

present in pores and are not accessible to the molecules to be

hydrogenated, the reaction rate will not be enhanced to its

fullest potential. Thus, the carrier with its geometric sizes

and its pore size distribution must be carefully designed to

permit the reagents and products to move in the pores with

minimum resistance.

Following are the seven fundamental steps in converting

a reagent molecule(s) to its product(s) using a supported

heterogeneous catalyst.

1. Bulk diffusion of all reactants to the outer surface of the

catalyzed carrier from the external reaction media

2. Diffusion through the porous network to the active sites

3. Chemisorption onto the catalytic sites (or adjacent sites)

by one or more of the reactants

4. Conversion and formation of the chemisorbed product

5. Desorption of the product from the active site

6. Diffusion of the products through the porous network to

the outer surface of the catalyzed carrier

7. Bulk diffusion of the products to the external fluid

Steps 1, 2, 6, and 7 depend on the physical properties of

the catalyzed carrier and are not activated processes (no

intermediate chemical complex is formed). For this reason,

we use the term apparent activation energy which is a term

useful for comparing temperature dependence as will be

described later. Steps 3–5 are chemically activated (with

intermediate complexes formed during conversion to

products) and depend on the chemical nature of the interac-

tion of the reactants and products with the active sites [1–3].

Step 1 is referred to as bulk mass transfer. It describes the

transfer of reactants from the bulk fluid to the surface of the

catalyzed carrier. When this step is rate limiting, reactant

molecules arriving at the external surface of the catalyst are

converted instantaneously resulting in zero concentration of

reactants at the surface. Thus, the internal surface of the

catalyst is not used. Such as mass transfer controlled process

is nonactivated and we assign an apparent activation energy

of less than 2 kcal/mol. Rates vary only slightly with tem-

perature (T3/2) which, as will be shown below, allows it to be

distinguished from other rate-limiting steps. Step 7 is similar

to Step 1 except that the products diffuse from the external

surface of the catalyst particle into the bulk fluid. The tem-

perature dependence of this phenomena is relatively weak

and has an apparent activation energy similar to that

observed in Step 1 when it is rate limiting. When only the

external surface of the catalyst particle is participating in

the catalysis, it is said to have a low effectiveness factor. The

effectiveness factor is defined as the actual rate divided by

the maximum rate achievable when all catalytically active

sites participate in the reaction. In the case of bulk mass

transfer, the effectiveness factor approaches zero.

Steps 2 and 6 are both pore diffusion processes with

apparent activation energies between 2 and 10 kcal/mol.

This apparent activation energy is stated to be about 1/2

that of the chemical rate activation energy. The concentra-

tion of reactants decreases from the outer perimeter towards

the center of the catalyst particle for Step 2. In this case some

of the interior of the catalyst is being utilized but not fully.

Therefore, the effectiveness factor is greater than zero but

considerably less than one. These reactions are moderately

influenced by temperature, but to a greater extent than bulk

mass transfer.

Steps 3, chemisorption of the reactant(s), 4, chemical

reaction forming the adsorbed product, and 5, desorption of

the product(s) from the active site(s) are dependent on the

chemical nature of the molecule(s) and the nature of their

interaction with the active site(s). Activation energies are

typically greater than 10 kcal/mol for kinetically or chemi-

cally controlled reactions. Chemical kinetic phenomena are

controlling when all transport processes are fast relative to

the reactions occurring at the surface of the active species so

the effectiveness factor is one. All available sites are being

utilized and the concentration of reactants and products is

uniform throughout the particle. These reaction processes

are affected by temperature more than either transport

mechanisms. Figure 6.2 shows the conversion vs. tempera-

ture and concentration profiles of a reagent (R) for the three

regimes of rate control.

Because of the significant differences in temperature

dependence the kinetically limited reactions can be distin-

guished from pore diffusion that in turn can be differentiated

from bulk mass transfer. This is shown in Fig. 6.2 in which

conversion of reactants is measured against temperature.

The first evidence of conversion is the sharply increasing

slope that indicates kinetic control, whereas pore diffusion

shows a lower change in slope as the temperature increases.

The bulk mass transfer process shows little change in con-

version with increasing temperature. Thus, at low tempera-

ture the reaction is controlled by chemical reactions (3, 4, or

5) and pore diffusion limited reactions exist when the supply

of reactants to the active sites within the particle is limiting

the rate (2 or 6). Finally, at the highest temperature, chemical

reactions at the external surface are faster than bulk mass

transfer (1 or 7) and the reaction is considered limited by

bulk mass transfer.

The corresponding concentration of reactant R is also

shown for each regime. The concentration of R is constant

within the catalyst for kinetically limited reactions. The

concentration of reactant gradually decreases within the

catalyst particle for the pore diffusion limited case because

the rate is limited by transport through the porous network.
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For bulk mass transfer limited cases, the concentration of R

is zero at the gas/solid interface.

Activation Energies and Rate-Limiting Steps. The heteroge-

neous catalyzed NH3 synthesis from N2 and H2 will be used

to illustrate the relationship between rate and activation

energy. There are a series of steps in the Fe catalyzed

process.

The process steps within the pore structure of the

catalyst are

1. Diffusion of N2 and H2 to the active Fe site within the

catalyst pore structure

2. Chemisorption of H2 on the active Fe surface

3. Dissociation of chemisorbed H2 to H atoms on the Fe site

4. Chemisorption of N2 on the Fe site

5. Dissociation of N2 to N atoms on the Fe surface

6. Surface reaction between adsorbed N and H atoms

forming chemisorbed NH3

7. Desorption of NH3 from the surface

8. Diffusion of the NH3 into the bulk gas

Dissociation of chemisorbed N2 (Step 5) is the slowest

and thus is rate limiting.

N2------Feðactive siteÞ!2N------Fe

The overall rate of reaction is determined by the slowest

of these steps. In other words, the overall reaction cannot be

faster than the slowest step. The slow step and hence the

overall reaction rate is characterized by the apparent activa-

tion energy.

An important detail is that an individual rate-limiting step

may be endothermic, whereas the overall reaction is exo-

thermic as in this case. This is illustrated in Fig. 6.3. The

chemisorption of N2 is exothermic and its dissociation is

endothermic (1A). However, the overall reaction of N2 + H2

to NH3 is exothermic (1B). The overall activation energy

and kinetics are dictated by the slow step. The reaction heat

liberated (DH25
�C) ¼ �11 kcal/mole is the thermodynamic

value associated with the overall reaction.

It is very important to understand that the catalyst only

promotes the rate of a reaction and cannot change the equi-

librium concentrations of reactants and products. It cannot

make a thermodynamically unfavorable reaction occur. It

increases the rate at which equilibrium is achieved while

always respecting the thermodynamics of the equilibrium

constant and the enthalpy (DH) and free energy (DG) of the
overall reaction. Process conditions (T&P) are changed to

give more favorable thermodynamics and rates.

Consider an everyday example of how we are all

influenced by rate-limiting steps. If you are driving on a

one-lane road behind a slow-moving truck, your speed and

that of those behind you is no greater than that of the truck

although you certainly have the potential to increase your rate.

Thus, the time required to arrive at your destination is con-

trolled by the speed of the truck. Taking an analogy, we can

liken the truck to a slow chemical reaction step where the

overall reaction rate, and the time required to achieve

products, is no faster than the speed of the conversion at the

surface of the catalyst. Returning to our highway story if you

take a bypass road you can increase your rate of speed and

Fig. 6.2 Conversion of a

reactant vs. temperature. The

concentration of reactants [R]
within the porous catalyst

structure. Concentration of R is

(a) uniform for kinetic control,

(b) decreasing within the catalyst

for pore diffusion control, and

(c) zero immediately at the

surface of the catalyst for bulk

mass transfer
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decrease the time needed for you to arrive at your destination.

The new road is analogous to a catalyst that provides a

different pathway to the final product. It is likely, however,

that you will again be limited by another obstacle (narrowing

of the new road due to construction) that will slow you and the

others behind you, as you maneuver through it. This may be

likened to pore diffusionwhere you are limited by thewidth of

the passage. Mass transfer control can be thought of as

reaching the maximum speed your vehicle can safely achieve

within the local speed limits. The activation energy reflects

the slow step and the kinetics of the overall reaction rate.

Selectivity

In many processes, multiple reaction pathways are possible

and it is the role of the catalyst and reaction conditions to

maximize the rate along the desired path. Selectivity is

defined as the amount of desired product divided by reactant

converted. A practical example of the catalyst directing

reactants to a selective product is shown by the oxidation

of ammonia to nitric oxide, which is used in the production

of fertilizers.

4NH3 þ 5O2 ! 4NOþ 6H2O;

DH25 ¼ �54:2 kcal/mole NH3

The operating temperature of the process is 900�C and

both the standard free energy of D G25 ¼ �57.2 kcal/mol of

NH3 and the equilibrium constant of KNO ¼ 1010 are very

favorable.

However, the decomposition pathway to N2 is even more

thermodynamically favorable with DG25 ¼ �77.9 kcal/mol

of NH3 and an equilibrium constant of KN2 ¼ 1015 at 900�C.

4NH3 þ 3O2 ! 2N2 þ 6H2O;

DH25 ¼ �75:5 kcal/mol of NH3

The presence of a PtRh gauze catalyst catalyzes the

reactants along the NO pathway with a selectivity of 98%.

Therefore, although the free energy is more favorable and

the equilibrium constant for the N2 reaction is 105 times

greater, the highly selective PtRh catalyst promotes the

NH3 oxidation reaction to NO. In contrast, the presence of

Pd favors the N2 product. In each case the catalyst respects

the equilibrium constant, but directs the reactants to specific

products.

A second reaction that is currently receiving a great

amount of attention because of low-temperature fuel cells

is the purification of traces of CO present in a H2 stream. The

fuel cell directly converts chemical energy (H2 and O2) to

electricity bypassing the mechanical (pistons, turbines, etc.)

and combustion steps associated with conventional power

generation. The mechanical step limits efficiency and com-

bustion generates pollutants (CO, HC, and NOx). The heat

and power generated from the fuel cell hold promise for

powering vehicles and for providing heat and electricity to

residential and commercial buildings with the only product

Fig. 6.3 Activation energy

diagram for NH3 synthesis:

(1A) chemisorbed N2 dissociation

(rate-limiting step); (1B) overall

reaction for NH3 synthesis
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being H2O. H2 and CO are produced by catalytic steam

reforming of a hydrocarbon (e.g., natural gas). The

subsequent water gas shift reaction generates more H2

from the CO + H2O reaction. Traces of CO exiting the

shift reactor must be removed from the H2 because it poisons

the anode of the low-temperature fuel cell. The H2 content of

the gas is about 75%, and the CO is about 0.1% (balance is

H2O and CO2). Although both standard state free energies

are similar, a highly selective Pt containing catalyst

promotes the oxidation of the CO with minimum oxidation

of the H2 purifying the latter for a low-temperature fuel cell.

COþ 1

2
O2 ! CO2 DG25 ¼ �61 kcal/mole

DH25 ¼ �68 kcal/mole

H2 þ 1

2
O2 ! H2O DG25 ¼ �57 kcal/mole

DH25 ¼ �55 kcal/mole

A small amount of air is injected into the reactor. The

inlet H2/CO ratio is 750, whereas the exit ratio must be

75,000. Thus, the free energy for CO oxidation is becoming

less favorable (more positive) as CO is reduced below

10 ppm. An effective catalyst [4] currently in use commer-

cially is Pt on Al2O3 promoted with a small amount of Fe. It

operates at an inlet of 90�C and reduces the CO to less than

0.001% with a selectivity of well over 50% depending on

management of the exothermic heat of reaction. This is quite

remarkable given the increasingly large excess of H2 as the

reaction approaches completion. The same catalyst, but

without the Fe, requires 170�C to achieve the same conver-

sion of CO but with a selectivity less than 25%.

Catalyst Preparation

In the example given above, a small amount of Fe is added to

a Pt on Al2O3 catalyst. The catalyst is prepared by a very

unique procedure that must be strictly adhered to in order to

achieve the desired results. The Pt and Fe must be in such

close proximity that the CO chemisorbs on the Pt and the O2

on the Fe after which they react to form CO2 [4]. Simply

reproducing the composition will not give acceptable per-

formance. The specific details of catalyst preparation may be

confidential and are most often covered by patents and trade

secrets.

Some general guidelines for supported catalyst prepa-

rations are presented below; however, the reader should con-

sult the many references and patents available on the subject

[5]. Even by doing so the precise details used by industry to

optimize the catalyst will often not be found.

Known amounts of salt(s) of catalytic metals are

dissolved in aqueous solutions and impregnated into carrier

materials. The wet mass is dried at 110�C and calcined in air

at 300–500�C, releasing the decomposable salt components

and depositing the metal oxide on the surface within the

depths of the porous carrier. For many oxidation reactions,

the catalyst is now ready for use, but for hydrogenation it is

necessary to reduce the impregnated metal oxide or salt

chemically. Usually this is accomplished by flowing H2,

under conditions consistent with the maximum temperature

of use for the reaction of interest.

The carrier can be in the form of a powder used for slurry

reactions or a particulate such as a sphere, cylinder, or tablet

(typically a few mm in diameter) used in fixed bed reactors.

The size and shape depend very much on what is anticipated

to be the rate-limiting step. For example, for a reaction

limited by pore diffusion, it is customary to use a smaller

particle in the shape of a star, trilobe, or wagon wheel to

decrease the diffusion path while increasing the external

geometric surface area.

Mechanical strength and solubility under reaction

conditions must be considered in the selection. Although it

is often stated that the carrier is inert, there are many cases

where this is not the case. Some carriers provide acid or

basic sites that act as cocatalysts with the metal or metal

oxides performing other functions. Petroleum reforming

(discussed later) requires a hydrogenation function, provided

by the metal, to dissociate H2 and the carrier provides the

acid site to enhance isomerization reactions.

Multi-channel ceramic monoliths (Fig. 6.4) are now the

primary choice as support structures to carry the active

catalytic species for cleaning emissions from various sources

of pollution [6]. Figure 6.4 shows the shapes used for both

automotive and stationary pollution abatement applications.

The largest application is the automotive catalytic con-

verter that converts carbon monoxide (CO), hydrocarbons

(HC), and nitric oxides (NOx) to nontoxic compounds. The

monolith structure offers high cell densities and thus geomet-

ric surface area uponwhich the catalyst is deposited permitting

smaller reactor sizes, highmechanical strength, excellent ther-

mal shock resistance, and low-pressure drop [6]. A powdered

carrier, usually stabilized Al2O3, is impregnated with catalyst

precursor salts. A slurry of the impregnated carrier is prepared

and milled to some desirable particle size. The monolith is

dipped into the slurry and “washcoated” onto thewalls of all of

the channel surfaces (see Fig. 6.4). Air is blown through the

channels to remove excess slurry. It is then dried and calcined

in air at about 500�C. The finished structure now contains the

proper amount of catalyst uniformly deposited throughout the

channel length. The washcoat thickness is greatest at the

corners or fillets of the cell due to its sharp angle. The reactants

flow through the channels and catalysis occurs on the

washcoated walls. There are many other variations of

6 Industrial Catalysis: A Practical Guide 207



preparing monolith catalysts with different carriers and

compositions. There are monoliths made of metal, some of

which have parallel channels and others with nonparallel

channels designed for tortuous flow to enhance mass transfer.

A Heterogeneous Catalytic Reaction:
An Example

There is a great desire to use naturally occurring and renew-

able biomass for producing useful products. Furfural is

extracted from cornhusks and contains an aldehyde func-

tional group. If this group is selectively hydrogenated to the

corresponding alcohol, the product furfuryl alcohol can be

used to make corrosion-resistant resins for preparing

polymers to make molds for shaping products. This reaction

is selectively carried out with a Cu, Cr2O3 catalyst (copper

chromite powder) in a slurry phase stirred batch reactor (see

“Reactor Types” below) at 3,000 psig and 150�C.

catalyst

O O

CH3CH2CHCHCHO CH3CH2CHCHCH2OH

Hydrogen gas is dissociatively chemisorbed onto the

surface of the Cu-containing catalyst producing highly

active hydrogen atoms. The high pressure is needed to

ensure adequate solubility of the H2 in the furfural liquid.

The aldehyde functional group forms a weak bond with these

active adsorbed atoms and is hydrogenated to the finished

product. In the absence of the catalyst, the diatomic

hydrogen molecule would have to be dissociated in the gas

phase at a much higher temperature leading to the decompo-

sition of the aldehyde group.

Active Catalytic Sites

Not all catalytic sites are equal. Ideally each catalytic site is

an atom having equal activity. This is never the case for a

supported heterogeneous catalyst. One of the great mysteries

in catalysis is the exact nature of the active site. Some

catalytic species may be so well dispersed that they have

no defined structure or are amorphous (no long-range struc-

tural order), whereas others may be highly crystalline.

Amorphous catalytic components have greater catalytic sur-

face area because fewer atoms are buried within a large

crystal. However, the nature of the carrier and the catalytic

species and the method used to deposit it on the carrier gives

rise to a very heterogeneous surface with different sites

having different surface energies and different activities.

For example, it is believed that defects in the crystal struc-

ture produce highly energetic and active sites for catalytic

reactions. This may be true but the more crystalline the

catalytic site, the lower is the number of surface atoms and

the lower is its catalytic surface area. All this being said,

there are reactions that favor certain catalyst crystalline sizes

and are said to be structure sensitive. The above discussion

points to the mystery of catalysis. The goal of finding a

universal model describing the nature of the active catalytic

site still eludes us today and will undoubtedly be the subject

of fundamental research for years to come.

Fig. 6.4 Typical ceramic

monolith geometries used for

environmental emission control

for vehicle and stationary

applications
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Reactor Types

There are many different reactor designs, but the two most

commonly used are fixed bed and batch slurry phase. For a

fixed bed reactor, a given volume of solid particulate or

monolith supported catalyst is fixed in a heated tube located

within a furnace and liquid and/or gaseous reactants flow

through the bed. This type of process is commonly used for

large continuous-volume production where the reactor is

dedicated to making only one product such as a bulk chemi-

cal or petroleum product.

Monolithic supports are commonly used for environmen-

tal applications and will be discussed in more detail later [6].

Batch reactors are used mostly for small-scale production

such as the hydrogenation of intermediates in the production

of medicines in the pharmaceutical industry. The catalyst

powder is mixed in a precise amount of reactant in a

pressurized-stirred autoclave. A gaseous reactant, usually

H2, is introduced at elevated pressures and the reaction

proceeds with continuous monitoring of the H2 consumed.

The catalyst is separated from the product via filtration and is

often used again depending on its retained activity and

selectivity.

For the production of gasoline and other fuels by catalytic

cracking of oils, a fluid bed reactor is used. This is a hybrid

of a fixed bed and slurry phase reactor. The catalyst is

fluidized as it interacts with the feed to be processed. This

application is so important that it will be highlighted in the

application section of this review.

Kinetics

The overall kinetics of a heterogeneous catalytic reaction

can be controlled by any of the seven steps listed above

[7–10]. We can distinguish which is rate controlling by

determining the temperature dependence of the reaction.

Once we know this we can design the catalyst to enhance

the rate of the slowest step.

For example, bulk mass transfer (Steps 1 and 7) can be

enhanced by increasing the turbulence of the reactants by

increased stirring for a batch process or by increasing the

linear velocity (see below) in the case of a fixed bed reactor.

Increasing the geometric surface area of the catalyst also

favors a reaction limited by bulk mass transfer. This is

accomplished by decreasing the particle size of a particulate

or by increasing the number of channels in a monolithic

structure. Turbulence can be introduced in a monolith chan-

nel by modifying the surface from smooth to rough. Because

kinetically controlled reactions have a stronger temperature

dependence than transport controlled reactions, they are

affected the most by increasing temperature. Pore diffusion

resistance is decreased by increasing the pore size of the

carrier or by using a smaller diameter carrier. One may also

deposit the active catalytic species nearer the surface of the

carrier to decrease the diffusion path length. The rate of a

reaction limited by pore diffusion is moderately enhanced

with temperature.

For chemically controlled reactions, one must modify the

catalyst itself by increasing the number of active sites

(increasing the catalytic surface area) or finding a crystal

size that is more active for a given reaction. Often the

activity is increased by the addition of promoters to the

catalyst (i.e., Fe addition to Pt described under “Selectivity”)

that enhance the activity. Having the highest activation

energy, it is affected more than the transport regimes by

increasing the temperature. Many examples of this will be

given in the example section of this chapter.

General Kinetic Rate Equations. The rate of a bi-molecular

reaction is given by

Rate ¼ d½A�=dðtÞ ¼ �½kFðAÞaðBÞb � kREVðDÞdðEÞe�

Rate is the disappearance of reactants with time

expressed as the derivative—d[A]/d(t). [A] and [B] are the

concentrations of reactants and [C] and [D] are the

concentrations of the products. The exponents a, b, c, and
d are the reaction orders for each compound. The rate

constants are kF for the forward and kREV for the reverse

reaction. For those cases where the reaction is far away from

equilibrium, the reverse rate is negligible and this term is

dropped from the rate expression.

To determine the rate constant and the reaction order at a

specific temperature, it is often convenient to increase the

concentration of one reactant at least 20 times that of the

other to maintain it relatively constant during the reaction.

Thus, with a high concentration of reactant B one my write

kF [B]
b ¼ kF

*

d½A�=dt ¼ �kF�ðAÞa

If the reaction order is to be determined, one may take the

natural log of the rate equation and obtain

� lnðd½A�=dtÞ ¼ ln kF
� þ a ln½A�

A plot of the –ln(d[A]/dt) vs. ln[A] will produce a straight
line with a slope equal to a and intercept ln kF

*

If one assumes a ¼ 1 and integrates the rate expression

Z
dð½A�=½A�Þ ¼ �kF�

Z
dðtÞ
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Integration from the initial concentration Ao to A at any-

time and from t ¼ 0 to t

lnð½Ao�=½A�Þ ¼ kF
�t

½A� ¼ ½Ao � xAo� where x is the fraction converted

Plotting Ao ln[1/(1�x)] vs. twill give a straight line with a
slope equal to kF

* Kinetics for Fixed Bed Continuous
Reactions. For continuous flow reactors, we use the term

space velocity (SV) defined as the volumetric flow rate at

STP divided by the volume of catalyst. That ratio yields the

reciprocal of the residence or space-time (t)

SVðh�1Þ ¼ flow rate cm3=hðSTPÞ
catalyst volumeðcm3Þ

1

SV
¼ residence time or space-time

Thus, the rate equation for continuous flow reactions is

lnð½Ao�=½A�Þ ¼ kF
�t ¼ kF

�=SV

The linear velocity (LV) or superficial velocity is an

important engineering term because it relates to pressure

drop and turbulence. This parameter is often increased in

fixed bed reactors to enhance bulk mass transfer and heat

transfer.

LVðcm/h) =
flow rate cm3=hðSTPÞ

frontal area of catalystðcm2Þ

Kinetics of a Slurry Phase Reaction in a Batch Process.

This example is for the liquid phase hydrogenation of

nitrobenzene to aniline with a powdered catalyst. These

reactions typically are controlled by the supply of H2 to

the active sites.

3H2 þ C6H5NO2 ! C6H5NH2 þ 2H2O

H2 must be

1. Transported from the bulk gas phase and dissolved in the

liquid nitrobenzene.

2. Diffuse to the outside of the catalyst particle and into the

pore structure.

3. H2 and nitrobenzene react at the catalytic site.

4. Products diffuse through the pores and into the bulk

liquid.

Steps 1, 2, and 4 are mass transfer phenomena while step

3 is kinetic.

At steady state the rate of mass transfer of reactants

(Rate)M is equal to the kinetic rate (Rate)R. This assumes

Step 4 is fast and not rate limiting.

ðRateÞnet ¼ ðRateÞMT ¼ ðRateÞR
ðRateÞMT ¼ kmðH2g � H2sÞ=H2g

¼ 1� ðH2s=H2gÞ

where H2g ¼ H2 concentration in the gas

H2s ¼ H2 concentration at catalyst surface

km ¼ Mass transfer rate constant

ðRateÞR ¼ kRðH2sQÞ=H2g

where kR ¼ kinetic rate constant

Q ¼ the amount of catalyst

Equating (Rate)MT and (Rate)R and rearranging one

obtains

ðRateÞnet ¼
kRkmQ

kRQþ km

Taking the inverse for the general rate equation and

dividing both sides by kR kmQ, one obtains

ðRateÞnet�1 ¼ kM
�1 þ ðkRQÞ�1

A plot of inverse (Rate)net vs. the inverse of Q yields a

straight line with the slope equal to the inverse of kR and the

intercept the inverse of km. This is shown in Fig. 6.5.

When the amount of catalyst Q is large kRQ &gg; km

ðRateÞnet ¼ km

The rate is limited by mass transfer because the reactants

are consumed immediately at the outer surface of the cata-

lyst. For small amounts of catalysts km &gg; kRQ

ðRateÞnet ¼ kRQ

The reaction is kinetically controlled limited by the

amount of catalyst.

Arrhenius Equation. The general rate constant (k) is an

exponential function of temperature as described by the

Arrhenius equation

k ¼ koexp
ð�E=RTÞ

where

E ¼ Activation energy for chemical control (“apparent” for

diffusion limited processes)

R ¼ Universal gas constant

T ¼ Absolute temperature

ko ¼ Absolute rate constant

Taking the natural log of the equation gives

210 R.J. Farrauto



lnðkÞ ¼ lnðkoÞ � E=RT

The plot of ln (k) vs. T�1 gives a straight line with a slope
equal to �E/R and intercept the absolute rate constant ko as

shown in Fig. 6.6. The lowest slope represents reactions

controlled by bulk mass transfer, and the largest is for

chemical or kinetic control. This method allows for the

comparison of different rate-limiting steps, but it must be

clearly understood that diffusion processes are not activated

and thus we use the term apparent activation energy for them

only to allow comparisons to activated processes such as

chemically controlled processes.

Rate Models

The Langmuir-Hinshelwood kinetic model describes a reac-

tion in which the rate-limiting step is reaction between two

adsorbed species such as chemisorbed CO and O reacting to

form CO2 over a Pt catalyst. The Mars-van Krevelen model

describes a mechanism in which the catalytic metal oxide is

reduced by one of the reactants and rapidly reoxidizd by

another reactant. The dehydrogenation of ethyl benzene to

styrene over Fe2O3 is another example of this model. Ethyl

benzene reduces the Fe+3 to Fe+2, whereas the steam present

reoxidizes it, completing the oxidation-reduction (redox)

cycle. This mechanism is prevalent for many reducible

base metal oxide catalysts. There are also mechanisms

where the chemisorbed species reacts with a gas phase

molecule and the combination rapidly converts to the final

product. There are many kinetic models that describe differ-

ent mechanisms and the reader is directed to some outside

references [7–10].

Catalyst Deactivation

The first indication of catalyst deactivation is a significant

change in the activity/selectivity of the process. Catalyst

deactivation occurs in all processes, but it often can be

controlled if its causes are understood. This subject is very

extensive and the reader is encouraged to seek additional

information in references given here [11, 12]. In the follow-

ing we will present some of the most common deactivation

modes especially for heterogeneous catalysts. These are

pictorially shown in cartoon form in Fig. 6.7.

Fig. 6.5 Kinetics for slurry

phase/batch reaction: (a) rate vs.

quantity of catalyst; (b) line plot

of the rate expression

Fig. 6.6 Arrhenius profile for three regimes of rate control with

activation energies (E)
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Sintering of the Active Components. Catalytic scientists go

to great lengths to disperse the active catalytic species over

the surface of a carrier to maximize the number of sites

available to the reactants. Small particles or crystallites

have a high surface-to-volume ratio that is a highly unstable

thermodynamic condition. The simple principle of Ostwald

ripening indicates that small crystallites tend to grow to

larger ones to bring the surface to volume condition to a

favorable low free energy state. Thermal sintering occurs

when small particles of active catalyst migrate over the

surface of the carrier and agglomerate to form larger

particles. There are other mechanisms of sintering, but

conceptually this is the easiest to understand. The net effect

is the loss of catalytic surface area that leads to loss of

activity. The most frequently encountered cause is high

temperature. This condition is encountered in Pt-, Pd-, and

Rh-containing catalytic converters present in automobile

exhausts where temperatures close to 1,000�C are com-

monly experienced. An oxidizing environment promotes

the sintering of Pt by the formation of highly mobile or

volatile Pt oxides. PdO, on the other hand, tends to form a

stronger bond with the Al2O3 surface and thus sintering is

not significant at modest temperatures. In contrast, it does

sinter more readily in reducing environments. A catalytic

species strongly bound to the surface is less likely to sinter.

For this reason, a carrier such as SiO2, which contains few

OH groups on the surface relative to Al2O3, leads to

sintering of the supported metal or metal oxide more readily.

Catalyst companies have incorporated “rare earth

stabilizers” into the formulations to minimize the rate of

growth of the metal and metal oxide components. Stabilizers

slow the rate of sintering, but do not completely prevent it

due to the thermodynamic nature of the phenomenon. The

goal is to minimize the rate to acceptable levels to ensure

acceptable life of the catalyst.

Carrier Sintering. The purpose of the carrier is to provide a

high surface area upon which the catalytic components can

be dispersed. The high surface area leads to sintering by

collapse of the pore structure that subsequently blocks (or

occludes) the active sites by preventing access of the reac-

tant. For some carriers such as Al2O3, there are changes to

the crystal structure that occur as the temperature is

increased. The most common is the conversion of high

surface area (gamma) g-Al2O3 (200 m2/g) to low area

(alpha) a-Al2O3 (1–5 m2/g) at temperatures greater than

about 800�C. This process occludes the catalytic

components within the carrier and prevents the reactants

from having access. The easiest analogy to understand is

the truck that breaks down at the tunnel entrance; it prevents

other vehicles from entering. High temperatures and steam

are two of the most significant contributors to carrier

sintering. Catalyst companies have incorporated metal

oxides, such as Ba and La in precise percentages, into the

carrier to minimize the sintering rate.

Poisoning. Specific components present in the reactant feed

can adsorb selectively onto active catalytic sites rendering

them inactive, in much the same way as CO can react with

Fe-hemoglobin in the blood. For heterogeneous catalysts,

sulfur compounds are the most universal poisons for both

base metal catalysts and to a lesser extent precious metals.

Fig. 6.7 Idealized poisoning

mechanism: (a) sintering of

the catalytic components,

(b) sintering of the carrier,

(c) selective poisoning, and

(d) nonselective poisoning
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Sulfur compounds present in petroleum, chemical, and envi-

ronmental streams adsorb on the surface of Ni, Cu, Co, etc.

forming metal sulfides that have little or no activity. In

general, poisoning by sulfur compounds is irreversible. For

this reason, upstream processes are used to reduce the sulfur

to acceptable levels.

Sulfur oxides (SO2 and SO3) present in flue gases from

upstream combustion operations adsorb onto the catalyst

surface and in many cases form inactive metal sulfates. It

is the presence of sulfur compounds in petroleum-based

fuels that prevent the super-sensitive base metal catalysts

(i.e., Cu, Ni, Co, etc.) from being used as the primary

catalytic components for many environmental applications.

Precious metals are inhibited by sulfur and lose some activ-

ity, but usually reach a lower but steady state activity.

Furthermore, the precious metals are reversibly poisoned

by sulfur compounds and can be regenerated simply by

removing the poison from the gas stream. Heavy metals

such as Pb, Hg, As, etc. alloy with precious metals and

permanently deactivate them. Basic compounds such as

NH3 can deactivate an acidic catalyst such as a zeolite by

adsorbing and neutralizing the acid sites.

Water is a reversible poison in that it will weakly adsorb

(physically adsorb) on sites at low temperature, but readily

desorbs as the temperature is increased.

One interesting example of different selective poisoning

mechanisms is that of SO3 deactivation of Pt on Al2O3 used

for abating emissions from combustion reactions. The Pt

oxidizes the SO2 to SO3 and the latter adsorbs onto the

Al2O3 forming a sulfate. Slowly the carrier surface becomes

so sulfated that it occludes the Pt within the pores and the

catalyst slowly deactivates. By using a nonsulfating carrier

such as TiO2 or ZrO2, deactivation can be prevented. In

contrast, SO3 directly adsorbs on Pd sites and deactivation

occurs rapidly.

Poisoning is not always bad. There are situations where a

catalyst is intentionally poisoned to decrease activity

towards an undesirable reaction. In the hydrodesulfurization

and -demetallization of a petroleum feedstock, the catalyst is

presulfided prior to introducing the feed to decrease its

activity and minimize cracking reactions that will produce

unwanted gases. Another is the use of ammonia to slightly

poison a Pt catalyst used in the hydrogenation of fats and oils

to decrease undesirable oversaturation.

Nonselective poisoning or masking is caused by debris

depositing on the surface of the catalyst physically blocking

sites. Corrosion products from the reactor walls and

contaminants such as dust, oil, etc. can be eliminated by

careful filtration upstream, but this mechanism of deactiva-

tion is a constant problem in many applications. Regenera-

tion is possible for precious metal oxidation catalysts

designed to abate VOC from flue gases. The reactor is

bypassed when the activity begins to decline to unacceptable

levels. High-velocity air is passed through the catalyst bed

and loosely held debris is dislodged. In some cases chelating

solutions are used to solubilize the metal contaminants such

as Fe without destroying the catalyst. Coking is a common

phenomenon when petroleum and/or high molecular weight

chemical compounds are processed. Hydrogen-deficient-

hydrocarbons are formed from undesirable side reactions

and block access to the catalytic sites deep within the pores

of the catalyst. This deactivation mode has been positively

integrated into the fluid catalytic cracking process for

converting heavy oils to useful products. The coked catalyst

is regenerated with air in a separate reactor and the heat

liberated used to preheat the feed as it enters the cracker.

Catalyst Characterization

The goal of catalyst characterization is to relate the physical

and/or chemical properties of the catalyst to performance.

Some of the most important catalytic properties are physical

surface area, pore size distribution, active catalytic surface

area, the morphology or crystal structure of the carrier and

active components, the location of the active components

within the carrier, and the presence of surface contaminants

or poisons on the surface. Fortunately, there are many instru-

mental tools readily available in modern laboratories to

measure these properties for fresh and spent catalysts.

There are many reference books and monographs available

that describe the strengths and limitations of the instrumental

methods used in characterizing catalysts [13, 14].

The chemical composition can be measured by traditional

wet and instrumental methods of analysis. Physical surface

area is measured using the N2 adsorption method at liquid

nitrogen temperature (BET method). Pore size is measured

by Hg porosimetry for pores with diameters larger than

about 3.0 nm (30 Å) or for smaller pores by N2 adsorption/

desorption. Active catalytic surface area is measured by

selective chemisorption techniques or by X-ray diffraction

(XRD) line broadening. The morphology of the carrier is

viewed by electron microscopy or its crystal structure by

XRD. The active component can also be measured by XRD,

but there are certain limitations once its particle size is

smaller than about 3.5 nm (35 Å). For small crystallites,

transmission electron microscopy (TEM) is most often

used. The location of active components or poisons within

the catalyst is determined by electron microprobe. Surface

contamination is observed directly by X-ray photoelectron

spectroscopy (XPS).

Making the characterization measurements is of critical

importance in the diagnostics of the catalysts, but

interpreting those most responsible for changes in activity

or selectivity requires experience and good comparative

kinetics for fresh and aged materials. It should be standard
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practice to compare fresh and aged catalytic performance

with the changes observed in your characterization

diagnostics. Measuring rate-limiting steps and activation

energies will provide invaluable insight into the major

causes of deactivation.

Homogeneous Catalytic Reactions

In a homogenous catalytic reaction, the reactants and

catalysts are in the same phase. The catalyst is a metal

(Rh, Co, Ni, etc.) chelated with organic ligands (often

phosphine-containing) soluble in the reaction media, and

because no support is used, pore diffusion does not exist.

However, bulk mass transfer is a concern especially when

the reaction is a hydrogenation because H2 must be

dissolved in the liquid and make contact with the catalyst.

This is accomplished by using high pressure and vigorous

stirring. Homogeneous catalysis is most often used in the

pharmaceutical industry where the desired selectivity can

only be achieved with active complexes. A significant issue

is separation of the catalyst from the final product to

achieve the required purity. Furthermore, recovery of the

catalyst is most often necessary especially for expensive

precious metal containing complexes such as Rh. Distilla-

tion is sometimes used, provided there is a significant

difference in vapor pressure of the product from the cata-

lyst. The catalyst is also recovered by ion exchange with a

suitable sequestering agent such as an amine compound.

The efficiency of the separation allows for catalyst reuse

and is essential for an economic process.

An example will be given in “Commercial Applications.”

Commercial Applications

There are literally hundreds of commercial catalytic pro-

cesses carried out for high and low volume premium

products. Only a few have been selected below as examples

of everyday products essential for a high-quality life.

Table 6.1 also presents listings of some of the major catalytic

processes, but the reader is directed to references given in

this review for a more complete listing [10].

Petroleum Processing

Hydro-Demetallization (HDM) and -Desulfurization (HDS)
of Heavy Oils. The hydrocarbon petroleum fractions

separated by distillation contain varying amounts of inor-

ganic impurities such as nickel, vanadium, and sulfur-

containing compounds, all of which must be removed to

make high-quality products both functionally and

environmentally. The high-boiling fractions contain the

highest concentration of metals and sulfur [15, 16]. Metals,

if present in gasoline or diesel, will create significant engine

wear and the sulfur would produce sulfur oxides during

combustion and ultimately sulfuric acid in the atmosphere.

Furthermore, they will deactivate the catalysts used in the

petroleum upgrading processes and in their ultimate appli-

cation as a fuel will damage the performance of the abate-

ment catalyst.

Crude oil contains about 0.01% metals and up to 5%

sulfur present in large aromatic structures. These levels are

highly dependent on the origin of the crude. For example,

California crude is relatively low in sulfur but higher in

metals than crude from Kuwait. Any process to remove

them must be economical with little destruction of the

hydrocarbons and minimum consumption of H2. The cata-

lyst is Co, Mo/Al2O3 with particles a few mm in diameter.

Although sulfur is usually a poison for catalytic reactions, it

is used here in a positive function to control selectivity. It is

presulfided to decrease activity towards excessive consump-

tion of H2 that leads to unwanted saturation of aromatic

molecules.

SCo; Mo/Al2O3

R�Mþ H2 ! Mþ R� H

R0Sþ H2 ! R�Mþ H2S

R and R0 ¼ organic host of metals and sulfur

M ¼ metal ðNi or VÞ

R and R0 ¼ organic host of metals and sulfur M ¼ metal

(Ni or V)

The hydrogenation process is carried out at 500�C and

pressures in excess of 30 atm in fixed bed reactors containing

catalysts with varying physical properties to accommodate

the metal deposition that occurs during the reaction. In some

cases moving bed reactors are used where spent catalyst is

continuously removed and fresh catalyst added.

The first reactor contains the Co, Mo deposited on a low

surface area Al2O3 with large pores to allow deep penetra-

tion of the metals into the particle. The second bed will treat

a feed with less metal so its pore size is smaller and surface

area slightly larger. The metal penetration here is less deep

than in the first bed and allows for some hydrodesul-

furization. The final bed contains the highest surface area

and smallest pores and is designed to perform most of the

desulfurization.

The catalyst is regenerated frequently during its useful

life, but once spent it is leached and the metals recovered.

Catalytic Cracking for the Production of Useful Fuels.
Gasoline and diesel fuel, home and commercial heating oil,
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kerosene, jet fuel, etc. are all produced by catalytically crack-

ing fractions of distilled crude oil. Crude oil is distilled in large

vertical towers where the various fractions present are

separated according to their boiling ranges. The light gases

(C3 and C4 propane and butane, respectively) are distilled first

and the light/heavy naphtha fraction (C5 to C10 pentanes to

branched cyclopentanes), the precursors to gasoline, distill

between roughly 70 and 200�C. Diesel fuel and heating oils

(No. 1 and 2) are collected between 200 and 340�C. The
remaining heavy hydrocarbons (called vacuum distillates)

are used for lubricants and road construction.

The composition and molecular weight distribution of the

crude oil depends on its origin, but generally less than 50% is

within the molecular and boiling range for transportation and

heating fuels. Thus, the role of the cracking process is to

break or crack the higher molecular weight fractions into

lower molecular weight compounds to be used for more

useful products. Therefore, the catalyst is at the heart of

the refining industry.

Cracking Catalysts. The catalysts used for cracking are

called zeolites [17, 18]. They are SiO2–Al2O3 materials in

which Si, in its tetrahedral SiO2 structure, is replaced with Al

cations. They are produced by reacting sodium silicate with

a water-soluble salt of Al followed by hydrothermal treat-

ment in an autoclave. The zeolite is unique in that it has a

well-defined crystal structure with a precise pore size (or

aperture) ranging typically from 0.3–4 nm or 3–40 Å. This

unique pore structure is responsible for separating molecules

in accordance with their cross-sectional area. A molecule

smaller than the aperture can enter the interior although a

larger one cannot. Hence, the term molecular sieve is often

used to describe zeolites. The composition and pore size can

be varied giving rise to a large number of different zeolites

with different pore sizes and crystal structures. They are

usually identified by the Si/Al ratio, the crystal structure,

and the size and shape of the pore. The Si+4 is bonded to 4

O�2 and each is bonded to another Si+4 establishing charge

neutrality. Substituting Al+3 for Si cation upsets charge

neutrality and requires another positive charge to satisfy

the oxygen ions.

Neutrality is satisfied by a cation (e.g., Mþ), which is

usually Naþ derived from the salts used in the synthesis.

When the cation is exchanged with a proton, an acid site is

created. This is the key active site for catalytic cracking

reactions. The first exchange is with NH4
þ which when

heat-treated decomposes to NH3 and the Hþ is retained on

the zeolite. The acid zeolite is designated HZ.

The active zeolite for cracking reactions is called

Faujasite and is classified as an X zeolite (HX). It has a Si/

Al ratio of 1.0–1.5 with a pore or aperture size of 0.74 nm or

7.4 Å forming an aperture composed of 12 oxygen anions as

shown in Fig. 6.8. The midpoint of each line represents an

O�2 bonded to either Si+4 or Al+3. It is the AlO� site that

requires a metal cation for charge balance. For cracking

catalysts these sites are H+. The higher the Al content

(lower Si/Al), the greater the number of acid sites, but the

lower the thermal stability. The zeolite is embedded within

an amorphous SiO2–Al2O3 structure that initiates the crack-

ing of the large molecules, but also captures impurities such

as organic compounds containing Ni and V that will severely

deactivate the zeolite. Having its own acid sites, it also

functions to break large molecules into smaller sizes where

the zeolite can polish them to desired products. Catalyst

particle sizes vary between 50 and 100 mm depending on

the fluidization dynamics of the process.

During the fluidized catalytic cracking (FCC) process, a

C–C bond is broken and a proton transferred from the catalyst

to the molecule forming a positively charged carbocation.

This ion can react with other hydrocarbons transferring its

proton generating new carbo cations. Ultimately the large

molecule is cracked to a smaller alkane and alkene with the

regeneration of the protonated zeolite completing the cata-

lytic cycle.

Fig. 6.8 Faujasite zeolite
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Paraffin cracking: C16H34!HXC8H18 þ C8H16

Catalyst HX

Dealkylation: C6H5 � CH2CH3!HXC6H5Hþ
CH2 ¼ CH2

Catalyst HX

Excessive extraction of H leads to the formation of

hydrogen-deficient, high-boiling hydrocarbons called coke.

Coking reactions are catalyzed by acid. The coke masks the

surface and blocks the pore of the catalyst preventing access

of the feed molecules leading to a loss in activity.

Cracking is carried out in a fluid bed process as shown in

Fig. 6.9. Catalyst particles are mixed with feed and fluidized

with steam upflow in a riser reactor where the reactions

occur at around 500�C. The active life of the catalyst is

only a few seconds because of deactivation caused by coke

formation. The deactivated catalyst particles are separated

from the product in a cyclone separator and injected into a

separate reactor where they are regenerated with a limited

amount of injected air. The regenerated catalyst is mixed

with the incoming feed which is preheated by the heat of

combustion of the coke.

Zeolites play a major role as catalysts and/or adsorbents

in the petroleum, chemical, and lately in a growing number

of environmental applications. The reader should consult

references available [18].

Naphtha Reforming for High-Octane Gasoline. Gasoline is

volatilized and injected into the cylinders of the internal

combustion engine where it is ignited under compression

by a spark plug in the power stroke. Maximum power occurs

when the cylinder reaches top dead center (maximum com-

pression) and the mixture ignited by the spark plug. A high-

octane gasoline is formulated not to preignite before

reaching top dead center during compression to avoid the

pinging or “knocking” sound that detracts from power.

Before the mid-1970s, tetraethyl lead was added to quench

preignition reactions, but because lead is no longer permitted

the gasoline must be formulated to resist combustion until

initiated by the spark. High-octane compounds such as

aromatics and branched-paraffins are used in place of lead

compounds. Today oxygenates are added to boost octane

allowing decreases in carcinogenic aromatics.

Fuel-quality gasoline is made by a process called

catalytic reforming [19, 20] in which molecules in the

gasoline boiling range (called naphtha) are isomerized,

dehydrogenated, and aromatized to make high-octane

products. The most widely used reforming catalyst is Pt,

Re on chlorinated Al2O3 particles (3–5 mm diameter). The

Pt is the active component primarily for dehydrogenation

and aromatization reactions and the Cl adds to the acidity of

the carrier and is the active site for isomerization. The Re is

believed to minimize coke formation. Dehydroisomerization

requires both metal and acid functions. Some reactions are

endothermic (dehydrogenation and dehydroisomerization)

and others are exothermic (isomerization and dehydroaro-

matization). One can see below that the reactions lead to an

increase in octane number

The dehydrogenation of cyclohexane to benzene and H2

increases the octane number from 75 to 106.

C6H12 þ HEAT�!Pt site C6H6 þ 3H2

Fig. 6.9 Schematic of Fluid

Catalytic Cracking (FCC) reactor

with catalyst regenerator
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Isomerization of n-butane to i-butane increases octane

from 94 to 101.

CH3CH2CH2CH3�!acid site
CH3 CHCH3

CH3 þHEAT

Heptane has a defined octane number of 0 and when

dehydroaromatization occurs toluene is formed with an

octane number of 116.

CH3CH2CH2CH2CH2CH2CH3�!Pt þ acid site
C6H5CH3

þ 4H2 þ HEAT

The formation of benzene by the dehydroaromatization

coupled with isomerization of methyl cyclopentane also

increases octane from 76 to 106.

CH3�C5H9 þ HEAT�!Pt þ acid site
C6H5Hþ 3H2

The reforming process operates with three or four

reactors in series. The feed is delivered to the first reactor

at 500�C that is charged with the smallest amount of catalyst

(5% of the total and the highest space velocity) to perform

the easy but highly endothermic dehydrogenation reactions.

To minimize coke formation, a small amount of H2 is

recycled from the product. The products and unreacted

feed are then reheated to 500�C and fed to a second bed

containing about 15% of the total catalyst charge where

isomerization reactions occur. The unreacted feed and prod-

uct are then reheated to 500�C where the more difficult

dehydroisomerization reactions take place with 20% of the

total catalyst charge. The final reactor contains 60% of the

total catalyst charge and performs dehydrocyclization.

Swing reactors are in place to allow the process to continue

as each bed is being regenerated by coke burn-off. After

regeneration, the catalyst must be rejuvenated by the addi-

tion of chloride. The final step is reduction of the metal to its

active state.

Alternative Fuels

A secure energy supply and the need for reduction of green-

house gas emissions will continue to be a technological goal

for the world throughout the next few decades. It has become

apparent that we need a fossil free energy supply. Solar,

wind geothermal, tidal, etc. are natural sources of energy

that are beginning to be utilized for stationary power gener-

ation. The promise of a hydrogen economy and fuel cell

vehicles is also on the horizon. These technologies are

slowly being introduced; however, we need a transitional

approach for liquid fuels for vehicular applications.

Biofuels, derived from plants, are already making an impact

partially replacing fossil fuels in both gasoline and diesel

applications [21]. In the US, ethanol is commonly added

(10%) to gasoline, while bio diesel additions to fossil

derived diesel can range from 2 to 100% depending on the

locations and country of use.

Ethanol is derived primarily for corn, and other starchy

plants, by the well known fermentation process where

enzymes (nature’s catalysts) accelerate the conversion of

starch to ethanol. Bio diesel is synthesized by the homoge-

neous alkali catalyzed transesterification of triglyceride oils

derived from plants such as soy and canola. Both alternative

fuels are derived from edible plants which conflict with the

food chain.

For this reason, there is a strong interest in utilizing non-

edible portions of the plant, called lignin-cellulose as a

source of fuel, especially ethanol. One of the main issues

is the efficient penetration of the lignin (un-reactive aro-

matic polymer) portion of the plant which exists as a

protective fiber surrounding the hemi cellulose and cellu-

lose (sugar polymers of glucose), both of which are some-

what reactive towards enzymatic catalyzed fermentation to

ethanol. This problem has stimulated the chemical and

biochemical approach of developing new pretreatment

techniques, including new enzymes, which can breakdown

the lignin without destroying the ability to ultimately fer-

ment the cellulose to ethanol. Alternatively, the thermal-

chemical approach of gasification or pyrolysis of lignin-

cellulose to produce gases and bio oils is being explored as

a source of fuel. The gaseous and liquid products will

require more traditional heterogeneous catalysts for upgr-

ading to useable fuels.

Biodiesel can be derived also from non-edible plants such

as jathropa and pennycress, both of which are rich in triglyc-

eride oils relative to edible plants. These plants grow on arid

lands during summer and winter seasons with little need for

fertilizers. Research in harvesting and utilizing these plants

is in progress with catalysts being used to upgrade the

products to useful fuels.

Catalysts for Controlling Automotive Emissions

Oxidation Catalysts to Abate Unburned
Hydrocarbon and CO Emissions

Catalytic converters were first installed in U.S. cars in 1976

[22, 23]. They were passive devices in that they were simply

placed in the exhaust with no communication with the

engine or its control strategy. It catalyzed the oxidation of

the unburned hydrocarbons (CyHn) and carbon monoxide

(CO) emitted during the incomplete combustion of the

fuel. In some vehicles, excess air was pumped into the
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exhaust to ensure sufficient oxygen to complete the catalytic

oxidation. This resulted in about a 90% reduction of these

two pollutants relative to the uncontrolled uncatalyzed

vehicle.

COþ 1

2
O2 ! CO2 þ HEAT

CyHn þ ð1þ n/4ÞO2 ! yCO2 þ n/2H2Oþ HEAT

The presence of the catalyst provides a lower-energy

chemical path than that offered by a thermal reaction. A

catalyst accelerates oxidation of hydrocarbon/carbon mon-

oxide/air mixtures that lie outside the flammability range

required for thermal reactions. In the exhaust of the automo-

bile, the composition of the pollutants is far below the

flammability range, yet the oxidation reactions occur by

the catalyst providing a lower-energy chemical path to that

offered by the thermal reaction. An excellent example is the

oxidation of CO with and without a catalyst. Without a

catalyst, the rate-limiting step is O2 dissociation at 700�C
followed by reaction with gas phase CO. In the presence of

the Pt catalyst, O2 dissociation is rapid and the rate-limiting

step becomes the surface reaction between adsorbed O

atoms and CO that occurs below 100�C.
Two approaches were used in the design of the

converters, both of which were positioned in the exhaust

physically under the driver’s seat. Both used precious metals

(Pt and Pd) as the active catalytic components dispersed on

Al2O3 (stabilized against carrier sintering with 1–2% CeO2

and sometimes alkaline earth metal oxides).

One major automobile company used catalyzed Al2O3

beads (4 mm in diameter) and a spring-loaded pancakelike

vessel to decrease the linear velocity and thus pressure drop.

This design decreases back pressure that detracts from the

power by offering less resistance to flow. Another used a

new ceramic monolithic structure with hundreds of parallel

channels (see Fig. 6.4). Upon the walls was deposited a

coating of stabilized Al2O3 containing the active precious

metals. The cordierite structure (2MgO–5SiO2–2Al2O3) has

a melting point over 1,300�C sufficiently high to withstand

the expected temperatures in the exhaust. It was extruded

and had excellent resistance to breakage due to thermal

shock experienced during the transient operation of the

vehicle. The cellular structure had between 200 and 400

cells per square inch (cpsi) parallel to the flow. With channel

diameters of 0.059 in. (200 cpsi) and 0.044 in. (400 cpsi),

they had open frontal areas of about 70%, offering little

resistance to flow and thus low back pressure. It was

incorporated into the exhaust system with retainer rings

and surrounded by layers of insulation to minimize breakage

due to vibration and heat. The regulations required that the

converter have a life of 50,000 miles. To ensure this life, it

was necessary to remove the tetraethyl lead, used to boost

octane, in gasoline because the Pb poisoned the Pt and Pd by

alloy formation.

Oxidation catalysts were used until 1979 in both the

particulate (bead) form and monolith structure. Road expe-

rience demonstrated that the particulate beds were not

mechanically stable and were breaking apart. In contrast,

the washcoated monoliths were found to be highly reliable

so they became the structure of choice.

Three-Way Catalytic Conversion

In 1980, additional regulations imposed by the U.S. Envi-

ronmental Protection Agency (EPA) required control of NOx

(NO, NO2, N2O) emissions. Its removal coupled with the

continuing need to remove CO and CyHn proved to be quite

challenging because the latter had to be oxidized and the

former reduced. Thus, it appeared two separate enviro-

nments were needed. This problem was solved by the devel-

opment of the three-way catalyst or TWC capable of

catalyzing the conversion of all three pollutants simulta-

neously, provided the exhaust environment could be held

within a narrow air-to-fuel range. This is shown in Fig. 6.10.

This range was defined between the fuellean and fuel-rich

sides of the stoichiometric point, where the amount of O2 is

precisely sufficient for oxidizing both the CO and CyHn. This

control required an O2 sensor that is discussed below.

In the TWC, the Pt functions primarily as the catalyst for

the oxidation reactions and the Rh catalyzes the NOx

reduction.

COþ NOðor NO2Þ ! 1

2
N2 þ CO2

H2 þ NOðor NO2Þ ! 1

2
N2 þ H2O

CyHn þ ð2þ n=2ÞNOðor NO2Þ
! ð1þ n=4ÞN2 þ yCO2 þ n=2H2O

The second reaction requires H2 that is produced catalyt-

ically by the steam reforming reaction that occurs when

excess CyHn is present.

CyHn þ ðn� 2ÞH2O! ðnþ 1ÞH2 þ yCO2

O2 Sensor. The control of the exhaust composition was

essential to maintain the air-to-fuel ratio close to stoichio-

metric for simultaneous conversion of all three pollutants.

This control came about with the invention of the O2 sensor

[23, 24]. The sensor head of this device was installed in the

exhaust immediately at the inlet to the catalyst and was

able to measure the O2 content instantly and precisely.

218 R.J. Farrauto



It generates a voltage consistent with the Nernst equation in

which the partial pressure of O2 (PO2)exhaust in the exhaust

develops a voltage (E) relative to a reference. The exhaust

electrode was Pt deposited on a solid oxygen ion conductor

of yttrium-stabilized zirconia (ZrO2). The reference elec-

trode, also Pt, was deposited on the opposite side of the

electrolyte, but was physically mounted outside the exhaust

and sensed the partial pressure (PO2)ref in the atmosphere. Eo

is the standard state or thermodynamic voltage. R is the

universal gas constant, T the absolute temperature, n
the number of electrons transferred in the process, and F

the Faraday constant.

E ¼ Eo þ RT=nF½ln ðPO2Þref=ðPO2Þexhaust�

The CO and CyHn catalytically react with the O2 at the

surface of the Pt electrocatalyst. When the O2 content is

below stoichiometric, the electrode surface is depleted of

O2 causing an increase in the (PO2)ref/(PO2)exhaust generating

a large voltage. When the O2 is higher than stoichiometric,

the voltage is decreased. Thus, the electrodes must also

function as catalysts. The voltage signal generated continu-

ously fluctuates as the O2 content is adjusted from sub to

excess stoichiometric. Naturally, the exhaust electrode had

to be resistant to exhaust poisons and temperature variations,

so it was engineered with great care.

The voltage signal is fed back to the air/fuel intake system

of the engine through an electronic control unit that controls

the ratio necessary to maintain the proper window in the

exhaust. Given the finite time necessary for the feedback

system to function, it creates a perturbation of the O2 content

in the exhaust. The TWC catalyst had to be engineered to

respond to these changes. The catalyst was composed of Pt,

Rh on stabilized Al2O3 on a ceramic monolith, but an oxygen

storage component (OSC) capable of storing and releasing

O2 was added.When the engine momentarily delivers less O2

than the stoichiometric amount, the hydrocarbons present

reduce the OSC. During higher O2 spikes, the excess is stored

on the OSC according to the fuel lean reaction below.

Fuel rich: 2CeO2 ! Ce2O3 þ 1

2
O2

Fuel lean: Ce2O3 þ 1

2
O2 ! 2CeO2

The current OSC material is CeO2–ZrO2 (proprietary

promoters are added to stabilize it against sintering) where

the oxidation state of the cerium is sufficiently labile to

respond to the requirements for the OSC. The ZrO2 is

added to enhance thermal stability of the OSC.

U.S. federal regulations require that the driver be alerted

to a malfunctioning catalyst through a signal on the dash-

board. Currently, there is no instrumentation commercially

available to sense the effectiveness of the catalyst to meet

the onboard diagnostic requirement. An indirect solution is

to place a second O2 sensor at the exit of the catalytic

converter. If the OSC in the catalyst is working properly,

its voltage signal would have virtually no fluctuations

because the O2 content would be always zero. If the OSC

is not functioning properly, O2 will break through at the exit

and the sensor would undergo similar fluctuations as the inlet

sensor. Comparing these two signals generates the diagnos-

tic that informs the operator of a malfunction.

A modern converter with dual O2 sensors (one at the inlet

and one at the outlet) is shown as Fig. 6.11.

Modern Catalytic Converter Systems

Modern TWC-equipped vehicles are required to meet mini-

mum emission standards for 150,000 miles [23, 24]. It

should be understood that after this time period the catalyst

Fig. 6.10 Three-way catalytic

(TWC) converter profile for

conversion vs. air-to-fuel ratio
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is still extremely active, but has lost sufficient activity that it

no longer meets the stringent EPA standards. The source of

deactivation is sintering of the catalytic metals, especially

the OSC and the carrier due to the extremely high

temperatures (900–1,000�C) experienced in the exhaust.

The steam produced from combustion enhances the degree

of sintering. There are proprietary stabilizers added to the

formulations that minimize the extent of sintering. Poisoning

effects by sulfur and oil components (Zn, P, Ca, S, etc.) have

been minimized by reductions in fuel sulfur and careful

design of the washcoat to prevent contact of the poisons

with the catalytic components. These catalyst improve-

ments, coupled with enhanced engine control, have resulted

in lifetimes of at least 150,000 miles.

At start-up, the catalyst is cold and there is a substantial

emission of hydrocarbons. It is during the first 1 or 2 min of

cold-start operation that the vehicle can fail the federal test

procedure. Here the reaction is kinetically controlled. Once

it gets sufficiently warm, the reaction exotherm quickly

raises the temperature and the reaction becomes limited by

bulk mass transfer. The space velocity varies between 5,000

(idle) and 75,000 h�1 at high speed. So manufacturers had to

design the catalyst for kinetic control and bulk mass transfer

conditions. The cold-start issue was addressed by position-

ing a small oxidation catalyst (close coupled) up against the

exhaust ports of the engine to ensure rapid heat up and light-

off. This is shown in Fig. 6.11. The newest cordierite

monoliths have lower weights for faster light-off and high

geometric areas (600–900 cpsi) to ensure adequate bulk

mass transfer area and lower pressure drop to meet modern

driving demands and ever-increasing regulations.

It is truly remarkable that catalysts can function so well in

the exhaust of the modern high-speed vehicle. This fact has

raised confidence in industry to use different monolithic

(ceramic and metal) structures as supports for catalysts for

other environmental applications such as diesel exhausts,

power and chemical plants, restaurants, and even on

widebody aircraft.

Controlling Emissions from Diesel Engines

The diesel engine was invented by Rudolph Diesel in the

latter part of the nineteenth century. Due to significant

benefits in fuel economy, they have enjoyed a surge in

popularity in recent years, particularly in Europe where

they represent approximately 50% of new cars sold.

Although improved fuel efficiency is the key driver,

improvements in the drivability of diesel vehicles as well

as a reduction in their tailpipe emissions have also helped

improve their image and spurred further growth. Unlike

gasoline emissions that are mainly gaseous in nature, diesel

emissions from passenger cars, buses, and trucks contain

solid, liquid, and gaseous components. Both diesel fuel and

operation of the engine differ significantly from gasoline

spark ignited engines and therefore their emission profiles

are much more complicated. Diesel fuel has a boiling range

from 200 to 350�C. The four-stroke engine compresses air

and at maximum compression (top dead center) injects liq-

uid fuel into the mixture where combustion occurs sponta-

neously driving the piston downward in the work stroke.

Diesel engines operate with a large excess of air (l � 1)

Fig. 6.11 Schematic of a

exhaust system with a close

couple and TWC catalyst. The

system is equipped with dual O2

sensors, one at the inlet and one

at the outlet of the TWC converter
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and therefore three-way catalysts, which operates at (l ~ 1),

will not catalyze the reduction of NOx. Furthermore, the

reduction of total particulate matter (TPM) must be

addressed with new technology [23].

Based on the combustion characteristics of lean burn

compression ignition diesel engines, the focus of emission

regulations is on two key tailpipe pollutants—TPM and

NOx. Both of these are produced in high quantity during

combustion. Since diesel fuel is less volatile than gasoline

and is injected directly into the cylinder as a liquid, combus-

tion initiates before the fuel has had sufficient time to vapor-

ize and mix completely with the air. As a result, combustion

begins at the gas–liquid interface of the fuel spray and then

progresses towards the center. This “diffusion combustion”

phenomenon results in the production of significant amounts

of NOx at the fuel liquid–gas interface where the local

temperature and oxygen concentrations are high. In contrast,

high amounts of soot (dry carbon) are generated in the

interior of the spray where the temperature and oxygen

concentrations are lower. As a result, both soot and NOx

are produced simultaneously in large amounts from diesel

engines. This relationship between combustion temperature-

particulates and NOx is called the NOx-particulate trade-off.

When NOx emissions are high (e.g., at high combustion

temperatures), particulate emissions are low. In contrast,

NOx emissions are low (e.g., at lower combustion tempera-

ture), but the particulate emissions are high.

Also shown on this profile are the emission standards to

be met for different countries and years. Clearly, regulations

are requiring that both particulate and NOx emissions be

reduced to close to zero by 2010 and beyond in the US

with other countries following closely.

Due to the adverse health effects associated with diesel

soot and the ozone forming potential of NOx, both are the

major focus for emissions regulations. Although CO and HC

are also regulated, the amounts produced by diesel engines

are generally low enough not to be a major obstacle for

meeting emission regulations. This is particularly true for

heavy duty diesel applications.

The solids emitted from diesel engines are essentially dry

soot (carbon rich particles). The liquids are primarily

unburned diesel fuel and lubricating oils (commonly referred

to as soluble organic fraction or SOF) and to some extent

sulfates originating from the combustion of the sulfur

compounds present in the diesel fuel. The combination of

solid and liquid pollutants is referred to as particulates or

TPM. Note that H2SO4 derived from the combustion of

sulfur compounds in diesel fuel is included since it is a liquid

at the collection conditions for TPM. The gaseous pollutants

are CO, HC, and NOx.

Total Particulate Matter

– Dry soot

– Liquids (oil, fuel) called SOF

– H2SO4

Gases

– CO, HC, NOx

Diesel Oxidation Catalysts

The diesel oxidation catalyst (DOC) has two primary

functions (1) to oxidize the CO and HC’s emitted from the

engine and (2) oxidize injected diesel fuel to generate heat

for regenerating the particulate filter (to be discussed next).

This catalyst is primarily a mixture of Pt and Pd on stabilized

Al2O3 deposited on a ceramic monolith.

Regulations for dry soot reduction required an additional

solution. This led to the introduction of the wall flow or

diesel particulate filter (DPF). A DPF is primarily a cordier-

ite honeycomb structure with alternating adjacent channels

plugged at opposite ends. Exhaust enters the open channels,

but only the gaseous components can pass through the

porous wall exiting via the adjacent channel. Soot that is

entrained in the exhaust stream is trapped on the wall while

the gaseous components pass unrestricted. Periodically (e.g.,

every 1,000 km of driving), the filter is heated to a tempera-

ture high enough (ca. 550�C) to combust the soot and regen-

erate the filter. This heat is generally provided by oxidizing

the diesel fuel injected into the DOC generating at least

550�C to initiate combustion of the soot. Alternatively, for

vehicles without a DOC, fuel is injected into the cylinders

during the exhaust stroke to promote combustion in the

exhaust manifold, thereby raising the exhaust and DPF tem-

perature. For the light duty market, DPF are usually silicon

carbide or aluminum titanate.

A DPF may also contain a Pt containing catalyst (i.e., a

catalyzed soot filter or CSF) to assist with the combustion of

soot and to oxidize CO generated during the soot regenera-

tion process.

Controlling NOx in Diesel Engines

The US and European standards require the reduction of all

three phases of diesel emissions (i.e., solids, liquids, and

gases). In particular, reduction of NOx will offer consider-

able challenges due to the lean nature (large excess air) of

the exhaust. Two of the most promising technologies for

controlling NOx at the tailpipe are Selective Catalytic

Reduction (SCR) and lean NOx Traps (LNT). Both utilize

catalytic processes to eliminate NOx by chemically reducing

it to N2.

SCR relies on the reduction of NOx by ammonia (NH3)

over either a vanadia (V2O5) supported on titania or metal-

exchanged zeolite-based catalyst. The major desired

reactions are below
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4NH3 þ 4NOþ O2!
catalyst

4N2 þ 6H2O

4NH3 þ 2NO2 þ O2!
catalyst

3N2 þ 6H2O

Although commonly used in stationary source

applications, SCR is relatively new for vehicle applications.

Since handling gaseous ammonia is not practical in auto-

mobiles or trucks, an ammonia surrogate such as urea is

utilized to generate ammonia in-situ in the vehicle exhaust.

Typically, a solution of urea and water is injected into the

exhaust stream before the SCR catalyst, and in the presence

of water vapor, is hydrolyzed to ammonia which can partici-

pate in the SCR/NOx reduction reactions. In addition, an

ammonia “cleanup” catalyst (often referred to as an

AMOX catalyst) may be required to remove any ammonia

“slip” that may pass through the SCR catalyst unconverted.

Clearly, integration of the SCR catalyst within the exhaust

system is a challenge. Depending on the specific application,

an oxidation catalyst (DOC), a CSF, an SCR catalyst, and an

ammonia destruction catalyst (AMOX) may all be required

to meet the combined CO, HC, and NOx regulations espe-

cially for heavy duty trucks. Sophisticated engine controls

are required to ensure proper operation of all components

within the system. The schematic in Fig. 6.12 shows the

catalytic unit operations for meeting 2010 diesel emission

standards using an SCR system.

The second promising technology for controlling NOx at

the tailpipe is LNT. The technology utilizes a Pt and Rh-

based TWC catalyst in combination with an NO2 trapping

agent (e.g., an alkaline earth compound such as BaO). Dur-

ing the normal lean operation mode of the diesel engine, NO

is oxidized to NO2 over the Pt catalyst and the NO2 is

adsorbed by the BaO within the catalyst washcoat. Periodi-

cally (e.g., every 60–120 s), the trap is regenerated by

introducing a “rich pulse” of reductant (e.g., diesel fuel)

into the exhaust stream or by switching the engine operating

mode to stoichiometric or rich for 1–2 s. This rich pulse

provides the necessary chemical reductant to convert the

adsorbed nitrate to nitrogen over the Rh catalyst.

Pt

Lean mode: NOþ 1

2
O2 ! NO2

NO2 þ BaO! BaO----NO2

Rh

Rich mode: BaO---NO2 þ CO(H2Þ ! N2 þ H2Oþ CO2

LNT technology has been successfully demonstrated in

light duty vehicle applications; however, its primary

disadvantages are high Pt levels are required to maintain

sufficient catalyst durability and a fuel penalty (ca. 3–5%)

results from the periodic trap regeneration. In addition, the

Fig. 6.12 Simplified diesel exhaust after-treatment system for heavy duty trucks. A diesel oxidation catalyst, wall flow filter, selective catalytic

reduction, and ammonia decomposition catalyst
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SOx derived from the fuel-borne sulfur forms BaSO4 that is

much more stable than the corresponding nitrates and are not

removed during the stoichiometric or rich operation mode.

Therefore, the trap becomes progressively poisoned by

sulfates. Complicated engine control strategies are being

developed to desulfate the poisoned trap by operating the

engine at a high temperature (>550�C) and rich of the

stoichiometric air/fuel ratio for a short period of time. In

addition, the air-to-fuel ratio must be carefully controlled to

avoid the formation of H2S during excessive rich conditions.

LNT technology has the capability of removing up to 90% of

the NOx in the exhaust. Having lower sulfur fuels available

will favor high NOx conversion levels and also reduce the

requirements for desulfation. Improvements in catalyst and

engine control technologies hold promise for the future.

Catalytic Hydrogenation of Vegetable
Oils for Edible Food Products

Triglycerides

Plant-derived oils such as soy, cottonseed, peanut, canola,

corn, etc. are natural sources of edible products such as

baking dough for cakes, cooking oils, salad dressing,

chocolates, margarine, etc. Non-edible products such as

lubricants, creams, lotions, etc. can also be produced

depending on the processing of the oils. Natural oils are

composed of long chains of fatty acid esters called

triglycerides as shown in Fig. 6.13. The triglyceride chains

are polyunsaturated, the degree of which influences their

stability against oxidation in air.

Catalytic hydrogenation of the double bonds improves

the stability against air and raises the melting point such

that solids can be produced. Thus, the precursor to chocolate

candy, margarine, or a cake mix is liquid oil that upon

hydrogenation becomes an edible solid at room temperature.

The more double bonds hydrogenated (the more saturated)

the higher istowards air but often more injurious to our

health by deposition of cholesterol in our blood the melting

point, the lower is the reactivity vessels. The goal of a good

catalyst coupled with the proper process conditions is to

produce a reasonably healthy product with the desired melt-

ing point range with sufficient air stability to permit good

shelf life.

Oils are classified by the length of the glyceride chain and

degree of polyunsaturation. Typically nature produces oils

with each chain length between 12 and 22 carbons with up to

three unsaturated bonds usually all in the cis-form.

Triglycerides with 18 carbons per length and three double

bonds at positions 9, 12, and 15 counting from the first

carbon in the ester group are called linolenic and designated

C18:3. This structure is shown in Fig. 6.13. The outermost

double bond is so reactive towards air that oils with three

double bonds in the alkyl chain are rare. Therefore, the most

prevalent in nature have double bonds at positions 9 and 12

and are referred to as linoleic (C18:2). Its reactivity is about

half that of linolenic. The least reactive is oleic (1/20 that of

linolenic) with only one double bond per length at position 9

(C18:1). Stearic is the term used for glycerides with all

bonds saturated (C18:0). Not surprisingly, this form has

virtually no reactivity towards air, has a high melting

point, and is unhealthy.

The source of the oils plays a major role in producing a

product with the desired melting point, stability, and health

consequences. Cotton, sunflower, corn, and soy bean oils are

a mixture of the four basic triglycerides with 50–70% C18:2

being the most dominant followed by 20–30% C18:1 with

less than 1% C18:3. Less than 10% are other saturated oils

such as C16:0. Palm kernel and coconut oils have almost

80% saturated triglycerides (C12:0, C14:0, and C16:0), have

high melting points, and are stable against air but not

healthy. They are used for protecting the skin against exces-

sive sun exposure. Olive oil has up to 80% C18:1 and is

therefore relatively healthy.

The most common oil hydrogenation catalysts are

20–25% Ni on Al2O3 and SiO2. The nickel salts are either

impregnated or co-gelled with a carrier precursor such as a

soluble Al or Si salt. The catalytically active state of Ni is the

reduced (metallic) form. The activation step is performed

during manufacture at which time the catalyst is coated with

a fatty gel to protect it from air oxidation during shipment.

Less than 1% by weight of catalyst is added to the batch

reactor where the fatty protective gel slowly dissolves and the

hydrogenation reaction commences. Temperatures of 100�C
and H2 pressures of 3–5 atmospheres are used to ensure

adequate dissolution of the H2 into the feed stream. Reactions

are carried out between 100 and 160�C. Stirring is vigorous to
maximize bulk gas diffusion to the catalyst surface. The

catalyst particles are small to minimize pore diffusion

resistance and increase liquid–solid mass transfer area.

Cu supported on Al2O3 is less active than Ni and this

property is used to “brush” hydrogenate. Only minimum

hydrogenation occurs maintaining the melting point butFig. 6.13 Unsaturated fat molecule. Example shown is linolenic oil
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sufficient to improve stability against air. This is sometimes

used for producing salad oils.

The reaction profile is generally sequential with

hydrogenation first occurring on the most active double

bonds followed by those less active [24–26]. Time distribu-

tion shows the linoleic form decreasing as the oleic form

increases. After extended reaction time, the stearic begins to

form as the oleic is slowly hydrogenated. Thus, one can

design the process to control the product distribution in a

predictable manner.

Hydrogenation of the linoleic form with a melting point

of �13�C will produce a oleic product with a melting

point of 5.5�C very suitable for consumption. During the

partial hydrogenation process, it is most desirable to mini-

mize isomerization to the trans isomer (the hydrocarbon

groups are trans to each other across the remaining unsatu-

rated bonds) because this structure raises the “bad” choles-

terol or LDL (low-density lipids). A partially hydrogenated

cis-structure may have a melting point of 6�C, whereas its
trans isomer melts at 40�C. The trans isomer is more readily

formed at high reaction temperatures, high Ni catalyst

loadings, and at low hydrogen pressures (low concentration

of H2 at the catalyst surface). Pt containing oil hydro-

genation catalysts produce considerably less trans than Ni;

however, the high activity causes excessive hydrogenation

of the double bonds. To minimize this effect, NH3 is

intentionally added to the feed or catalyst to poison its

activity towards hydrogenation. By so doing, a low trans

oil is produced without excessive saturation of the double

bonds. In 2006, the U.S. Food and Drug Administration

required labels that report the amount of trans components

present in edible products.

Catalyst deactivation is mainly caused by mechanical

attrition due to the rigorous stirring. In most cases, adsorp-

tion guard beds are used upstream to remove most of the

impurities such as sulfur and phosphorous often found in the

feed. Recognizing that some poisons may break through, the

catalyst has an average pore size sufficiently large to admit

the triglycerides but smaller than the average size of the

organic compounds containing P and S. The spent catalyst

is separated from the product by filtration. Given the increas-

ing cost of Ni, it is recovered, refined, and used to make fresh

catalyst.

Fertilizers and Hydrogen Generation

General Reactions

Ammonium nitrate (NH4NO3) and urea (CO(NH2)2) are two

major sources of the world’s fertilizers. The nitrate is pro-

duced by reaction of ammonia and nitric acid.

NH3 þ HNO3 ! NH4NO3

Urea is produced by the reaction of NH3 with CO2 and its

subsequent decomposition.

2NH3 þ CO2 ! NH2CO2NH4

Heart

! COðNH2Þ2 þ H2O

Ammonia is produced by the catalytic hydrogenation of

N2 with H2

3H2 þ N2 ! 2NH3

Hydrogen is produced by a series of catalytic reactions,

the first of which is hydrocarbon reforming, and the second

is water gas shift. Considering natural gas (CH4) as the

starting hydrocarbon

CH4 þ H2O! 3H2 þ CO

COþ H2O! H2 þ CO2

Nitric acid is produced by the selective catalytic oxida-

tion of NH3 and its subsequent hydration

2NH3 þ 7

2
O2 ! 2NO2 þ 3H2O

3

2
NO2 þ 1

2
H2O! 3

2
HNO3 þ 1

2
NO

Each catalytic step will be discussed in this section.

Hydrogen Generation for the Production of NH3

Producing H2 from hydrocarbons such as natural gas is

currently practiced in the chemical industry [27–30] under

steady state conditions with carefully controlled catalytic

unit operations. The overall process is as shown in Fig. 6.14.

Traces of organic sulfur compounds such as mercaptans,

thiosulfides, and alkyl sulfides are added to natural gas to

impart odor for safety detection of leaks. Because sulfur

compounds are poisons to the downstream catalysts, they

must be removed. The technology of choice is hydrodesul-

furization or HDS.

RH� Sþ H2 ! H2Sþ RH2

The reaction is carried out at about 300–400 psig and

300–400�C, but these conditions vary with the hydrocarbon

feed. The catalyst is 3% Co, 15% Mo deposited on spheres
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(25–75 m2/g) Al2O3 with diameters of 2–3 mm. The catalyst

is presulfided to decrease its activity towards undesirable

side reactions such as coking.

The H2S produced is removed downstream from the HDS

reactor by adsorption on ZnO particles at about 400–500�C.

H2Sþ ZnO! ZnSþ H2O

Primary reforming of the sulfur-free natural gas (i.e.,

CH4) is the first step to produce a H2-rich gas.

CH4 þ H2O! COþ 3H2

The reaction is highly endothermic and thus is favored at

high temperatures. The maximum temperature achievable is

limited by metallurgy of the reactor. Given the increase in

gas volume, the reaction is favored by low pressures.

The catalyst is approximately 30% Ni with about 14%

CaO on highly densified alpha alumina (a-Al2O3) with a

surface area about 2–5 m2/g. The CaO reacts with the

Al2O3 forming CaAl2O4 for added mechanical strength

under the severe operating conditions of 800�C and

300–400 psig and a steam environment up to 75%. The

reaction rate is limited by a combination of heat transfer

and pore diffusion, the latter due to the inadequate accessi-

bility of the reactants to the catalyst interior. To counter

pore diffusion limitations, the catalyst is manufactured as a

donut with two to three holes to increase the external

contact area and decrease the diffusion path. The space

velocity is between 1,000 and 2,000 h�1. The active cata-

lyst is Ni metal, so it must be reduced carefully with H2

prior to introducing the feed. The reaction is carried out in a

series of tubular parallel reactors located in a large fired

box furnace to provide the necessary heat.

Deactivation is due mostly to the slow accumulation of

sulfur that breaks through the upstream HDS/ZnO guard

beds. Sulfur irreversibly decreases the activity of the Ni

that allows the methane decomposition rate to become

significant leading to the accumulation of hydrogen-

deficient carbon or “coke.” This builds up within and

between catalyst particles, leading to its fracture and an

increase in pressure drop. During process shut down, the

catalyst must be “passivated” to protect against air oxida-

tion of the Ni and a subsequent fire due to its strong

exotherm creating a safety hazard at the plant site. This is

accomplished by periodically injecting small amounts of

air and carefully oxidizing the surface of the Ni while

monitoring the exotherm.

Fig. 6.14 The catalytic synthesis

of hydrogen from natural gas for

ammonia synthesis using

hydrodesulfurization, steam

reforming, partial oxidation,

water gas shift, methanation,

and CO2 scrubbing
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Equilibrium limits conversion of the CH4, so partial

oxidation or secondary reforming of the unreacted CH4 is

used to generate more heat and H2 in a secondary reforming

step. The addition of air also serves the purpose of

providing the required N2 for the subsequent ammonia

synthesis reaction. Secondary steam reforming also uses a

high-temperature resistant Ni containing catalyst that must

retain its strength after prolonged exposure to close to

1,200�C due to the oxidation in the front end of the bed.

The catalyst used is a-Al2O3 impregnated with about

18–20% Ni and 15% CaO.

2CH4 þ N2 þ 2O2 ! COþ 3H2 þ CO2 þ H2Oþ N2

The exit from the secondary reformer contains about

10–12% CO, is cooled to about 350�C, and fed to a high-

temperature water gas shift (HTS) reactor.

COþ H2O! H2 þ CO2

The particulate catalyst is composed of 90% Fe and 10%

Cr. The Cr minimizes sintering of the active Fe phase. The

catalytic reaction is limited by pore diffusion, so small

particles are used. The exit process gas contains about 2%

CO as governed by the thermodynamics and kinetics of the

reaction. This reaction is slightly exothermic and thermody-

namics favor low temperatures that decrease the reaction

rate. It is therefore necessary to further cool the mix to

about 200�C where it is fed to a low-temperature shift

reactor (LTS) containing another particulate catalyst com-

posed of 30–35% Cu, 45% ZnO, and 13–20% Al2O3. The

catalyst is active in the reduced form, so it must be carefully

activated with H2 avoiding excessive overheating which will

cause sintering. The Zn and Al2O3 are added to stabilize the

Cu because it is sensitive to sintering. The CO is decreased

to its thermodynamic limit as imposed by the temperature

and gas compositions. Typically, the CO is reduced to less

than about 0.5%. The catalyst deactivates by traces of sulfur

and sintering of the active Cu phase. Because of the neces-

sity to operate at low temperatures, the reaction rate is

slow and large volumes and low space velocities

(1,500–2,500 h�1) are used.
The active Cu-containing catalyst is also very air sensi-

tive (like the Ni reforming catalyst) and will spontaneously

oxidize generating uncontrolled reaction heats. Thus, it must

be passivated before discharged and exposed to air. A small

amount of air is added to the reactor and the temperature

monitored. This process is continued until the exotherm is

small enough that the catalyst can be safely removed from

the reactor.

The remaining CO, which poisons the downstream

ammonia synthesis catalyst, is removed by methanation

using either a Ni or Ru on Al2O3 catalyst at 300
�C

COþ 3H2 ! CH4 þ H2O

The CO2 is scrubbed in an amine solution.

Ammonia Synthesis

The Haber process for the synthesis of ammonia from H2 and

N2 has been practiced since the beginning of the twentieth

century always with a massive Fe catalyst [31].

N2 þ 3H2 ! 2NH3

It is mildly exothermic, so the reaction is thermodynami-

cally favored at lower temperatures but at high pressures due

to the contraction of gaseous product volume. To obtain

reasonable rates, the process is operated at about 450�C
and pressures approaching 5,000 psig at a space velocity of

10,000–15,000 h�1. The process is operated in a recycle

mode, so ammonia is continuously removed aiding the

equilibrium.

The active catalyst is 75–80% Fe metal, 10% Fe2O3, 4%

Al2O3, less than 5% alkali and alkaline earth (Li, Ca, and

Mg), with 1% SiO2 added to minimize sintering of the Fe.

The promoters are added to a melt of magnetite (Fe2O3). The

solid mass is then ground to 1 mm particles, charged to

the fixed bed reactor, and slowly reduced with H2 at

500�C. The reduction generates active Fe metal with some

porosity due to liberation of oxygen forming H2O. The

surface area is increased from about 1 m2/g to about

20 m2/g. The small particle size of the finished catalyst is

necessary to minimize pore diffusion limitations. Special

precaution is necessary during discharge from the reactor

because air exposure will spontaneously oxidize the Fe

surface generating large quantities of heat.

The catalyst is poisoned by CO, CO2, and H2O, so they

must be rigorously removed upstream in the hydrogen syn-

thesis process. Oxygen-containing molecules are permanent

poisons. Other poisons such as sulfur, arsenic, halides, and

phosphorous must be carefully removed upstream in as

much as they too are permanent poisons.

Nitric Acid Synthesis

Nitric acid is produced by the selective oxidation of NH3

over a gauze catalyst composed of 90%Pt, 10%Rh (some

gauze is 90% Pt, 5% Rh, and 5% Pd) [32]. This reaction was

used in the “Selectivity” section to demonstrate the high

efficiency with which PtRh leads to NO production as

opposed to more thermodynamically favored N2.
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4NH3 þ 5O2!PtRh 4NOþ 6H2O

4NH3 þ 3O2 ! 2N2 þ 6H2O

The low-pressure process (15–30 psig) produces NO with

a selectivity of 98% and the high-pressure process (150 psig)

has a selectivity of 94%. The high-pressure plant allows for a

smaller reactor (and gauze) diameter (3 ft) compared to 12 ft

for the low-pressure process.

The feed is composed of 10–12% NH3 in air and is fed to

the reactor at an inlet temperature of about 250�C and a

space velocity approaching 50,000 h�1. For a high-pressure
plant, the exotherm generates an outlet temperature of

900�C. The NO product is cooled and noncatalytically

converted to NO2, its thermodynamically favored state at

low temperatures, which reacts with H2O forming HNO3.

The finished alloy catalyst is manufactured by a knitting

process to form a wire gauze that looks like a door screen.

The Rh is added to impart mechanical strength during the

wire drawing operations. During reaction, the catalyst

undergoes an unusual morphology change. The Pt forms an

oxy–nitrogen species and volatilizes from the gauze. The

smooth wires become roughened and sprout resembling

cauliflower. The surface area of the gauze increases by 20

times. The loss of Pt enriches the surface with Rh and the

catalyst slowly loses activity. After approximately 90 days

of operating a high-pressure plant, the Pt content of the

gauze is reduced to 50%. The volatile Pt is captured down-

stream on a “getter gauze” made of Pd. The Pd surface

catalytically decomposes the gaseous oxy–nitro Pt species

and a Pt–Pd alloy forms that allows for easy recovery of the

precious metals. The spent catalyst is returned to the supplier

where the precious metal is recovered for future use.

Another source of deactivation is Fe contamination

originating from the corrosion of upstream equipment

depositing on the gauze resulting in decomposition of the

NH3 to N2. Another source is from the Fe-containing ammo-

nia synthesis catalyst.

Although the largest use for nitric acid is NH4NO3

fertilizers, it is also used for explosives and nylon polymers.

Pure Hydrogen Generation with Pressure Swing
Adsorption Purification

For applications in which N2 is not needed, such as H2 or

alcohol production, pressure swing adsorption (PSA) is used.

The process flow diagram is shown in Fig. 6.15.

There is a renewed interest in hydrogen generation for the

developing hydrogen economy with the anticipated use of

fuel cells as a power source for vehicles [33]. The fuel cell

generates electricity by electrochemically oxidizing H2 and

reducing O2. Because it directly converts chemical to elec-

trical energywithout using the traditional mechanical steps

of piston-driven engines and turbines, it promises to be more

efficient, cleaner, decrease our dependence on oil, and gen-

erate less greenhouse gas. The small-scale generation of H2

for cost-effective refueling stations is a major issue that is

aggressively being studied. Ultimately, it will be derived

from water by electrolyzers using natural sources such as

solar, wind, and geothermal energy. Until these technologies

are available, natural gas reforming is a likely source

because infrastructures exist in many cities in the world.

The fuel cell powered vehicle will require an infrastructure

similar to gasoline and diesel service stations. High-pressure

H2 will have to be available to refuel the vehicles.

Fig. 6.15 The catalytic synthesis

of hydrogen from natural gas

using hydrodesulfurization, steam

reforming, water gas shift, and

pressure swing absorption (PSA)
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Such demonstration stations are now being built in various

parts of the world. PSA is used for final H2 purification. The

partial oxidation and the LTS are eliminated. There is there-

fore a loss of some hydrogen production, but the final H2 is

not diluted with N2. The PSA purification unit replaces the

methanator and CO2 scrubber and produces pure H2. Some

of the H2 is recycled for HDS and some combusted to

provide the heat for steam reforming.

Given the need for smaller size reformers to be operated

in local communities, safety will be an elevated concern.

These reformers must contain nontoxic and air-insensitive

catalysts, thus eliminating Ni, Cu, and Cr from consider-

ation. A major research effort is underway to redesign the

entire H2 generation process system using modern materials

such as monoliths and precious metal catalysts [33].

For fuel processors directly integrated to a residential fuel

cell, H2 must be maximized and no pressure is available for

PSA. In these cases, a high- and LTS catalyst will be

required. Hydrogen purification to reduce the CO to less

than 10 ppm will be managed by preferential oxidation [34].

Production of Butyraldehyde: A Homogeneous
Catalytic Reaction

Butyraldehyde

The incorporation of an inner layer of poly(vinyl butyral) or

(PVB) in the glass of an automobile windshield protects

against serious head injuries when a passenger strikes it

during an accident. The strongly adherent coating is

optically transparent and maintains the glass intact (anti-

shattering agent) when a foreign object hits the surface.

Thus, the glass does not shatter when a stone strikes its

surface. PVB is produced by reaction of polyvinyl alcohol

(PVA) with linear butylraldehyde (CH3CH2CH2CHO).

Another important application of butyraldehyde is in the

production of oxo-alcohols for use as plasticizers used to

improve mixing of solid compounds that must be molded or

extruded into specific shapes. The hydrogenation catalyst is

Ni/Al2O3.

Butylraldehyde is produced by a homogeneous catalytic

process called hydroformulation in which CO and H2 are

added to liquid propylene using a soluble cobalt-containing

complex catalyst Co(CO)6. The reaction is carried out with a

butanol solvent

CH3CH ¼ CH2 þ H2 þ COCo(CO)6

! 80%CH3CH2CH2CHOþ 20%CH3CHCHO

þ CH3CHCHOCH3

The conditions needed to catalyze the reaction are very

severe; pressure ¼ 3,000–4,500 psig and 150�C. The high

pressure maintains the propylene in solution, ensures suffi-

cient solubility of the H2 and CO, and maintains the Co-

carbonyl complex stable against decomposition. The product

distribution is 4:1 linear to branch.

Much less severe conditions can be used with the

Wilkinson homogeneous catalyst rhodium tricarbonyl

triphenyl phosphate, HRh(CO)3(PC6H5)3. Pressures equal

to 225 psig and temperatures of 100�C selectively produce

the more useful linear form [35]. The milder conditions more

than compensate for the more expensive Rh (1,000 times

that of Co). The aldehyde product is distilled leaving the

catalyst in the solvent ready for reuse.

Homogeneous catalysts are structurally well- defined

complexes and, because they are soluble in the reaction

mix, are not subject to pore diffusion limitations as are

heterogeneous catalytic materials. They are almost always

highly selective towards desired products. The main consid-

eration is that the complex be stable and reactor conditions

chosen such that all the gaseous reactants are adequately

dissolved and mixed in the liquid phase. Homogeneous

catalysts are easily characterized by standard instrumental

methods for compound identification such as XRD or spec-

troscopy. Deactivation is associated with attack by traces of

carboxylic acidic byproducts and impurities in the feed such

as O2 and chlorides that attack the ligand groups.

Polyethylene and Polypropylene
for the Production of Plastics

Polyethylene

Specially prepared plastics are rapidly replacing traditional

metal components because of their strength, transparency,

resilence, lighter weight, and greater corrosion resistance.
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The largest volume products are polyethylene and polypro-

pylene. Each has its own contributions to the marketplace

where the former is primarily used for low-strength

applications such as milk and food containers. Polypropyl-

ene is used when enhanced strength, higher melting temper-

atures, and greater resistance to chemicals such as chemical

holding tanks and automobile bumpers are required.

There are two prevalent methods of producing polyethyl-

ene, both of which involve heterogeneous catalysts. A slurry

phase process utilizes chromium oxide deposited on SiO2

dispersed in a solvent such as cyclohexane at 80–150�C and

a pressure between 300 and 500 psig. The process operates

in a recycle mode with a residence time of 2–3 h. The

product containing the solvent and polymer is flashed leav-

ing the polymer. The catalyst is usually left in the polymer

because its concentration is extremely low. The operating

conditions are adjusted to produce both high- and low-

density polyethylene. The active site is Cr+2 produced by

the reduction of Cr+6 by ethylene. The reaction mechanism

proposed is that the polymer coordinates with one of the Cr+2

sites and the incoming ethylene coordinates with another

site. Insertion of the ethylene into the double bond of poly-

mer propagates its growth.

A second method of production utilizes the Ziegler–Natta

TiCl4 catalyst with liquid cocatalysts such as an alkyl alumi-

num halide. This is a reactive catalyst that must be prepared

at the exclusion of air and water. The alkyl group of the

cocatalyst coordinates with the Ti+3 site. The polymer grows

by insertion of the ethylene into the double bond of the

adsorbed polymer on another site.

Polypropylene

The most modern production route for polypropylene (PP)

is also the Zeigler–Natta catalyst [36–38]. The catalyst is

TiCl4 supported on MgCl2 along with aluminum alkyl

halide cocatalyst such as diethyl aluminum fluoride

(CH3CH2)2AlF. The MgCl2 is milled to a very disordered

but active structure and the TiCl4 is added. Production of the

PP can be carried out in a fluidized gas phase reactor

between 50 and 100�C and 100–600 psig. Ethyl benzoate

is also used as part of the catalyst preparation and functions

to reduce the TiCl4 to active TiCl3. The role of the alkyl

component of the cocatalyst is to coordinate with the Ti+3

site where it inserts into the adsorbed polypropylene

continuing the chain growth. The amount of catalyst used

is so small it is retained in the final polymer product with no

negative consequences. Unreacted gases are removed and

recycled at the completion of the process. The most desirable

product for the largest market is the isotactic form in which

all CH3 groups are on the same side of the polymer chain.

Typically, it has a density of 0.9 g/cm3, a melting point of

170�C, and an average molecular weight of 500,000. The

polypropylene product is mixed in a separate reactor with

ethylene to make a block polymer with enhanced mechani-

cal properties.

Water, CO, and O2 are the most significant poisons and

are carefully removed upstream of the process.

The catalyst preparation and the process are far more

complicated than presented here, so the reader is encouraged

to refer to more detailed references [36–38].

Catalyst Challenges

Catalysts will have additional challenges as we move for-

ward in the twenty-first century. In this author’s mind, one of

the most critical is the need to balance our rapidly expanding

energy needs with the environment. Catalysts are already

playing a dominant role in pollution abatement and in the

production of specialty petroleum and chemical products.

The main challenge will be to use bio-renewable energy

sources (Chap. 33) as well as solar, wind, geothermal, etc.

with the specific goal of freeing us from the use of fossil

fuels. The hydrogen economy coupled with the fuel cell

holds great promise as one road to meet this challenge

[39]. Catalysts will play a key role in this pursuit, although

the road map is not yet complete. This will be an exhilarating

ride as we find our way to clean energy.

Another area of great importance is the application of bio-

catalysis using enzymes to produce a growing number of

pharmaceutical agricultural products and fuels such as

ethanol. This subject is outside the scope of this review so

other sections of this Handbook (see Chap. 31) should be

consulted.
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Environmental Chemical Determinations 7
William L. Budde

Introduction

Environmental chemical determinations are identifications

and measurements of the concentrations of elements,

compounds, or ions in environmental media. In a chemical

determination equal importance is given to the correct iden-

tification of the substance, and to its accurate and precise

measurement. There has been a tendency in some environ-

mental work to place more emphasis on making accurate

and precise measurements, and to give less attention to

ascertaining the correctness of the identification of the sub-

stance being measured.

Air, water, soil, and sediment are broad categories of

environmental media and each of these can be divided into

several subcategories, for example, ambient air, indoor air,

industrial or workplace air, and vapor emissions frommobile

or stationary combustion sources. Body fluids and tissue are

also relevant environmental media because they are often

analyzed to determine human, animal, and plant exposure to

environmental chemicals.

Significance of Environmental Chemical
Determinations

Accurate and precise identifications and measurements of

specific chemical substances are fundamental to environ-

mental studies and protection programs. Determinations

are required to understand natural background concen-

trations of chemicals in the environment, the nature and

extent of environmental pollution by anthropogenic

chemicals, trends in concentrations of these substances,

the transport and fate of chemical substances, and the

causes of variations of concentrations in time and space.

Accurate and precise determinations are also required to

assess human health and ecological risks caused by expo-

sure to natural and anthropogenic substances, establish air

and water quality standards, develop pollution-control

strategies, evaluate the effectiveness of pollution preven-

tion and treatment technologies, and monitor compliance

with and the effectiveness of discharge and other govern-

ment regulations. These data are also needed to develop,

calibrate, and verify mathematical models used to predict

the impact of changes in concentrations of specific

substances in the environment. Environmental chemical

determinations are also required to set priorities and make

cost estimates for the remediation of abandoned hazardous

waste sites.

In addition to specific chemical substances, a variety of

other determinations is very important and is often required

for environmental studies and protection programs. These

include identifications and measurements of bacteria,

viruses, protozoa, and minerals such as asbestos fibers.

Measurements of meteorological conditions, particulate

matter in air by size, water turbidity, biological oxygen

demand, chemical oxygen demand, and radioactivity are

also very important. These and other similar determinations

are beyond the scope of this chapter and the reader should

consult other reference books for information about

these topics.

Chemical Analysis Strategies

A wide variety of chemical analytical strategies is used in

environmental analysis programs. In order to develop an

appropriate strategy for a specific program, the objectives

of the program must be thoroughly defined and understood

by all participants. An analytical strategy for the program

can then be developed by selecting and combining the most

appropriate analytical methods and other key elements that

will provide the results needed to fulfill the objectives of the
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program. Some of the major issues and strategies that

must be considered in developing a specific strategy for an

analysis program are described in this section.

Samples and Sampling Strategies

The goals of the environmental program will usually define

the specific types of samples that must be acquired and

analyzed, for example, ambient air, drinking water, ground

water, soil, sediment, blood, sweat, urine, tissue, etc. The

sampling strategy is a broad but detailed plan for the acqui-

sition of the samples needed for the project. Sampling

techniques and procedures are the actual physical processes

used to acquire the samples. Sample preservation protects

the integrity and validity of the samples before, during, and

after the actual sampling process. Sampling strategies,

techniques, and sample preservation are major factors

contributing to the success or failure of environmental chem-

ical determinations.

The sampling strategy defines in detail what, where,

when, and how the environmental samples will be acquired.

This plan should specify all details including the number of

sampling stations for air, water, soil, sediment, or fish

samples; the locations of the sampling stations; the time of

the day of sampling; the frequency of sampling; the depth of

sampling for water, soil, and sediment samples; the meteo-

rological conditions and altitude for air sampling; and, the

need for replicate samples taken at the same time and place.

For body fluids and tissue samples myriad details must be

considered including the number of persons contributing or

the kinds of wildlife-related samples that must be collected.

The plan should specify a series of discrete samples, a

composite sample from contributions at various intervals,

or a continuous flow of sample over a period of time.

A sampling strategy that does not provide appropriate and

representative samples seriously jeopardizes the value of the

chemical determinations.

The sampling techniques and procedures define the type

of sampling equipment, the containers used for the samples,

the procedures used to clean the sample containers and

sampling equipment, the calibration of sampling equipment,

and sample compositing procedures if composite samples

are required. Sample preservation must ensure that the

chemical composition of the sample at the time of analysis

is the same as it was at the time and place of sampling and is

not the result of physical or chemical changes caused by the

conditions of shipment and storage prior to chemical analy-

sis. Significant research has been conducted to find sample

containers that resist adsorption or degradation of sample

components. Samples are often shipped and stored at low

temperatures, and treated with various chemical reagents, to

retard microbiological degradation of the analytes or to

prevent chemical reactions that can change the composition

of the sample. Appropriate sampling techniques and preser-

vation procedures are required to provide valid samples and

valid chemical determinations.

Determination of Total Elements or Total
Related Substances

A standard analysis strategy is the determination of the total

amount of an element in a sample where the element is

present in several or more elemental forms, compounds,

ions, oxidation states, or physical phases. This strategy was

developed before chromatographic and other techniques

were available to separate the individual substances

containing the element of interest. It is widely used in envi-

ronmental studies and government regulatory programs.

However, the meaning of total is variable because some

analytical methods do not include all the physical phases

or chemical forms in the determination. The sample prepa-

ration procedures in individual analytical methods define

exactly which elemental forms, compounds, ions, oxidation

states, and physical phases are included in a total measure-

ment. A similar strategy is the determination of the total

amount or total concentration of a group of closely related

compounds or ions without specifying the relative or abso-

lute concentrations of the individual substances. Closely

related substances usually have some common physical or

chemical properties, elemental composition, or structure.

The broadest definition of, for example, total mercury

(Hg) in a sample is the sum of the elemental Hg0, the Hg

in all inorganic compounds of Hg1, the Hg in all inorganic

compounds of Hg2, and the Hg in all organic compounds

in which Hg is bonded to C, O, N, S, or some other element.

All phases are included because some species may be pres-

ent in the vapor phase (Hg0), some soluble in water, and

some insoluble in water or present in the particulate phase of

an air sample. More limited definitions of total are often used

in analytical methods that separate physical phases or chem-

ical forms that contain the element of interest.

If a water sample contains both soluble and insoluble

manganese (Mn) compounds and ions, and it is filtered to

separate the dissolved and insoluble fractions, and the filtrate

and insoluble residue are analyzed separately, the results can

be expressed as total dissolved Mn and total suspended or

insoluble Mn. Phosphorus (P) can be determined colorimet-

rically as the ortho-phosphate ion, PO4
�3, in aqueous

samples after a reaction that forms an intensely blue-colored

derivative. However polyphosphate ions and other ions and

compounds containing P do not form this derivative. Total P

in a sample can be determined with the same colorimetric

procedure after acid hydrolysis and oxidation of all ions and

compounds containing P to PO4
�3. In some elemental
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analyses the sample is treated with reagents designed

to make available for measurement some fraction of an

element or elements but not the total amount. For example,

a soil sample may be treated with water at pH 3 to simulate

the leaching process of acid rain. A total elemental analysis

of the filtrate provides information about just those elements

solubilized by the mild acid treatment. This can be called the

determination of total mild acid leachable elements.

The measurements of total organic carbon (TOC) and

total organic halogen (TOX) in a sample are used to assess

many types of environmental samples. The analytical

methods for TOC employ procedures to physically separate

the inorganic carbon, that is, carbonate, bicarbonate, cya-

nide, and other inorganic substances containing C, from the

organic compounds and ions in the sample. The TOC is then

measured by oxidation of the organic compounds and ions to

carbon dioxide which is determined by one of several

techniques. The analytical methods for TOX use procedures

to separate inorganic halogen-containing ions from halogen-

containing organic compounds and then determine the total

halogens in the organic compounds.

Some analytical methods have been developed for the

determination of groups of closely related compounds or

ions. The classic example is the measurement of combined

phenolic materials colorimetrically after a reaction that forms

a red derivative with many phenols. However, different

phenols form derivatives with somewhat different visible

absorption spectra and various phenols have different

reactivities with the derivatizing reagent. Therefore this

method is calibrated with pure phenol and the measurement

gives just an estimate of the total phenols in the sample. For

this reason this method is probably no longer widely used and

phenols are usually determined as individual compounds with

other analytical methods. Subgroups of complex mixtures of

congeners are sometimes measured together for convenience

of interpretation or for government regulatory programs.

These determinations give concentrations of, for example,

total tetrachlorobiphenyls, total pentachlorobiphenyls, etc.

Similar determinations of chlorinated dibenzo-p-dioxins and
chlorinated dibenzofurans at each level of chlorination are

specified in some analytical methods.

Determination of Specific Substances

Before the development of efficient chromatographic sepa-

ration techniques and selective and sensitive detectors, ana-

lytical methods for the determination of specific analytes in

environmental samples were very limited. Those methods

depended on highly selective chemical reactions that are

relatively rare and difficult to discover, or on very selective

physical measurements such as atomic absorption or emis-

sion techniques for elemental analytes. Therefore only a

relatively few analytical methods for the most common

and amenable organic and inorganic compounds or multi-

element ions were developed. It would have been essentially

impossible, and enormously costly, to develop, test, docu-

ment, and implement a large number of nonchromatographic

analytical methods for a wide range of often similar organic

and inorganic analytes.

Vapor phase or gas chromatography (GC) and high-

performance liquid chromatography (HPLC) provided

capabilities for the separation of microgram (106) and

smaller quantities of often similar individual substances in

complex mixtures. A variety of GC and HPLC detectors

were developed and, depending on the detector, the

separated substances could be determined with good to

excellent sensitivity and with fair to excellent reliability. It

was soon recognized that determinations of a broad range of

specific chemical substances was not only practical but also

essential to achieve the goals of many environmental studies

and protection programs.

Gas chromatographic techniques were first applied during

the 1960s to synthetic organic compounds and natural

products which are often complex mixtures of organic

compounds. The earliest applications of these techniques in

environmental research were GC-based determinations of

petroleum hydrocarbons in polluted air and chlorinated

hydrocarbon pesticides in several types of samples. Analyti-

cal chemists and environmental scientists concerned about

organic pesticides, industrial organic chemicals, and other

organic compounds emphasized the development of analyti-

cal methods for the determination of specific organic

compounds. In contrast, the emphasis in elemental and inor-

ganic analyses during the 1960–1980s was, with a few

exceptions, on determinations of the total amounts or

concentrations of specific elements in a sample without

regard to the specific compounds or ions containing those

elements. With the recognition that toxicity and other

environmentally significant properties varied widely with

the specific compound or ion, inorganic analytical chemists

later focused on chromatographic separations of individual

species. The term speciation came into use, mostly by inor-

ganic chemists, to distinguish this type of analysis from the

conventional determinations of the total amounts or

concentrations of the elements in a sample.
There are two general strategies for the determination of

specific organic or inorganic compounds and ions in envi-

ronmental samples [1]. The target analyte (TA) strategy

dominated analytical chemistry before the development of

chromatographic separation techniques and is by far the

most commonly used with contemporary separation and

detection techniques. The broad spectrum strategy became

feasible with the development of high-resolution chro-

matographic separation techniques and spectroscopic

detectors.
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Target Analyte (TA) Strategy. Target analytes are known

substances with known chemical, physical, and other

properties. They are either known or thought to be in

samples and they must be determined to meet the objectives

of the environmental analysis program. The TA strategy is

the analysis of the sample with an analytical method that is

designed and optimized to determine the target analyte or a

group of similar and separated target analytes. If the target

analytes are a diverse group with sufficiently different chem-

ical and physical properties, they are divided into subgroups

according to their similar properties. Several optimized ana-

lytical methods and separate environmental samples are

used to determine the analytes in the subgroups.

The TA strategy has many advantages that favor its

widespread application. Sample preparation procedures

can be designed to separate the target analytes from the

sample matrix with maximum efficiency, and to concentrate

them in a suitable solvent for further chromatographic sep-

aration. Some interferences can be separated from the

analytes during sampling or sample processing by pH

adjustments, chemical derivatization, evaporation of non-

target substances, or other techniques. Chromatographic

separation and detection techniques can be selected to give

the best practical resolution of analytes, selective detection,

and the lowest detection limits. The detector can be

calibrated for quantitative analysis with standard solutions

of the target analyte or analytes, and the analytical method

tested, perfected, and validated using test sample matrices

fortified with known concentrations of the target analyte or

analytes.

The target analyte strategy is widely accepted, under-

stood, and used in analytical chemistry, environmental

research, environmental protection programs, and in many

other fields of investigation. It is used in most environmental

quality surveys and government regulatory compliance

monitoring programs. Many analytical methods for a variety

of target analytes have been developed, tested, documented,

and implemented [1–4]. Cost estimates for analyses are

readily made and analytical costs are not difficult to control.

The target analyte strategy is used in the vast majority of

chemical analyses reported in the scientific literature.

The Broad Spectrum (BS) Strategy. The objective of the BS

strategy is to discover the substances present in the sample

and to measure their concentrations without a predetermined

list of target analytes [1]. As a starting point, the BS strategy

may follow the general scheme of a target analytical method,

but with minimum sample processing to allow a broad

variety of generally similar substances to reach the chro-

matographic separation and the detector. Procedures to

remove target analyte interferences are minimized or not

used to avoid discarding interesting and potentially impor-

tant components. If the sample is very complex, it is usually

divided into fractions that are likely to contain components

with similar properties. Several or more different types of

chromatographic separations may be required for the various

fractions depending on the components of the sample and

the breadth of information desired. The chromatographic

detectors are generally spectroscopic detectors that can pro-

vide information about the composition and structure of the

sample components. This information is used to identify

known substances, unexpected substances, and even

unknown substances. The most important and widely used

detector for the broad spectrum strategy is the mass spec-

trometer [1], but infrared, nuclear magnetic resonance, and

other spectroscopic techniques are sometimes used.

The identification of all or most substances in one or more

chromatograms, even with extensive spectroscopic data, can

be a challenging and difficult process. The available data

may not be sufficient to even tentatively identify all the

components, especially if pure authentic samples of

suspected substances are not available in the laboratory.

Calibration of a broad spectrum method for quantitative

analysis is delayed until the desired components are

identified. For these reasons, and the general preoccupation

with target analytes, the BS strategy is much less common

than the target analyte strategy.

The BS strategy is obviously important for the discovery

of unknown naturally occurring substances and anthropo-

genic chemicals in the environment. However, BS

strategies are more difficult than TA strategies to develop,

document, and implement. Cost estimates for analyses are

difficult to make because the number of substances found,

identified, and measured is not known until after the

samples are analyzed. Therefore, analytical costs are diffi-

cult to control. Because of the potential costs, the instru-

mentation requirements, the technical skills needed, and

time required, the BS strategy is not often employed espe-

cially by programs with limited objectives and budgets. A

strategy sometimes used in environmental studies is to

develop a target analyte method that can meet the

objectives of the study and give some attention to other

chromatographic peaks to identify potentially new or unex-

pected substances.

Single-Analyte and Multi-Analyte Methods

Traditional analytical methods, which were generally devel-

oped prior to the widespread application of GC and HPLC

techniques, were nearly always designed for a single target

analyte, for example, the colorimetric determination of

PO4
�3. With the development of GC and HPLC separation

techniques, the determination of several or more similar

compounds or ions in a sample was feasible and

multi-analyte analytical methods were developed and

234 W.L. Budde



documented. However, analytical chemists did not generally

attempt to include more than about 10–20 target analytes in a

method. This strategy was necessary because early GC and

HPLC columns were not very efficient and most GC and

HPLC detectors were either not selective or had limited

selectivity. Sample preparation procedures designed to

reduce or eliminate interferences continued to be very

important. Analytical methods for chlorinated hydrocarbon

pesticides with a GC separation and an electron capture

detector require appropriate sample preparation. These

multi-analyte pesticide methods are sometimes called

multi-residue methods because the pesticides are residues

in crops and other samples.

As more efficient high-resolution chromatographic sepa-

ration techniques were developed, and spectroscopic

detectors came into widespread use, the number of target

analytes in multi-analyte methods was increased. The sepa-

ration of most or all target analytes is often feasible and

spectroscopic detectors usually provide sufficient informa-

tion to make correct identifications of target analytes even

when some are not fully separated. Well-tested and

documented analytical methods for 80–100 or more analytes

in some types of samples are presently available [1, 2].

Multi-analyte methods significantly reduce the cost of an

analysis on a per analyte basis and add support to the already

strong justification for high-resolution chromatographic

separations and spectroscopic detectors.

Remote Laboratory Analyses and Field Analyses

Chemical analyses can be conducted in a laboratory remote

from the locations where the samples are taken or in the field

near the sampling sites (on-site). On-site analyses can be

conducted in a field laboratory which may be a temporary

building or a truck trailer, van, or recreational vehicle

equipped with utilities services and analytical equipment.

Another type of field laboratory is within a materials or

fluids processing facility. Alternatively, field analyses can

be conducted with mobile or portable instrumentation car-

ried in a small van, sport utility vehicle, moved with a hand

cart, or carried by a person. Each of these strategies has some

advantages and some disadvantages.

The remote laboratory has the advantages of providing

carefully controlled temperature, humidity, ventilation, and

background conditions with adequate space and utilities to

support a large array of major analytical instrumentation and

a staff of skilled analytical chemists and technicians working

in a convenient, comfortable, and safe environment. The

major disadvantage is that environmental samples must be

carefully preserved, shipped, and stored prior to analysis.

Furthermore, the analytical results may not be available for

several days or weeks because of the time required to

transport the samples to the laboratory, incorporate the

analyses into work schedules, and service the multiple

clients of a remote laboratory.

Field determinations have the major advantage of

greatly reducing the time between acquisition of the

samples and the availability of the analytical results. This

may allow utilization of the results quickly which can

provide significant cost savings in the field operations that

utilize the analytical information. For example, the rapid

availability of results from field determinations can be used

to fine-tune a sampling strategy to obtain the most signifi-

cant samples for detailed remote laboratory analysis. Simi-

larly, the results from field determinations can be used to

direct the work of construction crews or well drillers using

heavy and costly equipment. Mobile or portable instrumen-

tation can provide rapid and low-cost results from a large

number of samples taken over a broad geographic area in a

short period of time.

The analytical methods that are feasible in the field may

be significantly limited compared to what is feasible in a

remote permanent laboratory. If a field laboratory is located

in a temporary building or a large truck trailer, and adequate

utilities and personnel are available, many of the kinds of

analytical methods that are routinely implemented in a

remote laboratory may be feasible in the field. However,

because of space and power limitations, a broad variety of

instrumentation is usually not available and the number of

different analytical methods that can be implemented is

smaller than in a remote permanent laboratory. Mobile or

portable instrumentation is usually more limited and gener-

ally sample analyses are less complete and detailed than in a

field or remote laboratory.

Discrete Samples and Continuous Monitoring

Field analyses can be conducted with discrete or composite

samples similar to the samples used in a remote laboratory,

or by continuous monitoring of substances in a flowing

stream of gases or liquids. Continuous monitoring is

required when the results are needed within a period of

time that is shorter than the time required to acquire and to

analyze conventional discrete samples. Continuous monitor-

ing is often required to determine substances in a processing

facility and provide rapid feedback of results that are used in

process-control strategies. If continuous determinations are

made with sufficient speed to permit changes in sampling or

other strategies while the determinations are in progress,

these are called real-time analyses.

Continuous environmental monitoring in the field is

needed when the substances present and their concentrations

are changing rapidly. Discrete samples taken at inappropri-

ate times will give results that do not correctly assess the
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variable conditions in the atmosphere or a flowing stream.

Sample compositing may provide a better assessment, but

continuous monitoring and integration of the determinations

over time gives the best assessment. The determination of

the sources of fugitive emissions that are rapidly dispersed in

the atmosphere or in a flowing water stream requires contin-

uous and sometimes mobile continuous monitoring. The

concentrations of air pollutants, such as CO, NOx, SO2,

and O3, that vary widely with sunlight, automobile traffic,

wind speed, wind direction, and other meteorological

conditions are monitored continuously.

Sampling and analytical equipment used in processing

facilities and in the field have some of the same

requirements. However, equipment used in a facility may

have fewer constraints in regard to size, weight, and power

requirements than mobile and portable field equipment.

Standard chromatographic separation techniques are gener-

ally too slow for continuous measurements although GC

separations, especially fast GC, are used for process control.

Analytical Quality Assurance and Control

Analytical quality assurance (QA) is a broad program of

actions designed to ensure that the chemical determinations

are of known and acceptable quality. The QA program

encompasses all aspects of the chemical analysis from the

design of the sampling strategy to the documentation of the

results. Analytical quality control (QC) is the implementation

of specific actions designed to control the quality of the

determinations at some defined level of acceptance. All

physical measurements have some degree of variability and

uncertainty and the QA/QC program should define the limits

of these. The quality of analytical determinations is judged

by the attributes, or figures of merit, of an analytical method,

which include selectivity, sensitivity, detection limits, signal/

noise, recovery, accuracy, bias, precision, and validation.

These attributes are determined using a variety of special

measurements and fortified samples (QA/QC samples)

which are described in the analytical method. The time rela-

tionship between the analyses of the environmental samples

and the determination of the quality attributes is critical in

estimating the quality of the environmental determinations.

Published environmental chemical determinations are

often used in ways that are not anticipated by the original

investigators. The determinations may be used by other

investigators to estimate human or ecological exposure, assess

the level of industrial discharges, or to develop environmental

quality standards or discharge limitations. Therefore the

results of the QA/QC measurements, and their time

relationships to the analysis of environmental samples, should

be permanently attached to the environmental sample results.

TheseQA/QCdata should demonstrate that the environmental

data were obtained under controlled conditions that provide

credibility to the results. Other users of the data, sometimes

years in the future, should be able to assess the quality and

applicability of the information and take into account the

variability and uncertainty in the determinations.

Development and Documentation
of Analytical Methods

The complete development and documentation of an ana-

lytical method usually occurs over a period of several years

or more. The germ of most new methods is often a research

project in which a determination is needed. Organizations

that specialize in developing and manufacturing analytical

instrumentation frequently play a major role in supporting

the development of new analytical methods. But instru-

mentation alone does not constitute an analytical method.

The general acceptance and widespread use of methods

depends on many factors including the needs for research

or environmental monitoring of various substances, the

cost and complexity of instrumentation, the required

laboratory or field skills, and especially government

regulations. There is a high degree of variability in the

completeness, documentation, testing, and validation of

published analytical methods.

Research Methods

The basic concepts and fundamentals of most analytical

methods are usually first published in scientific journals,

for example, The American Chemical Society publications.

Analytical Chemistry, Environmental Science and Technol-

ogy, and the Journal of the American Chemical Society. These
descriptions are usually brief and often just summarize the

techniques and procedures of the method. Research reported

in scientific journals is often focused on a detailed investiga-

tion of a narrow subject area, and new analytical techniques

and procedures developed for the research are rarely tested in

a broader context. Analytical quality assurance and control are

often minimal or not described. Techniques and procedures

described in scientific research journals are the beginnings of

analytical methods, however, they usually require consider-

able development, modifications, and testing before they

become widely accepted analytical methods.

Methods in Development

Academic research groups, industrial laboratories, and

government agencies interested in conducting environmen-

tal surveys or monitoring programs often adapt research

techniques and procedures to the broader needs of the survey

or program. During this stage considerable experimentation
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is underway to evaluate equipment, instrumentation, chemi-

cal reagents, and other materials used in the method. The

incipient method may be tested with many potential analytes

and sample matrices. Modifications are implemented to

minimize or eliminate problems discovered during the

development process. Techniques and procedures are devel-

oped for identifications of analytes, calibration of instru-

ments for quantitative analysis, and analytical quality

assurance and control. Methods in development may be

described in a series of draft versions that are not usually

formally published but may appear in bound or unbound

technical reports. These methods are described in more

detail than in scientific journal articles, and descriptions

often contain detailed information about required equip-

ment, supplies, reagents, instrumentation, and personnel

skills. The technical reports and draft method descriptions

are often distributed informally through personal contacts,

scientific conferences, or the Internet.

Methods Published by Standard-Setting
Organizations

Standard-setting organizations that publish analytical methods

for environmental analyses include The American Society for

Testing and Materials (ASTM) [4], The American Public

Health Association (APHA) [3], The American Water Works

Association (AWWA), The Water Environment Federation

(WEF), The International Standards Organization (ISO), and

the Association of Official Analytical Chemists (AOAC).

These organizations assemble working committees of experts

that consider developed, widely used, and generally accepted

analytical methods for publication as standardized analytical

methods. Requirements of individual organizations vary and

these may include a description of the method in a specific

editorial format and the availability of multi-laboratory vali-

dation data for the proposed analytical method. Some of these

organizations also sponsor or participate in multi-laboratory

validation studies of proposed analytical methods. When an

analytical method is published by one of these organizations it

usually has been thoroughly tested and used by many

laboratories and analysts, and is widely known and accepted

by specialists in that type of determination. Publishedmethods

are reviewed periodically, updated as needed, and may even-

tually be replaced by entirely new methods.

Methods Published or Referenced
in Government Agency Regulations

The US Environmental Protection Agency (USEPA) and

other federal, state, and local government agencies in the

United States may require chemical analyses to determine

compliance with air quality, water quality, liquid waste

discharge, solid waste disposal, and other environmental

regulations. The analytical methods specified for these

purposes may be methods in development, methods

published by standard-setting organizations, or new methods

documented in the regulatory proposals [2]. The USEPA has

promulgated two types of analytical methods. Some

regulations, for example, some drinking water and waste

water regulations, require either analytical methods

designated in the regulations or approved alternative test

methods for compliance monitoring. Other regulations, for

example, some USEPA solid waste regulations, include or

reference analytical methods that are suggested or optional

but allow any other appropriate analytical methods.

Characteristics of Analytes, Samples, and
Sampling Techniques

The physical and chemical properties of analytes and the

nature of the sample have a major impact on, and often limit,

the sampling and other procedures and techniques that can

be employed in an analytical method. Major issues that must

be considered when developing an analytical method are the

volatilities, thermal stabilities, photochemical stabilities,

polarities, water solubilities, and chemical reactivities of

the sample components or target analytes; the physical

state of the sample; and the nature of the sample matrix.

Analytes, whether organic or inorganic, can be broadly

divided into three categories based partly on vapor pressure

(VP), or volatility, at ambient temperature and on some other

physical and chemical properties. There are major

differences in the procedures and techniques used to acquire

and process condensed-phase and vapor-phase samples.

Sampling ground water requires expert selection of

procedures and techniques to avoid significant analytical

errors.

Volatile Analytes

Volatile analytes are usually defined as those having vapor

pressures (VPs) greater than about 0.1 Torr at 25�C and an

external pressure of 760 Torr (1 Torr 1 mm of Hg or 133

pascals (Pa)). Figure 7.1 shows the structures, molecular

weights (MW), boiling points (BP), and VPs of three repre-

sentative volatile compounds of environmental interest.

Most volatile analytes have MWs below 200 but a low

MW does not guarantee that an analyte will be volatile.

Many substances have MWs below 200 but they are not

volatile because they are ionic or have polar groups of

atoms or engage in hydrogen bonding with other molecules.

Some compounds have high VPs, for example, MTBE in

Fig. 7.1, but reduced volatility in water because of their high

water solubilities. Boiling points of volatile substances range
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from below 0�C to above 200�C. Some compounds with BPs

at the upper end of this range are surprisingly volatile. For

example, nitrobenzene in Fig. 7.1 has a BP of 211�C but still

has a VP of 0.245 Torr at 25�C. At normal room

temperatures the distinctive odor of nitrobenzene vapor is

readily detected by most people.

Semivolatile Analytes

Semivolatile analytes are usually defined as those having

VPs in the range of 0.1 Torr to about 109 Torr, but this range

is approximate and some substances with VPs in this range

are considered volatiles or even nonvolatiles (next section).

For example, Hg0 has a VP of 2 103 Torr at 25�C, but is
often considered a volatile analyte. Most semivolatile

analytes have molecular weights in the range of 100–500,

but a MW in this range does not guarantee that a compound

is a semivolatile. However, because semivolatiles nearly

always have higher MWs and contain more atoms than the

volatiles, they have a significantly larger number of isomers,

congeners, and chiral forms. Semivolatiles are usually

devoid of structural groups that are susceptible to thermal

decomposition below about 300�C, or cause high polarity,

or impart high water solubility, or are very chemically

reactive. Figure 7.2 shows the structures, MWs, some

melting points (MPs), and VPs of four representative

semivolatile compounds of environmental interest. Both

benzo[a]pyrene and 2,3,7,8-tetrachlorodibenzo-p-dioxin

have VPs at the low end of the semivolatile range, but

they have little or no polarity and tend to behave as do

other semivolatiles with higher VPs. The VPs of

semivolatile compounds are generally insufficient to give

vapor concentrations at ambient temperatures that can be

detected by a distinctive odorb.

The large number of potential congeners and isomers of

some semivolatile compounds is illustrated in Table 7.1,

which shows the numbers of possible chlorinated biphenyl,

chlorinated dibenzo-p-dioxin, and chlorinated dibenzofuran

congeners and isomers. The total number of chlorinated

congeners of each parent compound is the sum of the possi-

ble isomers at each level of chlorination. Dibenzofuran has

more possible chlorinated congeners and isomers than

chlorinated dibenzo-p-dioxin (Fig. 7.2) because it has just

one-ring oxygen and a less symmetrical structure. If F, Br, I,

CH3, or any other uniform substituent replaces Cl, the same

numbers of possible congeners and isomers would exist. If

different atoms or groups of atoms were mixed as

substituents on these parent compounds, a significantly

larger number of different substances, congeners, and

isomers are possible.

Nonvolatile Analytes

All other compounds and essentially all ions are classified as

nonvolatile. Substances in this category have VPs lower than

about 109 Torr or have structural groups that are susceptible

to thermal decomposition below about 300�C, or that cause
high polarity, or that impart high water solubility, or that are

very chemically reactive. Figure 7.3 shows the structures,

MWs, some MPs, and VPs of six representative compounds

of environmental interest from this group. All these

examples except the herbicide glyphosate have reported

VPs in the semivolatile range, but they do not behave

as typical semivolatile compounds. Nitroglycerine and

N-nitrosodiphenylamine undergo thermal decomposition at

temperatures well below 300�C. The pesticide carbofuran

and the herbicide diuron are more thermally stable, but they

also tend to decompose below 300�C and on hot surfaces.

The polarities of the functional groups of this class of

compounds cause adsorption on polar surfaces and

dipole–dipole interactions with other molecules. Nearly all

carboxylic acids, for example, the herbicide 2,4-D in

Fig. 7.3, are susceptible to decarboxylation at elevated

temperatures and they interact with basic substances or

basic surfaces which reduces their volatility. Similarly,

basic substances such as amines and some other nitrogen

compounds interact with acids and acidic surfaces which

reduce their volatility.

Fig. 7.1 The structures,

molecular weights (MW), boiling

points (BP), and vapor pressures

(VP) of three representative

volatile compounds of

environmental interest
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Condensed-Phase Samples

If only semivolatile and nonvolatile components are of

interest, or the sample only contains these categories of

analytes, sampling procedures for most condensed-phase

samples are not difficult and require only a few precautions.

These include the materials used for sample containers, the

cleaning of sample containers, and the preservation of the

sample. Water samples for elemental analyses are treated

with acid at the time of sampling, or well before analysis, to

reduce the pH to 2. This ensures the solubility of metal-

containing ions which can precipitate or adsorb on container

walls at a pH 2. Glass containers are not used for elemental

analysis samples because aqueous acid solutions can leach

trace elements from glass. Samples are taken in plastic

containers which provide the added benefits of reduced

weight compared to glass, little or no breakage during

handling and shipping, and single-use containers that can

be disposed of at a plastic recycling facility. However,

samples for the determination of organic analytes are taken

in glass containers to prevent background contamination of

the samples by organic compounds that can leach from

plastic materials. These samples are often preserved by

addition of acid to make the sample pH 2 to retard

microbiological degradation of some analytes. Acid

leaching of glass containers generally has no effect on the

concentrations of organic analytes.

Condensed-phase samples containing volatile analytes

require special techniques because the volatile components

are elusive and can be readily lost during sampling and

Fig. 7.2 The structures, MWs,

some melting points (MP), and

VPs of four representative

semivolatile compounds of

environmental interest

Table 7.1 The number of possible chlorinated biphenyl, chlorinated dibenzo-p-dioxin, and chlorinated dibenzofuran congenors and isomers

Parent compound Total congeners Cl1 Cl2 Cl3 Cl4 Cl5 Cl6 Cl7 Cl8 Cl9 Cl10

Biphenyl 209 3 12 24 42 46 42 24 12 3 1

Dibenzo-p-dioxin 75 2 10 14 22 14 10 2 1

Dibenzofuran 135 4 16 28 38 28 16 4 1
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sample processing. Water samples must be taken with little

or no agitation of the sample and poured into the container so

there is no air space, often called a headspace, between the

top of the sample and the air-tight seal of the container.

This prevents vaporization of volatile components into the

headspace during shipment and storage which reduces the

concentration in the aqueous phase. Aliquots of water samples

are removed from sample containers by inserting a syringe

needle through the inert air-tight septum seal and drawing

water into a gas-tight syringe. Solid samples, for example,

Fig. 7.3 The structures, MWs,

some MPs, and VPs of six

representative nonvolatile

compounds of environmental

interest
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soils and sediments, may also contain volatile components

trapped in pores or dissolved in associated water and these

components are easily lost during sample handling. Solid and

semisolid samples are carefully and quickly placed in wide-

mouth sample containers that are sealed in the field and not

opened during any subsequent processing of the sample. Vol-

atile components are usually partitioned into water, organic

solvents, or the vapor phase and the extracts are analyzed

using techniques developed for liquid- or vapor-phase

samples. Water or an organic solvent are added to the sample

containers through inert and air-tight septum seals with a

syringe.

Ground water sampling is a significant challenge because

water must be lifted to the surface through a bore hole from

depths ranging from a fewmeters to 75 m or more. The lifting

process can disturb the equilibrium between dissolved

analytes and analytes associated with particulate matter, and

significantly change the temperature and pressure of the water

sample. These factors can cause changes in concentrations of

analytes and raise questions about the representativeness of

the sample. Volatile components of ground water samples are

particularly susceptible to losses caused by temperature and

pressure changes and degassing of the sample. Several types

of down-hole water samplers are available and several types

of pumps are used to purge a well and lift a stream of ground

water to the surface. The materials of construction of the

down-hole samplers, pumps, tubing used with pumps, and

well casings can also have an impact on the concentrations

of analytes in the sample. Considerable research has been

conducted to evaluate the materials and techniques used to

sample ground water, however, uncertainties remain because

there is no satisfactory ground water standard of reference for

comparison of various techniques.

Semivolatile analytes in vapor-phase samples are often

associated with particulate matter or aerosols that are

collected on glass or quartz fiber filters in a flowing air stream

[1].However some semivolatile analytes that have higherVPs,

for example, 3,30,5,50-tetrachlorobiphenyl in Fig. 7.2, can

slowly vaporize from a particle trapped on a filter in the

flowing air stream, and will be lost unless captured by an in-

stream sampling device. Small glass or metal tubes containing

polyurethane foam are often used to capture vaporized

semivolatile analytes. Other solid-phase adsorbents, which

are described in the next section, are also used to trap

semivolatile analytes vaporized from particulate filters.

Vapor-Phase Samples

There are two general approaches to sampling air, or vapor-

ous emissions from stationary (stack) and mobile (automo-

bile, truck, etc.) sources, for the laboratory determination of

volatile analytes [1]. Bulk vapor-phase samples can be taken

in the field in various containers and transported to a remote

or field laboratory for analysis. Containers used for bulk

vapor-phase samples include flexible polyvinyl fluoride

(Tedlar™) bags, evacuated glass or metal reservoirs, and

thermally insulated cryogenic collection vessels. Alterna-

tively, the volatile analytes can be separated from the main

components of air in the field and just the analytes and their

collection devices transported to the laboratory. The princi-

pal techniques used to separate volatile analytes from air in

the field are cryogenic traps, impingers, and solid-phase

adsorbents.

Bulk Vapor-Phase Samples. Flexible plastic sample bags are

generally limited to vapor-phase samples that can be

analyzed within a short time after sample collection. This

limitation is due to potential losses of analytes by surface

adsorption and surface chemical reactions. Transportation of

inflated bags over long distances to a remote laboratory is

cumbersome and can result in total losses of samples due to

punctures and other accidents. Plastic bags are used in some

laboratory operations, for example, to collect automobile

exhaust and vaporized fuel, and for samples that can be

conveniently transported to a laboratory.

Evacuated stainless steel canisters are widely used col-

lection devices for ambient air samples [5]. Sample canisters

have smooth and inert internal surfaces and few or no active

sites that adsorb volatile analytes or catalyze chemical

reactions. The 1–6 L canisters are easily transported to a

remote or a field laboratory. Canisters are leak tested

and cleaned in the laboratory prior to use, evacuated to

about 5 102 Torr or less, and transported to the sampling

site where samples are taken by opening the sampling valve.

Composite samples can be taken over time and/or space and

an in-line pump can be used to pressurize the container with

either additional sample air or pure air if sample dilution is

required. Pressurized samples are useful when longer-term

composite samples are taken or when larger samples are

needed to lower detection limits.

Condensation of an entire air samplewith liquid nitrogen or

liquid helium has been used for many studies. However, this

technique is expensive to implement and requires specialized

portable equipment for handling cryogenic fluids in the field.

Separated Analytes. Cold trapping is used to separate vola-

tile analytes from the main components of air in the field. Air

is drawn by a pump through an inert, often nickel, metal tube

immersed in a fluid at a very low temperature, for example,

150�C. The tube may be packed with some inert material

such as Pyrex™ glass beads and the temperature is sufficient

to condense most analytes but insufficient to condense oxy-

gen or nitrogen.

Plugging of the condensation tube with ice or other solids

can be a major problem when sampling large volumes of
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humid air. This problem is addressed by the employment of

air dryers that trap moisture but allow the nonpolar volatile

analytes to pass into the cold stage of the trapping system.

However, the more polar and water-soluble analytes are also

removed by efficient air drying systems. Another potential

problem is that some analytes may react during subsequent

processing with trapped ozone, nitrogen oxides, or other

substances present in the air. A practical limitation of the cold

trapping technique is the requirement for liquid nitrogen or

liquid argon in the field during extended sampling periods.

Impingers are used to extract various substances from

vapor-phase samples [1]. An impinger is a closed glass or

metal vessel with an inlet tube that extends to near the

bottom of a liquid and an outlet tube well above the surface

of the liquid. The impinger may contain various aqueous or

nonaqueous liquids including solutions of derivatizing

agents. Vapor is drawn by a pump into the inlet tube and

bubbled through the liquid which dissolves soluble analytes

or the analytes react with reagents in solution to form soluble

compounds. The liquid may also condense various

substances, including water vapor, and collect fine particu-

late material that passes through a coarse filter or another

separation device. A important advantage of an impinger

compared to some bulk air sampling techniques is that

hundreds of liters of air can be drawn through the device

over a period of several hours. Sampling trains with multiple

collection devices in series are used to collect different

fractions of a vapor-phase sample. Components of sampling

trains can include particulate filters of several types and

sizes, particle-size separation devices, multiple impingers,

and solid-phase adsorbents.

Solid-phase adsorbents are simple and inexpensive

devices used to separate volatile analytes from the principal

components of air in the field [1]. A porus solid-phase adsor-

bent is placed in a glass or metal tube which is taken to the

field where air is drawn through the adsorbent to trap the

analytes. The adsorbent tube is then sealed and returned to the

laboratory for analysis.Many types of solid-phase adsorbents

are used including alumina, activated carbons of various

types, charcoal, graphitized carbon black (Carbopack™ B

and C), carbon molecular sieves, GC packing materials such

as Chromosorb™ 101 and 102, ethylvinylbenzene-diviny-

lbenzene copolymer (Porapak Q™), styrene-ethylviny-

lbenzenedivinylbenzene terpolymer (Porapak P), silica gel,

2,6-diphenyl-p-phenyleneoxide (Tenax-GC™), styrene-

divinylbenzene copolymers (XAD-1™, XAD-2™, and

XAD-4™), and acrylic ester polymers (XAD-7™ and

XAD8™). Adsorbent trapping is applicable to a wide variety

of nonpolar and some polar volatile analytes.

Some adsorbents do not bind analytes strongly, which is

an advantage for subsequent processing, but may result in

the gradual release of some volatile analytes during long

vapor sampling periods. Long sampling periods are often

required, for example, with ambient air, because of generally

lower analyte concentrations compared to vapor-phase

samples from stationary or mobile sources of air pollutants.

Breakthrough of the more volatile polar and nonpolar

analytes from the adsorbent is controlled by placing addi-

tional adsorbents in the tube or additional sampling tubes in

a sampling train. Analytes adsorbed on solid-phase materials

may also react with substances in the air, for example,

nitrogen oxides and ozone, to produce products not in the

original sample. Long air sampling times also risk oxidation

of some adsorbents and the production of background

substances and other artifacts. These potential problems are

usually evaluated during analytical method development and

controlled by using appropriate quality control procedures.

Processing of Samples Before Determination
of the Analytes

Some processing of samples before the determination of the

analytes is often required to achieve optimum analytical

method performance. Sample processing also defines

exactly what elemental forms, compounds, ions, oxidation

states, and physical phases are included in the determination

of specific substances, or in the total amount of an element or

a group of related substances in a sample. The degree of

sample processing that is either appropriate or needed

depends on a variety of considerations including:

The chemical analysis strategy, that is, a total target analyte,

or broad spectrum determination

The physical phases of the sample that are included in the

determination

Whether the samples will be analyzed in a remote or a field

laboratory or with laboratory, mobile, or portable

instrumentation

The complexity of the sample matrix

The number of target analytes

The diversity of properties of the target analytes

The nature and concentrations of analyte interferences

The detection limits required

The efficiency of the chromatographic separation used in the

analytical method

The selectivity of the chromatographic detector or the

nonchromatographic measurement technique

The willingness to risk severe contamination of a GC

or HPLC column, or some other critical instrument

component, by a concentrated or high background

environmental sample
Some sample matrices, for example, ambient air or drink-

ing water, are analyzed without sample processing with

some analytical methods. Volatile compounds in ambient

air collected in canisters or volatile compounds trapped

from ambient air on solid-phase adsorbents are determined
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directly. Similarly, the total concentrations of some elements

in low turbidity drinking or surface water samples preserved

at a pH 2 can be determined without further sample

processing. Common inorganic anions, for example, Cl,

Br, NO3, etc., are determined in surface, ground, drinking,

and some other water samples without sample processing.

However, many sample matrices and analytical methods

require at least some, and sometimes considerable, sam-

CHROMATOGRAPHIC ANALYTICAL ple processing prior

to the determination of METHODS the analytes.

Semivolatile organic analytes trapped on air filters or on

solid-phase adsorbents or in water, soil, and other solid

samples are extracted with an organic solvent, or a solvent

mixture, and the extracts are concentrated by evaporation of

the solvent before the determination of the analytes. Solid

samples are often extracted with the classical Soxhlet appa-

ratus or with a variety of other techniques including several

that use organic solvents at elevated temperatures and

pressures. If a sample is highly concentrated, for example,

an industrial wastewater or a soil from a hazardous waste

land fill, fractionation of the solvent extract before determi-

nation of the analytes is usually required. Fractionation is

often accomplished with open-column liquid chromatogra-

phy or preparatory-scale HPLC. The determination of total

elements in particulate matter collected on air filters, in most

water samples, or in solids requires an acid digestion of the

sample to ensure that the elements are in water-soluble

chemical forms for the measurement. The vigor of the diges-

tion also determines the recovery of the elements from

sediment and other insoluble material.

Invariably the analytical method developer is required to

make compromises between the amount and complexity of

the sample processing and the separating power, selectivity,

and other attributes of the chromatographic or nonchroma-

tographic determination. These compromises are often

strongly influenced by the projected cost and time required

for various method options and by the desired quality, detail,

and reliability of the results. Major issues usually are the

availability of laboratory or field equipment and instrumen-

tation, the experience and skill of the staff in using the

equipment, and other laboratory or field infrastructure

required to complete the analyses of the samples. Most

research and standard analytical methods contain many

compromises that may not be clearly defined in the method

description, but should be understood by the user.

Nearly all contemporary analytical methods designed for

specific compounds or ions in environmental samples

employ some type of chromatographic separation. Gas chro-

matography is the dominant technique for the separation of

volatile and semivolatile analytes (Figs. 7.1 and 7.2 and

Table 7.1). Reverse-phase HPLC is used for the separation

of nonionic analytes that are thermally unstable, nonvolatile,

or reactive and not amenable to GC (Fig. 7.3). High-

performance ion exchange chromatography and capillary

electrophoresis (CE) are used for the separation of ionic

substances. Analytes, either fully or partially separated, are

sensed by in-line chromatographic detectors that produce

electronic signals that are usually converted into digital

form and stored in computer data systems. The computer

systems, which are used with nearly all contemporary chem-

ical analytical instrumentation, typically have software to

control the operation of the instrument, acquire and store raw

data, and reduce the data to more usable analytical

information.

Chromatographic Separation Techniques

Gas Chromatography. The basic components of a gas chro-

matograph are a carrier gas system, a column, a column

oven, a sample injector, and a detector. Very pure helium

is the near-universal carrier gas for environmental and many

other analyses. Open tubular GC columns are constructed of

fused silica with low-bleed stationary phases of varying

polarity chemically bonded to the silica surface. Columns

are typically 30–75 m in length and have inside diameters

(ID) in the range of about 0.25–0.75 mm. The column oven

is capable of precise temperature control and temperature

programming at variable rates for variable times.

Analytes are introduced into GC columns with several

techniques. An aliquot of a relatively concentrated vapor or

air sample, for example, from a plastic bag or a canister, can

be introduced into a short section of tubing of known vol-

ume, called a sample loop, and subsequently purged with

carrier gas into the GC column. Volatile analytes in ambient

air samples in a canister or trapped on a solid-phase adsor-

bent are usually concentrated and focused in a cryogenic trap

or a secondary adsorbent trap, then thermally vaporized into

the GC carrier gas stream. However, in some analytical

methods, volatiles trapped on an absorbent are thermally

desorbed directly into the GC column. Aliquots of organic

solvent extracts from various aqueous and solid samples are

usually injected with a syringe into the carrier gas stream in a

heated injection port. Both manual and automated syringe

injection systems (autoinjectors) are used and the latter are

generally very reliable, precise, and have the capacity to

process many samples unattended.

Mixtures of analytes are separated by repeated

equilibrations between the vapor state, where the analytes

are entrained in the flowing carrier gas toward the detector,

and the absorbed or dissolved state, where they are attracted

to the stationary phase on the wall of the column by gener-

ally weak molecular forces. Analytes that tend to favor the

absorbed state move more slowly through the column to

the detector than do analytes that favor the vapor state.

Complete separations of a few nanograms (109) or less of

each of 40–50 or more analytes in 30 min or less is not

uncommon.
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HPLC. The basic components of a high-performance liquid

chromatograph are a high-pressure mobile-phase delivery

system, a metal column packed with fine particles containing

the stationary phase, a sample injector, and a detector.

A high-pressure pump is used to force the mobile-phase

solvent or solvent mixture through the packed column. The

term high performance is often used to distinguish this

technique from open-column liquid chromatography

conducted at atmospheric pressure with gravity flow of the

mobile phase. Columns vary in diameter from 1 to 5 mm ID,

or larger, and from a few cm in length to 30 cm or more.

Column packings consist mainly of silica particles, usually

3–10 m in diameter, coated with low-bleed stationary phases

of varying polarity chemically bonded to the silica surface.

Organic polymers are also used as stationary phases in

analytical separations. Automated or manual syringe

injections of aliquots of liquid samples and known-volume

sample loops are used for sample injection.

The dominant HPLC technique is the reverse-phase con-

figuration in which a nonpolar or slightly polar stationary

phase is used with a more polar mobile phase that is often

water, methanol, acetonitrile, or mixtures of these solvents.

The normal-phase configuration, which was developed

before reverse phase, uses a more polar stationary phase

and a nonpolar mobile phase, but it is not often used in

contemporary HPLC. A vast array of organic compounds

containing a variety of functional groups are retained on

nonpolar or slightly polar stationary phases, and are suffi-

ciently soluble in more polar mobile phases to give excellent

separations. Analytes are retained on the column by an

equilibrium process in which the dissolved molecule is alter-

nately associated with the stationary phase, through weak

noncovalent bonding interactions, and the mobile phase

where it is transported toward the detector.

Isocratic elution is the use of a mobile phase that has a

constant composition throughout the elution of analytes from

the column. Gradient elution is the gradual changing of the

mobile phase composition as the analytes elute from the

column. Gradient elution is frequently used to enhance ana-

lyte resolution and shorten the time required for a separation.

The pH of typical mobile phases can be adjusted over a

reasonable range to improve resolution and selectivity. Vari-

ous buffer substances, salts, and ion pair reagents can be used

to control pH, ionic strength, and to facilitate the separation

of some analytes. Reverse-phase HPLC is more complex

than GC because of the number of operational parameters

including column dimensions, column packings, mobile

phases, gradient elution, and various mobile-phase additives.

High-Performance Ion Exchange Chromatography. Ion

exchange is another form of HPLC that uses a stationary

phase consisting of a cross-linked synthetic organic poly-

mer, often called a resin, with SO3H or NH2 groups attached

to phenyl or other aromatic rings on the polymer backbone.

Mobile phases are usually water or water and a miscible

organic solvent. In basic solution the SO3H groups of a

cation exchange resin are ionized and consist of –SO3 groups

and associated counter ions, for example, Na. Cationic

analytes are retained on the cation exchange column by

displacing the resin counter ions in an equilibrium process.

The cationic analytes are subsequently eluted with a mobile

phase containing a high concentration of counter ions or

counter ions of a higher charge, for example, Ca. Isocratic

and gradient elutions are used with gradients in both solvent

composition and counter ion concentration. Mobile-phase

pH is a very important operational parameter that can have

a significant impact on the retention or elution of various

ionizable analytes from a resin.

In an acid solution the amino groups of an anion

exchange resin are protonated and exist as NH3 groups

and associated counter ions, for example, Cl. Analyte

anions are retained on the column by displacing the resin

counter ions in an equilibrium process. The anion analytes

are subsequently eluted with a higher concentration of

counter ions or some type of gradient elution. Anion

exchange chromatography is widely used for the separa-

tion of inorganic anions and chelated metal anions in

aqueous samples. With some natural or industrial water

samples that contain high concentrations of ions such as

Na, Ca, Mg, Cl, and SO4, cation and anion analytes may

not be retained on the column and this can result in poor

analyte recoveries.

Other Chromatographic and Related Techniques. Supercriti-

cal fluid chromatography (SFC), capillary electrophoresis

(CE), and several related separation techniques are occasion-

ally used in environmental chemical determinations. The CE

technique is very important in biochemistry and molecular

biology because of the very high resolving power that can be

achieved, the high speed of separations compared to HPLC,

and its ability to separate charged species such as proteins,

peptides, and deoxyribonucleic acid fragments. These

techniques have considerable potential for environmental

analyses and may emerge as very important techniques in

the future.

Chromatography Detectors

Online detectors for GC, HPLC, and other chromatographic

separation techniques are conveniently divided into three

general classes:

Nonselective detectors

Selective detectors

Spectroscopic detectors
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Nonselective detectors respond to most or all changes in

the composition of the carrier gas or mobile phase and are

capable of detecting nearly all entrained or dissolved

analytes. The GC flame ionization and thermal conductivity

detectors and the HPLC refractive index detector are

examples of nonselective detectors. Nonselective detectors

provide no direct information about the identity of the

analytes except the time of arrival, the time of maximum

concentration, and the time of return to pure carrier gas or

mobile phase. Thus the peak shape of the analyte is usually

well defined, the measurement of peak area or height can be

precise, but the information needed to identify the analyte

that caused the change is weak. Identifications are based on

comparisons of measured retention times of separated

analytes with retention times of expected analytes measured

under the same chromatographic conditions. Although

measured retention times can be very precise, especially

with fused silica capillary GC columns and multiple internal

standards, there is a high probability of coelution of two or

more analytes in most environmental samples. This is

because the peak capacity of a chromatogram, which is the

number of analytes that can be fully separated, is limited. For

most environmental samples the peak capacity is much

smaller than the number of possible analytes that respond

to a nonselective detector. Therefore, there is a significant

risk of misidentifications or false positives.

Selective detectors respond to only certain classes of

analytes and they are often used in environmental chemical

determinations. The electron capture, photoionization, elec-

trolytic conductivity, and flame photometric GC detectors

are selective for limited groups of analytes. Selective HPLC

detectors include electrochemical detectors and the single

wavelength ultraviolet–visible (UV–VIS) absorption and

fluorescence detectors. Preinjection or postcolumn online

chemical reactions are used to convert nonresponsive

analytes into derivatives that respond to a selective detector.

The information produced by a selective detector about the

nature of the analyte is improved, compared to the nonselec-

tive detector, but still is not strong because the most signifi-

cant piece of information obtained is the retention time.

Although the range of potential analytes that responds to a

selective detector is much narrower than the range

that responds to a nonselective detector, multiple potential

analytes still can have the same retention time. The nature of

the sample is a factor in considering whether multiple

analytes could be present that may have the same

retention time.

Spectroscopic detectors measure partial or complete

energy absorption, energy emission, or mass spectra in

real-time as analytes are separated on a chromatography

column. Spectroscopic data provide the strongest evidence

to support the identifications of analytes. However,

depending on the spectroscopic technique, other method

attributes such as sensitivity and peak area measurement

accuracy may be reduced compared to some nonselective

and selective detectors. The mass spectrometer and Fourier

transform infrared spectrometer are examples of spectro-

scopic detectors used online with GC and HPLC. The

diode array detector, which can measure the UV–VIS spec-

tra of eluting analytes is a selective spectroscopic detector

because only some analytes absorb in the UV–VIS region of

the spectrum. The mass spectrometer, which can use a vari-

ety of ionization techniques, is probably the most widely

used GC and HPLC detector for environmental chemical

determinations [1]. All detectors respond, to some extent,

to natural background substances in environmental samples

and sample extracts. Background chemical noise is highest

in the most contaminated environmental samples and at the

highest instrument sensitivities, but spectroscopic detectors

are best equipped to distinguish chemical noise from envi-

ronmental analytes.

Nonchromatographic Analytical Methods

Analytical methods that do not employ a chromatographic

separation of analytes are widely used for some environmen-

tal determinations. These methods generally depend on

highly selective physical measurements or selective chemi-

cal reactions. Atomic absorption spectrometry (AAS),

atomic emission spectrometry (AES), and mass spectrome-

try (MS) are most often used for determinations of the

elements, but electrochemical and colorimetric techniques

are sometimes used. Derivatives of analytes, which are

sometimes called complexes, that strongly absorb in the

UV–VIS spectrum are employed in colorimetric methods

for the elements and some compounds and multi-element

ions. Ozone, nitrogen oxides, and some other substances in

air are determined by selective chemical reactions that pro-

duce measurable light emission (chemiluminescence). Fluo-

rescence spectrometry is used in some methods, especially

with fiber optics technology, for remote monitoring.

Immunoassays have been developed for a few analytes and

they are especially useful in field analyses.

Elemental Analysis

Atomic emission and atomic absorption techniques are highly

selective because the number of elemental analytes is small

and each has a unique atomic spectrum. Frequencies are

selected for measurements to maximize selectivity and sensi-

tivity, minimize interferences, and correct for interferences

when necessary. Mass spectrometry is the separation and

measurement of ions in the gas phase by their mass-to-charge

ratios. Elemental analyses bymass spectrometry provides high
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selectivity, sensitivity, and the ability to correct for

interferences when necessary [1]. Colorimetric and electro-

chemical techniques were used more frequently for elemental

determinations before the development of the three major

spectroscopic techniques. Their use has decreased signifi-

cantly because of inherent limitations in selectivity, sensitiv-

ity, susceptibility to interferences, and the need for chemical

processing to prepare energy-absorbing derivatives.

Atomic Absorption. During the 1960s, flame AAS became

the dominant technique for determinations of the elements in

low concentrations in water samples and aqueous extracts of

other samples. Aqueous sample aerosols are injected directly

into the flame and precise determinations of many elements

can be made. However, instrument detection limits for some

important elements, for example, As, Cr, Pb, Sb, Se, and Tl,

in water and other matrices are 50 g/L, and often much

greater, and AAS is limited to measuring one element at a

time. The high-temperature graphite furnace sample intro-

duction system provided instrument detection limits of 5 g/L

for most elements, and allowed automation of sample

processing, but was still limited to measuring one element

at a time. Other AAS sample introduction techniques, espe-

cially chemical reduction and elemental Hg vaporization

(cold-vapor) and conversion of As and Se to volatile

hydrides, provided similarly low detection limits. The graph-

ite furnace and Hg cold-vapor techniques are often referred

to in the scientific literature as flameless AAS methods.

Atomic Emission. Elemental analysis with AES had been

practiced since the mid-1930s using flames and arc or spark

discharges to vaporize and atomize samples and excite the

atoms for optical emission. The AES technique provided

rapid simultaneous or sequential multi-element deter-

minations, but the flames and arc or spark discharges had

significant limitations. Interferences from electrode and other

sample components were not uncommon, elemental measu-

rements were often imprecise, detection limits were not suffi-

ciently low, and liquid samples were difficult to analyze. The

increasing demand for rapid, selective, and sensitive multi-

element determinations led to the development of the induc-

tively coupled plasma (ICP) sample vaporization, atomization,

and excitation source which met the analytical requirements

and gave new life toAES. The ICP allowed the direct injection

of aqueous aerosols into a 5,500–8,000�K argon ion plasma

and elemental measurements with minimal or no interferences

from background components or other analytes. Analytical

methods utilizing ICP/AES are widely used for the determina-

tion of multiple elements in environmental samples.

Mass Spectrometry. The ICP technique also produces gas-

phase elemental ions and the ICP was quickly adapted as an

ion source for mass spectrometry. This combination became

one of the most useful and important techniques for rapid

multi-element analyses of gases, liquids, and solids [1]. The

argon ICP is a very efficient ion source that produces mainly

singly charged ions. It is estimated that 54 elements, all

metals, are ionized with 90% or greater efficiency. Only

C, H, N, a few electronegative elements, and the noble gases

are ionized with efficiencies less than 10%. A small number

of elements, for example, As, B, Be, Hg, I, P, S, Se, and Te

have estimated ionization efficiencies in the 10–90% range.

Although Ar has a low ionization efficiency, it is present in

the ion source in great quantity and gives a few significant

ions at m/z 40 (Ar.) and m/z 80 (Ar2
.). Other background

ions, for example, m/z 41 (ArH) and m/z 56 (ArO.), are

formed from sample components, usually water, and min-

eral acids that are used to ensure dissolution of some

analytes.

These ions obscure ions from some elements, but

techniques are available to circumvent most of these

interferences.

Organic and Inorganic Compounds and Ions

Colorimetric determinations are selective for specific

substances, for example, the PO4
�3 ion, because of selective

color-forming chemical reactions between reagents and tar-

get analytes. Several of these techniques continue to be

important for the determination of a few inorganic anions.

However, ion-exchange chromatographic techniques are

increasingly used for determinations of multiple ions in

environmental samples. Some electrochemical techniques,

for example, ion-selective electrodes, are selective because

the materials of construction, for example, ion-selective

membranes, and operating parameters are carefully chosen

so the devices respond only to specific analytes. Ion-

selective electrodes are widely used for the determination

of pH and a few other inorganic ions, for example, F�.
Immunoassay methods, which are very widely used and

enormously important in clinical analyses, have been devel-

oped for a small number of organic compounds, for example,

several triazine pesticides. However, many chemicals of

environmental interest have MWs and shapes that are too

small and similar for effective application of immunochem-

ical techniques.

The further development of nonchromatographic

analytical methods based on these and other techniques has

been impeded by fundamental limitations in selectivity, and

sometimes sensitivity, for a wide variety of similar subs-

tances, for example, those in Table 7.1 and Figs. 7.1–7.3.

The cost of developing, testing, and documenting a large

number of specialized methods, often for just one or a few

analytes, is generally prohibitive compared to the cost of

chromatographic methods that allow the determination of

multiple generally similar analytes in an environmental

sample.
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Glossary

Accuracy The degree of agreement between the measured

concentration of a substance in a sample and the true

value of the concentration in the sample.

Analysis The process of investigation of a sample of the

physical world to learn about its chemical components,

composition, structure, or other physical or chemical

characteristics. Generally only samples are analyzed and

individual elements, compounds, and ions are separated

from one another, identified, measured, or determined. A

pure compound ormulti-element ion is analyzed onlywhen

it is investigated to determine its components, composition,

structure, or other physical or chemical characteristics.
Analyte A general term for any element, compound, or ion

that is present in a sample or is targeted for determination

in a sample.

Analytical method The complete process used to deter-

mine an analyte or analytes in a sample. The analytical

method documents all the individual steps in the process

from sampling to reporting the results.

Analytical method attributes Measures of the quality,

reliability, and uncertainty of the determinations obtained

with an analytical method. Typical analytical method

attributes are selectivity, sensitivity, detection limits, sig-

nal/noise, recovery, accuracy, bias, precision, and valida-

tion. Analytical method attributes are sometimes called

figures of merit.
Bias The systematic error in a measurement of the amount

or concentration of an analyte in a sample.

Congeners Compounds or ions that are members of a

series of related substances that differ only by the num-

ber of hydrogens that have been substituted by the same

atom.

Derivatives Compounds or ions that are produced by

chemical reactions of analytes. An analytically useful

derivative has physical or chemical properties that are

not possessed by the analyte but that can be employed

to determine the analyte.

Detection limit The minimum quantity or concentration of

an analyte that can be detected with an analytical

method or technique. There are no generally accepted

standard criteria for detection and detection limits often

depend on the sample matrix. Therefore detection limits

must include the criteria for detection and the nature of

the sample matrix. A technique with a higher analyte

sensitivity does not always provide a lower detection

limit because interfering sample matrix components

may also be observed with higher sensitivities.

Determination The identification and the measurement of

the concentration of an analyte in a sample.

Isomers Two or more compounds or multi-element ions

that have the same elemental composition but different

structures.

Precision The degree of random variation in repetitive

measurements of the concentration of an analyte in a

sample. Precision is usually measured by the standard

deviation or the relative standard deviation of the

measurements.

Procedure A specific part of an analytical method that is

concerned with one aspect of the method, for example,

the liquid–liquid extraction of groups of similar analytes

from a water sample.

Qualitative analysis The process of only identifying the

analytes in a sample.

Quantitative analysis The process of both identifying and

measuring the concentrations of the analytes in a

sample.

Recovery The amount of analyte measured in a sample

matrix as a fraction of the amount of the same analyte

that was added to the sample. If the analyte is present in

the sample before the addition, the native amount is

subtracted from the measured quantity before calculating

the recovery.

Sample matrix The general nature of the sample and its

components that can have a significant impact on the

performance of an analytical method. For example, sea

water and fresh water sample matrices are significantly

different and this difference can affect the performance of

an analytical method.

Selectivity Is a qualitative estimate of how well the analyte

identification procedure is able to distinguish an analyte in

a sample from one or many similar analytes with similar,

or even some of the same, physical or chemical properties.

Sensitivity Is the electronic or other measurable signal pro-

duced by the analytical method or measurement tech-

nique per unit amount of analyte.

Signal/Noise Is the ratio of analyte electronic or other mea-

surable signal to the mean background matrix signal.

Technique Is a specific way of manipulating a sample or

substance or measuring a substance. One or more

techniques may be used within each procedure and sev-

eral procedures may be used within an analytical method.

Validation Is the determination of the attributes, or figures

of merit, of an analytical method for one or more analytes

in one or more sample matrices by one or more analysts in

one or more analytical laboratories and the acceptance of

the attributes as reasonable and useful by the users of the

data. There are many levels of analytical method valida-

tion ranging from the validation of a method for a single

analyte in a single matrix by a single analyst in a single

laboratory to a multi-analyte, multi-matrix, multi-analyst,

and multi-laboratory validation.
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Nanotechnology: Fundamental Principles
and Applications 8
Ranjit T. Koodali and Kenneth J. Klabunde

Introduction

Research in nanotechnology has seen an explosive growth

during the past decade, fueled by significant investment in

research and development and the appearance of a cornuco-

pia of consumer-based products. As of August 2009, an

inventory conducted by the Project on Emerging Nano-

technologies has identified over 1,000 nanotechnology con-

sumer products [1]. Based on current growth rates, it is

estimated that nano-related goods could be in the range of

$1–2.5 trillion market by 2015 globally.

This chapter is not intended to be a comprehensive sum-

mary of nanotechnology; however, the basic principles

and selected applications will be discussed for the reader to

gain an appreciation and basic understanding of the impor-

tance of nanotechnology and how it has already made an

impact in our day-to-day lives. The reader is also advised to

refer to some excellent books published in the past few years

that could provide more detailed and specific information

[2–20].

What Is Nano?

The prefix nano literally means one billionth of a meter

and one nanometer is thought to be a “magical point on the

dimensional scale” [18]. This is because these are the

smallest solid materials that can be fabricated since anything

smaller than nanometer would essentially be a small mole-

cule or an atom and not condensed matter. Thus,

nanostructures (materials with one dimension in the range

between 1 and 100 nm) are the smallest solid things possible

to make. To put things in context, ten hydrogen atoms make

up one nanometer. A better appreciation of the nanoscale

may be obtained from Fig. 8.1 which contains images of

manmade and natural substances spanning several length

scales. For example, the width of a human hair is between

60 and 120 mm.

The corresponding manmade devices are microelectro-

mechanical (MEMS). MEMS is a mature field of nanotech-

nology and finds extensive uses in manufacturing and

assembly processes. MEMS deals with devices primarily in

the 10–100 mm range. Advances in the fields of nanotech-

nology and MEMS have led to the creation of Nanoelectro-

mechanical Systems (NEMS), a field that bridges and

borrows principles from both nanotechnology and MEMS.

Nanotechnology is a broad encompassing area incor-

porating principles of sciences, engineering and technology

to understand, control, manipulate, and construct matter in

the 1–100 nm dimension range. A widely accepted definition

is the one proposed by the National Nanotechnology Initia-

tive (NNI), a Federal research and development program

approved by the Congress in 2001. This defines nanotech-

nology only if all three following aspects are involved: (1)

research and technology development at the atomic, molec-

ular, or macromolecular levels, in the length scale of approx-

imately 1–100 nm range, (2) creating and using structures,

devices, and systems that have novel properties and

functions because of their small and/or intermediate size,

and (3) ability to control or manipulate on the atomic scale.

Thus, one can define nanotechnology to be a technology

based on the manipulation of individual atoms and

molecules to build complex structures that have unique

physical, chemical, and/or biological properties different

from bulk properties. Estimates based on key indicators

such as publications, patent applications, products, and

research and development funding suggest that the average

growth in this area has been 23–35% since 2000. In

2008 alone, over 15,000 manuscripts in the broad area of
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nanoscience/nanotechnology have been published, com-

pared with ~5,000 in the year 2000, illustrating robust

growth in this fertile area of research.

Nanotechnology is a technology that is expected to create

products or devices that are lighter, robust, safer, reliable,

and durable. At the core of nanotechnology is what is called

“molecular technology” or “molecularmanufacturing.”Molec-

ular technology refers to manufacturing processes using

molecular machinery, i.e., obtaining molecule-by-molecule

control of products and by-products via positional chemi-

cal synthesis. Most of the current technologies rely on

bulk technology or a top-down approach such as the

ancient technology of chipping a large rock to smaller

particles or the modern technology of making Silicon

chips for microprocessors. In contrast, nanotechnology

builds materials and products from the bottom-up. Nano-

technology handles individual atoms or molecules with

control and precision.

History

The term nano-technology was coined by the Japanese sci-

entist Norio Taniguchi in 1974 and then by Eric Drexler

(who was unaware of the usage of the term by Taniguchi)

who popularized the concept of nanotechnology [21, 22].

However, the dawn of nanotechnology was envisioned by

the late Nobel laureate Richard Feynman much earlier [23].

In his seminal talk at the annual meeting of the American

Physical Society in December 1959, titled There’s plenty of
room at the bottom—An Invitation to Enter a New Field of

Physics, Feynman discussed the advantages that could be

obtained through precise control of atoms. Feynman, had

stated in his talk “But I am not afraid to consider the final

question as to whether, ultimately—in the great future—we
can arrange the atoms the way we want; the very atoms, all

the way down.” There is no doubt that the seeds for the

Fig. 8.1 Scale of things, Office of Basic Energy Sciences, Office of Science, Department of Energy (DOE)
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foundation of nanotechnology was laid by Feynman more

than 50 years ago.

The far-reaching idea proposed by Feynman in 1959 did

not immediately spur research in this area and it took time

before scientists had the ability to synthesize new materials

and image them by microscopic tools. In 1985, a team of

scientists at Rice University, Houston, USA discovered

fullerenes (Buckyballs), a new allotrope of carbon in which

all the C atoms were arranged in closed shells. The Ameri-

can Chemical Society (ACS) honored the discovery of

fullerenes as a National Historic Chemical Landmark in

2010. A book written by Eric Drexler in 1986 titled Engines
of creation—The coming era of nanotechnology created

considerable excitement in the scientific community [22].

In his book, Drexler had stated that “Our ability to arrange
atoms lies at the foundation of technology and for better or

for worse; the greatest technological breakthrough in his-

tory is still to come.” The publication of this book sparked

imagination in the minds of scientists. Coupled with techno-

logical progress in instrumentation, research in the area of

nanotechnology attracted the attention of several scientists.

Throughout the late 1980s and early 1990s, research in the

area of nanoscience and nanotechnology blossomed and

scientists were able to synthesize novel materials. In Sep-

tember 1989, IBM Fellow, Don Eigler realized the vision of

Feynman, by being able to move and control individual

atoms. In November of the same year, the research team at

IBM showed that they could use a Scanning Tunneling

Microscope (STM) tip to move atoms, and they spelled out

the letters “IBM” using 35 individual Xenon atoms on a

nickel surface. This pioneering work opened new vistas

and heralded the coming of nanotechnology. This was

made possible by the invention of the STM and the Atomic

Force Microscope (AFM) in 1986 and 1989, respectively. In

1991, Iijima reported the synthesis of carbon nanotubes,

cylindrical structures that have novel properties such as

extraordinary strength, efficient thermal conductivity, and

high electrical conductivity.

In the United States in 1998, several federal agencies

formed a group called “Inter-agency Working Group on

Nanotechnology (IWGN)” to discuss future plans in the

area of nanotechnology and sponsor research funding in

this area. IWGN was the forerunner to the current NNI

established in 2001 to foresee research and development in

nanotechnology and to forecast future directions. The fed-

eral government initiative includes activities ranging from

basic and fundamental nanoscience to the development of

specific nanotechnology devices and applications. They

include the design and manufacture of nanostructured

materials that are correct and precise at the atomic or mole-

cule level. These advances are aimed at applications such as

cost-effective manufacture of nanoscale microelectronics,

more efficient and cost-effective energy conservation and

storage devices, and biological sensors with applications to

both health care and chemical and biological threat detec-

tion. In 2003, the US Congress passed the Twenty-first

Century Nanotechnology Research and Development Act

which provided statutory funding for NNI. In pursuance to

the environmental and safety concerns, the Environmental

Protection Agency (EPA) issued guidelines in 2009 to better

understand the impact of manufactured nanomaterials.

Nanotechnology has now become a mature field with the

appearance of over 1,000 verified products that incorporate

some element or aspect of nanotechnology. The various

product categories containing nanotechnology are health

and fitness, computers and electronics, home and garden,

food and beverage, and consumer appliances. The health and

fitness accounts for most of the products and it includes

cosmetics (137 products), clothing (155), personal care

(193), sporting goods (93), sunscreens (33), and filtration

units (43).

A New Realm of Matter

Chemistry is the study of atoms and molecules whose

dimensions are generally less than one nanometer (e.g., a

carbon-carbon single bond length is only 0.154 nm), while

the majority of physics, particularly the area of condensed

matter, deals with solids that are essentially an infinite array

of bound atoms or molecules greater than 100 nm. A consid-

erable gap exists between these two extreme regimes. The

regime called the nanoscale regime lies intermediate

between the realms of quantum chemistry and solid state

or condensed matter physics and deals with particle sizes of

1–100 nm. In this regime, classical laws of physics or quan-

tum chemistry rules are not strictly applicable. Hence, this

regime represents a new realm of matter in which the size

scale creates/imparts unique physicochemical properties [6].

For example, the melting point of gold (Au) nanoparticle is

lower than the melting point of the bulk Au metal and does

not necessarily vary linearly with particle size. Also, a nano-

scale wire may not necessarily obey Ohm’s law that is the

foundation and cornerstone of the electronics industry. Thus,

the nanoscale size imparts unique and often unpredictable

physical, chemical, and/or biological properties distinct

from the bulk.

The field of nanomaterials is not unique to manmade

substances; nature has been utilizing nanomaterials for

millions of years. Several biological systems contain several

nanoscale materials. For example, bones, teeth, and shells

are molecular composites of proteins and biominerals that

have superior strength and toughness. Human bones contain

minerals with particle sizes in the nanoscale regime. Another

example is found in certain aquatic bacteria that are able to

orient themselves using the Earth’s magnetic field. This is
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possible because they contain chains of nanosized, single-

domain magnetite (Fe3O4) particles. Another example is the

teeth of herbivorous mollusks. Their teeth have an intricate

structure that contains nanocrystalline needles of goethite

(FeO(OH)). It is quite a marvel that nature produces such

tough materials out of protein constituents as soft as human

skin and mineral constituents as brittle as a classroom chalk.

In fact, nature can be considered as providing model systems

for developing technologically useful nanomaterials.

According to Dickson, Life itself could be considered as a

nanophase system! [24]

Synthesis

In this section, we will briefly examine the various synthetic

methods available for the preparation of nanomaterials. Our

focus in this section will be on metals (Gold and Silver) and

metal oxides (Magnesium oxide and Calcium oxide), the

two important classes of materials that have received con-

siderable attention because of their widespread applications.

Several innovative and “bottom-up” approaches have

been developed to prepare nanomaterials with desired phys-

ical and chemical properties. In this chapter, we shall discuss

two methods that have been developed and successfully

commercialized in the author’s laboratory for the production

of nanoparticles.

The first method, called Solvated Metal Atom Dispersion

(SMAD) method, allows the preparation of gram scale and

higher quantities of metal nanoparticles such as Au, Ag, Cu,

Pd, etc., metal supported catalysts, bimetallic alloy materials

such as Au-Ag, Au-Cu, Pt-Sn, Ag-Au, Mn-Co, etc., and also

semiconductors such as CdSe, CdS, PbS, etc., that have

uniform particle sizes in nanoscale dimensions. A further

important aspect of the SMAD method is that it leads to the

production of high purity materials (with no formation of by-

products) and most importantly the materials produced are

highly monodisperse (uniform particle sizes).

Solvated Metal Atom Dispersion Method
for the Preparation of Nanoparticles

Before we discuss the SMAD method, we will briefly dis-

cuss other methods for the preparation of nanoparticles with

emphasis on Au nanoparticles. A popular method of prepa-

ration of Au nanoparticle was first reported by Turkevich in

1951. This method relied on the use of a reducing agent,

citrate ions, to reduce Au3+ ions in aqueous solution. The

original recipe reported by Turkevich led to the synthesis of

Au nanoparticles that were spherical in shape with a particle

diameter of ~20 nm [25]. An improvement in the synthetic

method was reported in 1973 in which Au nanoparticles with

varying particle sizes (16–147 nm) could be prepared by

careful control of the experimental conditions. A new

method was developed by Brust and Schiffrin in which a

thiol containing compound was simultaneously added to the

citrate and gold ions [26]. This work is considered to be

important in the development of Au nanoparticles since the

synthesis was facile and led to the formation of Au

nanoparticles that were thermally stable and considerably

resistant to oxidation by air. The Brust-Schiffrin method led

to the formation of Au nanoparticles ranging in diameter

from 1.5 to 5.2 nm. Another key feature of this synthetic

method was the ability to isolate and re-disperse the Au

nanoparticles in common organic solvents without decom-

position or irreversible aggregation of the nanoparticles.

Although this work led to the development of other

stable Au nanoparticles, a drawback of this method was the

inability to prepare them in large amounts, i.e., gram or
kilogram scale. It is usually challenging to prepare gram

scale amounts of pure nanomaterials that are monodisperse.

The importance in the preparation of metal nanoparticles

lies in the fact that metal supported catalysts are among the

important class of synthetic materials developed in the past

50 years. Approximately, 20 % of the US national gross

product is dependent on the use of these catalysts. Thus,

the preparation of metal-supported catalysts is very vital to

the economy of any nation. It is worthwhile to briefly review

the traditional methods of preparation of metal-supported

catalysts.

Metal ion reduction has been the principal procedure for

preparing metal-supported catalysts. In this method, metal

nitrates or metal halides are dissolved in water and added to

a high surface area solid support such as alumina or silica.

Then, water is evaporated and the dispersedmetal salt solution

is converted into the oxide form by drying the slurry in air.

Finally, the metal oxide is reduced to the metallic state by

passing a stream of hydrogen gas to give the final metal-

supported catalyst. During the reduction step, the reduced

metal atoms sinter to form larger particles leading to

difficulties in controlling their particle sizes. The advantages

of this method of preparation are the ease of preparation,

easy scale-up for industrial applications, and the relative

low cost involved. However, there are several disadvantages:

(1) incomplete reduction of themetal ions to themetallic state,

(2) sintering of the metal atoms during the high temperature

treatment leading to broad particle size distribution, and (3)

difficulty in reducing two metal particles simultaneously to

prepare bimetallic particles supported oxide catalysts [27, 28].

A second popular method of preparation of metal

supported catalysts is decomposition of organometallic

compounds on catalyst supports. In this procedure, stable

organometallic compounds are adsorbed from either solu-

tion or gas phase onto a catalyst support. Controlled
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thermolysis of the organometallic compounds leads to loss

of the organic ligand molecules and the metal particles grow

on the support surface. In principle, by using an organome-

tallic cluster compound, it is possible to form a well-defined

cluster of metal atoms on the support surface; however in

practice, the removal of the ligands in a well-organized

manner to deposit metal nanoparticles with pre-determined

particle sizes that are highly uniform has been a challenge.

Cluster aggregation and decomposition are frequently

encountered and are the major disadvantages of this

approach. A related method that has been employed is the

use of plasma discharge to decompose the organometallic

compound in a controlled manner. However, this method

suffers from the disadvantage that only a limited number of

organometallic compounds can be utilized for the prepara-

tion of metal supported catalysts; this severely limits the

range of nanomaterials that can be synthesized.

A novel approach was developed in 1976 and makes use

of weakly stabilized metal atoms or “solvated metal atoms”

[29]. The nature of the solvent and the metal determine the

stability of the metal solvate. Such metal solvates are nor-

mally thermally unstable and hence can be used as precursors

to metal nanoparticles. On warming the metal solvates, metal

cluster nucleation takes place and in the presence of a sup-

port, both nucleation and particle growth occur that lead to

the formation of a highly dispersed metal-supported hetero-

geneous catalyst. This preparation method has been termed

by the authors as “SolvatedMetal Atom Dispersed” (SMAD)

procedure. The numerous advantages of this method are:

(1) unusual metal morphologies that are highly reactive are

often encountered since the metal particle deposition occurs

at low temperature, (2) very high dispersion of the zero

valent metal is achieved, (3) no reduction step is necessary

and sintering or agglomeration of metal particles is avoided,

(4) many metal–solvent combinations can be used, (5) bime-

tallic metal or alloy particles can be prepared, (6) metal

particles are securely anchored to catalyst support by the

reaction of solvated atoms with surface hydroxyl groups,

and (7) handling of toxic organometallic compounds can be

avoided. However, careful and skillful operation of the

experimental setup is required, and although a number of

metal–solvent combinations can be used, only some of the

combinations have been found to be of synthetic utility.

SMAD catalysts have been generally prepared in the

following manner. An aluminum oxide coated tungsten cru-

cible is first degassed by placing it into a reaction vessel and

heating to ~1,400�C in vacuum overnight. Then, after

cooling the crucible the reactor is filled with air and a gram

scale quantity of metal is placed in the crucible. About

100 mL of organic solvent (usually a non-polar solvent

such as toluene or pentane) is degassed and placed in

Schlenk tubes and attached to the SMAD reactor. This

whole system is sealed under vacuum and the reactor flask

is immersed in liquid nitrogen and evacuated for few hours

(typically at least 3 h) reaching final pressures of nearly

1 � 10�3 Torr. After approximately 30 min, the solvent is

deposited on the cold walls of the reactor flask forming a

layer of frozen solvent. At the same time, the crucible is

slowly heated to the evaporation temperature of the metal.

The metal vapor and solvent are co-deposited for a period of

3 h. After the deposition of the solvent layer and the evapo-

ration of the metal are completed, the frozen matrix is

warmed from �196�C to room temperature until the solvent

melts to form a solvent-solvated metal solution. The solution

is stirred and warmed further in the presence of a support

(silica or alumina, ~20 g preheated at 500�C for 3 h in dry air

and cooled and transferred to the reaction chamber and

placed in vacuum prior to the metal vapor reaction). After

reaching room temperature, the mixture is siphoned in vac-

uum and placed under an atmosphere of nitrogen in glass-

ware to prevent any oxidation of the metal. The solvent is

then slowly removed under vacuum and the resulting pow-

der is then outgassed at room temperature to 1 � 10�5 Torr
and used without any further treatment as catalyst. The metal

concentration, temperature, and time of impregnation have

an effect on the final size and shape of the nanoparticle.

Support effects are not pronounced, but the presence of

acid sites and higher specific surface areas of the support

tend to allow better dispersion of the metal particles.

The following section describes some recent results obtained

for the preparation of Au, Ag, and semiconductor nano-

particles (CdS, PbS, CdSe, etc.) using the SMAD method.

Gold Nanoparticles

Gold has received the attention of mankind since ancient times

and continues to be an important metal. Au nanoparticles or

colloids had been inadvertently incorporated into glass several

centuries ago. The Lycurgus cup is a classic and outstanding

work of Roman technology belonging to the fourth century.

The cup shows a spectacular color change from green to red

depending on whether light is reflected or transmitted. This

dichroic property has been attributed to the presence of

both Au and Silver (Ag) nanoparticles in trace amounts

that had been inadvertently introduced into the glass during

the manufacturing process by the Romans. Transmission

electron microscopic (TEM) studies conducted in recent

years indicate the presence of 50–100 nm of Au and Ag

nanoparticles, key to producing the unusual optical effect.

Thus, the process of making metallic nanoparticles is not

entirely new. The stained glass windows found in many

churches built during the medieval period is attributed to

the presence of gold nanoparticles. Thus, the first nanotech-

nologists were glass workers, although they were not fully

sure what caused the various colors.
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An interesting feature is the arrangement of ligand-

stabilized, monodisperse particles into regular and periodic

two- or three-dimensional structures called nanocrystalline

superlattices (NCSs). The formation of such two-

dimensional (2D) or three-dimensional (3D) NCS leads to

the formation of materials characterized by very different

properties compared to those of the discrete species.

The collective interactions of the individual nanoparticles

in the NCS and the individual particles themselves lead to

the manifestation of unique properties compared to the bulk

particles [30].

Several methods have been reported for the synthesis of

2D and 3DNCSs [31]. Themost commonmethod is to reduce

the metal salt in the presence of stabilizing agents [32].

However, they invariably end up in the formation of by-

products and an additional step is required for the isolation

of samples. Thus, the traditional methods of preparation are

quite tedious and time consuming and the possibility of scale-

up is fraught with more difficulties and challenges. An impor-

tant advantage of the SMAD method is the possibility of

scaling up the process and the ability to coat substrates uni-

formly with continuous electrically conductive metals [33].

Industrial applications of nanoparticles require their prepara-

tion in large quantities and reproducible quality. Thus, the

SMAD method seems to be a very facile method for the

preparation of large-scale quantities of metal nanoparticles.

Colloidal solutions of gold in acetone have been well

documented in the literature. A combination of two solvents

such as acetone and toluene was used in the preparation of

Au nanoparticles by the SMADmethod [34]. Acetone, being

a polar solvent, solvates the nascent Au metal clusters during

the warming stage of the SMAD method and acts as a

stabilizing agent. After the removal of acetone from the

system, the Au nanoparticles are stabilized by dodecanethiol

molecules, which enable their dispersion in non-polar

solvents such as toluene. A second step called the digestive

ripening is carried out in the presence of the surface active

agent and a solvent (typically toluene) [35, 36]. This step is

the key for the formation of highly monodisperse Au

nanoparticles from the polydisperse Au–toluene–thiol col-

loid [37, 38]. In this step, the Au–toluene–thiol colloid is

heated to reflux under Ar atmosphere for a couple of hours.

This leads to a narrowing of the particle size distribution and

monodisperse colloids are obtained. This particle narrowing

is caused by the transfer of gold atoms/clusters from particle

to particle until a thermodynamic equilibrium is achieved

between the formation of more gold–sulfur bonds as shown

by the following equations:

Au vaporþ acetone �!77K ðAuÞðacetoneÞ solvate (8.1)

AuðacetoneÞ þ C12H25SH! ðAuÞxðHSC12H25Þy (8.2)

ðAuÞxðHSC12H25Þy �!
toluene

reflux
ðAuÞ5000ðHSC12H25Þ300

(8.3)

Although, the exact mechanism of the digestive ripening

is not fully clear at this moment, the process probably

involves dissolution of surface atoms or clusters of atoms

by the ligand (dodecanethiol) molecules [39]. Hence, it is

hypothesized that reactive sites such as corners and edges

(since these are the most energetic ones) are probably the

first that are prone to dissolution-reprecipitation process.

The dry product (usually obtained as a fine powder) is then

obtained by cooling the colloidal solution to room tempera-

ture and precipitating by adding absolute ethanol. The final

dry product consists of Au nanoparticles stabilized by

dodecanethiol molecules that are readily soluble in non-

polar solvents such as toluene or hexane. Treatment with a

long-chained thiol in refluxing toluene causes a remarkable

particle size narrowing such that each final gold nanoparticle

is 4.6 � 0.1 nm (about 5,000 atoms/particle and 300

C12H25SH ligands/particle). A remarkable property of

these colloidal solutions is their tendency to organize into

2D and 3D NCSs [34]. The TEM figures of the Au colloids

obtained after digestive ripening and cooling to room tem-

perature show remarkable features. After just 15 min, these

Au nanoparticles organize and form predominantly 3D

NCSs and some 2D NCSs when deposited on a support.

Interestingly these NCSs are stable and even after 2 months,

distinct 2D structures are seen.

High-resolution TEM studies indicate that the Au

nanoparticles prepared by the SMAD procedure lack

faceting, have defective core structures, and behave like

“hard spheres.” They self-assemble and organize into

hcp-type superlattices with long-range translational order.

The Au nanoparticles have predominantly spherical shapes

and the TEM of the Au nanoparticles showed reproducibly

hcp structures indicating the versatility of the SMADmethod

[40]. An interesting observation from this study was the fact

that Atomic Force Microscopy (AFM) studies conducted on

Au nanoparticles deposited on surfaces indicated an fcc-type

superlattice packing indicating that the superlattices can

undergo reconstruction when deposited onto surfaces. An

AFM image of Au superlattice surface is shown in Fig. 8.2.

Silver (Ag) Nanoparticles

Silver nanoparticles are of great importance due to their

ability to efficiently interact with light because of plasmon

resonances [15]. These are due to the collective oscillations

of the conducting electrons in the metal [41]. Ag nano-

particles are envisaged to be vital components of optical

and photonic devices in the future and have already been
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incorporated in a variety of consumer products because of

their excellent antimicrobial properties.

Over the years, several methods have been reported for the

synthesis of Ag nanoparticles. These include the Creighton

method [42] in which sodium borohydride is used for the

reduction of silver nitrate, or the Lee-Meisel method [43] in

which silver nitrate is reduced by sodium citrate. The most

common source of silver ions is silver nitrate; however, other

silver salts such as silver perchlorate, silver sulfate, or silver

2-ethylhexonate have also been used. The high reduction

potential of Ag ions (0.799 V) allows it to be reduced by

several inorganic and organic compounds. Several reducing

agents have been employed for the reduction of silver ions,

NaBH4, sodium citrate, ascorbic acid, ethanol, pyridine, N,N-

dimethylformamide, hydrazine hydrochloride, poly(ethylene

glycol), etc. Unlike Au, Ag is more prone to oxidation. Thus,

for the long-term stability of the Ag nanoparticles, surfactants

have been used as protecting agents [44]. Surfactants such as

sodium 2-diethylhexyl sulfosuccinate (AOT), cetyltrimethy-

lammonium bromide (CTAB), and stabilizers like poly(vinyl

pyrrolidone) (PVP) have been successfully employed for

stabilization of Ag nanoparticles and to also direct the forma-

tion of Ag nanoparticles into different shapes such as plates,

rods, discs, etc. [45]. All the above methods, in general,

produce nanoparticles of Ag; however, very careful control

of conditions is necessary in order to obtain Ag nanoparticles

with narrow particle size distribution. Scalability and the

purity of the Ag nanoparticles are also a problem. The prepa-

ration of metallic silver nanoparticles is a challenge because

of its relative ease of oxidation compared to Au nanoparticles

as stated previously. Very often, after several days of

standing under ambient conditions, the surface of the Ag

nanoparticles becomes oxidized due to the formation of a

thin oxide layer coating.

A key requirement for applications is a reproducible and

reliable method that can produce large quantities of Ag

nanoparticles with a narrow size distribution. The SMAD

method has the potential for preparation of large-scale

quantities; a 5,000-fold scale up is possible by the SMAD

method compared to the inverse micelle method of produc-

tion of metal nanoparticles. Gram scale quantities of mono-

disperse spherical Ag nanoparticles have been successfully

prepared using the SMAD method followed by digestive

ripening [46]. Two different capping agents or stabilizing

agents were evaluated and it was found that the use of

dodecanethiol led to Ag nanoparticles with a mean diameter

of 6.6 � 1 nm, while trioctyl phosphine capped particles

were 6.0 � 2 nm. Like the Au nanoparticles, the Ag

nanoparticles were also found to organize into 2D and 3D

superlattices with a well-defined geometry through self-

assembly in solution. 2D arrays were found when either

dodecanethiol or trioctyl phosphine were used as ligands;

interestingly, only circular 3D superlattices were observed

when trioctyl phosphine was used as the protecting ligand

and triangular 3D superlattices were observed when

dodecanethiol was used as the protecting ligands. The syn-

thetic procedure for the preparation of Ag nanoparticles was

similar to that used for Au; however, some changes were

needed to prevent the oxidation of Ag. Ag nanoparticles

are normally resistant to the formation of 3D structures and

the structures reported earlier in the literature were found to

be amorphous. Thus, the observation of crystalline 3D Ag

superlattice structures formed via the SMAD method and

subsequent digestive ripening is unique. The versatility of

SMAD method is indicated by its successful application for

the preparation of bimetallic nanoparticles. Noble metal

intermetallic particles containing Au and Ag or Au and Cu

are formed in gram quantities via digestive ripening in as

little as 1 h. Highly monodisperse particles of 5.6 � 0.5 nm

diameters for Au–Ag and 4.8 � 1.0 nm diameter for Au–Cu

are formed and they undergo facile self-assembly to form 3D

superlattice ordering [47].

Semiconductor Nanoparticles

Semiconductors are an important class of materials that are

ubiquitous in our daily lives. Microprocessors, LEDs,

transistors, and solar cells are all made of semiconducting

materials. The size-dependent properties of semiconductor

nanoparticles were first reported by several groups in the

early 1980s. In their pioneering works, Brus, Henglein, and

Fig. 8.2 Tapping-mode AFM image of a superlattice surface of Au

nanoparticles synthesized by the SMAD method (Stoeva et al. [40],

Fig. 13, by permission of American Chemical Society)
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Grätzel independently developed liquid phase synthesis of

stable semiconductor nanoparticles suspended in solvents

such as acetonitrile and water [48–50]. Several nano-

crystalline semiconductors such as II-VI materials (CdS,

HgS, and CdSe), I-VII materials (AgBr, AgCl), and III-V

materials (GaAs) that are narrowly dispersed have been

prepared. The strategy adopted by Brus was to separate the

temporal growth and nucleation sites so that a highly crys-

talline and monodisperse semiconductor could be obtained.

This is important since the presence of amorphous phase

and/or trace amounts of impurities can significantly alter the

physicochemical properties of these materials. Thus, syn-

thetic strategies developed should be facile, reproducible,

and most importantly lead to consistent and predictable

electronic properties. A typical synthesis of a semiconductor

nanoparticle is conducted in the following manner. A room-

temperature solution containing the inorganic precursors is

rapidly injected into a preheated solvent (350�C) to facilitate
rapid nucleation at the same time. This process is called

“burst nucleation” since all the particles nucleate almost

simultaneously. This is followed by lowering the tempera-

ture to around 300�C and this allows for a slow growth of the

nanocrystals until all the reactants are consumed. The size

and shape of the semiconductor nanocrystals can be con-

trolled by adjusting the ratio of the concentration of the

inorganic precursors and the concentration of the stabilizing

or capping agents (surfactants, dendrimers, and polymers).

This type of synthesis is called the bottom-up method. In

contrast, in the top-down method, the macroscopic or bulk

material is “machined” down to nanometer length scale by

laser ablation–condensation or lithographic techniques.

In bulk semiconductors, the conduction band and the

valence band are separated by a band gap. On excitation,

the electrons are promoted to the conduction band and holes

are produced in the valence band. The charge carriers

(electrons and holes) are separated by distances that encom-

pass a number of ions or molecules that constitute the semi-

conductor material. This separating distance is called the

Bohr radius and normally has dimensions on the nanometer

scale. When the size of the semiconductor material becomes

similar to the Bohr radius or smaller, it leads to a situation in

which the charge carrier excitons have a restricted space or

volume to move and thus their motion is confined. Like the

motion of an electron in a box, the kinetic energy and

the excitation energy of the electron increase as the size of

the box decreases. Similarly, the band gap of the semicon-

ductor increases as the size of the particles becomes smaller

than their Bohr radius. Along with the band-gap, the color

and emission of the nanoparticle change with change in the

size of the nanoparticle. The physical, chemical, and optical

properties of semiconductor nanoparticles thus are sensitive

to both the size and shape of the nanoparticles. The surface-

to-volume ratio increases as the semiconductor nanoparticle

decreases in size and since the properties of the semiconduc-

tor depend on the size and shape of the nanoparticle, semi-

conductor nanoparticles exhibit very different properties

compared to bulk semiconductors [51]. Several applications

are envisaged for the use of these semiconductor particles;

these include photovoltaics, nanoelectronics, and opto-

electronics. Other applications where these semiconductor

nanoparticles find extensive use are in the fields of

photovoltaics and photocatalysis [52, 53].

The SMAD method has been successfully developed to

synthesize gram scale quantities of high-purity metal sulfide

semiconductor nanoparticles such as ZnS, PbS, CdS, SnS,

and CdSe [54, 55]. The advantages of the SMAD method

compared to other methods reported in the literature are: (1)

gram scale quantities of stable nanocrystalline (1–10 nm)

particle sizes can be prepared without any stabilizers with

relative ease, (2) the synthesis is very reproducible and

yields are typically >90%, (3) the nanoparticles have fairly

uniform particle size distribution and hence are highly

monodisperse, (4) no purification step is necessary and

hence easy work-up affords high-purity metal sulfide

nanoparticles, and (5) the surfaces of the metal sulfide

nanoparticles are “clean,” i.e., no oxide coating is found on

the surface of the nanoparticles. In addition, the SMAD

method for the synthesis of metal sulfide nanoparticles

allows one to tune the particle size and hence its band gap

by appropriate choice of solvents and warm-up time of the

matrix consisting of frozen solvent and metal sulfide vapors.

The textural properties such as specific surface area and pore

volume of the nanoparticles are much higher compared to

the commercial samples. For example, ZnS prepared by the

SMAD method using pentane as the solvent leads to the

production of ZnS nanoparticles with surface area as high

as 237 m2/g whereas a commercial ZnS (Fluka) has a surface

area of only about 10 m2/g. Similarly PbS and CdS

nanoparticles prepared by the SMAD method have surface

areas ~120 m2/g. In the case of CdSe nanoparticles prepared

by the SMAD method, broad photoluminescence (PL) was

observed; however, the digestive ripening process led to an

increase in the fluorescence intensity and very narrow PL

spectra. Figure 8.3 shows the variation in luminescence with

change in time of reflux.

Thus, the SMAD method of preparation of metal sulfide

nanoparticles leads to the production of high surface area

metal sulfides with unique physicochemical and optical

properties.

Metal Oxide Nanoparticles

Metal oxides are ubiquitous in catalysis and are key

components in several catalytic reactions. They function

directly as catalytic reactive centers or serve as high surface

256 R.T. Koodali and K.J. Klabunde



area supports to disperse active metal centers or as

promoters to enhance the rate of catalytic reactions. Many

commercial catalysts consist of zero valent metal atoms

dispersed finely on a high surface area metal oxide support

such as silica or alumina.

Surface chemistry is of importance in numerous pro-

cesses such as catalysis, corrosion, and adsorption. When

the particles sizes are in the 1–10 nm range, a whole new

field of surface chemistry is realized. In recent years, it has

been possible to successfully produce nanocrystalline metal

oxides of MgO, CaO, ZnO, TiO2, CuO, CeO2, and other

binary metal oxides by a specially designed sol–gel-based

process developed in the author’s laboratory [56, 57]. The

results obtained so far indicate that: (1) the intrinsic

reactivities are higher per unit surface area for nanocrystals

compared to microcrystals and (2) consolidation of the

nanoparticles into pellets does not significantly lower the

surface reactivity and the surface area when moderate

pressures are used. The high surface area of the nanomaterial

ensures that a high percentage of the atoms are on the

surface. Thus, reactant–surface interactions can reach stoi-

chiometric ratios. For spherical Fe atoms it has been calcu-

lated that for a 3 nm particle, 50% of the atoms lie on the

surface while a 20 nm particle has less than 10% of the atoms

on the surface. Another important feature that has larger

practical implications is that the nanoparticles exhibit higher

intrinsic chemical reactivities as the particle size becomes

smaller. The reason for the dramatic increase in the activities

is most probably due to changes in crystal shape and the

presence of defect sites.

Until a few years ago, the crystal shape of solid materials

was of academic curiosity only and shape was not consid-

ered to have a significant effect on the chemical properties

and reactivities of a material. However, recent results

obtained in the author’s laboratory clearly indicate that the

shape of nanocrystals influences the chemical reactivity

significantly. For example, it has been shown that 4 nm

sized nanocrystalline MgO particles adsorbs as much as six

molecules of SO2 per nm
2 at room temperature and 20 Torr

pressure [58]. On the other hand, microcrystalline MgO

adsorbs only two molecules of SO2 per nm2 under similar

conditions. Similarly, an MgO nanocrystalline aerogel (AP-

MgO) material adsorbs four times as much CO2 as the MgO

microcrystals. There are not only differences in the amounts

of gaseous molecules adsorbed on these surfaces, but also

the mode of surface binding can be different in the

nanocrystalline materials. For example, SO2 binds more

predominantly as a monodentate species on the AP-MgO

crystal but favors a bidentate geometry on conventionally

prepared (CP-MgO) microcrystals. Clearly, these results

indicate that the shape and size of the crystals affect the

adsorptive properties of the MgO surfaces. Thus, the

modified sol–gel process leads to the production of a new

family of porous inorganic metal oxides that exhibit unique

physicochemical properties [59].

Modified Aerogel Procedure

Aerogels are porousmaterials that have nanoscale dimensions

and have low density and high surface area [60]. They are

widely used as insulators and increasingly as heterogeneous

catalysts. An aerogel procedure involving supercritical

drying was first reported by Kistler in 1932 for the prepara-

tion of high surface area silica. However the procedure

developed by Kistler was time consuming [61]. Teichner

and his co-workers used organic solvents that dramatically

decreased the processing time from weeks to hours [62].

Fig. 8.3 Luminescence of CdSe samples prior to digestive ripening

(left) and after digestive ripening (right). ((a–c) refer to samples before

reflux, after 1 h reflux, and after 16 h of reflux. Reprinted with

permission from Cingarepu et al. Chem. Mater. 2009, 21, 1248–1252,

Fig. 2 copyright (2009) American Chemical Society)
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A further modification of the aerogel method involved the

addition of large amounts of aromatic hydrocarbons such as

toluene to the alcohol–alkoxide mixture [63]. The addition of

toluene dramatically increased the surface area of the

resulting metal oxide and although the exact reason is not

fully understood, it is believed that incorporation of a less

polar solvent such as toluene could reduce the surface tension

at the pore walls and thus minimize pore collapse and retain

the high porosities of the “wet gel.”

The modified aerogel procedure (MAP) for the prepara-

tion of inorganic metal oxides has four steps. Let us consider

the preparation of MgO by MAP. The first step is the prepa-

ration of Mg alkoxide by the reaction of Mg metal with

alcohols such as methanol or ethanol. The second step is

the hydrolysis of the Mg alkoxide conducted in the presence

of a non-polar solvent such as toluene. The third step is the

supercritical or hypercritical drying procedure. In this step,

the gel obtained in the hydrolysis step is placed in an auto-

clave and the wet gel is heated at a controlled rate so that the

pressure and the temperature exceed the critical temperature

(Tc) and the critical pressure (Pc) of the solvent entrapped

inside the pores of the gel. The supercritical conditions vary

depending on the nature of the solvent employed. The auto-

clave is slowly heated from room temperature to the critical

temperature and after about 15 min of standing at Tc, the

solvent is vented quickly through a port to give a dry solid

powder. This drying procedure preserves the texture of the

wet gel by avoiding the collapse of the pores and hence a

highly porous, low-density material having very high spe-

cific surface area and large pore volume is obtained. In the

final and fourth step, the metal hydroxide, obtained previ-

ously is heated under vacuum or air (typically at 500�C) to
convert it into metal oxide. This step also gets rid of surface

carbonates and/or other species such as alkoxy groups

adsorbed on the surface.

The following section describes some of the properties of

the metal oxide nanoparticles prepared by the MAP. The

crystallite sizes of the metal oxide nanoparticles prepared by

MAP are remarkable. For example, MgO have crystallite

sizes ~4 nm, AP-CaO ~7 nm, AP-TiO2 ~10 nm, AP-Al2O3

~2 nm and AP-ZrO2 ~8 nm [64–68]. The specific surface

area of AP-MgO obtained is ~500 m2/g, whereas a MgO

sample that is conventionally prepared (referred to as CP

henceforth) has specific surface area of ~200 m2/g, while the

specific surface area of a commercial (referred as CM) MgO

sample is only around 30 m2/g. The surface areas of AP-

CaO, CP-CaO, and CM-CaO are typically ~150, ~100, and

~1 m2/g, respectively. Similarly, AP-Al2O3 possesses spe-

cific surface areas as high as 810 m2/g, while a commercial

Al2O3 has a surface area of only about 100 m2/g. These

examples clearly indicate that the MAP results in the forma-

tion of ultrafine particles that have very high specific surface

areas compared to commercial samples. Also, as the particle

size decreases, the surface area increases and the reactivity is

considerably enhanced. The increased reactivity is not sim-

ply due to the increased surface areas alone. These

nanoparticles contain numerous defect sites such as crystal

corners, edges, kinks, and ion vacancies. Figure 8.4

illustrates the differences in AP and CP MgO. The high

Fig. 8.4 Models of AP-MgO and CP-MgO crystallites. Insets illustrate

multilayer HCl adsorption, suggesting more disorder in the AP-MgO

case (reprinted with permission from Klabunde et al. [65], Fig. 5

copyright (1996) American Chemical Society)
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reactivities of the polyhedral-shaped MgO and CaO are

attributed to the higher percentage (~20%) of defect sites

such as corner and edges on the surfaces of AP-MgO and

AP-CaO. In contrast, a conventionally prepared CP-MgO

possesses less than 0.5% of defect sites while a commercial

sample of MgO and CaO essentially contains very little

defect sites since it is highly crystalline. In addition, surface

hydroxyl groups which can be either isolated or lattice bound

add to the rich surface chemistry exhibited by these metal

oxide nanoparticles.

The MAP process leads to the formation of free flowing

ultrafine powders rather than rigid monoliths. TEM studies

of AP-MgO show porous web-like aggregates in the range of

about 1,400 nm. These are formed by the interaction of the

4 nm (average) polyhedral crystallites and their overall size

distribution is narrow. A high-resolution TEM image of AP-

MgO is shown in Fig. 8.5.

The TEM picture clearly shows that the cube-like

crystallites aggregate into polyhedral structures that have

numerous edge and corner sites. Also, interesting is the

formation of pores between the crystalline structures that

are visible at this magnification. Essentially, the TEM pic-

ture is an atomic resolution image of MgO nanocrystallites

with lattice planes of Mg and O ions clearly revealed.

An interesting behavior is exhibited by the MgO when the

loose powders of it are consolidated into pellets. AP-MgO

powder has a low density of 0.30 cm3/g. Upon compression

at low pressure (3,000 psi) this increases to 0.58 cm3/g, and

at 20,000 lb, the density increases to 1.0 cm3/g. The surface

area of AP-MgO powder is 364 m2/g. Upon compaction at a

low pressure of 1,000 psi, the surface area was found to

reproducibly increase to ~370 m2/g [69]. On compaction at

higher pressures of 5,000 and 20,000 psi, the specific surface

area was found to be 366 and 342 m2/g, respectively.

Another interesting aspect is that these powders exhibit

adsorption/desorption isotherms typical of bottleneck

pores. However, after compression at 1,000 psi, the samples

of Mg(OH)2 and MgO exhibit bottleneck and cylindrical

pores, open at both ends. For comparison purposes the con-

ventionally prepared (CP) samples too were subjected to

compaction and their textural properties measured. The CP

samples of MgO and CaO were more susceptible to collapse

of pore volume, especially the CaO samples. However, the

AP-CaO exhibited more resistance. The AP oxides, due to

their polyhedral nanocrystal shapes and their tendencies

toward forming porous web-like aggregates, are the most

resistant to collapse under pressure. The CP oxides, due to

their more ordered hexagonal platelet shapes, more easily

compress into denser structures.

The aerogel-prepared metal oxide nanoparticles consti-

tute a new class of porous inorganic materials because of

their unique morphological features such as crystal shape,

pore structure, high pore volume, and surface areas. Also, it

is possible to load catalytic metals such as Fe or Cu at very

high dispersions on these oxide supports and hence the

nanocrystalline oxide materials can also function as unusual

catalyst supports. Further, these oxides can be tailored for

desired Lewis base/Lewis acid strengths by incorporation of

thin layers of other materials or preparation of mixed metal

oxides [70, 71].

Mixed Metal Oxide Nanoparticles

Many methods have been reported for the synthesis of mixed

metal oxides. Generally they have been prepared by co-

precipitation of metal hydroxides followed by high temper-

ature treatment; solid-state physical mixing of hydroxides,

oxides, or nitrates followed by high temperature treatment or

by hydrolysis of bimetallic bridged alkoxides. However, all

these methods of preparation lead to partial segregation of

the individual oxides as final products. This is because the

starting precursors tend to hydrolyze at different rates lead-

ing to phase segregation. Further, the very high temperature

treatment leads to sintering of the particles resulting often in

low surface area oxide materials. The MAP method avoids

the problems inherent in the synthetic methods and provides

Fig. 8.5 High-resolution transmission electron microscopic image

of aerogel prepared AP-MgO (reprinted with permission from

Richards et al. [69], Fig. 2 copyright (2000) American Chemical

Society)
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an ideal way to prepare intermingled mixed metal oxide

nanoparticles that are essentially mixed at the molecular

level. In the MAP method, a large portion of a spectator

solvent (toluene) is added that greatly enhances gelation

rates, thereby increasing the chances that the two

hydrolyzing metal alkoxides gel together. This results in

the formation intermingled mixtures or gels that are essen-

tially molecular in nature. This technique was used to pre-

pare a series of intimately intermingled mixed metal oxide

nanoparticles [72, 73]. These mixed oxides were composed

of alkaline earth oxide and alumina. It was found that only

aerogel-prepared AP-MgAl2O4 and AP-BaAl2O4 showed

peaks in the powder X-ray diffractometry (XRD) studies

indicating high crystallinity. In the XRDs for AP-MgAl2O4

and AP-BaAl2O4, it was possible to identify peaks

corresponding to MgO and BaO. This clearly indicates that

the samples are intimately mixed. The intimately

intermingled mixed metal oxide samples retain the high

surface area and relatively large pore volumes when com-

pared with the individual metal oxides. High-resolution

TEM studies clearly indicate the extent of the intermingling

of the two oxides. Individual and aggregated Al2O3 boehm-

ite planes mixed with AP-MgO nanocrystals could be

observed. This gives a clear indication that the MgO and

Al2O3 are intimately mixed throughout the entire material

resulting in some unique structures. The presence of MgO

“guest” planes in the “host” AlO(OH) planes has led to an

increase in the distance between the planes. Typically in AP-

Al2O3 the spacing between planes is 6 Å. MgO is now

sandwiched between the boehmite planes and the spacing

has increased to 15 Å.

Thus, an interesting facet of the MAP procedure is that

one can engineer and tune acid/base sites in them. The inti-

mately intermingled MgO-Al2O3 nanostructures discussed

earlier exhibit enhanced capacity/activity over the pure

forms of either AP-Al2O3 or AP-MgO. The enhanced reac-

tivity is attributed to the Lewis base nature of the very small

and very well dispersed MgO crystallites that are “housed”

within the large pores of Al2O3. In addition, such intimately

intermingled mixed oxides are highly thermally stable with

minimal sintering after heating up to 700�C.

Selected Applications

As stated earlier, catalytic processes contribute to at least

20% of the GDP of the USA. Thus, an important application

of nanostructured materials lies in the field of heterogeneous

catalysis. It is beyond the scope of this chapter to discuss the

numerous applications of nanoparticles as catalysts. How-

ever, we shall confine our discussion to a select few

examples that demonstrate the importance of nanoparticles

in the field of environmental catalysis.

Catalysis: Dechlorination
and Dehydrochlorination

The disposal and destruction of chlorinated compounds is a

subject of great importance. The cost of complete elimina-

tion of chlorinated compounds is quite staggering and it is

estimated to be over $100 billion/year. In 1993 some envi-

ronmental agencies had proposed the need for a “chlorine

free economy” [74]. The most widespread group of

chlorocarbons includes polychlorinated biphenyls (PCBs)

and cleaning solvents such as CCl4 and C2Cl4. The most

common method used to destroy chlorocarbons is high tem-

perature thermal oxidation (incineration). The toxic

chlorinated compounds seem to be completely destroyed at

high temperatures; however, there is great concern about the

formation of toxic by-products such as dioxins which are far

more toxic than the chlorinated compounds themselves. The

desired reaction is the complete oxidation of chlorocarbons

to water, CO2, and HCl without the formation of any toxic

by-products.

Chlorocarbons are destroyed during reactions with

nanocrystalline metal oxides by becoming mineralized as

environmentally benign metal chlorides and CO2 gas

[66, 75, 76]. The process can be written as

2MOþ CCl4 ! CO2 þ 2MCl2 (8.4)

From a purely thermodynamic perspective, the reaction of

metal oxides with chlorocarbons with MgO and CaO are

energetically favorable according to the following equations:

2MgOðsÞ þ CCl4 ! 2MgCl2ðsÞ þ CO2ðgÞ
DH0 ¼ �334 kJ/mol (8.5)

2CaOðsÞ þ CCl4 ! 2CaCl2ðsÞ þ CO2ðgÞ
DH0 ¼ �573 kJ/mol (8.6)

CaO and MgO can destroy chlorocarbons such as CCl4,

CHCl3, and C2Cl4 at temperatures around 400–500�C in the

absence of an oxidant, yielding mainly CO2 and the

correspondingmetal chlorides. Also, it has been demonstrated

that if MgO or CaO nanoparticles were coated with transition

metal oxides (e.g., Mn2O3, Fe2O3, CoO, or NiO), the reactiv-

ity could be enhanced substantially and a kinetic advantage

could be obtained [77]. The dehydrochlorination is

represented as shown by (8.7) below:

R-CH2-CH2-Cl! R-CH = CH2 þ HCl (8.7)

Nanoscale AP-MgO and AP-CaO were found to be supe-

rior to conventionally prepared CP-CaO, CP-MgO, and
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commercial CaO and MgO catalysts for the dehydrochlori-

nation of several toxic chlorinated substances. The interac-

tion of 1-chlorobutane with nanocrystalline MgO at

200–350�C results in both stoichiometric and catalytic dehy-

drochlorination of 1-chlorobutane to isomers of butene and

simultaneous topochemical conversion of MgO to MgCl2
[78]. During the course of the study, it was found that the

surface of MgO was converted to MgCl2 and a steady per-

formance of the catalyst was observed only after the forma-

tion of the surface MgCl2 phase. Also, a decrease in the

surface area during the transformation of MgO to MgCl2
was found due to aggregation of the nanoparticles. The study

demonstrates that multi-component systems comprising

nanoparticles of MgO/MgCl2 have unusual catalytic

properties in acid–base reactions.

Destructive Adsorption of Chemical
Warfare (CW) Agents

Chemical warfare agents constitute one of the biggest threats

to mankind along with biological warfare agents such as

bacteria, fungi, and viruses. The huge stockpiles of CW

nerve agents in the USA and Russia and other nations such

as North Korea is a matter of grave concern to the public in

these countries. The CW agents are known to irreversibly

react with the enzyme acetylcholinesterase (AChE) which

prevents the enzyme from controlling the central nervous

system and hence cause irreversible damage to humans.

Hence, many methods have been attempted to decontami-

nate or neutralize these CW agents [79]. However, only a

few reactions are feasible for practical neutralization.

Examples of CW agents include VX [O-ethyl S-(2-diisopro-

pylamino) ethylmethyl-phosphonothioate], GD (pinacolyl

methylphosphono-fluoridate), and HD [bis(2-chloroethyl)

sulfide].

The traditional method of decontaminating CW agents

is to neutralize them in basic media in solution phase.

An approach in this direction has been to use oxidizing

reagents such as aqueous bleach (NaOCl or Ca(OCl)2) or

hypochlorous acid (HClO). However, these reactions require

careful control of pH and solubility problems arise fre-

quently; for example, in basic bleach, VX has solubility

problems. Also, large quantities of liquids have to be used

for complete neutralization and hence aqueous phase

methods are cumbersome. Dry powders have numerous

advantages: (1) they are non-toxic, (2) easy to handle and

store, (3) waterless and hence have low logistical burden and

easy to transport, and finally (4) there is no liquid waste

stream. Nanosize MgO, CaO, and Al2O3 have been used in

room temperature reactions with chemical warfare agents

such as VX, GD, and HD [80–82]. Reaction with nerve

agents VX and GD and metal oxides results in the nerve

agents being hydrolyzed. There are two important

differences between their solution behavior and their

destructive adsorption on nanoscale metal oxides. The first

difference is that the non-toxic phosphonate products reside

as surface-bound complexes. The second important differ-

ence is that toxic EA-2192, which is known to form under

basic hydrolysis in aqueous phase, is not observed on the

surface of either MgO or CaO.

Commercial Products

A comprehensive list of consumer products based on nano-

technology is available in the Internet [1]. As of early 2011,

there are 1,015 products produced by 484 companies located

in 24 countries. United States continues to be the leader in

the commercialization with over 500 products. The inven-

tory was first created in 2006 with a list containing initially

215 products. Of the 1,015 products, health and fitness

accounts for over 60% of the products with 605 listed. In

this category, the sub-category of personal care and clothing

contains the largest number of products. When the products

are examined in terms of the chemical constituent responsi-

ble for the product being listed in this inventory, silver

nanoparticles account for over 250 products. The other two

important classes of materials are carbon and titanium diox-

ide. Silver nanoparticles have been incorporated into a wide

variety of products that include socks, wound dressings,

shirts, toothpastes, air filters and purifiers, refrigerators,

washing machines, and vacuum cleaners. The second widely

used material, carbon is found in tennis rackets, bicycles,

and tires to name a few products. Titanium dioxide

nanomaterial is a popular choice of sunscreen lotions and

creams because it has the ability to absorb harmful UV rays.

Conclusions

It is quite clear from the various applications listed above

that consumer products based on nanotechnology have made

inroads into our daily lives. As the technology becomes

more mature and more products based on the principles of

nanotechnology appear in the market, societal and environ-

mental implications have also to be considered. Without a

doubt, the economic potential of nanotechnology is tremen-

dous; however, it is best to balance the benefits with poten-

tial risks and identify strategies to mitigate these. As

discussed in this chapter, the reactivity of nanoparticles is

significantly higher compared with bulk materials. Although

the enhanced reactivity is useful for most applications, envi-

ronmental effects are not known at this moment. Several

properties such as solubility, permeability, and adsorption

need to be studied in greater detail and their interaction with
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aquatic and ecological ecosystems needs to be monitored

closely when they are released into the environment. For

example, Ag nanoparticles have been detected in several

wastewater treatments plants and it has been documented

that at high concentrations, the growth of nitrifying bacteria

is inhibited. This has prompted the EPA to take action to

issue guidelines and policies that protect against unreason-

able risk to human health and environment. It is worth

concluding this chapter by quoting the Nobel laureate

Richard Smalley, “Just wait—the next century is going to

be incredible. We are about to be able to build things that

work on the smallest possible length scales, atom by atom.
These little nanothings will revolutionize our industries and

lives” [83].
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Introduction

Nanoscience and nanotechnology are transforming materials

science in a broad way, in a manner similar to polymer

chemistry’s transformation of materials science over the

preceding century. The continuous development of novel

nanostructured materials and the extensive study of physico-

chemical phenomena at the nanoscale are creating new

approaches to innovative technologies that are constantly

resulting in products with a wide range of applications [1–5].

Nanoscience is generally defined as the study of phenom-

ena and manipulation of materials at slightly above atomic

or molecular scale, where properties of matter differ signifi-

cantly from those at the macro scale. The term nanotechnol-

ogy generally refers to techniques capable of designing

and synthesizing nanomaterials that offer advanced

material properties for novel applications. The US National

Nanotechnology Initiative (NNI) defines a technology as

nanotechnology only if it involves all of the following [6]:

• Research and technology development involving

structures with at least one dimension in approximately

the 1–100 nm range, frequently with atomic/molecular

precision.

• Creating and using structures, devices, and systems that

have novel properties and functions because of their

nanometer scale dimensions.

• Ability to control or manipulate on the atomic scale.

History of Nanomaterials

It should be pointed out that nanomaterials are not entirely

new. Carbon black, a material discovered in the early 1900s,

is a nanomaterial that is used to increase the life of car tires

and to provide the black color. Fumed silica, a component of

silicone rubber, adhesives, coatings, and sealants, is a

nanomaterial that has been in the market since the 1940s.

Several chemicals and chemical processes possess nanoscale

features—for example, large polymer molecules made up of

tiny nanoscalar subunits. The first nanotechnologists were

the Roman glass workers who invented dichroic glass. Other

early nanotechnologists were the medieval glass workers

who were responsible for providing the nanomaterials that

gave stained glass and glazes their bright and vibrant colors.

Similarly, nanotechnology has been used to create the tiny

features on computer chips for the past several years. Over

the last 20 years, the understanding of some preparations of

metals, oxides, and other substances as nanomaterials has

emerged through a vast body of research and development

efforts. Additionally, with the development of more

advanced analytical techniques, new nanomaterials are

being developed in a systematic manner and with a greater

understanding.

The origin of modern nanotechnology is mainly

attributed to Professor Richard Feynman’s speech “There’s

Plenty of Room at the Bottom,” which was delivered in 1959

at the annual meeting of the American Physical Society at

Caltech [7]. At the time, Professor Feynman’s predictions

were based on theoretical speculation that the principles of

physics should allow the possibility of manipulating things

atom by atom. He described such atomic scale fabrication as

a bottom-up approach, as opposed to the top-down approach

that is generally employed in manufacturing. However,

developments such as the invention of the Scanning

Tunneling Microscope in 1981 have since made nanoscale

science a reality. Nanotechnology is now a rapidly growing

field of research and development that is cutting across many

traditional scientific boundaries.
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Nanomaterials: What and Why

In typical nanomaterials, a large fraction of the atoms are

located on the surface of the particles, whereas in conven-

tional materials, they are located in the bulk. As a result,

many of the intrinsic properties of nanomaterials are differ-

ent from conventional materials, since many of the atoms are

in a different environment. Two key factors cause the

properties of nanomaterials to differ significantly from

other materials: increased surface area and quantum effects.

Nanomaterials have much greater surface area per unit mass

compared to conventional materials. As chemical reactions

occur at surfaces, this means that a given mass of

nanomaterials will be more accessible than the same mass

of material made up of larger particles. In addition, higher

surface energies and the presence of many corners, edges,

and surface defects cause additional intrinsic reactivity.

Quantum effects also begin to dictate the properties of mat-

ter as size is reduced to the nanoscale, which in turn affects

the optical, electrical, and magnetic behavior of materials.

Since industrial sectors such as aerospace, biotech, energy,

healthcare, and transportation depend onmaterials and devices

made of atoms and molecules, they can all be improved by

application of nanomaterials. Indeed, this rapidly advancing

field of science has afforded a variety of commercially avail-

able products including catalysts, cosmetics, electronics,

paints, self-cleaning windows, suntan lotions, and stain-

resistant clothing [8]. Of all the materials, the most commonly

mentioned materials are carbon based on fullerenes and

nanotubes, followed by silver, silica, titanium dioxide, zinc

oxide, and cerium oxide. Iron nanoparticles appear to have

potential for environmental applications, particularly for

groundwater remediation [9, 10]. Nanoparticles of titanium

dioxide and zinc oxide are included in personal care products

such as toothpaste, beauty products, sunscreens, and textiles

[11, 12]. Silver nanoparticles are used as antimicrobials in

textiles such as socks and underwear and are recommended

for use in food packaging and in detergents [8]. Areas produc-

ing the greatest revenue for nanoparticles reportedly are

chemical–mechanical polishing, magnetic recording tapes,

sunscreens, automotive catalyst supports, biolabeling,

electroconductive coatings, and optical fibers. The number of

consumer products on themarket containing nanomaterials (as

particles or fibers) now exceeds 1,000 and is growing quickly.

This count includes nanomaterials containing carbon, cerium

oxide, silver, silica, titanium dioxide, magnesium oxide, and

zinc oxide. The remarkable advances in current nanotechnol-

ogy are mirrored in our capability to design and control the

chemical composition, size, shape, and assembly structure for

various applications.

The advantages of nanotechnology are spreading to

numerous industries and applications. The ability of

nanoparticles to make products lighter, stronger, and less

expensive will infiltrate nearly every part of our lives from

transportation to what we wear to treatments of the human

body. Products using nanotechnology are already on the

market and include stronger tennis racquets and golf clubs,

cleaning products with powerful bactericidal and odor

removing capabilities, and fabrics treated with nanoparticles

to provide odor, stain, or liquid-resistant clothing. Cosmetic

companies are also finding nanomaterials to be increasingly

effective in anti-wrinkle creams and sunscreens, along with

many other applications that will be discussed later in

the chapter.

Governments and global corporations are investing

billions of dollars to grow nanotech research and develop-

ment for many other applications that will be greener and

more sustainable than current technologies. This investment

will fuel the $1.6 trillion of nanomaterials that are expected

to be incorporated into manufactured goods in 2013 [13].

Quite recently, the President’s Council of Advisors on

Science and Technology (PCAST) released their review of

the US NNI. Among the major recommendations is

enhanced support of commercialization efforts including

nanomanufacturing along with continued support of science

and engineering, better coordination between US agencies,

and increased efforts in nanoscience education and in clearly

understanding the societal impacts of nanotechnology. Most

importantly, a forward-looking view of environmental

health and safety for nanomaterials is promoted [14].

Worldwide Initiatives on Nanoscience
and Nanotechnology

As mentioned earlier, the existence of nanosized materials

has been known for centuries, but only recently has charac-

terization and manipulation of nanoscale systems opened a

new era of nanoscience. Worldwide initiatives in

nanoscience have gained great momentum from public and

private investors due to economic benefits. In the present

global market, a market dominated by tough competition,

and a taste for superior products and services, experts believe

nanotechnology advancements promise a stronger economy,

greater return on investments, and soaring job creation.

Countries have realized the importance of nanotechnology

for future economic development and its potential impact

on various industries. Nanotechnology is expected to

revolutionize the existing major industries to create new,

enhanced products and processes. Energy, medicine, mili-

tary, communication, electronics, transportation, and mate-

rial sciences are just a few segments that would be improved

by nanotechnology. Experts believe that all areas will be

impacted by nanotechnology, which could lead to exponen-

tial economic growth and possibly be the next great acceler-

ant for growth similar to the information technology boom.
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According to Lux Research, public and private investments

totaled 18.2 billion USD globally in 2008. For the first time

in 2007, private funding for nanotechnology worldwide

surpassed public funding, indicating that basic research has

led to commercialization and return on investments. The

sales of nanotechnology related products grew 41% from

2007 to 2009, to a total of 224 billion USD [14].

Initiative and investment by governments in developed

and emergent countries in this technology are an unambigu-

ous indication of the relevance of nanotechnology. A market

research firm, Cientifica, reports that in 2004, 85% of world-

wide R&D spending was dominated by the European Union

(27 EU member states), Japan, and the United States. In

2009, this dropped to 58% reflecting the emergence of addi-

tional countries contributing to nanotechnology [15].

Although the EU, Japan, and the US have increased their

investments through 2009, other developing countries are

catching up. Countries have varied approaches towards

nanotechnology advancements. Some countries establish

specific agencies to monitor progress, fund research, and

transfer research to commercialization, while others utilize

existing science technology for their advancements.

According to an Organisation for Economic Co-Operation

and Development (OECD) report, 17 of the 24 countries

surveyed had specific governmental agencies focused on

nanoscience, while six of the 24 countries invested in nano-

technology through the existing science and technology

(S&T) agencies [16]. As countries continue the race to

exploit nanotechnology for socioeconomic benefits, the

scale of nanotechnology advancements can be measured by

the number of nanotechnology centers and initiatives, public

and private funding, number of active companies, number of

scientific publications, patents, and number of Ph.D.

graduates. The United States invests the most in the field

of nanotechnology, but is losing ground against other foreign

competitors (Fig. 9.1). Progress in basic and advanced

research can be gauged by grouping the number of

nanotechnology publications by country in the science cita-

tion index. Figure 9.2 illustrates publications reported in

various geographical areas. The EU, which acts as the policy

maker and funding agency, as well as one voice for Europe,

has the most nanotechnology publications. China (including

Taiwan) surpassed the US in 2007 for the number of nano-

technology publications [14].

Figure 9.3 shows China’s dominance in patents compared

to other countries. Currently, China has a larger number of

patent applications than patents issued; nonetheless, China’s

progression in nanotechnology is impressive.

The US produces the majority of Ph.D. students in the

field of science and engineering, but most of these students

are foreign nationals. More than one third of these students

leave the US, resulting in technology drain [14].

Governmental involvement in promoting nanoscience is

the major driver for the current progress in the area of

nanoscience. In the next section, various governmental

initiatives introduced to promote nanotechnology growth are

discussed. We will focus on key players in regions that have

played a major role to date. These regions include North and

SouthAmerica, Europe, Eurasia (Russia), Asia, andAustralia.

North and South America

United States of America
The US government, in hopes of maintaining its leadership

in the field of nanotechnology, has founded the NNI to

promote nanoscale science, engineering, technology

research, and development programs. The NNI is a

sub-branch of the National Science and Technology Council

(NSTC), the cabinet level council by which the President

coordinates science, space, and technology policies across

the Federal Government. The program was established in

2001, and to date the cumulative investment is 12 billion

USD. The proposed NNI budget for fiscal year 2010 is 1.64

Fig. 9.1 Nanotechnology

funding from 2000 to 2008

(includes public and private

investments)
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billion USD, with a growth of 8.5% over fiscal year 2009.

Currently, the NNI involves 25 federal agencies, 13 of which

had budgets for nanotechnology R&D in 2010. Table 9.1

displays NNI budgets (2008–2010) for the 13 budgeted

federal agencies.

Of the total investment in the 2010 NNI proposed budget,

96% of the total is focused on five federal agencies, which are

the National Science Foundation (NSF), the Department of

Defense (DOD), the Department of Energy (DOE), the

National Institutes of Health (NIH), and the National Institute

Fig. 9.2 Nanotechnology publications in science citation index by

year. Source: Chen HC, Dang M, Roco MC. “Updated nanotechnology

indicators, January 2010.” Addendum to Chen H, Roco MC (eds).

Mapping nanotechnology innovations and knowledge: global, longitu-

dinal patent and literature analysis. New York: Springer, 2008

Fig. 9.3 Nanotechnology related patent applications. Source: Kisliuk B, USTPO, unpublished on comparative patent filings, January 2010
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of Standard and Technology (NIST). The NSF focuses on

research across all disciplines of science and engineering;

the DOD focuses on science and engineering research

advancing defense; the DOE focuses on new and improved

energy technologies; the NIH focuses on biomedical research

at the intersection of life science and physical science; and the

NIST focuses on fundamental research and development of

measurement and fabrication tools, analytical methodologies,

and metrology for nanotechnology [17].

Canada
Canada contributed 4.5% of the total global investment in

2008. The nanotechnology initiative by the Canadian gov-

ernment includes nine institutes of the National Research

Council (NRC) distributed in several provinces. These

provinces have spearheaded technological advancements in

Canadian nanotechnology. Alberta, British Colombia,

Ontario, and Quebec are some of the provinces central to

innovation and competiveness in Canada. Currently, there

are approximately 50–200 Canadian companies involved in

the field of nanotechnology [18].

Brazil
Brazil, the leader of nanotechnology advancements in South

America, commenced its governmental initiative in 2001. The

National Council of Scientific and Technological Develop-

ment (CNPq), the agency under the Ministry of Science and

Technology (MCT), is dedicated to the promotion of scientific

and technological research, human resources, and funding and

is involved in the nanotechnological advancement in the

country. In Brazil, funds for nanotechnology projects are

distributed across various regions for the accepted proposals

in hopes of stimulating the regional economy. In 2008, the

responsible agency awarded 50% of its budget to the South-

East, 15% to the South, and 35% of the budget to the North,

North-East, and Center-West regions [19–21].

Europe

United Kingdom
Nanotechnology efforts in the United Kingdom were first

initiated in 1986 by the National Initiative on Nanotechnol-

ogy, led by the National Physical Laboratory. The initiative

was jump-started with the Taylor report published in 2002,

which highlighted the significance of nanotechnology. Cur-

rently, the Technology Strategy Board (TSB) is a govern-

mental agency with a vision to be the global leader for

innovation and attract inventive business. The Biotechnol-

ogy and Biological Science Research Council (BBSRC),

Engineering and Physical Science Research Council

(EPSRC), and Natural Environment and Research Council

(NERC) are the three research councils that drive nanotech-

nology advancement in the UK [22, 23].

Germany
The Federal Ministry of Education and Research (BMBF)

has been funding nanotechnology activities since the late

1980s. The German government initiated a strategy to inte-

grate seven ministries for the advancement of Nanotechnol-

ogy in its “Nano Initiative-Action Plan 2010.” The goal of

the strategy can be summarized in five action priorities:

• Developing future fields and introducing new industries.

• Creating favorable framework conditions for science and

economy.

• Recognizing risks and providing guidelines for responsi-

ble handling.

• Informing and integrating the public.

• Identifying research demands of tomorrow.

The seven federal ministries include the Federal

Ministries for Labor and Social Affairs (BMAS), Environ-

ment, Nature Conservation and Nuclear Safety (BMU),

Food, Agriculture and Consumer Protection (BMELV),

Defense (BMVg), Health (BMG), Commerce and Technol-

ogy (BMWi), and BMBF [24, 25].

Eurasia

Russia
The Russian government nanotechnology initiative includes

the Russian Corporation of Nanotechnology (RUSNANO)

with a five billon USD budget, specialized federal R&D

program financing (2008–2011) for four billion USD, and

Nanoindustry Infrastructure Development in the Russian

Table 9.1 National nanotechnology initiative (NNI) budget

2008–2010 (millions in USD)

Federal agencies 2008 Actual 2009 Estimatea 2010 Proposed

NSF 409 397 423

DOD 460 464 379

DOE 245 337 351

DHHS (NIH) 305 311 326

DOC (NIST) 86 87 91

EPA 12 16 18

NASA 17 17 17

DHHS (NIOSH) 7 7 12

DHS 3 9 120

USDA (FS) 5 5 5

USDA (CSREES) 6 3 3

DOT (FHWA) 1 3 3

DOJ 0 0 0

Total 1,554 1,657 1,640

a2009 Additional funds were allocated as a part of American Recovery

and Reinvestment Act of 2009
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Federation for a period of 2008–2010 for one billion USD.

The primary corporation, RUSNANO, was established in

2007 to advance the field of nanotechnology financed

projects which include manufacturing projects to expand

nanotechnological products; infrastructure projects to

advance innovation, technology centers, technoparks, and

information databases; and educational programs to train

and educate the workforce for nano industries. The mission

of RUSNANO is to make Russia the leading player in

nanotechnology [26, 27].

Asia

Japan
Japan, one of the earliest players in the field of nanotechnol-

ogy, leads the governmental effort through the agency

MEXT (Ministry of Education, Culture, Sports, Science

and Technology). MEXT is responsible for basic research

and spearheads the nanotechnology advancement. The Min-

istry of Economy, Trade, and Industry (METI) leads the

industrial development and commercialization efforts [28].

China
In 2001, an aggressive plan titled “Compendium of National

Nanotechnology Development (2001–2010)” was issued to

jump-start the Chinese initiative in Nanotechnology. The

Chinese government spent 600 million USD in 2007 to

promote nanotechnology with approximately 70 institutions

engaging in nanotechnology research. The government

backed funding agencies include the Chinese Academy of

Science (CAS), National Science Foundation of China

(NSFC), Ministry of Education (MOE), and Ministry of

Science and Technology (MOST) [29, 30].

South Korea
SouthKorea’s aggressive plan to become one of the top three in

the world by 2015 in nanotechnology competitiveness has led

to the allocation of 16 billion USD for the period 2001–2010.

The purpose of the Science and Technology framework law of

2001, launched by MOST, is to advance the nanotechnology

effort in South Korea. MOST focuses on basic research and

funds the knowledge base. The Ministry of Commerce, Indus-

try, and Energy (MOCIE) and the Ministry of Information

and Communication (MOIC) also promote nanotechnology

growth in South Korea. The MOCIE focuses on commerciali-

zation efforts, whereas the MOIC funds projects that connect

information technology with nanotechnology [31].

India
In 2001, India joined the race by launching the Nano Science

and Technology Initiative (NSTI) under the Department of

Science and Technology (DST), with a 20 million USD

budget that financed infrastructure and 100 projects over 5

years. NSTI was superseded by the aggressive program

Nano Mission within the DST with a budget of 254 million

USD for 5 years. The objective of the Mission includes:

Basic Research Promotion, Infrastructure Development for

Nano Science & Technology Research, Nano Application

and Technology Development Programs, Human Resource

Development and International Collaborations. Other

agencies involved in nanotechnology development include

the Council of Scientific and Industrial Research (CSIR), the

Department of Biotechnology (DBT), agencies under

the Ministry of Information and Communication Technol-

ogy, the Ministry of Family and Health and Welfare, the

Ministry of Defense, and the Ministry of New and Renew-

able Energy [32–34].

Australia

Australia has made nanotechnology a national priority since

2004. A study conducted in 2004 by Australia Research

Council (ARC) highlighted the shortcomings of Australia’s

position in the global race. Numerous initiatives by the gov-

ernment were introduced to improve Australia’s status on the

world stage. According to the Nanotechnology Australian

Capability report, 75 nanotechnology research organizations,

along with 80 nanotechnology companies, lead the nanotech-

nology effort. The government channels funding for nano-

technology through main agencies like the ARC, the

Commonwealth Scientific and Industrial Research Organiza-

tion (CSIRO), and the National Health andMedical Research

Council (NHMRC). According to the Australian Office of

Nanotechnology (AON), 21 of Australia’s 41 universities

participate in nanotechnology advancements. For the

period of 2008–2009, 107.7 million USD were allocated to

nanotechnological advancement by participating govern-

mental agencies [35, 36].

Nanotechnology Companies

Companies focusing primarily on nanotechnology products,

as well as established companies with a nanotechnology sub-

branch, are on the rise. The drivers for private entities

include return on profit, superior product/services, and

monopoly. According to Nanovip International Nanotech-

nology Business Directory, in November 2008 there were

1,608 companies with nanotechnology products and

services; however, this is only an estimate due to various

standards as qualifiers in different countries. Currently,

the US dominates the race for the number of companies

compared to other nations [37].
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Nanostructured Materials as Destructive
Adsorbents

Nanostructured materials based on diatomaceous earth,

carbon, zeolites, lime, and clays have been in use as

adsorbents for many years to physically remove conta-

minants from surfaces [38]. Many of these materials were

not initially recognized as being “nanostructured.” Nanos-

tructured materials can exist as atomic, molecular, or crystal-

lite clusters. They may form different shapes including, but

not limited to, cages, sheets, tubes, spheres, and rods. In the

process of forming these unique shapes, voids and defects are

also formed which increase the nanostructured materials’

surface area and porosity through pits, holes, tunnels, and

edges. These defects allow the nanostructured material to

absorb liquids and trap gaseous molecules. The contaminants

in the area are then removed by containment within the

nanostructured materials’ overall structure.

Destructive adsorbents based on high surface area inor-

ganic metal oxides act upon contacted contaminants in two

ways: they contain the contaminant by trapping the liquid or

gas into their structure, and they alter the original structure

(destructive adsorption) such that the contaminants are

immobilized. Typically immobilization is done through

interaction with reactive sites on the adsorbent. The

nanostructures’ inherent molecular structure discontinuity

gives additional reactive sites such as terminal hydroxyls

or coordination sites for anions and cations. Bonding of the

adsorbate to the adsorbent through van der Waals forces

usually begins the destructive process and instigates the

reaction with the surface structures of the adsorbent.

Materials that combine these characteristics can be used

in several ways, with the primary usages focused on air

purification and destruction and immobilization of bulk

quantities of hazardous chemicals [39]. Specifically, the

high surface areas, increased porosity, large concentrations

of surface defects, and unusual stabilized exposed planes are

credited for these useful applications [40–42]. Several

mechanisms can be facilitated by these surface structures

including oxidation, hydrolysis, and elimination of appro-

priate functional groups from the adsorbed contaminant

(Fig. 9.4).

Nanomaterials Based on Metal Oxides

Some of the materials that have garnered the most attention

are based on metal oxides and zeolites. Each of these

materials can be further modified with doping agents and

functional groups to tailor the material to its intended use.

Literature evidence for proving destructive adsorption is

heavily directed towards high surface area metal oxides;

therefore, metal oxides are the focus of this section. High

temperature desorption by thermo gravimetric analysis

(TGA) in combination with Fourier transform infrared

(FTIR) or GC-MS show what heat releasable by-products

are observable or key changes are seen in the reacted

sorbent’s NMR peaks or FTIR spectral bands. Most avail-

able analyses rely on observed reduction in the challenge

agent either through sorbent extraction or measurement of a

gas stream before and after entry into the sorbent bed

(flowthrough or breakthrough). In general, the best charac-

teristics for a destructive adsorbent to have are high surface

area, pore size, and volume in a mesoporous range for

increased contact of adsorbate and a high number of surface

hydroxyls to allow for a variety of species to interact with

the surface groups [43].

Fig. 9.4 Reaction schemes depicting destructive adsorption of GD and HD on nanocrystalline metal oxide surfaces
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Nanocrystalline high surface area titanium oxide (TiO2)

has been extensively studied by several groups for its

reaction with dimethyl methylphosphonate (DMMP), a com-

mon chemical warfare agent simulant for VX and G agents.

Trubitsyn and Vorontsov examined ambient reactions of the

anatase form by FTIR, comparing successive and simulta-

neous reaction processes of reactive adsorption, hydrolysis,

and photocatalysis at both high and low DMMP conce-

ntrations, with and without humidity [44]. The rate of

exposure to DMMP and relative humidity play a role in

product formation and the degree of product binding to the

surface of TiO2 during adsorption and hydrolysis. The

photocatalytic process is also affected by deactivation of

sites by non-volatile products. Humidity aids in both hydro-

lysis and the release of converted volatiles. Interestingly,

when all processes occur simultaneously, the destruction of

DMMP is complete within 30 min.

Panayotov and Morris observed two paths that DMMP

takes toward decomposition: molecular adsorption through

hydrogen bonding at the hydroxyl groups and reactive

adsorption through the Lewis acid active oxygen sites [45,

46]. They found that at low temperatures (295–400 K),

nucleophilic attack from the neighboring surface hydroxyls

form the Ti–CH3 and P–Ox surface groups, while at higher

temperatures (400–600 K) the lattice oxygens oxidize the

Ti–CH3. However, as the lattice oxygens are slowly poi-

soned and the non-volatiles accumulate, the isolated

hydroxyls can be regenerated through thermal treatment in

oxygen. Similar results were found during a molecular

dynamics computer generated simulation performed by

Quenneville et al. with varied surface hydroxylation of

amorphous silica (SiO2) and DMMP [47].

Li et al. have thoroughly investigated adsorption

and decomposition of organophosphorus compounds with

magnesium oxide (MgO) using an in situ pulse reactor

GC-MS technique [39]. Comparison of two different MgO

sorbent beds of varied surface areas (130 and 390 m2/g),

after exposure to various gaseous organophosphorus

compounds, revealed several important facts related to

decomposition temperature, product distribution, and capac-

ity for destructive adsorption. Overall, MgO reduces the

decomposition temperatures for these compounds via

dealkylation reactions, proton abstractions, and nucleophilic

displacements; the capacity for the reaction is dependent on

surface area; and presence or absence of water affects prod-

uct distribution.

Photocatalytic studies with high surface area TiO2

and SiO2-TiO2 using the HD simulant, 2-chloroethyl ethyl

sulfide (2-CEES), by FTIR show both partial and full oxida-

tion products in addition to aldehydic, carboxylate, and

carbonate products that are surface bound [48, 49]. Multiple

reactive sites are used by TiO2, while Si–OH sites hydrogen

bond to 2-CEES through the sulfur and chlorine moieties.

Similar studies with diethyl sulfide (DES) found other

specific roles for the chlorine.

Studies with nano MgO and 2-CEES also found that

liquid phase reactions are greatly affected by the solvent

used. The most rapid results were observed from use of

inert organic solvents with some addition of water to

enhance the surface hydroxyl group numbers [50].

Nanomaterials that are prepared such that they are intimately

intermingled with two or more nanomaterials can show

synergistic performance compared to those prepared singu-

larly. Studies with 2-CEES and mixed metal oxides found

that the surface hydroxyls and the Lewis acid sites were

responsible for conversion to the surface bound alkoxy spe-

cies and vinyl products and swift reaction time [51, 52].

Carnes et al. explored the destructive adsorption reaction

with an aluminum oxide (Al2O3) and MgO mixture for

performance against diethyl 4-nitrophenyl phosphate

(paraoxon) [53]. UV–vis and FTIR studies showed that

very little paraoxon is released back to the environment

after washing with solvent. Similarly, nano zinc oxide

(ZnO), copper oxide (CuO), and nickel oxide (NiO) have

been found to have increased reactivity and capacity towards

paraoxon over commercially available forms [54, 55].

In a series of studies, Wagner et al. have explored the

room temperature reaction of nanocrystalline MgO, calcium

oxide (CaO), Al2O3, and nanotubular TiO2 with real agents

(VX, GD, and HD) by 1H, 31P, 27Al, and 13C NMR [42,

56–58]. All of these nanomaterials hydrolyze VX and GD to

surface bound non-toxic compounds. With HD, both hydro-

lysis and elimination were observed by destructive adsorp-

tion modes. The many layers of nanotubular TiO2 and the

surfaces and pores of MgO, CaO, and Al2O3 trap water

allowing for rapid hydrolysis, whereas the presence of

water on CaO with HD creates a CaCl2 coated surface,

catalyzing fast elimination of HCl after an initial induction

period. Rates of some of these reactions were found to

approach the speed of liquid decontamination solutions.

Koper et al. have also studied the destruction of various

chlorinated hydrocarbons over high surface area CaO (con-

ventionally prepared—CP and aerogel prepared—AP) and

compared to commercially available non-nano or micro

material (CM) in a bed at different temperatures with and

without water [59, 60]. Comparison of these materials of

differing surface areas (CM ~10 m2/g; CP ~100 m2/g; AP

~120 m2/g) led to several key conclusions. The material

preparation method is critical, as it affects the surface area.

Higher surface area generally results in faster reaction time,

lower reaction temperature, and higher reaction capacity;

however, this is highly compound dependent. While CP

performs better with certain compounds, the reactions are

slower with a higher capacity when compared to their AP

prepared counterparts. Temperatures must be fine tuned for

high efficiency and no graphite poisoning of the bed.
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Nanocrystalline zinc oxide (ZnO), copper oxide (CuO), and

nickel oxide (NiO) have also been found to have increased

reactivity and capacity towards carbon tetrachloride (CCl4)

over the corresponding non-nano metal oxides [54, 55].

High surface area MgO and TiO2 reactions with the

halocarbons CF2Cl2 and CFCl3 were found to have increased

efficiency at lower reaction temperatures compared to their

non-nano commercial forms. Interestingly carbon coating of

these high surface area metal oxides also appear to improve

the reactivity of the nano forms [61]. Addition of Fe2O3 or

other transition metal oxides to high surface area nanoc-

rystalline CaO was found to improve destructive adsorption

activity against CCl4 and C2Cl4 to near stoichiometric

quantities at elevated temperatures [62]. Several polar

organic compounds are also destructively adsorbed by

nanocrystalline MgO with transition metal oxide shells

such as vanadium oxide; however, powder forms perform

better than pelletized forms [63].

Decker et al. andKhaleel et al. explored this applicationwith

Al2O3/MgOand other coated formulations against SO2 (an acid

industrial gas) [62, 63]. This intermingling of metal oxides

shows that acid gas adsorption is also improved over its singu-

larly prepared individual components. Vacuum desorption and

FTIR studies showwell boundmonodentate SO2 species on the

surface of the powder. Similarly, nano ZnO, CuO, and NiO

were found to have increased reactivity and capacity towards

SO2 over the corresponding non-nano forms [54, 55].

Room temperature FTIR studies of nanocrystalline MgO,

CaO, and Al2O3 with volatile organics, such as aldehydes,

ketones, amines, and alcohols, found high capacity adsorption

of these materials through a multi-layer dissociative process at

functional groups [64]. Similarly, acetaldehyde is adsorbed by

nano TiO2 and as temperature is slowly raised surface

intermediates are observed by aldol condensation [65].

Reactions of H2S with sol- or aero-gel prepared CaO,

ZnO, Al2O3, strontium oxide (SrO2), and MgO proceed

with increased capacity over their non-nano formulations

due to their higher surface areas as well as higher inherent

reactivities. Nano ZnO and CaO work with high efficiency

and the observed efficacy is attributed to nanocrystallites and

unique morphology of the materials allowing for deeper

reaction into the material [66]. High surface area SrO2 was

found to be a unique material which had greatly enhanced

efficiency (stoichiometric) at RT, while at elevated

temperatures exhibited reduced efficiency due to tempera-

ture induced crystal growth [67].

Studies of nanocrystalline MgO, CaO, Al2O3, TiO2, and

cerium oxide (CeO2) with and without halogen (Cl2, Br2,

and I2) or interhalogen (ICl, IBr, and ICl3) treatment have

been carried out against Escherichia coli, Bacillus cereus,

Bacillus globibii, aflatoxins, and MS2 bacteriophage

[68, 69]. Vegetative cell studies found appreciable reduction

of E. coli and B. cereus with halogenated MgO and CaO

within minutes. Spore studies show some reduction of

B. cereus by both halogenated and non-halogenated nano

MgO and CaO within several hours. Colorimetric studies

with aflatoxin show a neutralizing effect and MS2

studies found no plaque forming units after 5 min with

some halogenated formulations. Atomic force microscopy

(AFM) and TEM imagery illustrate significant changes in

the cells or spores [70]. These biocidal properties are thought

to be promoted by the abrasiveness, basic character, electro-

static attraction, and oxidation power of the wet slurries or

dry powders of nanomaterials [71]. Other known antimicro-

bial materials may be incorporated into these metal oxides to

provide additional biocidal properties. Photocatalytic and

biological testing of nanostructured novel Ag–C–S–TiO2

formulations shows both photodegradation of acetaldehyde

and inactivation of E. coli and Bacillus subtilis spores

without light activation compared to P25–TiO2 [72].

Commercial Uses

The commercialization of nanotechnology using destructive

adsorption has, so far, been limited to studies developed by

one company, which has been particularly successful with

this technology. NanoScale Corporation, located in Manhat-

tan, KS, has been using nanocrystalline metal oxides for

neutralizing toxins since 1995 for customers worldwide.

The technology was originally developed at Kansas State

University under Dr. Kenneth J. Klabunde. After years of

continuous progress, FAST-ACT® (First Applied Sorbent

Against Chemical Threats) was developed for the US Army

for chemical warfare decontamination. FAST-ACT can be

used on a variety of chemical releases to adsorb and eliminate

chemical threats. The same technology was adapted to fit

industrial and institutional needs for chemical hazards in

the ChemKlenz® line of products. NanoScale offers products

based on destructive adsorption of odors as well [73].

Destructive adsorption provides a superior technology to

many alternatives since it does not release or mask

contaminants. Guild Associates also uses adsorption tech-

nology in their material provided to the US Army [74]. Guild

provides chemical and biological decontamination in vari-

ous products. They have developed several types of mats and

blankets, a protective barrier used for transport, wipes, laun-

dry systems, and masks, among others.

Nanostructured Materials in Catalysis

Nanotechnology in the field of catalysis is ahead of other

nanotechnology segments and is referred as “the engine

that powers the world at the nanometer length scale” [75].

The exceptional morphology of nanostructured materials is
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responsible for their enhanced catalytic properties [76].

Catalysts, by definition, accelerate chemical reactions by

transforming reactants to products without being consumed

during the process [77]. In the presence of an ideal catalyst, the

preferred reaction can proceed at a faster rate, resulting in

desired products and improved yields. The speed of the reac-

tion is guided by catalytic activity, while the preferred reaction

is a reflection of catalytic selectivity [78]. Catalysts at the same

phase as reactants are known as homogenous and contribute to

10–15% of the catalyst market, whereas catalysts in a different

phase are referred to as heterogeneous catalysts. In this topic

wewill focus on heterogeneous catalysts due to their extensive

applications. Approximately 90% of newly developed

chemical processes utilize catalysts, and improving catalyst

efficiency via nanotechnology would have a significant

impact on resources and the environment [79]. More specifi-

cally, improved process efficiency through use of enhanced

nanocatalysts will allow for greener chemistry. Breakthroughs

in energy and environmental applications with nanoscale

catalysts have established great commercial success. For

example, petroleum processing and the catalytic converter

for automobiles utilize catalysts at nanoscale and are consid-

ered to be significant contributors [14]. Table 9.2 indicates

cost and energy saving in the US per annum from exploiting

nanoscale catalysts [80].

Refinery Industry

The refinery industry has successfully applied nanotechnol-

ogy to improve the previously inefficient refining process

by exploiting catalysis. Naphtha reforming and cracking

are examples of unit processes where nanocatalysts have

made major contributions [81]. Naphtha is used as a feed-

stock for the production of high octane gasoline by

reforming and restructuring the hydrocarbons of low

octane. Currently, bimetallic nanocatalysts based on Pt-

Re/Pt-Sn on an acidic alumina substrate are commercially

in use in the reforming units. Pt-Re on acidic alumina

allows for longer catalytic activity with improved stability

and Pt-Sn on acidic alumina has enhanced selectivity at low

pressure. Metal moieties are the catalytic sites where dehy-

drogenation reactions occur, while acidic sites are required

for isomerization, cyclization, and hydrocracking reactions

[82, 83]. The improvements over the Pt-alumina monome-

tallic catalyst introduced in 1950 have led to higher octane

levels and lower usage of the precious metals. Additionally,

previously used octane enhancers like lead and benzene are

being phased out. Techniques to produce oil at a lower cost

by minimizing the amount of catalyst by reducing the

particles to nano-size have been widely successful in the

petroleum industry. Over the last six decades, advancement

in technology has resulted in the particle size decreasing

from 100 nm to less than 2 nm. Materials with improved

catalysis efficiency are obtained by synthesizing materials

with uniform active sites, size, and shapes [84].

In the petroleum refinery, cracking is the largest volume

process where crude oil of high molecular weight (high

boiling point) is cracked to low molecular weight

hydrocarbons like gasoline, diesel, or olefinic gases by the

process of fluid catalytic cracking (FCC) [85]. Currently,

nano-size catalysts based on zeolites are commonly used

for catalytic cracking. Zeolite structures can be manipulated

to 1 nm and provide an adjustable cage-like structure that

allows specific molecular interactions for enhanced selectiv-

ity. AkzoNobel, ChevronTexaco, Engelhard, Exxon Mobil,

and CRI International are major producers of zeolite

catalysts [84].

Environmental Related

Air Purification
Nanocatalysts play a crucial role in air filtration applications

related for odor removal and chemical remediation. Combus-

tion engines, coal burning facilities, and chemical plants are

all sources of toxic nitrogen, sulfur, and other volatile organic

compounds (VOC) [86]. Nanocatalysts are designed for the

specific polluting source for VOC removal. Metal oxides

based on heterogeneous photocatalytic oxidation (HPO) in

the presence of sunlight have been proven to degrade toxic

organic pollutants to less toxic by-products by semiconductor

photocatalysts in the presence of an energetic radiation

source and an oxidizing agent [87–89]. For example, hetero-

geneous photocatalysts based on TiO2 and ZnO are useful for

capturing toxic VOCs by UV activation, similar to the water

purification described in the next section. The energy of solar

electromagnetic radiation should be larger than the band gap

of the nanomaterials in order to activate the photocatalytic

reaction. One such photocatalyst that can be activated by

electromagnetic radiation from the sun is crystalline phase

anatase TiO2 which has a band gap of 3.2 eV at wavelength

shorter than 387 nm [90, 91]. However, only 2.7%of the solar

energy is at this region. To harvest more of the electromag-

netic radiation from the sun, photocatalysts exploiting the

visible light region are being explored [92]. Doping

Table 9.2 Estimated impact of nanocatalysts [80]

Industry

Cost saving

($billion/year)

Energy savings

(trillion BTU/year)

Chemicals 2.5–4.0 200–400

Petroleum 0.2–0.8 80–200

Automobile 0.2–1.1 NL

NL not listed

Source: chemical industry vision 2020 technology partnership

274 K. Clement et al.



with transition metal ions such as V, Mn, Cr, and Fe, or with

nonmetals such as N, C, F, and P, semiconductor coupling

with WO3, CdS, or In2O3, and dye incorporated

photocatalysts are a few methods to utilize a broader range

of electromagnetic radiation from the sun [93–97]. For exam-

ple, Lee et al. [92] reported carbon-doped titania with a pore

size of 5–17 nm had a narrow band gap and was able to be

activated at a wavelength of less than 550 nm. Similarly,

Sathish et al. [98] reported a nano-photocatalyst of N-doped

TiO2 with activity in the visible region of the electromagnetic

spectrum. These nanophotocatalysts are incorporated in

curtains, blinds, or glass, where natural available UV sources

are used to activate and purify air, as well as destroy patho-

genic microorganisms [96, 99, 100].

Nanocatalysts in the catalytic converter and exhaust system

of a chemical or coal burning facility have a different approach

to neutralizing the exhaust air. These exhaust air streams are

rich in NOx, CO, and unburned hydrocarbons (UHC), which

are greenhouse gases and are regulated by environmental

agencies. A conventional catalytic converter utilizes precious

metals such as Pt, Rh, and Pd to purify the exhaust stream.

These metals tend to agglomerate into larger clumps upon

exposure to hot exhaust gases, reducing the catalytic activity

due to decreased surface area and thus requiring more of the

expensive metal particles. Mazda Motor Corporation and

Nissan Motor Company have successfully utilized metal

nanoparticles in their catalytic converter systems for purifying

exhaust emissions. Although their techniques are proprietary,

the Mazda improved catalytic converter requires 70% less of

the precious metal nanoparticles. Their nanosized particles are

embedded in the substrate preventing agglomeration and

enabling improved oxygen absorption and release rates for

enhanced emission cleaning [101].

Chemical Industry

Nanocatalysts in the chemical industry are credited for

maximizing synthesis efficiency, minimizing by-product for-

mation, and saving energy by improving selectivity and activ-

ity. This is achieved by manipulating and controlling the size,

shape, spatial distribution, surface composition, electronic

structures, and stability of the catalyst materials. The detailed

synthesis and mechanism of various nanocatalysts used in the

chemical industry is beyond the scope of this report; however,

economic benefits due to the use of nanocatalysts is briefly

discussed. According to catalyst experts in Los Alamos

National Laboratory, a $4 billion per year cost saving in

production cost is possible with nanocatalysts. Table 9.2

depicts savings in production cost and energy savings utilizing

catalysts at nanoscale in a common chemical manufacturing

process. The data reported in Table 9.3 is based on the REMI

model widely used in nonprofit institutions, universities, and

US state governments [80].

Catalysts are widely used in all industries; however, the

value of improved catalysts such as nanoscale catalyst is in

exponential increase as the high energy demand, stringent

pollution regulations, high process efficiencies, reduced sup-

ply of material, and low carbon footprint requirement are

drivers for superior catalysts.

Commercialization
According to Global Industry Analysts, Inc., the global

nanocatalyst market is estimated to reach six billion USD by

2015. A large part (about 743 million USD) is contributed to

the refinery industry, but the environmental applications will

be the fastest growing. Concerns about air pollution and

depleted energy sources are drivers for the environmental

Table 9.3 Cost analysis of chemical production utilizing nanocatalysts [80]

Chemical

Old

selectivity

(% of

theoretical)

New

selectivity

(% of

theoretical)

Base feedstock

losses from

theoretical

(M lb/yr)

Feedstock

losses

with new

selectivity

(M lb/yr)

Feed stock

cost

($/lb)

Feedstock

cost saving

($M/y)

Base energy

loss from

theoretical

(Q/yr)

Energy loss

with new

selectivity

(Q/yr)

Net

energy

saving

(Q/yr)

Sulfuric acid 99.5 99.75 476 320 0.115 18 0.0008 0.0006 0.0002

Ammonia 99 99.5 625 601 0 0 0.2944 0.2919 0.0025

Propylene 95 97.5 0 0 0 0 0.143 0.126 0.017

Ethylene

dichloride

99 99.5 261 237 0.315 8 0.0203 0.0188 0.0015

Ethyl benzene 99 99.5 29 15 0.315 8 0.0203 0.0188 0.0015

Styrene 90 95 693 160 0.33 176 0.02 0.0173 0.002

Methanol 99 95.5 736 351 0.068 26 0.0061 0.0029 0.0032

Formaldehyde 91 95.5 736 351 0.068 26 0.0061 0.0029 0.0032

p-Xylene 70 85 841 0 0.33 278 0.0936 0.0648 0.0288

Terephthalic acid 90 95 660 660 0.35 0 0.0078 0.0061 0.0017

Butadiene 90 95 1,588 1,331 0.34 87 0.0806 0.0704 0.0102

Source: chemical industry vision 2020 technology partnership
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applications. Other major markets include the food processing

industry and the chemical industry, where catalysts at the nano

size offer unique and valuable benefits [102].

Green Millennium, Inc., Corona, CA, is using nanotech-

nology in their photocatalytic air purifying technology.

Their TiO2, when exposed to light and water vapor, produces

hydroxyl radicals and a superoxide anion which allow the

oxidation of airborne VOCs and toxic organic matter into

carbon dioxide and water. This reaction provides deodoriza-

tion, air and water purification, and sterilization providing a

cheap and low energy consumption technology for air puri-

fication. With this technology, windows and walls can

become self-cleaning and anti-soiling. Green Millennium

offers three TiO2 coatings for use across industries such as

transportation, environmental, medical, food, construction,

manufacturing, and more [103].

NanoStellar, Inc., Redwood City, CA, develops materials

containing precious metals for the power industry. They

have created more efficient nano-engineered catalyst

materials that reduce exhaust and increase catalyst effective-

ness of precious metals by 25–30%. They stress the use of

computation materials science, novel synthesis, and chemi-

cal engineering for their success in development.

NanoStellar’s answer to the increasingly ambitious goals

of countries to reduce emissions and pollutants are three

products. NanoStellar promoted Platinum is available for

low CO oxidation light-off temperatures and tunable NO

oxidation characteristic applications. NanoStellar Pt:Pd 2:1

offers 25–30% better performance over traditional platinum

only materials and can be used for light duty diesel vehicles.

NanoStellar Gold™ improves hydrocarbon oxidation by

20% over Nanostellar Pt:Pd and is suitable for heavy-duty

trucks and high efficiency diesel engines. NanoStellar

products offer improved thermal stability, greater resistance

to poisoning, and better light-off temperature [104].

Altimate Envirocare, Singapore, has created a

PhotoCatatSmart Coating known as EnviroCare TiO2

Photo-Compound Range. This is a spray coating that binds

to many surfaces to provide a protective coating. Their TiO2

Photo-Compounds, in reaction with light, produces “Super-

Oxides” to destroy micro-organic substances through vapor-

ization. This provides buildings, vehicles, textiles, and other

surfaces with continuously clean surfaces. EnviroCare TiO2

can be utilized in medical facilities to destroy infectious

diseases like MRSA, E. coli, and others [105].

Nanostructured Materials in Environmental
Remediation

Environmental pollution is a global concern. In the United

States alone, there are approximately 1,244 US EPA

Superfund sites—sites where the soil, air, and/or water are

so polluted as to be an imminent health threat to anyone in the

vicinity [106]. Environmental pollution may arise from innu-

merable sources and processes, both natural and anthropo-

genic. Wildfires and volcanoes pollute the air, as do many

forms of transportation and industrial processes. Torrential

rainfall washes topsoil and agricultural chemicals into

watersheds. Seasonal winds blow pollutants far from their

source into forests and grasslands. As pollution does not tend

to stay confined to one area because of the natural patterns of

air and water movement, pollutants released in one region

may have dramatic impacts on another. Research by both the

Commonwealth Scientific and Industrial Research Organiza-

tionMarine and Atmospheric Research in Australia (CMAR)

and the National Aeronautics and Space Administration

(NASA) in the US has confirmed a link between air pollution

and severe drought; a link which became more obvious after

wildfires in the western US led to a drought in sub-Saharan

Africa [107, 108]. More recently, there has been a great deal

of debate about the process of “fracking,” where high pres-

sure fluids are injected into hydrocarbon-containing bedrock

in order to liberate stores of oil and natural gas. In April 2010,

the Cabot Oil and Gas Corporation was banned from further

oil production in the state of Pennsylvania after an investiga-

tion showed that its operation in Dimock Township had

contaminated the drinking water wells of 14 homes there

[109]. April 2010 also saw the BP oil disaster, where 4.9

million barrels of oil were released into the Gulf of Mexico

when the Deepwater Horizon drilling rig exploded [110].

Contaminants from such assorted sources as chemical spills,

pharmaceuticals, fertilizer and pesticide runoff, abandoned

mining and industrial sites, and airborne gaseous and partic-

ulate matter from various exhausts pollute the environment

we live in and demand our attention for an efficient preven-

tion strategy. Sustaining and enhancing air, soil, and water

quality represent some of the most difficult challenges

facing the global society in the twenty-first century.

Arsenic contamination of water is found worldwide, with

incidents occurring in Thailand, mainland China, Taiwan,

Bangladesh, India,Nepal, Argentina,Chile, andmany sections

of the U.S [111]. Arsenic is a toxic element that occurs natu-

rally in soils, rocks, and groundwater. It enters drinking water

supplies from natural deposits in the earth or from agricultural

and industrial practices. Long-term drinking water exposure

can cause serious health problems such as skin, lung, bladder,

and kidney cancer. Many different nanostructured materials

have been used to remediate As(III) contamination, including

Fe-based materials (particularly nanoscale zero valent iron, or

NZVI), high surface area alumina [112], and photocatalytic

reactions with nanocrystalline TiO2 [113].

Because of these diverse sources, causes, and types of

pollution, there is a constant need for environmental remedi-

ation. Effective remediation strategies can render polluted

air breathable, enable polluted water to support aquatic life
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once more, and restore polluted soils to a more pristine state.

Nanostructured materials are expected to play a role in these

strategies, and some successes have already been reported in

the literature. Because of their high surface area to volume

ratio, nanostructured materials can be significantly more

chemically reactive than their bulk counterparts. Tunable

nanostructured materials designed to target specific

pollutants in a specific setting (water, air, or soils) are also a

possibility.

Water Remediation

Water pollution is a very common environmental problem.

While surface water pollution is more prevalent, groundwater

pollution is also widespread. A number of different nano-

structured materials, many of them based on Fe(0)

nanoparticles, have been shown to be effective against com-

mon water pollutants including halogenated organic

compounds (HOCs) and heavy metals. Previously, it has been

shown that granular iron can degrade many chlorinated

compounds, including chlorinated aliphatics, chlorinated aro-

matics, and polychlorinated biphenyls (PCBs), as well as

nitroaromatic compounds. Early studies by Gillham and

O’Hannesin examined the utility of zero valent iron [Fe(0)] in

the degradation of 14 chlorinated aliphatic hydrocarbons

[114]. Fe(0) nanoparticles have been shown to actively degrade

PCBs and trichloroethene [115]. Additionally, bimetallic

nanoparticles of Pd/Fe, Pd/Ag, Ni/Fe, and Pd/Zn have been

shown to destructively dechlorinate hexachlorobenzene

[116–118].

Nanostructured Fe-based materials have also shown some

capacity for removing inorganic metal contaminants, such as

Cr(VI) [119], As(III) [120], and Pb(II) [121–123], from

polluted water. Chromium contamination is a common result

of the tanning industry and lead contamination results from

activities such as mining and wildfowl hunting, while arse-

nic contamination is usually natural in origin. As ingestion

of these metals may cause both acute and long-term chronic

health issues, the ability to remove them from the water

supply is sorely needed. Unfortunately, the removal of Cr

(VI) proceeds poorly in the presence of bicarbonate, magne-

sium, or calcium ions. One study showed a 55–77% drop in

removal capacity when these ions were present [124]. The

removal of As(III) has also been shown to be impacted by

the presence of certain ionic species [125, 126]. Figure 9.5

shows the typical appearance of surface waters with heavy

metal contamination.

Probably the most common cause of water pollution is

microbial contamination. A multitude of microorganisms

commonly reside in water, both in surface water and in

groundwater. While the water supply in developed countries

is highly regulated and protected from sources of contami-

nation, this is not the case in developing countries where

people commonly obtain water from communal wells or

surface bodies of water. In these cases microbial contamina-

tion from human and animal waste, as well as soil bacteria, is

widespread. Contaminated water can spread cholera, polio,

typhus, amoebic dysentery, hookworms, elephantiasis, and

many other diseases. Fortunately, nanostructured materials

have been shown to have some activity against many com-

mon waterborne diseases.

It has been reported that single or mixed metal oxide

nanoparticles such as zinc oxide, copper oxide, aluminum

oxide, or titanium oxide, incorporated into a filtration media

containing a binder matrix, can destroy bacteria [127, 128].

These approaches are believed to offer advantages over the

current process of drinking water purification, which relies

upon the addition of disinfectants and sanitizers to kill

microbes plus flocculants to settle out larger particles.

In one study, the metal oxide nanocrystals were included in

amounts ranging from approximately 0.1% up to about 10%

Fig. 9.5 Surface waters with

heavy metal contamination. Left:
uranium contamination; right:
acid mine drainage and lead

contamination (Images courtesy

of the Center for Hazardous

Substance Research, Kansas State

University)
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by weight, based on the entire filtration media. In another

series of studies, it was shown that MgO nanoparticles are

very effective biocides against Gram-positive and Gram-

negative bacteria (Escherichia coli and Bacillus

megaterium) and bacterial spores (B. subtilis) [70]. Other

studies have shown that Ag-based materials are effective

against viruses in drinking water [129].

Soil Remediation

Soil is essentially an agglomeration of mineral and organic

matter, with pore spaces containing air, water, and nutrient

solutions [130]. Specific soils develop under the influence of

five different factors: Parent material, climate, living

organisms, topography, and time [131]. The mineral portion

may include both clays and mineral crystallites, while the

organic portion consists of plant and animal residues and

secondary products formed by bacterial action on the

organic residues. Soil pollution, like water pollution, is rela-

tively widespread and may be the result of both natural and

anthropogenic practices.

Common soil contaminants include heavy metals such as

arsenic and mercury; halogenated compounds such as PCBs;

anthropogenic compounds such as estrones; and radioactive

materials such as thorium [132]. The elemental conta-

minants, such as the radioactive materials and the heavy

metals, may originate either from mining and manufacturing

or may occur naturally as the result of weathering or

leaching of minerals rich in those materials. For example,

the minerals orpiment, lorandite, and smithite are rich in

arsenic, and their weathering may release arsenic into the

soil and water [133]. Historically, many metal-containing

minerals have been valued by humans. Mining these

minerals exposes even more of the naturally occurring min-

eral deposit to weathering and leaching thus accelerating soil

contamination. The area of the Almadén del Azoque, Ciudad

Real, Spain, where cinnabar has been mined since ancient

times, is still heavily contaminated by mercury [134–136].

Non-elemental contaminants originate almost exclusively

from human activity. Estrones, steroid hormones which are

endocrine disrupting chemicals (EDCs), find their way into

the environment as metabolites from birth control pills and

fertility medications. They have a strong affinity for humic

acid which leads them to bind to dissolved organic matter and

be deposited when the matter drops out of solution [137].

PCBs were widely used as coolants and lubricants in

capacitors, transformers, and other electrical equipment

because of their nonflammable and insulating properties.

While PCBs are no longer manufactured in the US, they are

still present in old transformers and capacitors and are

pollutants in soils and sludge inmore than 400US sites [138].

Many of the same nanostructuredmaterials which are useful

for water remediation also have some utility for soil

remediation. Free iron and iron-based nanoparticles have been

demonstrated to be highly effective at removing heavy metals,

chlorinated organic solvents, polyaromatic hydrocarbons, and

PCBs; however, they tend to aggregate rapidly and demonstrate

poor mobility in porous media [139, 140]. Stabilized Fe(0)

nanoparticles, which can be produced by a variety of methods

including by surfactant modification or in colloidal solution

with activated carbon or colloidal poly(acrylic acid) remain

unagglomerated in solution for extended periods of time,

which increases their mobility in contaminated soils, and are

as reactive as free nanoparticles [141, 142]. There have also

been efforts to incorporate these materials into membranes

which can be placed in the path of contaminant plumes [143].

One studyof removal ofAs(III) byNZVI found that the reaction

resulted in the rapid formation of the minerals magnetite and

lepidocrocite,which arose fromcorrosionproducts of theNZVI

and adsorbed As(III). At pH values ranging from 4 to 10,

between 88.6 and 99.9% of the aqueous As(III) was removed

from solution. The presence of NO3
�, SO4

�, or HCO3
� nega-

tively affected the ability of the NZVI to adsorb As(III), as did

the presence of H4SiO4 and H2PO4
2�[125, 126].

Pd(0) nanoparticles are also used for soil remediation as

both free nanoparticles and as supported nanoparticles,

where the supporting substrate may be various solid foams.

Free Pd(0) nanoparticles produced by the bacteria

Shewanella oneidensis were shown to reductively dechlori-

nate PCBs in solution, and supported Pd-Fe nanoparticles

have been shown to assist in reductively dechlorinating

1,2,4-trichlorobenzene. In one such experiment, PCB 21

(2,3,4-chloro biphenyl) solubilized in M9 microbiological

media at a concentration of 1 mg/L was reduced to undetect-

able levels within 1 h when 500 mg/L of palladized

S. oneidensis (bioPd) was added to the mixture and

incubated at 28�C. For the most part, Pd(0) nanoparticles

appear to resist the agglomeration and oxidation problems

which plague Fe (0) nanoparticles [144].

Nanostructured TiO2 may be used to remove radioactive

Th from soils. Experiments conducted in soils in the pres-

ence or absence of soil humic acid and fulvic acid

demonstrated that both the fulvic and humic acids increased

the sorption of Th(IV) to TiO2 nanoparticles at acidic pH.

Bare TiO2 nanoparticles by themselves were able to form

surface complexes with 94% of the available Th(IV); this

percentage increased to 97–98% in the presence of fulvic or

humic acids and remained stable with increasing pH [145].

Air Purification

Many VOCs, nitrogen oxides (NOx), and sulfur oxides (SOx)

in air contribute to smog and high ozone levels, which harm

human health [146]. Some of these, such as SOx, may be

produced both naturally and anthropogenically, while

others are primarily the result of human activity.
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Nanostructured materials which are being used to purify the

air include catalysts, which are currently in use and con-

stantly being improved upon [147, 148], and nanostructured

membranes, which are under development [149, 150].

Historically, carbon-based adsorbents or destructive

oxidation have been used for air purification and particu-

larly for VOC removal. More recently, nanoparticles of

metal oxides (MgO and CaO) and core/shell binary oxides

(Fe2O3/MgO or V2O3/MgO) have been tested against typi-

cal air pollutants such as acetaldehyde, propionaldehyde,

perfluoropropene, and a number of other polar organic

compounds [63]. MgO or CaO having a monolayer coating

of Fe2O3 show enhanced reactivity for the destruction of

chlorocarbons, organophosphates, and acid gases [152].

This destructive adsorption, where toxic gases are broken

down into non-toxic or less-toxic products, is more desir-

able than the simple adsorption capability offered by car-

bon filters.

TiO2 is widely used for photocatalysis of pollutants, as

it generates hydroxyl radicals under UV radiation and the

generated hydroxyl radicals then oxidize pollutants on the

catalyst surface to form less harmful products. For example,

oxidation of NOx forms NO3
� on the catalyst surface [153],

meaning that TiO2 has the potential for removing NOx from

polluted air [154]. In another study, it was found that

mesoporous g-MnO2 displayed a good performance in the

removal of NOx (72 mg/g) and SOx (700 mg/g) [155].

Nanocrystalline CaO was shown to react with SO2 at a

relatively low temperature to generate a mixture of calcium

sulfite, calcium sulfate, and calcium sulfide [40]. The pres-

ence of a small amount of Fe2O3 on the surface of CaO

enhances the ability of the CaO to act as a destructive

adsorbent for SO2.

Commercial Uses

According to a Bharat Book report, environmental remedia-

tion accounted for the largest end-user market, capturing

56% in 2007. The projection, however, is that environmental

applications will decline through 2013 [156]. However,

some technologies have already entered industry use.

To date, a number of businesses have begun utilizing

nanotechnology for environmental remediation. Golder

Associates, founded in Toronto, Canada, has been in the

remediation industry for almost 30 years. They utilize

NZVI to treat organic contaminants. The large surface area

and high reactivity provide a cost efficient solution for

remediating deeply contaminated sites. By injecting the

NZVI into the subsurface, the chlorinated organics can be

broken down. Other potential applications include treating

sludge from various industries and polluted soils in situ

instead of excavating them [157].

NanoH2O, Inc., Los Angeles, CA, uses nanotechnology

to desalinate and reuse water. Its Thin Film Nanocomposite

membrane has specific characteristics including the mem-

brane roughness, hydrophilicity, and surface charge. This

inhibits the adhesion of bacterial cells leading to less biofilm

coverage. The minimization of biofilm formation decreases

the energy consumption and chemicals used making the

reverse osmosis process more productive [158].

NanoStellar, Inc. is helping automakers bring diesel

emissions levels down by using a unique nanotechnology.

NanoStellar uses the surface chemistry of nanomaterials to

engineer precious metals such as platinum, palladium, and

gold on a nano-scale level in order to make more effective

catalysts for the chemical reactions in emissions control. It is

also a key supplier in the diesel industry and is expecting a

growth in business due to the worldwide need for reduced

diesel emissions [104].

NanoScale Corporation produces and markets nano-

material-containing filters for improving indoor air quality

in houses affected by contaminated drywall (which emits

corrosive hydrogen sulfide and other air pollutants). Use of

the filters has been shown to dramatically reduce copper

corrosion and odor issues in affected houses. Figure 9.6

shows the copper corrosion in affected houses before,

during, and after treatment.

Finally, the Dow Chemical Company offers a water treat-

ment media called ADSORBSIA. This treatment media is

used by many municipalities to remove dangerous levels of

arsenic from water. It offers a number of advantages over

conventional water treatment media including handling and

disposal advantages [159].

Fig. 9.6 Copper coupon corrosion (unexposed coupon ¼ negative control, day 5 ¼ baseline prior to treatment, day 10 ¼ after first 5-day

treatment, day 15 ¼ after second 5-day treatment)
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Environmental Concerns Related
to Nanomaterial Usage

While nanomaterials offer a great deal of promise in environ-

mental remediation, their usage also comes with some envi-

ronmental concerns. The impact of nanomaterials on the

microbial populations of bodies of water, including surface

water and groundwater, is not well studied. The impact of

nanomaterials on the microbial populations of different soils

has also not yet been thoroughly explored. Finally, questions

have arisen about the potential health effects of nanomaterial

exposure on wildlife and plants. Preliminary studies indicate

that the microbial populations of aquifers change rapidly in

response to nanomaterial exposure, but revert to baseline

shortly thereafter [160]. NZVI particles also do not appear to

have adverse effects on the germination and survival of certain

plant species [161]. However, they do appear to have adverse

effects on fish, particularly on the gills and intestines [162].

Their effect on larger animals and environmentally sensitive

animals, such as frogs and salamanders, is currently unknown.

In conclusion, the environmental remediation possibilities

offered by nanomaterials are extensive. However, as

nanomaterials themselves may cause environmental damage

in certain situations, it is imperative that the decision to use

nanomaterials in the environment be made responsibly and

with consideration to potential harmful effects. Companies

such as NanoScale Corporation, located in Manhattan KS,

have undertaken toxicology testing in response to these

conditions; however, many nanomaterial producers have

yet to follow suit.

Nanostructured Materials in Textiles

Nanotechnology in textiles is a powerful combination;

integrating materials manipulated at atomic to molecular

levels results in textiles with superior properties. Previously,

the functions of textiles were traditionally limited mainly to

clothing, comfort, decoration, and protection from tempera-

ture extremes. Advancement in nanotechnology, particularly

in the field of textiles, led to novel functions and superiority

over former materials. These novel functions include

anti-static, water repellency, wrinkle resistance, UV protec-

tion, self-cleaning, protection against toxic chemical,

biological and other pollutants, impact resistance, and pro-

tection against fire [163]. Textiles using nanotechnology

have also advanced to provide superior protection against

extreme weather and improved comfort in terms of weight,

moisture transport and permeability, plus superior tear and

puncture resistance [164]. The market for nanotechnology

in textiles will reach $115 billion in 2012 [165]. In the

following sections, highly specialized applications of nano-

technology in textiles are presented.

Chemical Protection

A chemical and biological (CB) protective suit is a necessary

safety requirement for individuals who may come in contact

with toxic chemicals and bioactive agents. Farmers, chemi-

cal plant employees, firefighters, soldiers, and all individuals

who will likely come in contact with toxic chemicals or

biological agents require a safety barrier. In the contempo-

rary world, no market driver is as important as human life or

safety. Exposure to hazardous chemicals and bioactive

agents often leads to grave expenses, fines, and negative

public relations. The unfortunate outcome of the 2001

anthrax attack in the US, the 1995 sarin gas attack on the

Tokyo subway, the Bhopal disaster in 1984 due to the methyl

isocyanate (MIC) gas leak, and 1980s Iran–Iraq chemical

warfare are some of the more recent ill-fated events that

have cost human life and suffering [166, 167]. Currently,

two main categories of CB protective suits are available:

impermeable polymer ensemble and permeable sorbent-

based gear. Although impermeable polymer provides the

most protection against CB threats, they cause a great

amount of physiological strain. Productive time for the

wearer is limited during strenuous activity due to heat stress

[168]. The lack of moisture exchange can be detrimental to

health causing various illnesses and in some cases death

[169]. In sorbent-based technology, sorbent is sandwiched

between the textile layers to create a composite laminate.

This shields the wearer from the ill effects of toxic

contaminants. Figure 9.7 shows a schematic of the concept

behind sorbent-based CB protective clothing.

Activated carbon spheres have been the traditional sor-

bent incorporated between the textile layers to provide

chemical protection. The carbon-based technology predom-

inantly involves physical entrapment of toxins or chemical

pollutants [170]. The toxin’s proximity to the wearer, the

potential of preferential adsorption of water by carbons, and

a change in temperature resulting in off-gassing of adsorbed

toxins are the major disadvantages of carbon-based chemical

protective clothing (CPC). In sharp contrast, highly reactive

nanocrystalline metal oxide sorbents integrated with textile

matrices are expected to offer significant improvement in

terms of true protection [171]. These high surface area

sorbents with neutralizing capability decontaminate the

toxic chemicals to non-toxic by-products.

NanoScale Corporation, as a commercial supplier of

nanocrystalline metal oxides, markets its products under

the NanoActive® brand name. Their nanocrystalline metal

oxides are fine powders, with particles in the 1–10 mm
range, similar to ordinary metal oxides, such as talcum

powder. However, closer examination shows that they con-

sist of very small crystals (usually 2–10 nm in size) that

form large clusters. Figure 9.8 shows a photomicrograph of

NanoActive TiO2.
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NanoActive metal oxides are highly porous, with high

surface areas (for example, NanoActive TiO2 typically has a

surface area exceeding 500 m2/g). However, for reactivity,

even more important than particle size and surface area is the

presence of edges and corners, in which ions have a reduced

coordination number, as conceptually illustrated in Fig. 9.9

(blue dots are examples of pentavalent surface ions, yellow

dots are tetravalent edge ions, and red dots are trivalent

corner ions). Such unusual morphology results in enhanced

chemical reactivity and suggests a two-step decomposition

mechanism on nanocrystalline metal oxides (the first step

being adsorption of toxic agent on the surface by means of

physisorption, followed by a second step, chemical

decomposition).

The fate of chemical warfare agent simulants 2-CEES

and DMMP was studied after permeation testing of

nanomaterial incorporated textile swatches by ASTM

F739. The performance of prototype reactive liners

incorporated with nanocrystalline metal oxides was com-

pared against carbon laminate. After the permeation testing,

Fig. 9.8 Photomicrographs of NanoActive TiO2. High-resolution photo (right) shows amorphous and nanocrystalline regions

Fig. 9.9 Conceptual sketch, showing coordinatively unsaturated sites, as well as a vacancy defect site

Fig. 9.7 Schematic of CB protective clothing liner
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fabric laminates were extracted with ethyl ether and

analyzed by gas chromatography-flame photometric detector

(GC-FPD). Table 9.4 shows the outcome of permeation

testing of 2-CEES exposed liners. As seen from the data,

production of 2-hydroxyethyl ethyl sulfide (HEES) confirms

destructive adsorption by nanocrystalline sorbent

incorporated reactive liners.

Multiple analyses were performed to determine the fate

of DMMP from the reactive liners. Solvent extraction of the

liners retrieved from the permeation testing yielded

unreacted DMMP. As seen from the data in Table 9.5,

there was less extractable DMMP from the NanoScale pro-

totype liner compared to the carbon control. The evidence

for destructive adsorption of DMMP was acquired by TGA

of sorbent material after permeation testing, which con-

firmed the presence of methyl phosphonic acid (MPA).

Figure 9.10 displays the TGA coupled with a 3D FTIR

spectrum for DMMP adsorbed on nanocrystalline metal

oxide. The band at 3039–2985 cm�1 due to off-gassing at

483–600�C is assigned to CH3-P asymmetric stretch, a char-

acteristic band for MPA seen with NanoScale sorbent, but

not with carbon-based sorbent (Fig. 9.11). This band was

confirmed by analyzing the neat MPA TGA profile

(Fig. 9.12). From the comparison of Fig. 9.10 against

Fig. 9.12, it is clear that the DMMP challenged

nanocrystalline formulation generates MPA.

Table 9.4 Gas chromatography-flame photometric detector (GC-

FPD) analysis of textile swatches after permeation testing with 2-CEES

% Extracted

Sample 2-CEES EVS HEES

2-CEES,

(% perm-

eated)

Carbon laminate 92 0 0 23

NanoScale laminate 1 1.4 <1 18 2.8

Table 9.5 GC-FPD analysis of textile swatches from permeation

testing of dimethyl methylphosphonate (DMMP)

Sample

DMMP

(% extracted) MPA

DMMP

(% permeated)

Carbon laminate 85 Absent 6.2

NanoScale laminate 24 Present 0.60

Fig. 9.10 Thermo gravimetric analysis (TGA) of dimethyl methylphosphonate (DMMP) adsorbed on nanoscale sorbent
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Biological Protection

Nanocrystalline metal oxides have also shown activity

against biological agents. Table 9.4 displays the biological

activity of modified nanocrystalline metal oxides against B.

subtilis spores and vegetative cells of Burkholderia gladiolii.

Sporicidal testing was conducted according to ASTM 2414-

05 “Standard test method for quantitative sporicidal three-

step method (TSM) to determine sporicidal efficacy of

liquids, liquids sprays, and vapor or gases on contaminated

carrier surfaces.” Biocidal activity was determined as per

ASTM E 2149-01 “Standard test method for determining the

antimicrobial activity of immobilized antimicrobial agents

under dynamic contact conditions” [172].

Textile industries in the field of medicine have made

significant progress by incorporating nanotechnology in the

area of antibacterial textiles, antimicrobial wound dressing,

and anti-adhesive wound dressings [173]. Antibacterial

textiles have broad applications in the medical field;

patient’s clothing, hospital bedding, facial masks, and

hospital furniture are a few examples. Wound dressings

exploiting nanotechnology have also become commonplace.

Commercial wound dressings with incorporated

nanocrystalline silver release ionized silver, facilitating

wound healing. They have been clinically tested on burn

wounds [174], ulcers, and other wounds [175]. Acticoat®,

marketed by Smith & Nephew, Hull, UK, is an example of

this class of wound dressings. Wound dressings based on a

silica nanosol derived from long chain alkyltrialkoxysilane

function as anti-adhesive bandages with improved moisture

permeability. These cover the wound without causing fur-

ther irritation, unlike the traditional wound dressing, which

adheres to the wound. The anti-adhesive dressings accelerate

the healing process and provide additional comfort.

Self-Cleaning Fabrics

Self-cleaning fabric, a property made possible by exploiting

nanotechnology, is useful for consumers ranging from

Fig. 9.11 TGA analysis of DMMP adsorbed on carbon
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soldiers in the battlefield to toddlers at home. In the US,

approximately two billion kg of surfactant are used annually.

The laundry process requires significant energy, water, and

detergent, causing greater energy usages and contamination

of water streams from the use of detergent [176]. Nanotech-

nology is expected to make a promising contribution to this

area, in the production of self-cleaning fabric via green

chemistry. These fabrics are an improvement not only

because they have a positive impact on the environment,

but also because their usage saves time and effort. Self-

cleaning fabrics can be further classified into those which

act via photocatalytic activity and those which act via the

Lotus effect.

The photoactivity of nanomaterials, in particular metal

oxides with high surface area, is useful in decontaminating

toxins and neutralizing odors. In the presence of sunlight or

UV, electrons jump from their valance band (lower energy

state) to their conduction band (higher energy state), leav-

ing a strong oxidizing site in the valance band and creating

a reduction site in the conduction band. These sites are

reactive to adsorbed species. These reactive metal oxides,

in particular TiO2 coated on fabric, exist as Ti(IV) with an

oxygen atom. When charged with UV radiation, the Ti(IV)

cation is converted to Ti(III) by electron transfer and simul-

taneously reacts with the adsorbed species using the

oxygen. This electron hole weakens the titania and oxygen

bond, resulting in detachment of oxygen containing the

adsorbed species. This site is further hydroxylated, and

later oxidized back to Ti(IV) in a slow process in the

absence of UV radiation. Thus, the fiber coated with TiO2

acts as a catalyst [177].

The lotus effect is a phenomenon utilized by the Lotus

plant (Nelumbo nucifera) to self-clean its leaves by

exploiting the property of contact angle and sliding angle.

The contact angle of a lotus leaf can reach 160 �, which is

classified as a superhydrophobic surface. Lotus leaves have a

rough surface due to structures called micropapillae which

are 5–9 mm, and nanostructures within the micropapillae.

When a water droplet contacts the leaf surfaces, it sits on the

nanostructure as the air bubbles occupy the crevices in

between nanostructures, thus minimizing drag for the

droplet allowing the droplet to roll off the leaf [178].

Fig. 9.12 TGA analysis of neat methyl phosphonic acid (MPA)
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This droplet removes dirt or particulate matter on the surface

during the roll off making the surface clean. Mimicking this

natural phenomenon, advancements in the area of superhy-

drophobic fabrics with high surface roughness have been

made by using coatings with nanoparticles [179]. Carbon

nanotubes on cotton fabric [180], fluorinated carbon [181],

zinc oxide nanorod film [182], titiania [183], and silica [184]

on polymeric substrates are a few examples of materials

utilized to enhance superhydrophobicity.

Smart Textiles

Sensors using nanoscale systems have gained momentum in

recent years. Smart textiles with sensors have become a com-

plex tool monitoring the environment, health of the wearer,

and gauging the life of the fabric. The unique characteristics of

nanoscale materials are ideal for sensing physical, chemical,

and biological signals. Sensors are widely used in present

technology, and advanced sensors based on nanostructured

metal oxides enable sensing of much lower signals at room

temperature [185, 186]. Electrical conductivity, catalytic

activity, high crystallinity, and high surface area of these

metal oxides are properties required for sensing toxic gases

in low levels [187]. Examples of metal oxides include: SnO2,

ZnO, TiO2,WO3, In2O3, Fe2O3, CuO, NiO, Ga2O3, and V2O5.

SnO2 is sensitive to all gaseous species, which makes it an

excellent substrate for surface doping. This functionalized

material enhances gas selection and sensitivity. Sensors

based on nanostructured metal oxides are thermally activated;

however, textile incorporation requires sensors operating at

room temperature which limits the selection of metal oxides.

SnO2-based sensors for sensing NO2, H2, and CO function at

room temperature. Similarly, ZnO-based sensors are reactive

to H2, H2S, and NH3 at room temperature [188]. Lim et al.

outlines themechanism of hydrogen gas sensors based on ZnO

nanorods [189]. Oxygen molecules adsorb to the surface of

ZnO nanorods and withdraw electrons from the conduction

band to form the electron rich oxygen species O2
�, O�, and

O2�, which chemisorb at room temperature. This results in an

electron poor space at the ZnO nanorod surface and creates

resistance; however, when exposed to hydrogen gas, adsorbed

oxygens are reduced to release electrons. This results in an

electron rich space at the surface allowing decreased resis-

tance. The sensitivity of this ZnO nanorod sensor can be

improved greatly by doping with Pt or Pd metal which

enhances the catalytic dissociation of H2 to atomic hydrogen

and eases the reduction of chemisorbed oxygen. These

nanostructured metal oxides, when incorporated into textile

matrices, are excellent indicators for exposure to toxic gases.

Physical sensors based on nanoscale systems integrated into

textiles which convert mechanical strain to electricity have

multiple functions [190]. For example, CNT-based fabric

sensors monitor respiration signals by measuring electrical

resistance from the strain caused by respiration movements.

Similarly, piezoelectric materials based on CNT-based fabric

sensors generate electrical energy by sensing strain caused by

movement [191]. Carboxylic acid and lactate oxidase functio-

nalized single carbon nanotube (SCNT) are used to detect

pathological disorders by sensing the pH and lactate present

in excreted sweat. These biological sensors are excellent diag-

nostic tools [192]. Although incorporation of these physical,

chemical, and biological sensors are at the initial stage of

development, these smart textile-based nanoscale sensors are

bound to change textile industry in the near future.

Textiles exploiting nanotechnology have long strides to

make before their full introduction to the market place; these

improvements include the durability to be washed and worn

repeatedly without compromising functionality, large scale

development needs, cost, and safety concerns. However,

many textile products utilizing nanotechnology are commer-

cially available and a few examples are listed below [193].

Commercial Uses

Nano-Tex®, based in Oakland, CA, uses nanotechnology to

transform themolecular structures of fibers to produce fabrics

that resist stains, moisture, odors, and static. According to

Nano-Tex, more than 80 textile mills worldwide use Nano-

Tex treatments in products sold by more than 100 leading

apparel and commercial interior brands. Nano-Tex claims

their treatment is permanently attached to fibers to improve

the function of the garment without limiting the life [194].

NanoHorizons Inc., in Bellefonte, PA, uses technology

based on silver nanoparticles less than 15 nm in size,

incorporated into fabrics. A patented technology uses the

antimicrobial properties of silver and their nanotechnology

capabilities to combat microbial growth. NanoHorizons is

able to permanently chemically bind molecules to fiber,

foam, plastic, or coatings. NanoHorizons markets their tech-

nology under the brand SmartSilver® [195].

Although great advancements are being made in the tex-

tile industry, some of the most promising technology is still

being developed. There is a substantial benefit to not having

Table 9.6 Biological activity of modified nanocrystalline metal

oxidesa

Modified nanocrystalline metal oxide

formulations

Spore log

reduction

Bacterial log

reduction

[Ag]NA–TiO2 3.8 8.3

[Ag]NA–TiO2+ [Ag]NA–CaO 3.3 4.2

[Ag]FS–TiO2+ NA–CaO+ NA–TiO2 >3.0 2.6

NA nanoactive; FS fisher scientific
aNanoScale Corporation, internal research
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smelly, wrinkled clothing, but nanotechnology can do so

much more. Sensatex Inc., Bethesda, MD, is developing

what they have called the “SmartShirt.”™ The SmartShirt

has nanoscale wires interwoven into the fabric to track vital

signs and control temperature and can communicate results

through a PDA to a base station where they can be monitored

[196]. Garments like these can be used on soldiers and law

enforcement to promote safe missions and provide immedi-

ate notice if care is needed.

Nanostructured Materials in Electronics

When one thinks of nanostructured materials in electronics,

several topics come to mind: batteries, devices, and

components. In reality these three topics could be

broken down to numerous subtopics. We use some form

of nanostructured materials everyday in our cars, homes,

schools, hospitals, and our personal belongings. However, a

closer look reveals that two basic formats exist for preparing

these materials, top-down and bottom-up production. His-

torically, the top-down approach has been used to make

smaller, faster, improved devices and components, starting

from bulk materials and carving or etching away unwanted

material to create nanosystems, devices, and materials

[197]. Much electronic circuitry is prepared in this manner.

The bottom-up approach is where a desired object is built up

from smaller building blocks such as atoms or molecules.

Both methods have promise to improve current electronics,

but much of the research focused on improving bottom-up

methods is more closely related to traditional nanomaterials

synthesis.

Nanostructures are of great interest in electronics due to

the shape, size, and observed composition properties, as

compared to their larger scale counterparts. With these

smaller dimensions, electron relaxation rates and interfacial

crossing rates of electrons and holes in composite structure

become more favorable [198]. Controlling these parameters

during growth can be done by template synthesis (colloidal

synthesis using various ratios of precursor and capping mate-

rial) and surface impurities. Similarly, Wei and Zamborini

have produced a synthetic vessel which allows real time

monitoring of nanostructure growth through AFM [199].

Several materials have found use as lithium-ion batteries.

It is thought that these materials can potentially be the

answer for high power and energy demands of small mobile

electronics and electric cars; however, cost, safety concerns,

and various deficiencies must be overcome. Cathode

materials from LiNixMnyCo1–x–yO2, LiMn2O4, and LiFePO4

are considered the most desirable while the most used anode

material is still graphite. The lithium materials are prepared

through many methods including solid-state, hydrothermal,

and sol–gel processes. The small particles of the base

cathode material are a good fit for high power applications

due to the large surface area, internal structure, short diffu-

sion length, and faster kinetics. Nanoparticles are also more

accommodating to volume changes with less risk of cracking

and minimal diffusion path lengths. However, the large

surface area allows for side reactions on the electrode, coat-

ing the material and reducing the life-cycle of the cell,

affecting the capacity retention [200, 201].

Several devices use nanomaterials for their electronic

components. These include carbon nanotubes used in flat

panel color displays, silicon nanowires for electrical conduits

in electric and optical devices (photovoltaics and LEDs), and

other materials for chemical and biological sensors [202,

203]. Caminade and Majoral have investigated the imple-

mentation of phosphorous-based dendrimer macromolecules

as a method of coating and modifying surfaces, imparting

nanostructures to various components [204].

Woehrle et al. has found a method to organize gold

nanoparticles (1.5 nm) into linear chains through biomolec-

ular nanolithography. These gold chains of DNA templates

result in angstrom-level precision for controlled interparticle

spacing which is a key requirement for electrical and optical

applications [205].

Hannon et al. have continued the search for methods to

selectively place and orient carbon nanotubes for use in

circuitry by micro contact printing and conventional lithog-

raphy of alkylphosphonic acids onto metal oxide surfaces.

This method could improve large-scale integration of supe-

rior performance of the carbon nanotube field-effect transis-

tor over the conventional silicon device [206].

Low resistive and good corrosion-resistant noble metal,

transition metal, or silicon thin films have been used as

contacts and conductors in electronics. Two deposition

methods are typically used: vapor-phase or liquid-based

growth. Dı́az et al. used a different method for thin film

deposition, namely, pyrolysis of metallophosphazene in air at

800�C [207]. The resulting thin film’s morphology is depen-

dent on the polymeric or oligomeric nature of the precursor,

preparation method used, and the surface to be coated. This

could create a cheaper more controlled method for clean array

formation with versatile film application compared to cur-

rently restrictive gold films through chemical methods.

Commercialization

In 2005, the National Center for Manufacturing Sciences

(NCMS) surveyed 600 manufacturing companies to scope

the future of nanotechnology. These companies included

automotive, semiconductor, aerospace, energy, utility, and

information technology sectors. The response? Sixty percent

expected to include nanotechnology in their products by

2009, just a few years later [208].
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Last year the NNI created a multi-agency collaboration,

led by NSF, to promote nanoelectronics. “Nanoelectronics

for 2020 and Beyond” pushes NSF, DOD, NIST, DOE, and

IC to promote five areas of research and development.

• Exploring new or alternative “state variables” for

computing

• Merging nanophotonics with nanoelectronics

• Exploring carbon-based nanoelectronics

• Exploiting nanoscale processes and phenomena for quan-

tum information science

• Creating a National Nanoelectronics Research and

Manufacturing Infrastructure Network

The goal of this research is to reduce power consumption

and heat production in small electronics through carbon-

based solutions, gain significant growth over other nations’

electronic capabilities, create high quality jobs, and lastly,

create a foundation to foster other nanoelectronic successes

[209].

NanoMarkets predicted the nanoelectronics market to

reach $82.5 billion this year. The leading push on this market

is expected to come from the demand of high-performance,

non-volatile memories. Nanosensors are expected to capture

a significant portion of the market in medical, homeland

security, and aerospace applications [210].

Nanostructured Materials in Medicine

One of the most exciting potential uses of nanostructured

materials is in medicine. Research into the mechanisms

underlying different medical pathologies, particularly

cancers, has led to a better understanding of the causes,

progression, outcomes, and potential treatments for these

conditions. Unfortunately, a greater understanding of a med-

ical condition does not necessarily lead to an immediate

advance in the therapy for the condition. The human body

is an extremely complicated and very intricate structure,

with the result that a therapy must be carefully designed to

provide the maximum benefit with a minimum of associated

side effects or toxicity. Nanostructured materials, with their

unique capacity to be directed to specific individual cells,

will provide safer and more effective treatments for a large

number of medical conditions.

Nanomaterials and Cancer Therapies

One area where nanostructured materials are being

investigated is in the diagnosis and treatment of cancer.

Cancer is one of the most feared medical diagnoses, even

though cancerous conditions are relatively common

and most cancers are well understood. According to the

CDC, the most common cancers are prostate, breast, lung,

colon, uterine, urinary bladder, non-Hodgkin’s lymphoma,

melanoma, kidney, and ovarian [211]. Cancer incidence is

strongly associated with age, and its incidence increases

dramatically after age 40 [212]. In the 6-year period from

1999 to 2005, more than nine million people in the US were

diagnosed with cancer, which works out to approximately

1.5 million people in the US who are diagnosed annually, or

approximately 1 in 200 [213].

Why is this relatively common and well-understood type of

disease so feared? One reason for the anxiety surrounding this

disease is theway it is currently treated.Most cancers are treated

with a combination of surgery (to remove as much of the tumor

as possible), radiation (to destroy any cancerous cells which

could not be removed by surgery), and chemotherapy (to

destroy any invasiveormetastatic cancerouscells).Most cancer

patients find the course of radiation and chemotherapy to be

extremely unpleasant, which is to be expected when the side

effects include fatigue, skin problems, loss of appetite, hair loss,

and lowered blood count (from radiation therapy) [214] and

nausea, muscle and nerve problems, fatigue, anemia, and diffi-

culty breathing (from chemotherapy) [215]. Worse yet, more

than one round of treatmentmay be required to eliminate all the

cancerous cells from the body. Cancers which have evaded

detection until they have progressed to advanced stages may

be incurable, and the patient may undergo treatment only to

prolong life.

Nanostructured materials are expected to provide sub-

stantial improvements in the diagnosis and treatment of

cancer. Most types of cancer are very treatable in the early

stages, with good chances of cure or lasting remission.

However, many cancer types are difficult to detect in these

early, highly treatable stages. Soft tissue cancers, such as

ovarian, esophageal, and pancreatic cancer, are especially

difficult to detect. These cancers commonly cause vague,

poorly defined symptoms such as fatigue and digestive

disturbances. As a consequence, these cancers are often not

diagnosed until they are very advanced. The median survival

time after a diagnosis of pancreatic cancer is currently—3–6

months, with fewer than 4% of those diagnosed still alive 5

years post-diagnosis [216].

Fortunately, improved diagnostic tools for these cancers are

in development. In one experiment, functionalized semicon-

ductor quantum rods were used to optically image pancreatic

cancer in mice [217]. Other nanomaterials, including gold

nanorods [218] and CdSe quantum dots, [219] offer enhance-

ment of existing imaging techniques by acting as contrast

agents. Improved imaging capabilities can mean substantial

improvements in patient quality of life and treatment

outcomes via improved staging of cancers and improved abil-

ity to gauge tumor invasiveness. In situ imaging, which

discloses the exact location and size of the tumor, is particu-

larly useful. However, nanomaterial-based assays which

demonstrate improved detection sensitivity are also desirable.
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One such assay, in which a nanoparticle immunoassay

measured the degree of protein aggregation of known cancer

biomarkers, found that the level of protein aggregation or

complexation was a positive indicator of certain cancer types

[220]. Another research group designed a detection system

capable of detecting as few as 25 target cancer biomarker

protein complexes. This system is based on fluorescent-

conjugated polymers on Ag/Au nanorods [221].

Many developmental nanomaterials have shown prom-

ise as potential treatments for cancer. Iron-based

nanoparticles, including iron oxide nanoparticles, are

being widely investigated for both their imaging properties

and their potential use in anti-tumor therapies. These

nanomaterials may be used for drug delivery [222, 223]

or may be used for imaging and hyperthermia treatments

[224, 225]. Other nanomaterials which show potential as

therapies include carbon nanotubes [226–228], copper sul-

fide nanoparticles [229], and silica-based nanomaterials

[230, 231].

Drug Targeting

In addition to providing improved detection and treatment of

cancer, nanostructured materials may be designed to

enhance existing treatments. The drug Cisplatin is widely

used to treat solid malignancies, both alone and in combina-

tion with other chemotherapy medications. Unfortunately,

the drug also has a wide array of dangerous side effects,

including fatigue, nausea, vomiting, diarrhea, nerve damage,

immune system suppression, kidney damage, hearing loss,

and even the formation of secondary cancers resulting from

treatment. The kidney damage resulting from administration

of this drug can be severe, so much so that it is often dose-

limiting [232].

In an effort to improve the drug by reducing its nephro-

toxicity, a team from the Department of Medicine at

Brigham and Women’s Hospital in Cambridge, MA,

engineered a nanostructured version of this drug. Their

nanostructured version consists of a polymer which self-

assembles in the presence of the appropriate amount of

platinum to produce a nanoparticle. This nanoparticle

releases Cisplatin in a pH-dependent manner and is rapidly

targeted into the lysosomes of cancer cells, where it releases

the drug and kills the cells. Compared to the free Cisplatin,

the nanoparticle demonstrated a reduced distribution in the

system as a whole, which led to reduced toxicity [233].

A number of medicines have now been prepared by

coprecipitating drugs and polymers to produce polymeric

nanoparticles, including Cyclosporine A [234], Tamoxifen

[235], and Daunorubicin [236]. In general, this approach is

reported to result in improved tumor targeting, greater

efficacy, and reduced toxicity.

The improved tissue targeting capability of nanopar-

ticulate preparations of drugs is not limited to anti-cancer

agents. Other areas of the body, most notably the central

nervous system (CNS), are difficult to reach for most

medications. In one study, poly(DL-lactic-co-glycolic acid)

(PLGA) nanoparticles with modified surfaces (chitosan or

Polysorbate 80) were found to be capable of passing the

blood–brain barrier [237]. Other therapeutic nanomaterial

preparations have been designed to deliver to the eye

[238], across the mucosa [239], through the dermis [240],

and to bone [241].

In contrast, organs involved in detoxification and excre-

tion, such as the liver and kidneys, are frequent recipients of

medications whether or not the medication is supposed to

reach them [242]. This leads to toxicity and side effects from

the medication, which can limit the dosage or usage.

However, medical nanomaterials have been shown to greatly

improve the targeting of these drugs to the tissue in need of

treatment and away from the liver and kidneys [233]. This

improved targeting not only allows the drugs to be more

effective therapeutically, but also lessens any toxicity caused

by detoxification and excretion.

Treatments for Lifestyle Illnesses

Medical nanomaterials also show promise in the treatment of

“lifestyle illnesses” such as obesity, heart disease, and type

2 diabetes. As the population in the industrialized world

grows fatter, more and more people will suffer the effects

of being overweight. As a result, the demand for improved

medical therapies for these conditions is growing. Patients

want less invasive therapies for diabetes (no needle sticks for

insulin administration or blood glucose analysis), heart dis-

ease (no shunts or coronary by-passes), and obesity (no

gastric surgery and the ability to eat what they want, when

they want). While it is improbable that medicine will

advance to the point where patients can “have their cake

and eat it too,” any advances in treatment will be welcomed.

Diabetes currently affects 7.8% of the total US population.

Of those 60 and older, the prevalence rises to 23.5% [243].

The CDC predicts that by 2050 this incidence will double or

triple [244]. Clearly, the need for less invasive treatments

will continue to increase for the foreseeable future.

The current method of insulin delivery by injection has

disadvantages including the potential for infection and the

stress associated with self-injection. Nanoencapsulation of

insulin in zirconium phosphate for oral delivery has been

explored in vitro and is reported to result in the stable release

of insulin from the nanocapsules [245]. Supercritical

antisolvent (SAS) micronization of insulin has also been

investigated for transdermal insulin delivery [246], and

solid lipid nanoparticles have been investigated as carriers
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of insulin for pulmonary delivery [247]. If one or more of

these insulin delivery methods proves to be as safe and

effective as insulin injections, daily injections will soon be

a thing of the past.

Fewer nanomaterial options are available for the treatment

of obesity. Currently, one of the few efforts reported in the

literature is the production of nanosized particles of orlistat, a

gastrointestinal lipase inhibitor [248]. This allows the drug to

be handled and administered more easily, plus the nanosized

particles are better absorbed than their conventional

counterparts. Another is the development of PEGylated all-

trans retinoic acid nanoparticles, which have been shown

in vitro to prevent adipocyte development and differentiation

[249]. As the incidence of obesity increases, obesity research

involving nanomaterials is likely to become more urgent.

The options for treatment of cardiovascular disease are

more varied. Approaches currently under study include the

use of nanomaterials to produce synthetic High-Density

Lipoproteins (HDL) [250], injection of peptide nanofibers

to enhance stem cell therapy [251], the use of nanoparticles

to prevent atherosclerosis [252], and making nanofor-

mulations of growth factors for therapeutic angiogenesis

[253]. These approaches encompass both the prevention of

cardiovascular disease via the prevention of atherosclerosis

and treatment of diagnosed disease via cell therapy to re-

grow the damaged tissues and improve organ function.

Other Medical Nanomaterial Uses

Nanomaterials also have potential usages in gene therapy.

The use of nanomaterials has been shown to enhance the

transfection of different target cells, including cancer cells

[254] and skeletal muscle cells [255]. Transfecting regu-

latory genes into cancer cells encourages the cells to down-

regulate their growth, up-regulate their differentiation, and

can cause them to recognize their abnormal condition and

trigger their self-destruction pathway. The ability to trans-

fect skeletal muscle cells will, it is hoped, provide a cure for

several inherited degenerative muscle diseases which are

currently fatal. Nanomaterials also offer a great deal of

hope for various opthalmic conditions which are currently

difficult to treat or for which there is no treatment, such as

retinal degenerative disease [256]. Because of the unique

structure, composition, and function of the eye, many

conditions are currently difficult or impossible to treat. How-

ever, current research in medical nanomaterials may eventu-

ally change this.

Finally, nanomaterials may provide an improved way to

prevent infection. Some potential uses for nanomaterials in

this area include oral biofilm prevention [257], control of

airborne indoor bacteria [258], and the production of tita-

nium alloys which discourage infection [259].

Commercial Uses

The impact of nanotechnology on healthcare is likely to be

the largest among nanotech applications. North America has

the largest market, worth $4.75 billion in 2009 with Europe

following at $3.65 billion. The drug delivery market alone is

expected to grow to $16 billion by 2014. Other markets such

as biocompatible implants and coatings and diagnostics are

expected to grow 42 and 21.8%, respectively, from 2009 to

2014 [260].

Elan Drug Technologies, headquartered in Dublin,

Ireland, has found a solution to a problem that could lower

the dosage of the medicines you take. Their NanoCrystal®

technology reduces the size of drug particles to less than

2,000 nm, exposing a larger surface area. Many drugs

exhibit poor solubility and the NanoCrystal technology is a

commercially available answer. This technology has pro-

duced five products and brought in $1.8+ billion annually

in market sales [261].

NanoBio Corporation, Ann Arbor, MI, has technologies

in development for topical anti-infective treatments and

mucosal vaccines. This technology, NanoStat™, uses

emulsions manufactured at the range of 150–400 nm.

NanoStat treatments are toxic to microbes but non-irritating

to skin and mucous membranes. This technology has shown

effectiveness against certain bacteria, viruses, fungi, and

spores. Since the mechanism involves a physical and not a

chemical process, the potential for the development of drug

resistance is substantially lowered. Vaccines for influenza

and Hepatitis B are in current development [262].

There are numerous companies working on the delivery

of drugs, typically in cancer applications. For example, the

nanoscale development of gold-based drug compounds can

be used to target tumors, limiting the impact on surrounding

organs and tissues. Current issues with drug delivery are in

the efficiency of loading and controlling the drug [263].

Future successes in nanotech drug delivery will depend

greatly on the ability to scale up the technology, meaning a

close scientist–engineer relationship to create an efficient,

effective product.

In conclusion, the medical uses for nanomaterials are

numerous and varied. Nanomaterials may eventually be used

to provide routine treatments for conditionswhich are currently

untreatable, such as muscular dystrophy and retinal degenera-

tion, in addition to providing improved therapies for conditions

such as cancer, cardiovascular disease, and diabetes.

Nanostructured Materials in Coatings

Another potential usage of nanomaterials is in coatings

technology. There are innumerable different types of

coatings, all designed for improving the characteristics of
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the coated material. A short list of coating types includes

fabric coatings for improved stain resistance [264], antimi-

crobial coatings for infection prevention [265] and product

preservation [266], conductive coatings for solar cells

and other electronic applications [267], scratch-resistant

coatings for optics [268], and antifouling coatings for

marine applications [269]. Nanomaterials offer the oppor-

tunity for improvements in nearly all coating fields and

applications.

Edible Nanomaterial Coatings

A number of different industries are currently using or are

expected to use nanomaterial coatings. The food processing

industry has been researching nanocellulose-based edible

coatings for improved shelf life of fresh fruits, vegetables,

and meat products [270, 271]. The medical industry

uses nanosilver coatings on catheter surfaces and textiles

[272], and marine equipment manufacturers use antifouling

nanomaterial coatings [273]. Multiple applications for

nanomaterial coatings exist in the electronics industry

[274], most notably for applications such as solar

cells [275].

Food safety is a significant public health concern. The

CDC estimates that 48 million Americans are sickened

annually by foodborne illnesses [276]. Because many food

products are now mass produced, contaminated foodstuffs

may easily produce nationwide outbreaks of foodborne ill-

ness. Additionally, fresh foodstuffs, such as produce, are

highly perishable and have short shelf lives even under

ideal conditions. Spoiled food represents a loss to everyone

involved in food production and consumption: the con-

sumer, who sees higher prices and lower availability thanks

to spoilage; the grocer, who must pay to dispose of the

spoiled food; and the producers and distributors, who don’t

get paid for producing and transporting the food.

One high-tech solution which has been proposed to lower

the incidence of contamination and prevent spoilage is the

use of edible coatings. These coatings, which would pre-

dominantly be used on fresh or raw foods, could be designed

with antioxidant capabilities (to prevent spoilage) as well as

antimicrobial capabilities (to prevent contamination). Most

commonly, the coatings consist of macro materials such as

chitosan [277] or alginate [278]. However, a small number

of researchers have reported that nanomaterials such as

cellulose nanofibers [279] may be used to enhance the

properties of these coatings. While only a few instances of

edible nanomaterial coatings are currently known, the use of

such coatings can be expected to increase as their safety is

established and their organoleptic properties (their taste and

smell) are improved.

Medical Nanomaterial Coatings

As was mentioned in depth in the Sect. 8, nanomaterials

have a large number of uses in the medical field. However,

here we will focus solely on nanomaterial coatings with

medical uses.

One use for medical nanomaterial coatings is for

infection prevention. The use of catheters and ports leaves

patients more vulnerable to infection, as these indwelling

medical devices lack the anti-infective properties of natural

body orifices and are readily colonized by infectious

organisms [280]. The most common antimicrobial

nanomaterial coating currently in use is nanosilver, which

is commonly encountered on medical instruments [281], in

catheters [282], and in wound dressings [272]. The antimi-

crobial activity of nanosilver, when incorporated into these

materials, offers the patient some protection against nosoco-

mial infection and microbial colonization. These products

are widely commercially available from a variety of

suppliers and are widely used in hospitals and clinics.

Other medical uses of nanomaterial coatings include drug

delivery [283, 284] and tissue scaffolding to enhance medical

implant integration, particularly into bone [285, 286]. Natu-

rally, prosthetic implants such as dental and joint implants are

more successful if the patient’s healing process will integrate

the implant into the existing bone, thereby securing it and

allowing for more natural functioning. Hydroxyapatite

nanoparticles (which can be incorporated by the body into

bone structures) are especially useful when combined with

the silica-polymerizing enzyme silicateina (which encourages
the process). Hydroxyapaptite nanoparticles are commercially

available from suppliers such as Sigma Aldrich for use as a

bone injectable substrate and for bone grafting.

Additionally, researchers are working on a nanomaterial

coating that can safely eradicate Staphylococcus aureus

(MRSA). A coating of this nature would be applied to a

variety of surfaces including medical instruments and surgi-

cal masks. The research uses a naturally occurring enzyme

which kills the target bacteria, attached to a carbon nanotube

for increased mobility [287].

Industrial Nanomaterial Coatings

In addition to applications in food processing and medicine,

nanomaterial coatings also have a great many industrial

uses. Antifouling coatings are highly useful for the shipping

industry, as smooth hulls and propellers create much less

drag, which makes fuel usage more efficient [288]. Like-

wise, bioreactors and oil pipelines are expected to benefit

from this technology [289], as are heat exchangers involved

in food [290] or energy production [291]. The use of anti-

adhesive or antifouling coatings on heat exchangers in
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power plants is expected to dramatically increase efficiency,

as a 1 mm thick biofilm accumulation on the wall of a low

carbon steel heat exchanger results in a resistance to heat

transfer equivalent to an 80 mm increase in tube wall

thickness [292]. There are environmental and safety

concerns with some of this technology, as biocide-releasing

coatings can adversely affect marine organisms or can lead

to the presence of biocides in foodstuffs.

Other types of nanomaterial coatings, including self-

cleaning coatings [293], are also expected to be extremely

useful. Self-cleaning coatings on items such as solar cells

could decrease maintenance costs and increase energy out-

put. Currently, solar cell output can be severely affected by

the presence of dust, with even tiny amounts such as 1/7th

of an ounce per square yard decreasing power conversion

by 40% [294]. Since the best locations for solar cells are in

areas which receive large amounts of sunshine (and con-

versely, very little precipitation), dust is a serious problem.

Self-cleaning coatings would go a long way towards

remedying the effects of dust. Additionally, many optical

instruments have parts which are difficult or time-

consuming to clean, so self-cleaning coatings would

decrease maintenance needs in these cases as well. Other

less obvious uses for self-cleaning coatings include exterior

coatings for building materials such as wood and stucco,

which soil easily and can be colonized by algae and other

microorganisms [295].

Scratch-resistant nanomaterial coatings have some obvi-

ous uses, such as in abrasion-resistant coatings for

automobiles, industrial parts, furniture, and flooring [296].

Less obvious uses include abrasion-resistant coatings for use

on teeth and bones [297]. Alumina nanoparticles are most

commonly used for these coatings, although silica

nanoparticles may also be used [298].

Finally, conductive nanomaterial coatings offer improved

performance characteristics over currently used conductive

coatings like indium tin oxide. Indium tin oxide coatings,

while widely used, are brittle, expensive, and chemically unsta-

ble. Nanomaterials such as single-walled carbon nanotubes

[299], conductive polyamide fibers [300], and single-walled

carbon nanotubes with silver nanowire films [301] all offer

advantages such as flexibility and improved chemical stability.

Additionally, some of these coatings can be applied to inexpen-

sive substrates to produce inexpensive energy storage devices.

Commercial Uses

Nanomaterial coatings are already a large portion of the

commercial nanotechnology industry, as a whole. In

2008, commercial nanomaterial coatings generated revenues

exceeding 600 million USD. Targets of these technologies

include construction, healthcare, transportation, and defense

markets. The commercial nanomaterial coatings market is

expected to reach over five billion USD in revenues in 2013,

according to a Research and Markets report [302].

Companies like Xurex, Inc., a manufacturer of

nanomaterial coatings located in Albuquerque, NM, could

make significant contributions to conserving building

materials and lowering costs across many fields. Xurex

offers coatings to combat the corrosion and degradation of

pipes, roads, bridges, ships, etc., which could potentially

save millions of dollars [303]. Other applications in technol-

ogy include self-cleaning surfaces and more durable

materials, such as concrete. These energy efficient impro-

vements could reduce the 41% of all energy use that is lost to

commercial and residential buildings [304].

There is a real commercial need for alternative coatings in

relation to the aerospace and defense industries. Coatings for

thermal barrier, anti-ice, and surface protection are a neces-

sity. Funding from governments is pushing these applications

as nanocoatings can typically offer additional properties,

including heat resistance, as well as offering an environmen-

tally friendly alternative to standard coatings [305].

Environment, Health, Safety Issues Related
to Nanostructured Materials

Nanostructured materials have come into play in the con-

sumer market after a relatively short development period. As

they are part of such a new science, relatively little is known

about them except for those that have been studied as desir-

able characteristics for developing products with distinct

performance advantages. The greatest concern surrounding

the use of nanotechnology is the possibility of toxicity or

other damaging interactions with living organisms. Natu-

rally, while toxic interactions with pathogens are desirable

for some classes of nanomaterials, toxic interactions with

organisms in general are not. The situation is further compli-

cated by the fact that chemically identical nanomaterials with

different sizes and shapes can and will show different toxico-

logical profiles [306], different tissues and organisms used to

assess toxicity will exhibit greater or lesser sensitivities, and

approved, standardized methods for evaluating nanomaterial

toxicity are scarce. Worse, the use of in vitro assays as a

means of assessing toxicity may lead to erroneous

conclusions regarding the toxicity of the nanomaterial in

whole organisms.

For example, it is known that some mammalian organs

and organ systems are more sensitive to nanomaterial toxic-

ity than are others. The lungs, in particular, are known to be

highly sensitive to nanomaterials [307]. However, toxicity

assays which are conducted on lung tissues in vitro and

in vivo can show very different outcomes. A study conducted

on the toxicity of both nanoscale and fine zinc oxide particles

in rat lungs found several confounding factors, including the

failure of commercial samples to match the manufacturer’s
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specifications and the development of “metal fume fever” in

animals exposed to levels of zinc oxide which caused no

demonstrable cytotoxicity in vitro [308]. Indeed, at exposure

levels which were pathological to the animal, the in vitro

assays failed to show evidence of any inflammatory

responses including increased chemokine production. And

what are we to make of another study, which found that the

toxicity of zinc oxide nanoparticles could be lessened by

doping them with iron [309], although iron oxide

nanoparticles have themselves been found to be toxic? [310].

Some nanoparticles have demonstrated similar toxicity

towards plants and bacteria. Phytotoxicity is usually

measured by assessing seed germination and root elongation

in seeds and seedlings exposed to the test material. One

study which measured the effects of multiwalled carbon

nanotubes and nanoparticulate forms of metallic copper,

metallic silver, zinc oxide, or silicon on zucchini plants

found that while exposure to these materials did not reduce

germination, root elongation and plant biomass production

was negatively affected [311]. Biomass in particular was

greatly affected, with exposed plants showing biomass

reductions of up to 75% of controls. As has been found in

other studies, the negative effects were significantly more

pronounced after exposure to nanoparticulate forms as com-

pared to bulk forms. Nanomaterials have also been shown to

be toxic to cyanobacteria and microalgae [312] and to micro-

bial soil communities collected from California grassland

[313]. In the case of the soil bacteria, nanomaterial exposure

reduced the overall biomass of the community and altered

the composition and diversity of the community. The effect

of these changes on the chemical processes which occur in

the soil, and on other denizens of the grassland, is not

known.

How are analysts to proceed when confronted by these

types of toxicological results? Conducting subsequent

experiments to better understand the underlying

mechanisms is one obvious answer, but various interested

parties must still determine how to reasonably proceed

safely in the meantime. The approach to nanomaterial

safety currently taken by the US government is to make a

coordinated effort to (1) monitor both expected and unex-

pected consequences of nanotechnology and (2) identify

and prioritize nanomaterial health and safety research

needs [314]. These actions were taken as part of the NNI,

which was established in 2000. The findings from research

undertaken by this group will be used to guide public

policies at regulatory agencies such as the EPA and FDA.

Currently, the EPA can’t ask a chemical producer to pro-

vide data regarding the risk assessment of a chemical,

unless the EPA already has data showing that the chemical

presents an “unreasonable risk” to human health or the

environment [315]. Regulatory policies are greatly needed,

as nanomaterial production and usage becomes more

widespread. As a group of Swiss analysts found, many

companies in industrial sectors other than those specifically

identified as “nanotechnology” are already using

nanomaterials [316].

Another approach, taken by members of the insurance

industry, was to perform a relative risk assessment based on

the nanomaterial manufacturing process. This risk assess-

ment took into account the normal operations risk, incident

risk, and latent contamination risk [317]. At the conclusion of

the assessment, the risks of fabricating five different

nanomaterial types (single-walled carbon nanotubes,

buckyballs, zinc selenide quantum dots, alumoxane nanop-

articles, and titanium dioxide nanoparticles) were deter-

mined to be comparatively low in relation to other

manufacturing processes such as battery production.

There also is a movement towards understanding what

safety steps other industrial nanomaterial producers are tak-

ing. Surveys of health and safety measures taken by indus-

trial producers have found that most producers have given

the issue some thought, with many specifying the use of PPE

and engineering exposure controls [318]. Undertaking expo-

sure and hazard assessment procedures are common in

industry [319].

Waste management is another area impacted by nano-

technology. The introduction of nanomaterial containing

products has instigated use of various assessment tools (i.

e., life-cycle assessment, LCA) to establish the impact of

products on global warming/climate change, stratospheric

ozone depletion, human toxicity, ecotoxicity, and others.

Nanocomponents are assessed for aspects that include

material selection, manufacturing, application, and dis-

posal/recycle. Physical properties must be well

documented and investigated because they influence the

toxicological impact through transport and interaction of

the materials when released to the environment. Many

products are currently using nanocomponents containing

titanium, carbon, silver, iron oxide, zinc, gold, and/or sili-

con/silica. These include appliances, automotives, elec-

tronics and computers, food and beverage, children’s

goods, health, personal care, sporting goods, and home

and garden products. Most products are assessed for toxic-

ity by producers on a cradle-to-gate basis, vs. cradle-to-

grave, leaving the onus for safe disposal on the consumer

and the public waste facilities [320].

Walser et al. performed a LCA for nanosilver t-shirts and

compared the data to both triclosan biocidal t-shirts and non-

biocidal t-shirts. The cradle-to-gate study found the flame

spray pyrolysis method of producing nanoparticles had a

climate footprint of 2.7 kg of CO2-equivalents; the plasma

polymerization with silver co-sputtering had 7.67–166 kg of

CO2-equivalents (depending on maturity). In contrast, regu-

lar and triclosan t-shirts had 2.55 kg of CO2-equivalents.

Based on this study, it is clear that the consumers’ wash
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cycle habits and eventual disposal of garments have minor

effects on climate footprint. On the other hand, mining

operations for raw materials have a greater effect due to

toxic silver emissions [321].

One of the beneficial uses of TiO2 is as a sunscreen due to

its effective UV reflection and adsorption capacities. The

nano-TiO2 has higher transparency and efficiency making it

even more desirable. Sunscreens undergo extensive testing

in direct exposure to the skin scenarios but not further in its

life-cycle. Botta et al. have investigated environmental

release of these nano-TiO2 containing sunscreens to water

(fresh and salt) after artificial aging of the solutions. Their

results found that in salt water, a major part of the nano-TiO2

containing residue will aggregate and sediment, further

affecting bottom dwelling sea life. In contrast, the fresh

water released portion will remain stable and accessible to

the entire water column [322].

Another application in use is nanoparticle CeO2 as a

diesel fuel additive. This additive has been designed to

increase mileage by performing as a combustion efficiency

aid. However, some CeO2 <100 nm has been found in the

expelled particulate matter. This is then released into the

environment in relatively low concentrations. Several stud-

ies have been performed to determine toxicity of these

particles, but no testing has been done on the diesel additive

exhaust system emitted particles, or on low concentrations

of ceria nanoparticles [323].

Currently, limited studies are available for

nanomaterials that enter waste facilities. A newly emerging

term, “nanowaste,” is defined as any waste stream(s) that

contain nanomaterials or synthetic by-products of nano-

scale dimensions, generated either during production, stor-

age, and distribution, or waste stream(s) resulting from the

end of lifespan of formerly nanotechnology-enabled

materials and products, or items contaminated by

nanomaterials such as pipes, PPE, etc. Additionally, BSI

British Standards Guide PD 6699-2 defines nanowastes in

four forms: pure nanomaterials at point of production,

materials and surfaces that have been contaminated with

nanomaterials (containers, PPE, etc.), liquid suspensions

containing nanomaterials, and solid matrices containing

nanomaterials. Concerns that have been raised dealing

with these nanowastes include increased uncontrolled

releases of nanomaterials to the environment, the techno-

logical and legislative challenges nanowastes pose to waste

management systems, establishing a nanowaste classifica-

tion system, and ways to enhance current and ongoing

management of nanowastes. The very nanostructures that

are prized for their applications are now a concern due to

their potential ability to aid faster bonding with pollutants,

facilitating faster transfer and greater transport of hazard-

ous materials through air, soil, and water. Traditional

wastewater treatment by-products (biosolids from settling

tanks) can become too concentrated with pollutants such as

Ag to be reused as compost or fertilizer, flocculation

methods can be thwarted by surface coatings or other

functionalities present on the nanomaterial, or

nanomaterials can just simply pass though without any

interaction at all [324].

Some concerns with nanoparticulate materials are their

capability for dispersion into air and water, then further

into the environment. Drugs, personal care products, quan-

tum dots, and environmental remediation projects all have

high potential for uncontrolled environmental release and

their incidence is expected to dramatically increase.

Nanostructure characteristics that are a determining factor

include particle size, surface area, chemical nature, and

charge, while reactive oxygen species at the surface may

have an effect. As human data is rather limited, animal

studies have been performed. Major hazards include inha-

lation of particles <100 nm as they deposit in the pulmo-

nary region causing inflammation of the lungs.

Nanoparticulate to ultra fine particles (including PTFE,

carbon [general, fullerenes, and nanotubes], and TiO2)

have been found to impair lung function, increase respira-

tory syncytial virus infection, impair phagocytosis, encour-

age tissue thickening or fibrosis, increase coughing and

sputum production, give rise to higher risk of chronic

bronchitis, encourage tumors, and cause lung cancer.

Nanoparticles may penetrate lung tissue to enter the blood

stream (and on to the heart, liver, and brain). Studies have

found that SiO2, TiO2, ZnO, and Al2O3 can penetrate skin

layers. Ingested TiO2 particles (200 nm) are immunologi-

cally active and can further penetrate the intestinal barrier

(onto the lymphatic and blood systems) [325].

NIOSH has partnered with several organizations

throughout the world in government, academia, and busi-

ness, creating the Nanotechnology Research Center

(NTRC) to assess safe nanotechnology in the workplace.

They have been investigating critical topic areas; namely,

toxicity and internal dose, measurement methods, exposure

assessment, epidemiology and surveillance, risk assess-

ment, engineering controls and PPE, fire and explosion

safety, recommendations and guidance, communication

and information, and applications. NIOSH NTRC is

collaborating with NNI to pursue these mutual goals [326,

327]. The investigations have been instrumental in

providing guidance for those who produce and work with

nanomaterials and nanomaterial-enhanced products. As

work is continuing in each of these critical areas, informa-

tion has been found to make the nanomaterial workplace a

safer one. General guidelines have been determined for

working with nanomaterials. These include minimizing

worker exposure through engineering controls to reduce

aerosol exposure, even up to source enclosure and isola-

tion. Implementation of a risk management program should
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include: (1) evaluation of hazard posed by nanomaterials

based on its available physical and chemical property data,

toxicology, or health effects; (2) worker task exposure

assessment; (3) good work practice education and training;

(4) establishing criteria and procedures for installing and

evaluating engineering controls at exposure locations; (5)

procedures for determination of need and selection of PPE;

and (6) systematic evaluation of exposures to ensure con-

trol measures are working properly and workers are being

provided appropriate PPE. Filtration studies to date have

indicated that high-efficiency particulate air (HEPA) filter

applications (exhaust ventilation and vacuum pickup)

should effectively remove nanomaterials from the air.

When engineering controls are not enough, preliminary

data suggests that a NIOSH-certified respirator will be

useful; however, no guidelines have been set for airborne

engineered nanoparticles [328]. Several tools have been

developed for guidance in the form of documents for medi-

cal screening and hazard surveillance (DNNH NIOSH Pub-

lication No. 2009-116), managing health and safety

concerns (DNNH NIOSH Publication No. 2008-112), and

a searchable on-line library for nanoparticles, etc. [329].

From these results, it is obvious that more research into

the environmental effects and fate of nanomaterials, and

their known and potential effects on human health and the

environment, is needed. Additionally, it is clear that an

improved regulatory framework is also needed, in order to

facilitate the collection, interpretation, and dissemination of

the experimental findings.

Nanostructured Materials in Other Consumer
Products

Nanotechnology has been finding its way into more and

more consumer products over the past decade. As the

realization of potential applications for nanotechnology

grows, the knowledge will continue to spread. The bottom

line for nanotechnology in consumer products will be “Is

there a demand?” The consumer has the final say. Skeptics

and scientists alike will be susceptible to the consumer’s

last word, or rather, last dollar. The final say in 2009 was a

resounding 1.545 billion USD spent on golf clubs, elec-

tronics, skin cream, and a plethora of other products that

utilize nanotechnology. The skeptics lose out to the

optimistic forecasts of Research & Markets report “The

World Market for Nanotechnology and Nanomaterials in

Consumer Products, 2010–2015,” which expects that num-

ber to triple by 2015. In 2015, 5.335 billion USD will be

spent on innovative products that stand out from the rest

because of something 100,000 times smaller than a human

hair [330].

Tracking Commercial Nanomaterial Products

In April 2005, the Project on Emerging Nanotechnologies

(PEN) was initiated. PEN contains the largest online inven-

tory of commercial products with nanotechnology along

with other nanotech learning resources. New products are

added as often as they are found, which in 2008, was at a rate

of 3–4 per week. PEN is a joint effort between the PEW

Charitable Trusts and WoodrowWilson International Center

for Scholars. As of August 2009, the list of commercially

available products contained over 1,000 products. The list

realized a 379% growth since March 2006 [331].

Many groups worldwide, like PEN, are trying to identify

the number of products available that use nanotechnology.

Challenges exist which prevent a complete list from being

formed. Currently, there are no requirements for nanotech-

nology products that would identify or separate them from

their non-nano competition. Some products which claim to

contain nanomaterials do not, and some products that do

contain nanomaterials do not outwardly claim this. Nanotech

products do not have special regulations, as of yet. Debates

are raging on this topic and governments are being pressured

to look further into the proposed risks. Until a decision is

reached and the technology is tracked, nano products may be

sold under the label of the manufacturers’ choosing.

Commercial Uses

Amid all of the debates and controversies, innovative and

earth friendly products are being developed by companies

large and small. What most people do not know is that some

of the most widely known products, like the iPhone by

Apple®, are products of nanotechnology. The iPhone

features a memory chip which is a result of nanotechnology

[332]. Additionally, many everyday products are being

improved through the use of nano-sized materials.

According to “The Nanotechnology Consumer Products

Inventory,” the most common material mentioned in the

product description was silver (259 products) [333]. Carbon

was the second most referenced (82 products including

fullerenes and nanotubes), followed by titanium dioxide

(31), zinc oxide (24), silica (15), and cerium oxide (1).

Among potential environmental applications of nano

materials, remediation of contaminated ground water with

nanoscale iron is one of the most important examples [10].

Nanoparticles of titanium dioxide and zinc oxide are

included in personal care products such as beauty products,

sun screens, toothpaste [334], and textiles [335]. Silver

nanoparticles are increasingly used as antimicrobial

components in detergents, food packaging, and textiles

such as socks and underwear [333]. Other potential uses
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for silver nanomaterials include portable filters for water

purification which could be used in remote or underdevel-

oped areas lacking water treatment infrastructure [336].

In addition to the use of nanotechnology to improve these

classic consumer products, entirely new uses which take

advantage of the novel physics of nanomaterials are being

developed. Nano-emulsions, a variation on the “oil and

water” mixture used for salad dressings and cosmetics, also

hold great promise for applications as different as future

food technology, pharmaceutical development, disinfection,

and pesticide application [337].

Large companies, like Samsung and IBM, are in the midst

of nanotechnology use and development and have products

on the market. Samsung makes nanopowders and has proto-

type field emission displays (FED) [338]. IBM has a science

department devoted to nanoscale research in carbon

nanotubes and nanometer-scale local oxidation [339].

In addition to the large companies making the technology

known through their products and research, smaller

companies are also working to get their name and products

on the market. The odor elimination products marketed as

OdorKlenz® by NanoScale Corporation use destructive

adsorption to neutralize odors. This technology stems from

NanoScale’s flagship product, FAST-ACT®. The OdorKlenz

product line includes a laundry additive, a surface treatment,

a skunk treatment for pets, and a vomit absorbent.

OdorKlenz also features an air filtration cartridge available

to the disaster restoration market for odors after fires, floods,

or other disasters. The OdorKlenz branded products were

introduced to the market in 2007 [73].

Regulation

Decisions made in the near future may alter the currently

optimistic outlook of nanotechnology. Governments have

difficult decisions to make on the risk of nanotechnology in

products from skin creams to foods to socks. One author, a

member of the European Commission, stated “Further

research is needed on the toxicological and ecotoxicological

properties of nanoparticles, their uptake in the body, accu-

mulation in the tissues and organs, transport characteristics,

exposure and dose–response data, and their distribution and

persistence in the environment” [340]. This uncertainty about

regulatory issues has a discouraging effect on the commercial

development of nanomaterials, as manufacturers are reluc-

tant to develop products without a suitable regulatory frame-

work and guidance on safety requirements. However, at the

present time the promise of nanotechnology appears to out-

weigh any potential risks, and thus R&D efforts continue.

There is no doubt that, one way or another; nanotechnology

will become an integral part of our daily lives.

Concluding Remarks and Future Outlook

Previous chapter sections have reviewed a large number of

different nanotechnology applications in various areas,

including medicine, textiles, catalysis, electronics, and

others. Nanomaterials are already in commercial use in

many of these areas, with new technologies in development,

as well. Consequently, nanomaterials are now widely

encountered in daily life, although many consumers remain

unaware of their presence in the products they use.

Despite the enormous promise offered by nanomaterials,

there are still multiple barriers to their development and use.

One substantial consideration for those seeking to commer-

cialize a nanotechnology or include it in their commercial

product is the regulatory framework which exists for nano-

technology. Consumers demand safe products, so product

manufacturers and distributors put a great deal of time and

effort (and money) into ensuring that their products comply

with the appropriate regulations—and this is the primary

hurdle to nanomaterial usage. Presently, many regulatory

agencies such as the US EPA have few guidelines on how

to regulate nanomaterials [341]. Without a suitable regu-

latory framework, manufacturers and distributors have diffi-

culty assuring themselves and their buyers of the safety of

their product.

How did this situation come about? The same unique

qualities that enable nanomaterials to have their capabilities

also make them difficult to regulate. Bulk materials, such as

carbon, have set physical properties and capabilities. How-

ever, carbon nanomaterials have an entirely different set of

physical properties and capabilities. Worse (from a regu-

latory standpoint), these physical properties and capabilities

change with the size, shape, and structure of the carbon

nanomaterial. Whereas bulk carbon does not conduct elec-

tricity very well, carbon nanotubes do [342]. Bulk carbon

has few detrimental effects on aquatic life, but carbon

nanotubes are known to be toxic [343], and a slightly differ-

ent form, fullerenes, may accentuate the toxicity of other

chemicals [344]. The quantum mechanics which regulate

nanomaterials’ interactions with other substances also

make their toxicological behavior difficult to predict.

A number of organizations, including federal bureaus

such as the EPA and testing standards developers such as

ASTM, have begun developing methods to assess

nanomaterial properties. ASTM currently has seven

standards related to nanotechnology: One defining the stan-

dard terminology [345], two defining methods for determin-

ing some of the physical characteristics of nanomaterials

[346, 347], and four standards relating to health and safety

[348–351]. Once sufficient research has been performed,

trends in the toxicology of different nanomaterial types
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should become apparent, and a regulatory framework with

standard assay methods can be established.

Previous chapter sections have given multiple estimates

on the future size of different nanomaterial markets. If

nanomaterials are not found to have serious adverse health

or environmental effects, then the optimistic predictions of

their worth will likely not fall short of the mark. However, if

nanomaterials are found to have serious environmental

effects or detrimental effects on human health, their com-

mercial future is considerably less rosy.

In conclusion, much more research is needed into the

properties and capabilities of nanomaterials. Nanomaterials

offer great improvements in many different areas and may

have very positive impacts on human health and the envi-

ronment, but they may also have negative impacts which are

not yet understood. As research and development efforts

progress, both the promise of and the problems with

nanomaterials will become apparent. Only after both of

these aspects are recognized can the full potential of

nanomaterial technologies be realized.

Questions

1. Why do nanomaterials behave differently from their

macro counterparts?

Answer: Because of the small size of nanomaterials, a

large fraction of atoms are located close to the surface of

the material instead of in the bulk, which increases their

reactivity. Additionally, at such a small scale, quantum

effects become increasingly important in governing the

behavior of the material.

2. What are the advantages and disadvantages of a govern-

ment guided research initiative like that of Germany as

opposed tomore independent research other countries use?

Answer: The main advantage of government guided

research is that a more focused approach will be

implemented. With more researchers looking into the

same set of problems, an outcome could be more likely.

The disadvantage would be the limitations that are set on

exploring new discoveries.

3. Should companies manufacturing nanotechnology

containing products be mandated to add this information

to their product labels?

Answer: Yes, companies should be mandated to add the

phrase “nanotechnology containing products” to their

product labels should safety concerns arise later. All

products should be labeled to include this informa-

tion.—OR—No, the manufacturer should maintain the

right to market/label as they see necessary unless risks

become known. Restricting labels may inhibit the

advancements of the nanotech industry.

4. What are some benefits of nanomaterials for use in

cancer treatments?

Answer: The benefits of using nanomaterials in cancer

treatments include more accurate dosing, reduced side

effects, reduced toxicity, accurate and non-invasive

diagnostics.

5. Describe the significance of Richard Feynman’s speech

and his approach to nanotechnology.

Answer: Richard Feynman’s speech in 1959 opened

discussion of the bottom-up approach as opposed to

the top-down approach to nanotechnology and

revolutionized the idea of nanotechnology.

6. What benefits do nanostructured materials bring to envi-

ronmental remediation?

Answer: Increased surface area means increased reac-

tivity and adsorption capacity, therefore nanomaterials

are more efficient than their non-nano counterparts

in environmental remediation. For example, Fe(0)

nanoparticles do not have mobility issues as larger

Fe(0) particles.

7. Why is there so much regulatory uncertainty

surrounding nanomaterials?

Answer: One of the reasons there is so much regulatory

uncertainty surrounding nanomaterials is because the

properties of nanomaterials are dramatically different

from those of bulk materials. Furthermore, because of

quantum effects, the physical configuration (shape,

structure) of a given nanomaterial can cause it to behave

differently than another chemically identical

nanomaterial with a slightly different physical structure.

For example, carbon nanotubes will behave differently

from carbon nanospheres, even though they may be

chemically identical, even to the extent of containing

the same number of carbon atoms.

8. Describe the two mechanisms of action of nanocr-

ystalline high surface area TiO2 on the chemical warfare

agent simulant DMMP.

Answer: Nanocrystalline high surface area TiO2 can

adsorb DMMP via hydrogen bonding to exposed

hydroxyl groups (molecular adsorption) and via its

titanium sites (reactive adsorption).

9. Why is the protection offered by textiles containing

nanomaterials potentially preferable to that offered by

textiles containing activated carbon spheres?

Answer: Activated carbon spheres entrap chemical

pollutants or toxins, but do not destroy them as

nanomaterials do. Additionally, activated carbon

spheres can off-gas the absorbed chemical during tem-

perature changes and preferentially absorb humidity in

the air rather than the toxin or pollutant.

10. You are a graduate student supported on an EPA fellow-

ship research grant whose focus is removing Cr(VI)
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contamination from groundwater in a limestone (cal-

cium carbonate) aquifer. One of your research commit-

tee members has suggested Fe-based nanomaterials. Is

this approach likely to work?

Answer: No, using Fe-based nanomaterials for remov-

ing Cr(VI) contamination from groundwater in a lime-

stone (calcium carbonate) aquifer is not likely to work.

Research has shown that, while Fe-based nanomaterials

can remove Cr(VI) from contaminated waters,

removal capacity drops to 55–77% in the presence of

magnesium, calcium, or carbonate ions. As limestone is

composed of calcium carbonate, the groundwater would

almost certainly contain calcium and bicarbonate ions.

11. Which country has the largest number of nanotechnol-

ogy companies?

Answer: The United States of America has the largest

number of nanotechnology companies.

12. How will self-cleaning and conductive coatings promote

greener energy production?

Answer: Both self-cleaning and conductive coatings are

expected to improve the performance of solar cells pro-

moting greener energy production. Self-cleaning

surfaces will prevent dust build-up, while conductive

coatings can provide both more efficient energy capture

and potentially cheaper production of the cells and

energy storage devices.
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Synthetic Organic Chemicals 10
Scott D. Barnicki

Introduction

Chapter Background

Synthetic organic chemicals are produced by the transfor-

mation of carbonaceous feedstocks into functionalized

molecules through one or more chemical reactions. Such

transformations are accomplished at vast industrial scales

and the resulting products permeate every aspect of modern

society. The molecules produced find use largely as

monomers for polymer synthesis of ubiquitous plastics, or

as task-specific ingredients for a myriad of applications as

divergent as paint leveling agents to food preservatives.

Advances in technology, significant increases in energy effi-

ciency, as well as the utilization of fossil-fuel derived

starting materials has resulted in unprecedented economy

of scale and relatively stable product costs in spite of large

relative increases in the price of oil and natural gas. The

section entitled “Chemical Raw Materials and Feedstocks”

covers the most important carbonaceous feedstocks cur-

rently utilized in the chemical processing industries; all

derived from fossil-fuel based raw materials.

The volume of synthetic organic chemicals producedworld-

wide grew from less than 5million metric tons in 1950 to more

than 400 million metric tons in 2009, with an average

annualized growth rate above 7% [1]. The value of all

chemicals produced worldwide reached over $3.7 trillion

dollars in 2008, before dropping somewhat to $3.4 trillion

dollars during the 2009 recession as shown in Fig. 10.1. The

average annualized worldwide growth rate in value of

chemicals produced for the decade of 1999–2009was 7.7% [2].

The United States has been the country with the largest

chemical industry by volume and value for many years, due

to inexpensive natural gas and very large consumer markets.

However, this leadership position has deteriorated rapidly

over the last decade with the dramatic growth in production

of chemicals in China [2]. The value of all chemicals

produced between 1999 and 2009 is shown in Fig. 10.2 for

the traditional major chemical producing countries of the

United States, Japan, and Germany in comparison to China.

Average annualized growth rates in the value of chemicals

produced over the decade for these countries are

summarized in Table 10.1. The growth rate in value of

chemicals produced in China far outpaces that in the United

States. As a result, the US share of global chemical produc-

tion value has dropped from 26% in 1999, to 20% in 2009,

while that of China has rocketed from 5 to 19% in the same

timeframe (Figs. 10.3 and 10.4).

The cost of a raw material can dramatically alter produc-

tion patterns over a short period of time. Figure 10.5 shows

chemical raw material usage of natural gas and annualized

cost for natural gas for the years 1998, 2002, 2006 in the

United States. After many decades near $2.00/million BTU,

natural gas price in the United States began to rise and

spiked dramatically in 2006 at above $9.50/MM BTU, lead-

ing to the shuttering of many older, small-scale marginal US

facilities for the production of the ultra-commodities of

ammonia-based fertilizers and methanol. As of 2007 only

one US methanol facility based on coal, Eastman Chemical

Company’s Kingsport plant, remained operational. Most of

the US production moved overseas to the Middle East,

Trinidad, and other regions with lower cost natural gas.

Natural gas price since has dropped significantly in the US

with the advent of substantial shale gas production.

Chapter Organization

The traditional approach to discussion of synthetic organic

chemicals inmost survey literature is to concentrate on families

of derivatives from each specific chemical feedstock. Although

many different chemicals can be made from each of the
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Table 10.1 Average annualized growth rate of the value of chemical

output, 1999–2009

Average annualized growth rate (%)

United States 4.8

Other N. Amer & S. Amer 7.2

Germany 5.9

Other Europe 6.6

Japan 2.4

China 21.8

Other Asia Pacific 9.6

Middle East/Africa 9.3

Global total 7.7
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feedstocks, only a limited number of different types of

chemistry have found particular favor in large-scale commer-

cial production of synthetic organic chemicals. These include:

(1) oxidation, (2) carbonylation, (3) hydroformylation, (4) chlo-

rination, (5) condensation, (6) hydration/hydrolysis, (7) esteri-

fication, (8) hydrogenation, (9) dehydrogenation, (10)

sulfonation, and (11) ammonation/ammoxidation. The first

nine of these are covered in this chapter. Discussion of the

last two is found in other chapters of this book, in Chaps. 14,

22, and 36. Cross references within Chapter 10 are noted by

subsection titles in quotation marks.

Organizing our discussion of the significant commercial

processes by these chemistry themes allows one to see the

commonality between many seemingly diverse production

processes with very different raw materials and end

products. In some cases a chemical is made commercially

by very different chemistries, but the processes begin with

the same feedstock. Examples include: (1) the production of

alcohols by the direct or indirect hydration of olefins, (2) the

various propylene-based routes to propylene oxide, and (3)

the production of methyl methacrylate from ethylene by

either carbonylation/esterification/condensation or hydrofor-

mylation/oxidation/esterification steps. In other cases, the

feedstock may be entirely different, but end at the same

product, such as the acetylene, propylene, and butane/

butene-based processes for the production of 1,4-butanediol.

More often, and to the point of the chapter organization, the

chemistry is similar in spite of significant feedstock

differences, such as hydroformylation of C2-C5 olefins, oxi-

dation of aldehydes to carboxylic acids, or aldol

condensations of a wide variety of carbonyls.

Often one basic chemistry route has become commer-

cially dominant, for example ethylene oxide production via

silver catalyzed oxidation of ethylene, terephthalic acid

(TPA) by Co/Mn/Br catalyzed oxidation of p-xylene, or

methanol by hydrogenation of carbon monoxide/carbon

dioxide. In these cases, the key differences between commer-

cial processes are more subtle and may amount to alternative

catalysts, reactor conditions and designs, or separation

sequences. A portion of these differences are highlighted in

the discussion below where pertinent, but the roles of reac-

tion engineering and separation process synthesis/design

cannot be adequately covered in the space allotted. Many

books and articles have been written on these process design

subjects, with a few recommended texts given below [3–14].

The capacity, production, and consumption figures

presented throughout the section, “Chemical Raw Materials

and Feedstocks”, for individual feedstocks and derivatives

were derived from data gathered from a variety of literature

sources, spanning the years 2006–2010 [15, 16]. Thus, some

numbers reflect reduced production and consumption due to

the 2008–2010 recession; some do not. The resulting variation

in production/consumption numbers is estimated to be 5–10%.

The simplified flowsheets were drawn specifically for this

chapter and are based on a compilation of open literature

data (referenced in each subsection). The major processing

steps of each flowsheet are named in italics and numbered.

These designations appear as bolded numerals in

parentheses in the corresponding process description in the

text. Each process description includes a summary of tem-

perature, pressure, yields, and selectivity, but open literature

references can vary widely on the values.

Chemical Raw Materials and Feedstocks

Background

The formation of new a carbon–carbon bond is one of the

more difficult chemical transformations to make. So the

foundations of the modern chemical industry is very much

a story of learning to exploit a small number of reactive

skeletal carbon structures which can be derived from natural

sources in relatively simple and efficient manner. In the early

twentieth century the nascent chemical industry was based

on utilization of coal tar liquids (a by-product of metallurgi-

cal coke production) and the fermentation of biologically

derived feedstocks such as molasses, sugars, and whey. Coal

tar liquids now provide a minor fraction of chemical

feedstocks. Early fermentation routes, such as the ABE

(acetone-butanol-ethanol) process, have all but disappeared

due to poor economics. In spite of massive research efforts,

newer bio-based processes have yet to compete favorably

except in a few niche applications.

Rather, the substantial growth of the global chemical

industry over the past 70 years would not have been possible

without the concomitant rise in the fossil fuel energy infra-

structure encompassing petroleum refining, natural gas pro-

duction, and to a growing extent coal mining (primarily due

to Chinese gasification projects). This close coupling of the

chemical industry with the energy infrastructure is

exemplified in the United States for the primary chemical

raw materials of natural gas, petroleum products, and

liquefied petroleum gases/natural gas liquids (LPG/NGL,

C2-C4 hydrocarbons derived from crude natural gas and

refinery gases). Figures 10.6, 10.7, and 10.8 show the rela-

tive magnitude of the total US energy consumption of these

three key categories vs. their use as raw materials and energy

sources for chemical production during the years 1998,

2002, and 2006. All quantities are expressed in trillions

of BTUs of energy equivalent for easy comparison. Only

LPG/NGL is used largely as a chemical raw material. Chem-

ical raw material usages of natural gas and petroleum

products represent just 1.6% and 4.5% of much larger

power/heating and motor fuels markets respectively in the
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United States [17–19]. The situation is similar worldwide.

Total global fossil fuel demand in 2007 was 282,000 trillion

BTU’s. About 9%, 25,500 trillion BTUs, was used as chem-

ical raw materials, with 78.9% from petroleum, 16.9% from

LPG/NGL, 3.9% from natural gas, and 0.3% from coal [20].

An overwhelming majority of the synthetic organic

chemicals produced at commercial scale today begin with

one of five major types of feedstocks:

1. Light olefins—ethylene and propylene

2. Aromatics—benzene, toluene, xylenes, or BTX
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3. C4 hydrocarbons—butanes, butenes, butadiene

4. Kerosene derived C9-C17 paraffins

5. Synthesis gas—a mixture of carbon monoxide and

hydrogen

Figure 10.9 shows a simplified overview of the raw

materials, feedstocks, and derivatives of the synthetic

organic chemical industry. Major chemical feedstock capac-

ity, production, and consumption for the world, United

States, and China are summarized in Table 10.2.

Aswill become apparent below, the production of chemical

feedstocks from fossil fuel raw materials typically involve

highly endothermic processes. A large amount of energy

must be expended for both driving endothermic reactions as

well as for separation and purification. The resulting high

energy, reactive feedstocks allow subsequent chemistry to

proceeds favorably downhill to lower energy products, with

mostly exothermic reactions and relatively high yields.

C2-C3 Light Olefins [21–25]

Ethylene and propylene are by far the most important build-

ing blocks of the petrochemical industry. The primary

derivatives produced from ethylene and propylene

feedstocks, the capacity/production/consumption of those

primary derivatives, and their major applications are

summarized in Tables 10.3, 10.4, 10.5, 10.6, 10.7, and

10.8. The family of derivatives produced from ethylene

and propylene are presented in Figs. 10.10 and 10.11,

respectively. Light olefins can be produced from a variety

of raw materials and methods:

1. Steam cracking (thermal pyrolysis) of hydrocarbon raw

materials ranging from LPG/NGL to naphthas and gas oils

2. Methanol to olefins

3. Recovery from refinery gases and FCC (fluid catalytic

cracking) gases

4. Interconversion of butenes, ethylene, and propylene

5. Dehydrogenation of propane (propylene only)

6. Dehydration of bio-derived ethanol (ethylene only)

Steam cracking accounts for almost all of the ethylene and

about 60% of the propylene produced worldwide. A

simplified diagram of a naphtha-based cracker is shown in

Fig. 10.12. In a thermal cracking unit, steam and the hydro-

carbon raw material are heated in a short residence time

tubular reactor/furnace (1) to 775–950�C, 0.17–0.24 MPa

pressure, to initiate free radical cision, decomposition,

isomerization, and aromatization reactions. The reactions

are highly endothermic, requiring +1,600 to +2,800 kJ/kg of
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hydrocarbon fed, or roughly +55 to +219 kJ/gmole of ethyl-

ene/propylene produced. The yield of ethylene vs. propylene

is highly dependent on the hydrocarbon raw material used as

well as the severity of conditions. Ethylene production is

favored by use of light hydrocarbons and higher temperature

conditions. Typical yields for several common hydrocarbon

feeds are given in Table 10.9.Major by-products aremethane,

hydrogen, butanes/butenes/butadiene, pyrolysis gasoline

(benzene, toluene, C8 aromatics), and heavy oils. Steam

feed helps mitigate coking, with increasing amounts of

water required for heavier feedstocks, typically 0.3/1 to

0.75/1 kg water/kg hydrocarbon.

The cracked gases are rapidly quenched to halt further

reaction, first by indirect cooling against water, then

by direct contact cooling with recycled heavy ends (2).

The effluent is fractionated to separate the light gases

(containing ethylene, propylene, C4�C5þ fractions) from

pyrolysis gasoline, heavy oil fractions, and to remove

water (3). The light gas is compressed to about 3.5 MPa,

caustic washed to remove acid gases (CO2, H2S, COS,

Table 10.2 Capacity, production, and consumption of major chemical feedstocks

Capacity, in kilo

metric tons

Production,

in kilo metric tons

Consumption,

in KMTa

Chemical feedstock World USA China World USA China USA China

Light olefins Ethylene 128,000 27,300 11,000 113,000 24,000 10,600 22,500 11,000

Propylene 84,000 26,500 10,500 74,000 17,000 10,000 16,800 11,000

C4 Hydrocarbons Total butanes No data No data No data 170,000 49,000 15,000 50,000 17,000

Butanes as Chem

Fdstck

Not appl. Not appl. Not appl. 8,200 (est) Not appl. Not appl. 2,800

(est)

1,600

(est)

Total butenes No data No data No data 52,000 24,000 No data 22,000 No data

Butenes as Chem Fdstck No data No data No data 7,200 Not appl. No data 1,700 No data

Butadiene 12,000 2,600 1,700 9,000 1,600 1,400 2,000 1,500

BTX Benzene 54,000 500 7,114 39,000 5,600 5,000 6,900 5,300

Toluene 30,000 5,700 5,800 20,000 3,400 3,500 3,400 4,200

Mixed xylenesb 55,000 8,400 10,500 43,000 5,800 6,300 4,900 7,100

p-Xylene 34,000 4,500 7,000 27,000 3,300 4,300 2,400 7,700

o-Xylene 5,300 380 1,000 3,600 360 690 310 1,400

m-Xylene 700 180 50 560 160 40 100 75

Alkanes C9-C17 n-alkanes 3,400 440 420 2,900 360 370 230 530

Syngas (in MM

GJ/yr

equivalents

of natural gas)

Hydrogen

(ammonia syngas)

No data No data No data 3,914 No data No data No data No data

Other hydrogen No data No data No data 670 No data No data No data No data

2-1 H2/CO (methanol syngas)c No data No data No data 1,300 No data No data No data No data

1-1 H2/CO (oxo syngas) No data No data No data 90 No data No data No data No data

Carbon monoxide No data No data No data 110 No data No data No data No data

aGray shading indicates net importer
bMixed xylenes includes p-,m-,o-xylenes along with materials not separated into pure isomers
cDoes not include 2-1 H2/CO syngas used for Fischer-Tropsch synthesis of fuels

Table 10.3 Ethylene feedstock: primary derivatives

Ethylene derivative % of world consumption Chemistry Additional raw materials

Chapter cross

reference

Polyethylene 59.4 Polymerization Chapter 15

Ethylene oxide 14.6 Oxidation (epoxidation) O2 Chapter 10

Ethylene dichloride 11.9 Oxychlorination/addition chlorination Cl2, O2 Chapter 10

Ethylbenzene 6.9 Alkylation Benzene Chapter 10

a-Olefns 2.3 Oligomerization Chapter 36,

Chapter 10

Vinyl acetate 1.3 Oxidative esterification O2, acetic acid Chapter 10

Synthetic ethanol 0.7 Hydration Water Chapter 10

Acetaldehyde 0.7 Oxidation (Wacker) Air, water Chapter 10

Propionaldehyde 0.1 Hydroformylation CO/H2 Chapter 10

Others 2.1
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mercaptans), further cooled, and partially liquefied (4).

The demethanizer (5) removes methane and hydrogen over-

head, followed by the distillation of ethane/ethylene/

(acetylenes) in the deethanizer (7). If desired, methane and

hydrogen are separated by Joule–Thomson expansion/

cooling to give about 85–90% hydrogen (6). The ethylene-

rich fraction from the deethanizer is first hydrogenated over

Pd or Ni fixed bed catalysts (8) to convert alkynes to alkenes

to prevent fouling. Propane/propylene are taken overhead in

the depropanizer (10), and C4 components split from

Table 10.5 Major uses of primary ethylene derivatives

Chemical Major uses

Polyethylene 31% film/sheet; 19% molding; 6% extrusion coating; piping/conduit; fibers

Ethylene oxide 77% ethylene glycol, DEG, TEG; 11% surfactants; 5% ethanolamines; 3% glycol ethers

Ethylene dichloride >95% vinyl chloride monomer

Ethylbenzene �100% styrene

a-Olefins 48% polyethylene comonomers; 17% oxo alcohols; 16% poly a-olefins
VAM 42% VAM polymers/copolymers; 47% PVOH; 6% EVA

Ethanol 93% fuels; 2.3% solvent; 1.8% chemical intermediate; 2% human consumption

Ethanol as chem int. (USA) 28% vinegar; 26% acrylate esters; 17% ethanolamines; 11% ethyl acetate; 4% glycol ethers

Acetaldehyde 33% acetic acid; 21% esters; 17% pyridine derivatives; 12% pentaerythritol

Propionaldehyde 49% propanol; 32% propionic acid

Table 10.6 Propylene feedstock: primary derivatives

Propylene derivative % of world consumption Chemistry

Additional

raw materials

Chapter cross

reference

Polypropylene 62.0 Polymerization Chapter 15

Acrylonitrile 8.2 Ammoxidation NH3, air Chapter 22

Propylene oxide 7.1 Chlorohydrination/dehydrochlorination

or Oxidation (hydroperoxide)

Cl2/air or ethylbenzene/air,

or isobutane/air

Chapter 10

n/i-Butyraldehyde 6.3 Hydroformylation CO/H2 Chapter 10

Cumene 6.1 Alkylation Benzene, air Chapter 10

Acrylic acid 3.8 Oxidation Air Chapter 10

Isopropanol 2.2 Dehydrogenation Chapter 10

Propylene oligomers 1.6 Oligomerization Chapter 18

Epichlorohydrin 0.4 Chlorohydrination/de

hydrochlorination

Cl2, water, HOCl Chapter 10

Others 2.3

Table 10.4 Ethylene feedstock: capacity/production/consumption of primary derivatives

Capacity, in kilo metric tons Production, in kilo metric tons Consumption, in KMTa

Chemical World USA China World USA China USA China

Polyethylene 91,00 23,000 10,000 67,000 14,000 7,200 12,000 12,000

Ethylene oxide 22,000 3,300 2,400 19,000 2,600 2,400 2,600 2,400

Ethylene dichloride 54,000 17,000 2,800 43,000 12,000 2,100 1,100 2,900

Ethylbenzene 35,000 6,000 4,200 28,000 4,800 2,800 4,800 2,800

a-Olefins 3,400 1,900 50 2,700 1,600 no data 1,500 no data

Vinyl acetate monomer (VAM) 6,200 1,700 1,300 5,200 1,400 1,100 1,000 1,400

Ethanol, synthetic and fermentationb 78,000 37,000 8,000 59,000 28,000 3,300 29,000 3,200

Acetaldehyde 2,600 230 1,000 1,300 110 480 110 480

Propionaldehyde 400 270 0 300 230 0 240 0

aGray shading indicates net importer
bOnly synthetic ethanol is based on ethylene. Roughly 3% of world capacity (~2,000 KMTA) and less than 2% of production (1,000 KMTA) is

synthetic
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remaining heavy materials in the debutanizer (11). A rather

complex ethylene/propylene cycle is used to provide refrig-

eration needs in the plant.

Ethane/ethylene are split in a column comprising over 100

stages (9), with ethane underflow recycled to cracking. The

propane/propylene separation requires several 100 stages to

achieve polymer-grade purity (12). Propane underflow is also

recycled to cracking. The distillative separation of ethane/

ethylene (relative volatility � 1.4) and propane/propylene

(relative volatility � 1.2) to produce polymer grade ethylene

and propylene (typically 99.5% or greater purity) requires

significant staging and reflux. The production of ethylene and

propylene are the largest single users of energy in the chemi-

cal industries, equating to (not an insignificant) 1% of total

energy demand globally.

About a third of propylene is recovered from refinery

operations, such as FCC of heavy oils. FCC produces primar-

ily motor gasoline components, but also 5–9% propylene,

which can be recovered by fractionation [26]. See Chap. 18.

Less than 10% of propylene currently comes from

on-purpose propane dehydrogenation, ethylene–butene dis-

proportionation/metathesis, and other sources [27]. During

the next decade in the United States in particular, the signifi-

cant increase in availability of NGL from shale gas is

expected to move to higher usage of light feedstocks for

cracking. This will exacerbate the relative shortage of pro-

pylene and may lead to more serious investment in metathe-

sis and dehydrogenation processes.

It has been known for many years that methanol could be

reacted over acidic zeolites at high temperatures to produce

primarily an aromatic-heavy gasoline as well as some C2-C4

olefins. This type of process was commercialized briefly in

New Zealand in the 1980s for gasoline production and later

shut down due to poor economics [28]. The catalyst was the

ubiquitous ZSM-5 zeolite. In all process variations, metha-

nol is first converted into dimethyl ether with release of

water. DME then further generates a “pool” of CH2

equivalents on the catalyst surface.

Table 10.7 Propylene feedstock: capacity/production/consumption of primary derivatives

Capacity, in kilo

metric tons

Production, in kilo

metric tons

Consumption,

in KMTa

Chemical World USA China World USA China USA China

Polypropylene 50,000 9,200 7,500 44,000 7,800 7,100 6,600 9,600

Acrylonitrile 5,800 1,500 1,100 5,300 1,400 1,000 510 1,500

Propylene oxide 2,500 2,400 1,200 6,500 1,900 950 1,700 1,500

n-Butyraldehyde 7,600 1,600 1,000 6,600 1,300 1,000 1,300 1,000

i-Butyraldehyde 1,100 290 87 1,000 330 90 330 90

Cumene 14,000 4,300 740 12,000 3,700 710 3,500 750

Acrylic acid (and

esters)

8,800 2,500 1,700 6,000 2,200 1,200 1,900 1,100

Isopropanol 2,400 730 130 1,800 720 120 480 220

Epichlorohydrin 900 460 530 580 240 320 220 370

aGray shading indicates net importer

Table 10.8 Major uses of propylene primary derivatives

Chemical Major uses

Polypropylene 31% injection molding; 31% fibers; 18% films/

sheets

Acrylonitrile 43% acrylic fibers; 35% ABS/SAN resins; 9%

acrylamide; 6% adiponitrile

Propylene oxide 65% polyether polyols for urethanes; 19%

propylene glycols; 6% glycol ethers

n-Butyraldehyde 45% n-butanol; 47% 2-ethylhexanol

i-Butyraldehyde 40% isobutanol; 37% neopentyl glycol; 15%

condensation intermediate

Cumene �100% phenol/acetone

Acrylic acid (and

esters)

44% acrylate esters; 40% superadsorbent polymers;

7% water treatment

Isopropanol 62% solvent; 13% chemical intermediates; 7%

acetone; 7% personal care

Epichlorohydrin 83% epoxy resins; 2% synthetic glycerine

O
CH3n H3C

ΔHrxn = -20to
(CH2)(n-1) H+ n H2O

H

zeolite,e.g.,

SAPO-34, ZSM-5

-30kJ/gmol"CH2"

+H2OOH2 H3C H3C
O

CH3 ΔHrxn = -24kJ/gmole
acid catalyst
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Fig. 10.10 Ethylene derivative tree
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These CH2 equivalents then participate in the formation

of larger molecules of many possible types, such as

n-olefins, aromatics, naphthenes, relatively small amounts

of n-paraffins, CO2, hydrogen, methane, and trace amounts

of lower carboxylic acids [29–31]. The product distribution

is heavily dependent on process conditions as well as zeolite

geometry. High temperatures favor aromatic formation,

while the pore size of the zeolite, if properly chosen, can

significantly reduce or virtually eliminate aromatic forma-

tion. For example, SAPO-34, a template-based silica

aluminophosphate molecular sieve zeolite with a pore open-

ing of 3.8 Å
´
, controls the size of the olefin produced to

mostly C2-C3, as well as minimizing aromatics formation.

ZSM-5 and MFI zeolites, with pore openings of 5.1–5.6 Å
´
,

lead to much higher aromatics production.

Modernmethanol-to-olefins processes capable of producing

relatively high yields of ethylene and propylene, are just begin-

ning to be commercialized, in particular in China, where the

methanol is largely derived from coal [32–34]. In the UOP/

HydroMethanol-to-Olefins (MTO) processmethanol is reacted

at 350–550�C, 0.2–0.4 MPa, over SAPO-34 zeolite to produce

predominantly ethylene and propylene. Approximately 80% of

the input carbon is converted into ethylene and propylene, and

as high as about 90% with recycle of the butanes fraction. The

ethylene/propylene product mass ratio can be varied between

0.75 and 1.05, dependent on process conditions. For 100 kg of

methanol input, typical mass yields are 17 kg ethylene, 17 kg

propylene, 5 kgmixedC4’s, 1.9 kgC5+, 1.7 kg fuel gases, 57 kg
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Fig. 10.12 Flowsheet for naphtha cracker

Table 10.9 Typical stream cracking yields

Ethane

(%)

Propane

(%)

n-Butane
(%)

Naphthas

(%)

Gas oils

(%)

Hydrogen rich gas 5.9 1.7 1.3 0.9 1.3

Methane rich gas 7.1 25.4 22.4 14.6 10.5

Ethylene 80.5 41.2 40.6 31.5 25.9

Propylene 2.0 21.8 16.7 15.3 14.9

Butadiene 2.0 2.3 3.5 4.6 4.5

Butanes/butenes 0.9 1.6 6.7 6.8 4.8

Benzene 0.9 2.0 2.6 4.7 6.2

Toluene 0.2 0.5 1.2 3.2 3.2

Xylenes/C8

aromatics

0.0 0.0 0.4 2.4 1.4

Acetylenes and

others

0.7 2.9 3.0 13.2 7.4

Fuel oil 0.0 0.6 1.7 2.8 19.9

Total 100 100 100 100 100
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water, 1 kg and minor materials (CO2, coke, carboxylic acids).

This process uses a fluid bed reactor with a separate regenerator

vessel (using air),much like an FCCunit. The reactor effluent is

separated from the water by-product and unreacted DME is

recovered. The hydrocarbon fraction is washed with caustic to

remove acids, dried, and compressed. Recovery of pure ethyl-

ene and propylene occurs in a distillation train very similar to

that used in steam cracking for olefin production.

In the Lurgi MTP® process, methanol is converted to

DME over g-alumina in a separate reactor, followed by

zeolite-based conversion to hydrocarbons in a six-stage adi-

abatic reactor system. Propylene yield is about 70% on input

carbon, with relatively minor amounts of ethylene. A gaso-

line fraction of relatively modest octane is the major

by-product.

As of 2011, at least one plant has been built in Brazil

for dehydration of sugarcane-derived ethanol to ethylene

(200 KMTA of ethylene, <0.2% of world capacity), and

additional facilities are planned in Brazil and India [35–37].

C6-C8 Aromatics: BTX [38–42]

In the early twentieth century, the primary source of the

C6�C8 aromatics (benzene, toluene, o-, m-, p-xylenes,

BTX) was coal tar liquids (the aromatics-rich fraction is

also called benzole) from the carbonization of coal to pro-

duce metallurgical coke. The rise of the petroleum refining

industry has significantly diminished the contribution of this

source of aromatics, less than 2% of aromatics are still

derived from coal tars. Globally BTX is produced primarily

by catalytic reformer operations (55–60%), and by recovery

from pyrolysis gasoline (40–45%). Because of the large

gasoline demand (as well as the tradtional use of LPG/

NGL for steam cracking), about 70–75% of aromatics pro-

duced in the United States comes from reformates. The

situation is reversed in Europe, Japan, and China. The pre-

dominance of naphtha steam cracking in these locations

leads to larger amounts of aromatics from pyrolysis gasoline.

In catalytic reformers, dehydroisomerization and cycliza-

tion/dehydrogenation reactions convert cycloparaffins and

alkylcyclopentanes (naphthenes), alongwith paraffins into pre-

dominately aromatic liquid products at high temperature over

platinum-based catalysts (with H2 and lighter hydrocarbon as

by-products). Reforming significantly improves the octane, or

gasoline blending quality of the stream. A typical reformate

contains 50–60% aromatics, mostly toluene and xylenes. In the

United States about 90% of this reformate is used for gasoline

production, the other 10% becomes chemical feedstocks.

The amount and composition of the BTX fraction recov-

ered from pyrolysis gasoline is highly dependent on the

steam cracking feedstock and severity of conditions (see

Table 10.9). Due to its high content of polymerizable

components (not good for internal combustion engines),

virtually all of the pyrolysis gasoline is used for chemical

feedstock production rather than gasoline production.

The most important aromatics for chemical production

are benzene and p-xylene. Reformer and pyrolysis gasoline

(pygas) aromatic fractions as produced typically do not meet

the demand patterns for these aromatics. Four families of

processes are widely used to adjust the natural distribution

between benzene, toluene, xylene isomers, and lesser

amounts of polyalkylbenzenes and ethylbenzene [43–47].

See also the discussion of alkylation in Section 10.3 below.

1. Hydrodealkylation involves the thermal or catalytic reac-

tion of alkylated aromatics (normally methyl aromatics)

with hydrogen to produce light alkanes (normally meth-

ane) and benzene.

ΔHrxn=-42 kJ/gmole+CH4
+H2

Toluene is the most common feed substrate, but higher

alkylated benzenes (e.g., xylenes and trimethyl benzene)

are also used. In the catalytic process, temperatures stay

below 500�C to prevent metal sintering, with pressures

from 2.5 to 7.0 MPa. Common catalysts are Group VIII

metals and metal oxides, e.g., chromium oxides, Pt,

Pt oxide, on alumina. Thermal dealkylation requires a

temperature of 600–660�C, pressures of 3.5–7.0 MPa.

The heat of reaction is controlled by recycling cold

hydrogen at high (6:1 to 8:1) molar ratio to substrate.

Because of the formation of the highly stable by-product

of methane, the reaction goes very far to completion.

Selectivity to benzene approaches 99% in the thermal

process and 98–99% in the catalytic processes. Many

versions of hydrodealkylation have been commercialized

and are available for license.

2. Transalkylation/disporportionation involves the migra-

tion of methyl groups among aromatic rings in the pres-

ence of hydrogen. For example two toluene molecules

produce a mixture of xylene isomers.

ΔHrxn=-0.1to+1.6kJ/gmole+2

and o-, m-isomers

(depending on isomer)
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The reaction proceeds over aluminosilicate or

silicoaluminophosphate zeolites (often containing noble

metal (Pt) or rare earths) at 400–470�C, pressures of

1.4–3 MPa, with a hydrogen:aromatic molar ratio of 5:1

to 12:1. Yield is well above 90%. Under normal reaction

conditions the xylene isomer composition approaches the

equilibrium value. At 400�C the distribution is about

21.6% ortho-, 24.4% para-, and 54% meta-xylene. Thus,

if p-xylene is the desired product (usually), conversion to

para-xylene is low per pass. Separation and recycle are

critical (and expensive).

A fairly recent innovation has been the use of shape

selective zeolite catalysts that allow toluene into the

zeolite cage, but only allow para-xylene, with its narrow

cross sectional area, to leave. Ortho- and meta-isomers

are trapped and isomerized until para-xylene is formed.

Significantly greater than equilibrium levels of para-

xylene can be produced with much less separation and

recycle requirements.

The other significant C8 isomer, ethylbenzene (EB), can

be present in appreciable amounts, depending on the origin

of the stream. Difficult to separate cleanly (requiring

superfractionation with over 200 stages), it can be

converted via several reaction pathways: (1) de-ethylation

to benzene (similar to HDA); (2) exhaustive hydrogenation

to ethylcyclohexane, rearrangement to dimethylcy-

clohexanes, and dehydrogenation to xylene isomers; (3)

disproportionation with xylenes to give benzene and ethyl

xylenes. All three are operational on most transalkylation

and disproportionation catalysts, typically giving at least

30% up to almost 100% EB conversion per pass.

3. Isomerization is a related process using much the same

catalysts and reaction conditions as transalkylation. Some

versions do not require hydrogen co-feed and can operate at

200–260�C. Shape selective catalysts that enhance para-

xylene formation are also employed for isomerization.

4. Toluene methanation is a fourth process to convert tolu-

ene to xylenes that has been commercialized in the last

decade to a limited extent. Methanol is reacted with

excess toluene at high temperature over acidic or zeolite

catalysts to produce xylene isomers and water.

Toluene is distilled and recycled, while the product mix-

ture of xylene isomers must be separated and isomerized

to maximize p-xylene. Shape selective, para-enhancing

zeolites are also used here. Note that this reaction cannot

be accomplished with methane as the alkylating agent.

Recovery and purification of individual BTX components

are challenging separations problems. Separation of paraffins

and olefins from aromatics is typically done by some combi-

nation of simple distillation, extraction, and extractive distil-

lation. Benzene and toluene (normal boiling points of 80.1�C
and 110.6�C respectively) can be separated from C8 and

higher aromatics by simple distillation. However, the C8

isomers all boil within about 8�C of each other (ethylbenzene

at 136.2�C, p-xylene at 138.3�C, m-xylene at 139.1�C, and
o-xylene at 144.4�C), rendering simple distillation impracti-

cal. Crystallization and shape-selective molecular sieve

adsorption have become standard techniques for xylene iso-

mer purification. A rich literature on these separations is

readily available [48–53]. An aromatics complex often has

many of these reaction and separation processes working in

concert. Further information on aromatics production is

given in Chap. 18.

The primary derivatives produced from BTX feedstocks,

the capacity/production/consumption of those primary

derivatives, and their major applications are summarized in

Tables 10.10, 10.11, and 10.12. The family of derivatives

produced from BTX is presented in Fig. 10.13.

C4 Hydrocarbons: Butanes, Butenes,
Butadiene [54–58]

The two saturated C4 hydrocarbons, n-butane and isobutane

(2-methylpropane), are obtained directly as components of

NGL or from a variety of petroleum refining operations.

Crude natural gas typically contains 1–2 mole% butanes,

with a normal to iso ratio between 1:2 and 2:1. Much of

these butanes become raw material for stream cracking to

light olefins. Refinery processes giving appreciable amounts

of butanes include crude distillation, catalytic cracking, cata-

lytic reforming, delayed coking, fluid coking, visbreaking, and

hydrocracking. Further information on these processes is

given in Chap. 18. In the United States, refinery operations

account for close to 80% of the butanes produced. A signifi-

cant portion of the refinery butanes is used for fuel, gasoline

blending, and other gasoline-producing operations. Only

about 10% is diverted as a rawmaterial for chemical synthesis.

+ +CH3OH

and o-, m-isomers

H2O ΔHrxn=-73 kJ/gmole
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Butenes comprise C4 mono-olefin isomers, 1-butene, cis-

2-butene, trans-2-butene, and isobutylene. These isomers are

co-produced with butanes in refinery and steam cracking

operations. Typical yields of butanes, butenes, and butadiene

for several processes are given in Table 10.13. These C4

fractions cannot be separated economically into pure

components by simple distillation due to close boiling

points. Rather, separation and reaction methods that exploit

property differences due to molecular structure or between

functional groups are employed, such as shape-selective

adsorption, extraction, extractive distillation, isomerization,

and dehydrogenation. Separation sequences typically begin

with removal of 1,3-butadiene via extraction or extractive

distillation (see below). The remaining butanes/butenes can

be treated by a variety of methods including adsorption

(to separate branched and normal species); reactions that

exploit the reactivity of the olefins, especially isobutylene,

over paraffins; extraction or extractive distillation (to sepa-

rate butenes from butanes), or isomerization (to convert

n-butenes to isobutylene or visa versa, n-butane to isobutane
or visa versa, or 2-butene to 1-butene). A large body of

information on these technologies is available in the open

Table 10.10 BTX feedstocks: primary derivatives

BTX derivative % of world consumption Chemistry

Additional raw

materials

Chapter cross

reference

Benzene Ethylbenzene 52.4 Alkylation Ethylene Chapter 10

Cumene 19.8 Alkylation Propylene Chapter 10

Cyclohexane 12.3 Hydrogenation Hydrogen Chapter 10

Nitrobenzene 8.2 Nitration Nitric acid Chapter 22

Alkylbenzenes 2.7 Alkylation C10.C16 olefins Chapter 36, Chapter 10

Chlorobenzenes 0.0 Substitution chlorination Chlorine Chapter 10

Other 4.6

Toluene Benzene/xylenes 60.3 Disprop/transalkyl/

hydrodealkyl

Hydrogen Chapter 10

Solvent use 12.7

Toluene diisocyanate 5.6 Nitration/hydrog/phosgenation Nitric acid/H2/phosgene Chapter 22

Benzoic acid 1.1 Oxidation Air Chapter 10

Other 20.3

Xylenes Terephthalic acid/

DMT

79.1 Oxidation/(esterification) Air/(methanol) Chapter 10

Phthalic acid/

anhydride

10.2 Oxidation Air Chapter 10

Isophthalic acid 2.6 Oxidation Air Chapter 10

Other 8.1

Table 10.11 BTX feedstocks: capacity/production/consumption of primary derivatives

Capacity, in kilo metric tons Production, in kilo metric tons

Consumption, in

KMTa

BTX derivative World USA China World USA China USA China

Benzene Ethylbenzene 35,000 6,100 4,200 28,000 4,800 2,800 4,800 2,800

Cumene 14,000 4,600 740 12,000 3,700 710 3,500 750

Cyclohexane 6,800 1,500 650 5,100 1,100 650 1,100 650

Nitrobenzene 5,700 1,400 1,400 4,500 1,300 730 1,300 720

Alkylbenzenes 3,400 310 550 2,900 160 510 190 520

Monochlorobenzene 500 (est) 20 No data 370 20 380 50 270

Ortho-dichlorobenzene 100 (est) 10 No data 22 7 No data 3 No data

p-Dichlorobenzene 200 (est) 20 No data 95 18 No data 34 9

Higher chorobenzenes 25 (est) No data No data 6 No data No data 2 No data

Toluene Toluene diisocynate 2,200 480 440 1,800 410 270 220 460

Benzoic acid 360 75 130 250 50 73 45 63

Xylenes Terephthalic acid/DMT (TPA equivalents) No data 4,500 No data 40,000 3,300 11,000 3,600 17,000

Phthalic acid/phthalic anhydride 4,800 470 1,400 3,500 290 900 280 1,100

Isophthalic acid 1,000 270 35 600 150 30 120 100

aGray shading indicates net importer
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literature [55, 58–60]. Dehydrogenation of C4 species is

covered briefly in the section, “Butenes and 1,3-Butadiene.”

During the 1990s in the United States, a significant

fraction of the butenes pool was used for production of

ether oxygenates, such as MTBE (methyl tert-butyl ether)

for gasoline blending to meet specifications for reformulated

gasoline. MTBE use in gasoline was later discontinued and

replaced with corn-based ethanol. A large portion of the

Table 10.12 Major uses of BTX primary derivatives

BTX derivative Major uses

Benzene Ethylbenzene �100% styrene

Cumene �100% phenol/acetone

Cyclohexane >95% KO oil (cyclohexanol-cyclohexanone)—mostly for nylon intermediates

Nitrobenzene 97% aniline, 3% pharma, dyes, intermediates

Alkylbenzenes �100% linear alkylbenzene sulfonate surfactants

Monochlorobenzene 79% nitrochlorobenzene production; 7% sulfone polumers; 3% phenyl compounds

Ortho-dichlorobenzene 87% dichloroaniline; 12% solvent

p-Dichlorobenzene 57% polyphenylene sulfide polymer; 16% moth control; 14% air deodorants

Higher chorobenzenes Solvents and intermediates

Toluene Toluene diisocynate 90% flexible polyurethane foams; rigid foams, adhesives, paints, concrete sealers, cross-linker

[321]

Benzoic acid 43% benzoate salts; 22% benzoate plasticizers; 11% alkyd resins; 8% feed additives, 4%

benzoyl chloride

Xylenes Terephthalic acid/DMT (TPA

equivalents)

60% PET Fibers; 31% Bottles/Packaging; 5% Films; 2% PBT

Phthalic acid/phthalic anhydride 53% plasticizers; 21% alkyd resins; 16% unsaturated polyester resins

Isophthalic acid 33% unsat polyesters; 39% co-polyesters; 19% surface coating resins
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butenes is now used for alkylation (isobutane reacted with

propylene and/or butenes) and for the production of higher

octane butene dimer blending components. Further informa-

tion on these processes is given in Chap. 18.

Over 95% of the 1,3-butadiene (1,3-BD) produced glob-

ally is recovered as a by-product of light olefins production

from steam cracking. A number of extractive distillation

processes, such as the n-methylpyrrolidone (NMP)-based

process illustrated in Fig. 10.14, have been commercialized

for recovery of 1,3-BD from such mixed C4 streams [61–64].

The mixed C4 stream, containing n/i-butanes, n/-i-butenes,

1,3-BD, 1,2-butadiene, and alkynes, is fed to a predistillation

column (1), where propyne, propadiene, and other lights are

removed overhead. The underflow of this column is fed to the

bottom of the stripping section of the extractive distillation

column using NMP as the extractive distillation solvent (2).

The distillate is a butadiene-free butanes/butenes mixture

(commonly referred to as raffinate-1). The bottom

butadiene-rich stream is sent to the rectifying section of the

extractive distillation, a divided wall column (3), where

butenes are stripped out of the column feed mixture in

one compartment (3a), with the stripped materials returned

to the extractive stripping column. In the second compart-

ment (3b), the more soluble C4 alkynes are removed from the

crude 1,3-BD by extraction into NMP. The bottoms of the

rectifying section are distilled in the stripping column (4) to

remove light hydrocarbons from the recycle solvent.

Acetylenes banding in this column are removed as a

sidedraw, scrubbed of NMP (6), and added to the raffinate-

1 stream if desired. The stipped hydrocarbons are

recompressed (5) and recycled to the rectifying section of

extractive column. The overhead from the rectifying section

(3b) is distilled in the final butadiene column (7), with water

removed overhead, 1,3-BD taken as a liquid sidedraw prod-

uct, and C4-C5 hydrocarbons underflowed. Recovery of 1,3-

BD is above 98%.

A number of older processes for on-purpose synthesis of

1,3-BD, such aldol condensation of acetaldehyde, followed by

hydrogenation/dehydration, ethanol to acetaldehyde to butadi-

ene(via aldol), or acetylene plus formaldehyde [65], are

largely obsolete. A small amount of butadiene is produced

by dehydrogenation or oxidative dehydrogenation of butane/

butenes, as discussed in section, “Butenes and 1,3-Butadiene.”

The primary derivatives produced from C4 hydrocarbon

feedstocks, the capacity/production/consumption of those

primary derivatives, and their major applications are

summarized in Tables 10.14, 10.15, and 10.16. The family

of derivatives produced from C4 hydrocarbon feedstocks is

presented in Fig. 10.15.

Table 10.13 Typical C4 fractions from some cracking operations

Catalytic cracking

of gas oil (%)

Delayed

coking (%)

Naphtha steam

cracking (%)

C4 product as %

of feed

3–10 1.5–2.0 2–12

n-Butane 7–13 47 2–5

i-Butane 28–52 12 0.5–1.5

1-Butene 7–8 13 14–16

Cis-2-butene 20–30 5 5–6

Trans-2-butene 20–30 7 6–7

Isobutylene 26–28 16 22–27

1,3-Butadiene 0.1–0.5 0.5 37–45

1,2-Butadiene,

C3-C4 acetylenes

1–2 <3 3–8

Mixed C4’s

Propyne,
Propadiene, 

Lights

Scrubber

NMP

Stripping
Column

Pre-
distillation

Water

Butadiene
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5
3

4 6
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7
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Fig. 10.14 Recovery of 1,3-butadiene from mixed C4’s by extractive distillation
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C9-C17 Paraffins [66–68]

Higher C9-C17 alkanes derived from petroleum, find limited

but important uses as raw materials for the production of

higher C9-C17 n-olefins. These higher n-olefins are

intermediates in the manufacture of detergents and anionic

surfactants. Because of their wide availability and generally

low cost, heavy naphthas (boiling range of 150–200�C) and

Table 10.14 C4 feedstocks: primary derivatives

Butenes derivative

% of world

consumption Chemistry Additional raw materials Chapter cross reference

Butanes Gasoline/fuel 83.3 Alkylation and direct use Other fuel components Chapter 18

Steam cracker feed 11.8 Thermal cracking NGL/LPG, naphtha Chapter 10

MTBE 2.3 Etherification Methanol Chapter 18

Propylene oxide/

tert-butanol

1.9 Hydroperoxidation Propylene Chapter 10

Maleic anhydride 0.4 Oxidation Air Chapter 10

Acetic acid 0.0 Oxidation (no longer used) Air Chapter 10

Other 0.3

1,3-

Butadiene

Elastomeric rubbers 65.2 Polymerization Styrene Chapter 16

ABS resins 12.4 Polymerization Acrylonitrile/styrene Chapter 15

Styrene-BD latexes 12.4 Polymerization Styrene Chapter 16

Adiponitrile/HMDA 4.3 Hydrocyanation/

hydrogenation

HCN/H2 Chapter 22

Other 5.7

Mixed

butenes

Mixed butenes

fuel uses

82.0 Alkylation, etherification,

others

Methanol, other fuel

components

Chapter 18

n-Butenes Co-monomer,

polyethylene

2.2 Polymerization Ethylene Chapter 15

sec-Butanol/MEK 1.9 Hydration/

dehydrogenation

Water Chapter 10

1,3-Butadiene 0.5 Dehydrogenation Chapter 10

n/i-Valeraldehydes 0.3 Hydroformylation 1-1 CO/H2 Chapter 10

Other 3.1

Isobutenes Butyl rubber 1.7 Polymerization Isoprene Chapter 16

Polybutenes 1.6 Polymerization 306834 Chapter 15

Neopentanoic acid (Incl in other) Koch carbonylation CO, water Chapter 10

t-Butanol (Incl in other) Hydration Water Chapter 10

Methyl methyacrylate 0.8 Oxidation, esterification Air, methanol Chapter 22, Chapter 10

Other 1.8

Table 10.15 C4 Feedstocks: capacity/production/consumption of primary derivatives

Capacity, in kilo metric tons Production, in kilo metric tons Consumption, in KMTa

Chemical World USA China World USA China USA China

Maleic anhydride 2,100 280 720 1,400 230 380 220 310

MEK 1,400 140 430 1,000 100 240 150 270

Valeradehydes 450 190 0 260 160 0 160 0

Methyl methacrylateb 3,600 940 400 2,800 770 330 600 360

aGray shading indicates net importer
bValues for all routes to methyl methacrylate

Table 10.16 Major uses of C4 hydrocarbons primary derivatives

Chemical Major uses

Maleic

anhydride

55% unsaturated polyester resins; 13% 1,4-BDO; 4%

fumaric acid; 3% lubes

MEK 49% coatings solvent; 17% adhesives; 10% inks

Valeradehydes C5 alcohols, acids; aldol chemistry

Methyl

methacrylate

59% PMMA resins/sheets; 21% surface coatings

322 S.D. Barnicki



kerosene (boiling range of 190–250�C) are the raw materials

for production these olefins. The naphtha and kerosene

fractions typically contain 20% or more n-paraffin content.

After hydrotreating to remove sulfur which poisons down-

stream catalysts, the naphtha and kerosene cuts are separated

by shape-selective adsorption that takes advantage of the

larger cross-sectional area of the branched isomers. The n-
alkanes are preferentially adsorbed, while the branched

materials largely pass through. The n-alkanes are desorbed

by a light hydrocarbon, and distilled to recover the desorbent.

Both vapor and liquid phase adsorption processes are

practiced. The high n-alkane product is then dehydrogenated

to give most internal olefins. Further details on the dehydro-

genation process are given in the section, “Internal Olefins

from Higher n-Alkanes.” The primary derivatives produced

from C9-C17 hydrocarbon feedstocks, the capacity/

production/consumption of those primary derivatives, and

their major applications are summarized in Tables 10.17,

10.18, and 10.19. The family of derivatives produced from

C9-C17 hydrocarbon feedstocks is presented in Fig. 10.16.

Synthesis Gas [69–77]

Synthesis gas, or “syngas,” is a mixture of hydrogen and

carbon monoxide produced by the partial oxidation of carbo-

naceous feedstocks. The ratio of hydrogen to carbon monox-

ide in the crude syngas (as well as carbon dioxide content and

impurities) is highly dependent on the carbonaceous raw

material as well as the process used to generate the syngas.

Natural gas is the most important raw material for syngas

generation worldwide, with limited coal-based production in

Butanes
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Co-monomer,
Polyethylene

Hydration

Etherification

Polymerization

MTBE

Steam Cracker
Feed

Propylene Oxide/
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Butyl rubber

Fuels

Oxidation

Polymeriz

Extractive

Dist.
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Alkylation

Oxidation
Maleic Anhydride

Hydroperox.
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Mixed
Butenes
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n-Butenes
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Ketone
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Dehydrog.

Hydrogenation
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Polybutenes
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Polymeriz
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Acidc
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Hydrog.
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Fig. 10.15 C4’s derivative tree

Table 10.17 C9-C17 hydrocarbon feedstocks: primary derivatives

C9-C17 n-paraffinic derivatives % of world consumption Chemistry Additional raw materials Chapter cross reference

Linear alkylbenzenes 79.0 Dehydrogenation/alkylation Benzene Chapter 10

Detergent alcohols 5.1 Dehydrogen/hydroformyl/

hydrog

Syngas/H2 Chapter 36, Chapter 10

Chloroparaffins 5.4 Dehydrog/addition chlorination Cl2 Chapter 10

Others—solvents, etc. 10.5
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the United States, South Africa, India, and significantly

growing production in China. Liquid hydrocarbons (naphtha,

heavy fuel oils, and vacuum resid) are also used to some

extent.

Syngas production involves the breaking of C–C and

C–H bonds of the raw material molecules at high tempera-

ture via reaction with water (steam reforming), oxygen

(partial oxidation), or carbon dioxide (carbon dioxide

reforming), or combinations therein (autothermal reforming

or gasification). The primary reactions in steam methane

reforming (SMR), stream hydrocarbon reforming (SHR),

and carbon dioxide reforming (CMR—not yet commercial)

are endothermic, with only the water-gas shift reaction

providing heat. Heat must be added externally, normally

by superheating steam and raw materials in a fired furnace.

CH4 þ H2O$ COþ 3H2

DHr ¼ þ206 kJ=gmoleðmethane steam reformingÞ

CnHm þ nH2O! nCOþ ðnþ 1=2mÞH2

DHr � þ170 kJ/gmole - CH2�ðhydrocarbon reformÞ

CH4 þ CO2 $ 2COþ 2H2 DHr ¼ þ247 kJ/gmole

ðmethane CO2 reformingÞ

COþ H2O$ CO2 þ H2

DHr ¼ �41 kJ/gmoleðwater - gas shiftÞ

Syngas can also be produced by partial oxidation, typically

with high purity oxygen (to avoid dilutionwith large quantities

of hard to separate nitrogen). In partial oxidation, a fraction of

the rawmaterial is simultaneously combusted to completion to

provide in situ heat input. Roughly 70–85% of the energy in

the raw material is preserved in the syngas produced. For

methane, pertinent reactions are given below, with reforming

and water-gas shift reactions also occurring to some extent.

CH4 þ 1

2
O2 ! COþ 2H2

DHr ¼ �36 kJ/gmoleðpartial oxidationÞ

CH4 þ 2O2 ! CO2 þ 2H2O

DHr ¼ �803 kJ/gmoleðcombustionÞ

CnHm þ ðn=2ÞO2 ! nCOþ ðm=2ÞH2

DHr � �80 kJ/gmole - CH2�ðhydrocarbon part: ox:Þ

CnHm þ ðnþ m=4ÞO2 ! nCO2 þ ðm=2ÞH2O

DHr ¼ �650 kJ/gmoleðcombustionÞ

COþ 1

2
O2 ! CO2 DHr ¼ �283 kJ/gmoleðcombustionÞ

H2 þ 1

2
O2 ! H2O DHr ¼ �242 kJ/gmoleðcombustionÞ

Table 10.19 Major uses of C9-C17 hydrocarbons primary derivatives

Chemical Major uses

Linear alkylbenzenes �100% surfactants

Detergent alcohols 42% alcohol ethoxylates; 27% alcohol ether sulfates; 13% alcohol sulfates

Chloroparaffins Intermediate for linear alkylbenzenes, solvents

Kerosene Cut 
(190-250°C)

Detergent  Alcohols

Alkylation
Linear Alkylbenzenes

Hydroformylation

Substitution
Chlorination Chloroparaffins

Adsorption/Distillation
Dehydrogenation

C9-C17 
n-Olefins

Fig. 10.16 C9-C17 normal

paraffins derivative tree

Table 10.18 C9-C17 hydrocarbons feedstocks: capacity/production/consumption of primary derivativesa

Capacity, in kilo metric tons Production, in kilo metric tons

Consumption,

in KMTb

Chemical World USA China World USA China USA China

Linear alkylbenzenes 3,000 (est) 420 420 2,300 240 370 240 440

Detergent alcohols 250 (est) 0 0 150 0 0 0 20

Chloroparaffins 200 (est) No data 0 160 45 0 30 70

aFigures are for production using C9-C17-derived olefins. Ethylene oligomers also used for production of these derivatives
bGray shading indicates net importer

324 S.D. Barnicki



Gasification of solid carbonaceous raw materials adds

additional endothermic reactions of solid carbon with

steam and exothermic reactions with oxygen. Methanation

may also occur under appropriate conditions.

Cþ CO2 $ 2CO

DHr ¼ þ172 kJ/gmoleðBoudouard reactionÞ

Cþ H2O$ COþ H2

DHr ¼ þ131 kJ/gmoleðwater gas reactionÞ

Cþ 1

2
O2 ! CO

DHr ¼ �111 kJ/gmoleðpartial oxidationÞ

Cþ 2H2 $ CH4

DHr ¼ �75 kJ/gmoleðmethanationÞ

Typical H2/CO ratios for the most important syngas-

generating processes are summarized in Table 10.20. Further

information on syngas production from natural gas and via

coal gasification is given in Chaps. 19, 20, and 22.

It is not much of an exaggeration to say that coal contains

every element on the periodic table, many of which end up in

the crude syngas, such as mercury, arsenic, and sulfur as H2S

and COS. To a lesser extent natural gas often contains H2S,

COS, as well as mercaptans. Many of the downstream

catalysts used in syngas derivative processes are particularly

susceptible to poisoning by these trace elements. A wide

variety of techniques, mostly involving absorption and

adsorption, have been developed and implemented for

removal of such trace elements.

Most syngas derivatives are produced optimally at a spe-

cific H2/CO ratio, with a limited acceptable CO2 content [78].

See Fig. 10.17 for the syngas family of derivatives produced

from different H2/CO ratios. If not produced directly from the

syngas generator, a number of reaction and separation

techniques are used to adjust the composition of the gas.

1. The water-gas shift reaction is the primary mechanism

for reactive adjustments of the H2/CO ratio. Both sweet

(very low amounts of H2S and other sulfur moieties

present) and sour (high sulfur levels) shifts are practiced.

The feed gas enters the shift reactor at 200�C or higher.

COþ H2O$ CO2 þ H2

DHr ¼ �42 kJ/gmoleðwater gas reactionÞ

The reaction is normally run adiabatically with a signifi-

cant temperature, often of 200�C or more. As temperature

is increased, the equilibrium shifts more toward the left.

Multiple stages, with heat interstage steam generation for

cooling, is required for high levels of conversion, i.e., for

hydrogen production.

2. Carbon dioxide is removed by absorption with either phys-

ical or chemical absorbents, the choice depending on gas

pressure, CO2 concentrations, and desired level of removal.

3. Small adjustments of H2/CO may be accomplished by

membrane permeation (hydrogen permeates primarily),

decreasing the H2/CO ratio of the retentate. Membrane

permeation is particularly common for production of 1/1

H2/CO syngas for hydroformylation.

Table 10.20 H2/CO ratios of syngas processes

Feedstock Product

Syngas Production Method Feedstock C/H wt ratio H2/CO molar ratio

Stoicheometric

number

Syngas production method Natural gas 3.2 2.8–4.7 (avg 4.3) 2.1 avg

Naphtha 8.4 2.1–4.4 2.0 avg

Autothermal reforming Natural gas 3.2 1.8–3.8 2.0 avg

Naphtha 8.4 1.1–3.4 2.0 avg

POX Natural gas 3.2 1.75 1.6

Naphtha 8.4 1.1 1.0

Heavy fuel oil 5.2 0.95 0.8

Gasification—carbonaceous solids
Entrained flow—O2 blown, water slurry

(general electric)

Coal—Pittsburgh #8 7.3 0.89 0.34

Coal—Illinois #6 7.7 0.86 0.30

Petcoke 11.6 0.62 0.24

Entrained flow—O2 blown,

dry feed (shell)

Coal—appalachian 8.1 0.47 0.45

Coal—Illinois #6 6.4 0.47 0.42

Lignite 6.2 0.49 0.38

Biomass gasifier (silva gas—POX) Wood 8.6 0.55 0.17

Flash pyrolysis Wood 8.6 0.48 �0.3
Underground gasification Coal—Illinois #6 7.4 2.02 0.26

Coal—powder river basin 6.9 2.53 �0.15
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4. High purity hydrogen is produced by water-gas shift,

followed byCO2 absorption, and pressure swing adsorption.

5. CO may be produced at up to about 95% purity by

membrane permeation (more extreme case of 3).

High purity CO (>99.9%) is made by cryogenic distilla-

tion of syngas, or less commonly by chemical absorption

processes (CO absorbed).

Estimated global production of syngas, at common H2/CO

ratios, is given in Table 10.21. The capacity/production/con-

sumption of primary derivatives produced from syngas

feedstocks and their major applications are summarized in

Tables 10.22 and 10.23.

Minor Feedstocks: Methane and Acetylene

Methane itself is relatively unreactive. Much effort has been

expended to synthesize functionalized chemicals from meth-

ane directly. Examples of large-scale industrial syntheses are

carbon disulfide, hydrogen cyanide, and to some extent

chloromethanes. However, most other direct methane pro-

cesses have been ultimately uneconomical and have fallen

by the wayside or never been commercialized.

Until the rise of themassiveglobal petrochemical infrastruc-

ture in the late 1940s and 1950s, acetylene was one of the most

important feedstocks for the production synthetic organic

chemicals. Although highly reactive, high conversion and

generally very good selectivities can be achieved in acetylene-

based chemistries, Such routes thus were favored for many

years. Acetylenewas once amajor feedstock for the production

of vinyl chloride monomer (VCM), acrylic acid, acrylonitrile,

and many chlorinated solvents. Olefin-based processes have

largely supplanted those starting with acetylene. Between

1965 (near its peak demand) and 2007, acetylene usage for
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Fig. 10.17 Syngas and methane

derivative tree

Table 10.21 Breakdown of syngas types (see also Chaps. 19, 20,

and 22)

Type of syngas

Estimated % of worldwide

production

Ammonia syngas 65

Hydrogen 11

2-1 H2/CO (methanol syngas)a 21

1-1 H2/CO (oxo syngas) 2

Carbon monoxide 2

aDoes not include 2-1 H2/CO syngas used for Fischer-Tropsch

synthesis of fuels
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chemical synthesis has dropped at least 70% in all areas of the

world except China. Acetylene demand, especially for VCM,

has enjoyed somewhat of a renaissance in China, with capacity

growth above 15% per year over the last decade. The fact that

acetylene can be made from a wide variety of feedstocks,

including coal, is a particular advantage in oil-poor China.

Currently about 75% of global acetylene feedstock usage

occurs in China. Capacity/consumption statistics for acetylene

are given in Table 10.24 for the year 2007. Remaining large

scale applications of acetylene are summarized in Table 10.25.

Acetylene can be produced by a wide variety of processes

[79, 80]. These include:

1. Calcium carbide processes, in which calcium oxide and

coke are electrothermally reacted at 2,250�C to produce

calcium carbide. The reaction is highly endothermic at

+465 kJ/gmole. Calcium carbide is reacted with water in

an exothermic reaction acetylene and calcium hydroxide.

Yield of acetylene is about 76% on calcium carbide.

2. Electric arc processes, in which a carbonaceous raw

material is cracked at very high temperatures up to

20,000�C in an electric arc-generated plasma with very

short residence times of 0.001–0.01 s. Rapid quenching to

200–300�C freezes the composition and prevents decom-

position of acetylene to thermodynamically favorable

soot and hydrogen. Typical yields are around 45 wt% of

feed carbon to acetylene and 25% to ethylene.

3. Autothermal partial oxidation processes, in which light

hydrocarbons (predominantly methane in practice) are

reacted with oxygen in a controlled fashion. In one ver-

sion methane and oxygen at a 2:1 M ratio are preheated

separately to 500–600�C, mixed, and reacted in proprie-

tary burner configurations at 1,500�C, millisecond

residence times to produce syngas and acetylene.

The endothermic acetylene formation reaction is coupled

with the highly exothermic partial combustion of

methane to provide in situ heat integration:

Table 10.22 Syngas feedstocks: capacity/production/consumption of primary derivatives

Capacity, in kilo metric tons Production, in kilo metric tons Consumption, in KMTa

Chemical Year World USA China World USA China USA China

Methanol 2008 64,000 1,000 24,000 42,000 900 11,500 6,100 13,000

Acetic acid 2009 13,000 2,500 5,700 8,000 2,100 2,200 2,100 3,200

Acetic anhydride 2009 2,600 1,000 680 1,600 700 290 670 300

Ammonia 2009 200,000 11,000 67,000 160,000 9,900 55,000 17,000 55,000

Formic acid 2009 720 0 300 570 0 270 10 170

Hydrogenb 2009 No data No data No data 1,900 No data No data No data No data

aGray shading indicates net importer
bFigures include only on purpose hydrogen for non-refinery consumption. Does not reflect hydrogen produced in MeOH, ammonia, CO, oxo

syngas synthesis

Table 10.23 Major uses of syngas primary derivatives

Chemical Major uses

Methanol 35% formaldehyde; 13% MTBE; 10% acetic acid/anhydride; 7% fuel; 3% methyl methacrylate; 3% solvent

Acetic acid 33% VAM; 18% acetic anhydride; 17% acetate esters; 17% solvent for p-xylene oxidation to TPA

Acetic anhydride 64% cellulose esters; 12% pharmaceutical synthesis; 6% tetraethylenediamine

Ammonia 54% urea; 7% nitric acid; 7% ammonium nitrate; 6% ammonium phosphate, 3% caprolactam; 1.5% acrylonitrile

Formic acid 30% silage/preservative; 23% leather processing; 14% pharmaceuticals; 9% textile dyeing/finishing

Hydrogen �100% reductions

HC CH + Ca(OH)2CaC2 + 2H2O ΔHrxn = -130kJ/gmole

Table 10.24 Acetylene capacity/consumption statistics

In kilo metric tons/yr World USA China

Capacity 3,600 150 3,100

Consumption 3,500 130 3,100

Table 10.25 Large-scale acetylene uses

% of derivative production

based on acetylene

% of acetylene

consumption World USA China

Vinyl chloride 59 14 0 57

Vinyl acetate 9 20 0 79

1,4-Butanediol 4 40 <50 0

Cutting/welding 22 n/a n/a n/a

Other 6
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HC CH
Δ

2 CH4 +3H2 ΔHrxn=+377kJ/gmole
1500°C

ΔHrxn=-520 kJ/gmoleCO +2 H2OCH4 + 1.5 O2

The reaction gases are rapidly quenched with water or oil

to prevent decomposition to soot and hydrogen. The

cooled gas, comprising 8% acetylene, 57% H2, and 26%

CO, is contacted with N-methylpyrrolidone (NMP) in a

countercurrent absorber to recover acetylene (see the

section, “C4 Hydrocarbons: Butanes, Butenes, Butadi-

ene,” for a similar use of NMP). About 25–30% of the

carbon in the raw material is converted into acetylene,

with about 3–5% going to coke. Most of the rest ends

up as CO.

Downstream Derivatives

Many of the primary derivatives of the major petrochemical

feedstocks are intermediates for the synthesis of additional

downstream derivatives The raw materials and chemistries

of these downstream derivatives are summarized in

Table 10.26. Capacity/production/consumption figures and

major uses of the downstream derivatives are presented in

Tables 10.27 and 10.28, respectively.

Manipulation of Hydrocarbons:
Oligomerization, Metathesis, Alkylation

Oligomerization

Linear a-Olefins [81–84]
Linear a-olefins can be produced from higher n-paraffins by
dehydrogenation, as described in the section, “Internal

Olefins from Higher n-Alkanes.” Linear terminal olefins

with an even number of carbon atoms can be produced by

a family of related processes based on oligomerization/

metathesis of ethylene using trialkyl aluminum or titanium

(Ziegler) catalysts or liganded Ni catalysts. The reaction

takes place in two steps:

Table 10.26 Raw materials and chemistries of downstream derivatives

Chemical Raw materials Chemistry

Vinyl chloride monomer Ethylene dichloride Pyrolysis

Ethyl acetate Ethanol, acetic acid Esterification; Tishchenko

Ethylene glycol Ethylene oxide; ethylene carbonate Hydration; hydration

Ethylene oxide glcyol ethers Ethylene oxide, alcohols Alcoholysis

Chloroethanes EDC, Cl2 Substitution chlorination

Phenol Cumene, air Hydroperoxidation

Acetone Cumene, air; isopropanol Hydroperoxidation; dehydrogenation

Hydroquinone Diisopropylbenzene, air Hydroperoxidation

MIBK Acetone, H2 Aldol, hydrogenation

2-Ethylhexanol n-Butyraldehyde, H2 Aldol, hydrogenation

Propylene glycol Propylene oxide Hydration

Propylene oxide glycol ethers Propylene oxide, alcohols Alcoholysis

n-Butanol n-Butyraldehyde, H2 Hydrogenation

Isobutanol i-Butyraldehyde, H2 Hydrogenation

Bisphenol A Phenol, acetone Condensation

Styrene Ethylbenzene; propylene, ethylbenzene Dehydrogenation; hydroperoxid.

Cyclohexanone-cyclohexanol Cyclohexane Oxidation

Formaldehyde Methanol, air Oxidation

Neopentyl polyols—NPG, PE,TMP, TME Formaldehyde, C2-C4 aldehydes Aldol, hydrogenation

Ketene Acetic acid Thermal dehydration

Ketene derivatives, diketene Ketene, many others Many

Methyl chloride Methanol/HCl; methane/Cl2 Hydrochlorination; chlorination

Methylene chloride Methyl chloride Substitution chlorination

Chloroform Methylene chloride Substitution chlorination

Carbon tetrachloride Chloroform; higher polychlorinated species Substitution chlorination; perchlorination

Acetate esters (methyl, ethyl,

i/n-propyl, i/n-butyl)
Acetic acid; C1-C4 alkanols Esterification

1,4-Butanediol Formaldehyde/acetylene/H2;

maleic anhydride/H2

Condensation/hydrog; hydrog
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1. In the oligomerization, or chain growth step, ethylene is

inserted progressively into the carbon-catalyst metal

bond, leading to a longer linear alkyl chain.

2. To terminate the chain growth, ethylene displaces the

longer chain alkyl unit from the C-metal bond, releasing

a longer chain a-olefin, and starting the oligomerization

cycle over again.

The product composition follows the Shulz–Flory distribu-

tion of chain lengths, with substantial amounts of undesirable

high and lowmolecular weight tails. Both one-reactor and two-

reactor processes are practiced commercially. The one-reactor

process leads to a somewhat broader distribution of molecular

weights, with typical conditions of 170–290�C, 14–28 MPa.

For a two-reactor process with a Ziegler catalyst, typical

conditions are 100–120�C, 7–20 MPa for oligomerization and

termination at 260–300�C, 2–5 MPa. With a nickel catalyst,

more mild oligomerization conditions are possible, 80–120�C,
7–14 MPa. A typical product distribution is 5–14 wt% C4,

25–50 wt% C6-C10, 15–20 wt% C12-C14, 11–15 wt% C16-C18,

and 3–15 wt% C20+ One process can produce a very narrow

distribution of closer to 75% C6-C10 olefins. Depending on the

process conditions, catalyst, and molecular weight of the olefin

in question, the product comprises 88–98% linear a-olefins.
Distillation is used to separate the crude olefin product into

molecular weight ranges required for various applications

(e.g., oxo for detergent alcohols, LAB production).

Two methods are commonly used for narrowing the mole-

cular weight range of the ultimate product. Low molecular

weight olefins may be recycled to participate in further oligo-

merization (see above). Secondly, light and heavy fractions

may be metathesized to produce two smaller olefinic

molecules (see section “Metathesis”, directly below).

Metathesis [85]

An intriguing reaction in which the carbon–carbon double

bonds of two olefins are broken and remade, resulting in the

switching of their alkylidene groups, is referred to as olefin

metathesis.

Table 10.27 Capacity/production/consumption of downstream derivatives

Capacity, in kilo metric tons Production, in kilo metric tons

Consumption,

in KMTa

Chemical World USA China World USA China USA China

Vinyl chloride monomer 45,000 9,200 14,000 33,000 6,800 8,300 6,100 9,100

Ethyl acetate 3,000 95 1,200 1,800 70 820 95 590

Ethylene glycol 24,000 2,900 3,000 17,000 1,500 1,900 1,800 7,300

Ethylene oxide glcyol ethers No data No data No data 1,100 440 100 260 220

Chloroethanes 1,200 450 95 870 350 45 370 120

Phenol 10,000 2,900 990 8,600 2,600 560 2,000 1,000

Acetone 6,400 1,800 350 5,700 1,600 340 1,400 820

Hydroquinone 60 25 10 60 20 9 15 10

MIBK 460 90 60 290 60 10 50 60

2-Ethylhexanol 3,100 400 510 2,800 310 510 270 780

Propylene glycol 2,100 760 190 1,600 610 120 460 170

Propylene oxide glycol ethers No data No data No data 520 140 90 110 95

n-Butanol 3,800 1,100 480 2,800 850 470 660 710

Isobutanol 520 110 60 500 100 40 40 70

Bisphenol A 5,400 1,000 510 4,000 820 150 760 660

Styrene 30,000 5,000 3,400 24,000 4,000 2,400 3,500 5,200

Cyclohexanone-cyclohexanol 6,700 1,600 1,500 5,800 1,400 1,100 1,400 1,200

Formaldehyde 42,000 5,300 13,000 29,000 3,700 9,000 3,700 9.000

Neopentyl polyols—NPG, PE,TMP, TME 1,400 220 350 1,000 160 230 160 220

Ketene 62,016 210 130 510 190 130 190 130

Ketene derivatives, diketene 100 20 40 80 15 17 15 17

Methyl chloride 2,600 660 540 1,900 650 340 620 340

Methylene chloride 1,300 300 390 830 120 290 70 280

Chloroform 1,600 270 540 1,200 370 410 220 570

Carbon tetrachloride 220 45 70 130 40 25 30 25

Acetate esters (methyl, ethyl, i/n-propyl,
i/n-butyl)

5,500 860 2,000 3,500 570 1,400 520 1,100

1,4-Butanediol 1,800 360 350 1,300 280 190 290 260

aGray shading indicates net importer
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RHC CHR + 2R HC RHCCHR CHR

The analogous reaction for carbon–carbon triple bonds,

alkyne metathesis, was also discovered at about the same

time, in the early 1960s.

RC CR + 2R C CR RC CR

One of the earliest applications of olefin metathesis was

developed at Phillips Petroleum and is known as the

Triolefin Process [86]. It illustrates the simplest case of

olefin metathesis in which propylene is converted to ethyl-

ene and both cis and trans isomers of 2-butene.

+ +

The process was practiced as described (propylene-to-

ethylene/butene) by Shawinigan Chemical from 1964 to

1972 but the demand for propylene vs. ethylene shifted.

Now processes have been developed by ARCO (now

Lummus OCT: olefin conversion technology) and Axen

(Meta-4) to execute variations of the opposite in which C4

streams, derived from hydrocarbon cracking, are reacted

with ethylene to produce propylene. This technology thus

provides the opportunity to enrich the ethylene/propylene

product ratio of a cracker to favor propylene. In OCT,

ethylene is dimerized to butenes and then cracked with

additional ethylene (“ethenolysis”) to yield propylene,

allowing total conversion of such a stream to propylene.

Several different metal oxides, such as CoO-MoO3/Al2O3

oxide (120–210�C), WO3/SiO2 (450–500�C) and Re2O7/

Al2O3 (450–500
�C), are employed as catalysts.

ethylene dimerization/
isomerization

2-butenes
metathesis propylene

Another example of ethenolysis to produce valuable

products is the cracking of unsaturated fatty acid esters for

production of fuels from renewable materials [87].

Table 10.28 Major uses of downstream derivatives

Chemical Major uses

Vinyl chloride monomer �100% polyvinyl chloride

Ethyl acetate 50% surface coatings; inks, solvent applications

Ethylene glycol 85% polyethylene terphthalate; 10% antifreeze

Ethylene oxide glycol ethers Solvents, paints, inks, cleaning fluids

Chloroethanes Flurocarbon intermediates

Phenol 44% BPA; 27% phenol/formaldehyde resins; 7% caprolactam; 3% alkylphenols

Acetone 29% methyl methacrylate; 29% solvent applications; 22% bisphenol A; 10% aldol chemicals

Hydroquinone 41% antioxidant; 21% polymerization inhibitor; 14% photographic processing

MIBK 67% solvent applications; 22% rubber antiozonants

2-Ethylhexanol 70% plasticizer esters; acrylate esters; solvent applications

Propylene glycol 30% unsaturated polyester resins; functional fluids; personal care; P type glycol ethers

Propylene oxide glycol ethers Solvents, paints, inks, cleaning fluids

n-Butanol 33% acrylate esters; 15% acetate esters; 15% glycol ethers; solvent applications

Isobutanol Acetate esters; glycol ethers; other esters; solvent applications

Bisphenol A 69% polycarbonate; 27% epoxy resins

Styrene 59% polystyrene; 16% ABS/SAN resins

Cyclohexanone-cyclohexanol 62% caprolactam; 34% adipic acid; solvent applications

Formaldehyde Resins: 46% urea/formald, 11% phenol/formald, 8% polyacetal, 6% melamine’/formald; 5%

pentaerthyritol; 4% 1,4-BDO

Neopentyl polyols—NPG,

PE,TMP, TME

70% coatings resins; 10% lube esters; 7% unsaturated polyester resins; 3% acrylates/methacrylates

Ketene 70% acetic anhydride; 14% diketene; 5% sorbic acid

Ketene derivatives, diketene Acetoacetate esters; arylides

Methyl chloride Intermediate for production of silicones; methyl cellulose solvent, butyl rubber solvent

Methylene chloride Adhesives, paint removal; solvent for chemical/pharma processes; aerosols; metal cleaning

Chloroform Intermediate for production of HCFC-22 (R-22); raw material for substitution fluorination for

fluorpolymers, e.g., Teflon

Carbon tetrachloride Intermediate for production of HFC-245fa and HFC-365mfc fluorocarbons

Acetate esters (methyl, ethyl,

i/n-propyl, i/n-butyl)
Solvents

1,4-Butanediol 50% THF/spandex; 24% polybutylene terephthalate; 14% gamma-butyrolactone; 9% polyurethanes
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Olefinmetathesis is an equilibrium controlled reaction, and

the equilibria of a related set of olefins are typically close to a

statistical mixture, thus limiting the conversion of reactants.

However, if one olefin of the equilibrating mixture can be

selectively removed then a metathesis reaction can be driven

to high conversion. A simple strategy which exploits this

concept is the reactions of a-olefins which produce low boiling

ethylene (the oppositie of ethenolysis). As the volatile alkene

escapes from solution the reaction proceeds to completion.

This approach is exploited in polymer synthesis by reacting

various a-, o-dienes to generate ethylene and a growing poly-
mer chain (referred to as “AcyclicDieneMetathesis”ADMET,

polymerization). Likewise, dienes which can produce a

favored ring size yield “Ring Closing Metathesis.”

O
O -C2H4

RCM

A second strategy for driving a metathesis reaction

toward complete conversion is demonstrated by polymeriza-

tion of cyclic monomers, such as norbornene, which release

enough energy upon ring-opening to drive the polymeriza-

tion. This method is known as ring-opening metathesis

polymerization (ROMP) [88].

n

RuCl3/HCl

n-BuOH, Δ

m. wt.>3x106g/mol
90% trans,Tg=37o

The reaction above gives an early example of the

homogeneous catalysis of metathesis reactions by metals

such as ruthenium or iridium [89, 90]. The development of

single-component metal-carbene metathesis catalysts, in

particular those of ruthenium, and their applications in

organic synthesis have been the subject of an enormous

body of research in the last 20 years and the 2005 Nobel

(RCM).

ADMET
-C2H4

Ethylene

Transalkylation
Reactor

PEB
Column

Benzene

Alkylation
Reactor

Heavy
Ends

EB
Column

Benzene
Column

Ethylbenzene
Product

Recycle
Polyethylbenzenes

1

2

5

3

4

Fig. 10.18 Flowsheet alkylation

of benzene to ethylbenzene

+
+

CH3(CH2)7 (CH2)7CO2Me

CH3 (CH2)7
C2H4

(CH2)7 CO2Me
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prize in chemistry was awarded to three of the pioneers in

this area: Yves Chauvin, Robert Grubbs and Richard

Schrock. ROMP is one of the most promising techniques to

emerge in this work with ready applications in polymer and

material science. The structures of some of the most widely

utilized catalysts are given in Fig. 10.18.

In 1977, Shell commercialized a process known as the

SHOP Process (Shell Higher Olefin Process) for the produc-

tion of detergent alcohols at their plant in Geismar, LA. The

2010 capacity of this plant for olefin production is over

900,000 M-tons/year. Detergent alcohols are produced in

four steps from ethylene. First, the ethylene is oligomerzed

using a homogeneous nickel-based catalyst with a chelating

P-O ligand ([Ni] ~50 ppm). Oligomerization is carried out

at 80–140oC and 7–14 MPa in a polar organic solvent

(1,4-butanediol) which phase separates from C4-C30 a-olefin
products [91]. The nickel catalyst solution phase is separated

in a high-pressure separator and the C4-C20 a-olefins are

distilled from the mixture and are purified and sold as Shell’s

Neodene linear a-olefins.
In the next step the mixture of a-olefins are isomerized in

the liquid phase using a heterogeneous catalyst such as MgO

granules. This produces all possible isomers of the even-

numbered linear olefins. Then, in the third step, olefin

metathesis of this mixture over a molybdenum/alumina cat-

alyst (100–125�C, 10 MPa) further complicates this mixture

by doubling the number of olefins within the range to include

not only the even (C4, C6, C8, etc.) but also all of the odd-

numbered (C4, C5, C6, C7, etc.) olefins in a thermodynami-

cally controlled equilibrium. The yield of desired C11-C14

olefins is 10–15% per pass. These olefins are treated in the

final step with syngas (CO:H2 ¼ 1:2) using a phosphine-

modified cobalt catalyst (170�C, 10 MPa). In this process

internal double bonds are isomerized rapidly, resulting in a

highly linear alcohol product (75–90% linear).

Alkylation [92, 93]

Chemistry
Catalytic alkylation of aromatics is a substitution reaction in

which a hydrogen atom on the ring or side chain of the

aromatic is replaced by an alkyl group derived from an

alkylating agent. Alkylation may occur on both unsubstituted

as well as substituted aromatics. The reaction is shown below

for ring substitution with an olefinic alkylating agent:

Acid-catalyzed electrophilic substitution (by way of a

carbonium ion) gives replacement on the ring. If the alkyl-

ation is to occur on the side chain, then nucleophilic (base-

catalyzed), or free radical reactions are involved. Most

large-scale commercial alkylations are electrophilic in nature,

e.g., cumene, ethylbenzene, and linear alkylbenzenes

(LAB’s) syntheses, but a few are nucleophilic, e.g.,

isobutylbenzene, dimethylnaphthalene syntheses.

Alkylating agents can be olefins, alkynes, dienes,

alcohols, and ethers. For electrophilic substitution, any sub-

strate capable of forming a carbonium ion may be used,

although the use of olefins predominates for all applications

except introduction of a methyl group. Methanol is a

common methylating agent as it can give a carbonium ion

equivalent, whereas methane itself is unreactive.

Acid catalysts useful for aromatic alkylations are Brønsted

acids containing acidic protons. Examples include protonic

acids such as sulfuric, HF, phosphoric, solid phosphoric acid

(SPA), polysulfonate cation-exchange resins; acidic

aluminas, silicas, alumina-silicas, zeolites (aluminosilicates

and silicoaluminophosphates); and acidic halides, such as

AlCl3 and BF3. The latter are relatively inactive in their pure

states, but become catalytically active when coupled with

trace concentrations of water, alcohols, or hydrogen halides

(giving the needed Brønsted acidity). These Lewis acids were

the original highly effective Friedel-Crafts catalysts, with

high activity at low temperature (<100�C), but have largely
been replaced commercially with more selective, less corro-

sive, and environmentally friendly zeolites.

With strongBrønsted acid catalysis, the olefin is protonated

to form an activated electrophile (carbonium ion), which

attacks the electron-rich p-complex of the aromatic ring.

A new C–C-bond is formed, followed by regeneration of an

acidic proton. Acid-catalyzed skeletonal rearrangement of the

alkylating agent leads to formation of themost substituted and

stable ion (tert > iso > normal). Relative rates of alkylation

of the ring and isomerization of the alkylating agent dictate the

product distribution. Typically for small alkylating agents like

butenes, (especially isobutene) rearrangement is fast, giving

almost exclusively tert-butyl aromatics. Thus synthesis of

isopropylbenzene (cumene) and diisopropylbenzene from

propylene and benzene is highly selective while

isobutylbenzene formationmust be base catalyzed.Alklyation

rate also roughly follows carbonium ion stability, with

isopropylation roughly 1,500 times faster than ethylation and

20,000 times faster than methylation.

R R R'

R"

+

R'

R"

R

+ R'-CH=CH-R"
Brønsted Acid

ΔHrxn = -80 to -115kJ/gmole
(depending on alkylating agent)

R, R', R" = H, methyl, ethyl, propyl, etc.
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The rate of alkylation of benzene is slower than alkylation

of alkylaromatics, so polyalkylation is kinetically favored.

However, many of the most important alkylation products

(e.g., cumene and ethylbenzene) are monosubstituted. The

traditional method of limiting polyalkylation is to use high

ratios of aromatic to alkylating agent, leading to low per pass

aromatics conversion, and high separation/recycle costs.

One of the most intriguing breakthroughs in alkylation tech-

nology in the last two decades has been the commercializa-

tion of shape-selective zeolite catalysts, which can largely

eliminate polyalkylation, as well as allow much higher than

equilibrium production of para-isomers (see the section,

“C6-C8 Aromatics: BTX,” above).

Ethylbenzene [94–98]
Well over 90% of the ethylbenzene consumed worldwide is

formed by the alkylation of benzene with ethylene.

+
H+

ΔHrxn = -113 kJ/gmole

Early processes employed AlCl3 in liquid phase processes

operating below 130�C. Significant polyalklyation occurred,
but was controlled by high benzene to ethylene feed ratios

and recycle of polyethylbenzene (PEB) materials for equili-

bration in the alkylation reactor. High temperature (>300�C)
vapor phase zeolite (ZSM-5) processes made significant

inroads starting in the 1970s, but reactors coked quickly

and required frequent regenerations.

Greenfield plants predominantly rely on next generation

large pore zeolite catalysts to allow liquid-phase operation at

170–240�C (more than 100�C lower than the older vapor

phase processes), at 3.5 MPa, with a much smaller excess

of benzene to ethylene required. Low temperature operation

decreases formation of by-product xylenes, polyaromatics,

and PEB. In a typical commercial process (Fig. 10.19), ben-

zene at less than 7:1 B:E molar ratio is fed to zeolite-filled

alkylation beds in series (1), with cooled ethylene added

between stages. Older vapor phase processes required a B:E

of 18:1. Interstage cooling provides additional temperature

control. Purification is accomplished in a three column distil-

lation sequence. Unreacted benzene (for recycle) is taken

overhead in the benzene column (2), EB overhead in the

product column (3), and PEB for recycle in the third column

(4), with polyaromatics and other heavies as underflow. PEB

are converted to EB by reaction with benzene in a separate

transalkylation unit (5). Ethylene and benzene consumption

are respectively 0.265 and 0.738 kg/kg EB. Ethylene

containing up to about 30% ethane can be used with the

addition of a column for recovery of ethylene from off-gas

ethane by absorption into benzene feedstock.

Cumene and Diisopropylbenzene [99–103]
Cumene production via alkylation of benzene with propyl-

ene, began in World War II as a high octane aviation fuel

component. This early vapor phase process operated at

200–250�C, 1.5–3.5 MPa, over a silicophosphoric acid

(SPA), with a 7:1 benzene:propylene ratio, with benzene-

based yields above 95%.

+
Brønsted Acid

ΔHrxn = -106 kJ/gmole

The SPA process was widely used for decades with little

change, competing well against even zeolite based pro-

cesses. Although successful for ethylbenzene synthesis, sim-

ilar early generation zeolites were found to be unsuitable for

cumene production. These narrow pore zeolites promote

excessive n-propylbenzene formation due to (unwanted)

shape selectivity, as well as propylene oligomerization

(propylene is more reactive to oligomerization than ethyl-

ene). In the mid-1990s, a proprietary zeolite was invented

with unique crystal structure that largely eliminated these

former disadvantages, even at benzene:propylene ratios less

than 2:1. Commercialized liquid phase processes using this

zeolite are capable of greater than 99.7% yield of cumene, at

99.97%purity. The process flowsheet for cumene production

Mo

N

O

O

CF3

CF3

CH3 CF3

CF3 CH3

H
Ru

PCy3

PCy3

Cl
Cl

H
Ru

PCy3

Cl
Cl

H

NNAr

CH3

CH3

Ar

Ar=where

Fig. 10.19 Single-component

olefin metathesis catalysts
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looks very similar to that of ethylbenzene, with a mult-stage

series alkylation system, a separate transalkylation step, and

a three-stage distillation sequence for purification. Benzene,

cumene, polyisopropylbenzene are taken overhead in suc-

cessive columns, and heavies as underflow in the final

column. Para-DIPB can be made in essentially an identical

process, but with a higher propylene to benzene feed ratio.

Higher Alkylbenzenes [104–107]
Linear alkylbenzenes (LAB’s) with a C10-C14 side chain are

important intermediates for the production of alkylbenzene-

sulfonate anionic detergents (see Chap. 36). The name is

somewhat of a misnomer, as the alkylation reaction produces

predominately branched 2-phenylalkane derivatives, rather

than true linear 1-phenylalkanes.

Alkylation with the propylene tetramer has largely become

obsolete, as the resulting branched alkylbenzene sulfonates are

not readily biodegradable. The higher alkylbenzenes are

synthesized by the liquid-phase reaction of C10-C14 a-olefins
and internal olefins with benzene, using typical Friedel-Crafts

catalysts such as HF, AlCl3, or zeolites. The higher chain

olefins are sourced from either: (1) catalytic dehydration of

the n-paraffin fraction recovered from the kerosene crude

distillation cut to give largely internal olefins (see the section,

“Internal Olefins from Higher n-Alkanes”), or (2) ethylene

oligomerization processes (see above, the section, “Oligomer-

ization”), which give largely a-olefins. Newer zeolite catalysts
favor the more desirable 2-phenylalkane isomers with both

internal and a-olefin feedstocks. Most greenfield LAB plants

are now zeolite-based, with their clear advantage in safety,

catalyst and capital cost, with elimination of catalyst neutrali-

zation stepsand corrosion concerns.

Oxidation

Chemistry [108–115]

Roughly two-thirds of high value synthetic organic

chemicals are oxygenated. These include aldehydes, ketones,

alcohols, organic acids, anhydrides, esters, and epoxides.

Many of these functional groups ultimately are derived

from some form of selective oxidation. In its broadest

sense, oxidation is the process whereby the oxidation state

of a substrate (typically carbon in this chapter) is increased.

Although conceptually simple the controlled addition of

oxygen to a hydrocarbon feedstock, i.e., partial oxidation, is

a tricky feat to master. The principle technical challenges in

partial oxidation of organic substrates are (1) finding a cata-

lyst or conditions that give high selectivity toward the desired

oxidation state and low selectivity for over or complete

oxidation; and (2) carefully controlling reaction conditions,

especially temperature and composition, to prevent loss of

selectivity, runaway exothermicity, or explosive conditions.

Selective oxidations can be classified into two broad

categories:

1. Electrophilic oxidations involve activation of dioxygen

into electron-seeking forms such as O2
� or O� and for-

mation of free radical intermediates.

2. Nucleophilic oxidations involve activation of the organic

substrate followed by stepwise nucleophilic addition of

O2
� and hydrogen abstraction.

In order of increasing severity, electrophilic oxidations

include; (1) addition of atomic oxygen to a high electron

density double bond to form an epoxide, (2) formation of an

alkyl hydroperoxide via hemolytic cleavage of a C–H bond

by an oxygen radical to form an alkyl radical followed by

reaction with dioxygen, (3) fission of C–C bonds to form two

aldehydic groups, (4) rapid stepwise fission of C–H and C–C

bonds to form CO2 and water—i.e., total combustion. Nucle-

ophilic oxidations in increasing severity include; (1) abstrac-

tion of hydrogen from an aldehyde followed by nucleophilic

addition of oxygen to form an acid, (2) abstraction of hydro-

gen from an alcohol substrate to form an aldehyde or ketone,

(3) abstraction of hydrogen from a substrate to form olefins,

diolefins, aromatics from hydrocarbons, (4) abstraction of

hydrogen from an olefin followed by successive nucleophilic

additions of heteroatoms such as O, Cl, S, and N.

Electrophilic oxidations alter the carbon skeleton and p
electron systems, while nucleophilic oxidations do not.

Nucleophilic oxidations often involve a redox mechanism,

in which oxygen is supplied indirectly to the substrate from

the oxide lattice of the catalyst, and the catalyst lattice is then

reoxidized by dissolved or gaseous dioxygen. Important

industrial oxidation reactions described in this chapter are

classified and summarized in Table 10.29.

The design and operation of reactors for oxidation service

are demanding tasks. The desired products of selective par-

tial oxidation are invariably not the thermodynamically

+
R

R

Brønsted
Acid

ΔHrxn = -80 to -100 kJ/gmole
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stable products. Thus kinetic controls must be exploited to

avoid overoxidation or complete combustion. Moreover,

complete combustion releases typically four to ten times

the energy of selective partial oxidations. Heat management

is of paramount importance as non-selective reactions often

have higher activation energies than the selective pathways,

and are thus accelerated disproportionally by poor heat con-

trol. A large body of literature has been built up on heat and

mass transfer, as well as reactor design. Some representative

references are given below [116–118].

Table 10.29 Summary of oxidation reactions

Product Substrate Oxidant

Oxidation

typea Catalyst Catalyst form Phase

Conversion per

pass Selectivity

Ethylene oxide Ethylene >99%

O2

E-1 Ag (K, Cl) on a-
Al2O3

Heterogeneous Vapor 7–15% Up to ~90%

Propylene

oxide/styrene

Propylene/

ethylbenzene

Air E-2 Mo complex or

Si-supported

TiO2

Homog or

hetero

Liquid 13% EB, ~100%

propylene

~90%

Propylene

oxide/t-butanol

Propylene/

isobutene

Air E-2 Mo complex Homogeneous Liquid ~30% i-C4 ~9%

propylene

>90%

Phenol/acetone Cumene Air E-2 Co/Mn salts Homogeneous Liquid >99% of cumene >95%

Hydroquinone/

acetone

Disopropylbenzene Air E-2 Co/Mn salts Homogeneous Liquid >90% >90%

Maleic

anhydride

Benzene Air E-3, N-1 V-Mo oxides Heterogeneous Vapor 96% 73%

Adipic acid Cyclohexanone/

cyclohexanol

HNO3 E-3, N-2 Co salts, V-Cu

salts

Heterogeneous Liquid >95% 92–96%

Acrylic acid Acrolein Air N-1 V/Mo/W oxides Heterogeneous Vapor ~100% 90–95%

Methacrylic

acid

Methacrolein Air N-1 V/Mo/W oxides Heterogeneous Vapor 90% 80–90%

C2-C8

carboxylic acids

C2-C8 saturated

aldehydes

Air N-1 None or Co,Mn,

Cu salts

Homogeneous Liquid 80–95% >90–95%

Formaldehyde Methanol Air N-2 Ag Heterogeneous Vapor 70–80% or >99% 89–92%

Formaldehyde Methanol Air N-2 Fe-Mo oxides Heterogeneous Vapor 70–80% or >99% 93–96%

Maleic

anhydride

Butane or butenes Air N-3,4 V-P oxide Heterogeneous Vapor 80% 70%

Acetaldehyde Ethylene Air N-4 Pd/CuCl Homogeneous Liquid >99% 92–94%

Acrolein Propylene Air N-4 Bi/Mo/Fe/Co/K

oxides

Heterogeneous Vapor >95% 80% acrol. 10%

acry acid

Methacrolein Isobutylene Air N-4 Bi/Mo/Fe/Co/K

oxides

Heterogeneous Vapor >95% ~75–85%

Terephthalic

acid

p-Xylene Air N-4 Co/Mn/Br Homogeneous Liquid >99% >98%

Phthalic

anhydride

o-Xylene Air N-4 Ti-V oxides Heterogeneous Liquid 92–96% 75–85%

Benzoic acid Toluene Air N-4 Co salts Homogeneous Liquid >50% 90%

Cyclohexanone/

cyclohexanol

Cyclohexane Air N-4 Co/Cr salts Homogeneous Liquid 5–7% 75–80%

VAM Ethylene/acetic

acid

Air N-4 Pd/Ag/K on a-
Al2O3 or silica

Heterogeneous Vapor 8–15% ethylene,

15–35% Acetic

acid

94–96% on

ethylene, >98%

on acetic

VCM 1,2-Dichloroethane N-4 Cu(II)Cl2 on g-
Al2O3

Heterogeneous Vapor 93–97% 91–96%

1,3-Butadiene Butanes/butenes Air N-3 Ferrite/Zn,

ferrite/Mn

Heterogeneous Vapor >60% 90–93%

aE electrophilic; N nucleophilic; see text for number designation
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Responsible industrial implementation of oxidation

chemistry requires understanding the implications of gen-

erating potentially flammable or explosive mixtures. The

literature on safety issues, data and discussions of explosive

limits is quite extensive. A few key references are cited here

[119–123].

Homogeneous Aromatic Oxidations

Terephthalic, Isophthalic, Trimellitic Acids
[124–126]
A number of aromatic carboxylic acids such as TPA,

isophthalic acid (IPA), and trimellitic anhydride (TMA),

are produced by the liquid phase air oxidation of the parent

aromatic (p-xylene, m-xylene, and 1,2,4-trimethyl benzene

respectively) with a homogenous catalyst comprising cobalt,

manganese, and bromine salts. The key breakthrough in the

development of this family of processes was the addition of

the bromine promoter which resulted in a remarkably higher

reaction rate and selectivity than with Co/Mn alone [127].

TPA is by far the largest volume product of this group and is

produced via the stepwise oxidation of p-xylene:

The oxidation sequence begins by with hydrogen abstrac-

tion from one of the methyl groups of p-xylene by a bromine

radical to form a benzyl radical. Dioxygen reacts with this

species to form a hydroperoxide intermediate that passes

through tolualdehyde on the way to toluic acid. Toluic acid

is somewhat deactivated toward oxidation compared to

p-xylene, but conversion of the second methyl group pro-

ceeds via a similar pathway, albeit at a slower rate.

A simplified flowsheet for one commercial process is

given in Fig. 10.20. Air is compressed (1) and fed along

with p-xylene, acetic acid solvent, and catalyst salts into a

bubble column reactor or CSTR (2). The reaction occurs in

the liquid phase at 175–230�C, 1.5–3.0MPa. The exothermic

heat of reaction is removed by evaporation of the reaction

mixture. These vapors are carried into the water column (3),

where the water of reaction is removed overhead, and off-

gases are vented to a scrubber to prevent emission of bromine

species. The underflow of the water column, comprising

acetic acid is returned to the process. Conversion of p-xylene
is typically above 99%, with greater than 98% selectivity to

TPA. Small amounts of acetic acid (about 36 kg/metric ton of

TPA) and p-xylene are lost by complete oxidation to carbon

dioxide and water. The inlet air rate is controlled so that the

off-gases contain less than theminimum oxygen composition

needed to form explosive mixtures.

TPA is highly insoluble at reaction conditions and largely

precipitates as it forms. Efficient absorption and dispersion of

oxygen is critical for the reduction of partially oxidized

intermediates which can cause purity problems in the final

TPA. 4-Carboxybenzaldehyde (4-CBA), generated at up

5,000 ppm in the oxidizer, tends to occlude in the TPA crystals

and must be removed to give high quality TPA monomer. A

class of compounds generated in ppm levels, known as

florenones, are highly colored and result in yellowed polymer

if not removed or destroyed in the TPA purification process.

Upon exiting the oxidizer, the crude TPA slurry is

centrifuged and washed with acetic acid (4). Recycle of the

Co/Mn/Br catalyst and purging of by-products in the filtrate and

wash streams typically involve proprietary processes (5) that

are extremely important for good economics. In order to reduce

4-CBA and toluic acid to acceptable levels, the crude TPA is

subjected to a series of long residence time post oxidations (6)

with air at high temperature and pressure. Although still a slurry

in the post oxidizer, the crystals continually remelt and recrys-

tallize in a steady state fashion, allowing occluded impurities to

be further oxidized in solution.TheTPAslurry effluent from the

post oxidizers is fed to theflash crystallizer (7) for concentration

and to build crystal size. Further solvent is removed in the

vacuum flash drum (8). Crystals are collected on the rotary

O OH

H2O H2O

O OH

OH

O OH

OHO

+ O2

Co/Mn/Br Co/Mn/BrCo/Mn/Br

P-xylene P-toluic acid
4-CBA Terephthalic acid

+ 0.5 O2+ 0.5 O2

ΔHrxn = -1363 kJ/gmole
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vacuum filter (9) and the dryer (10) produces the final polymer

grade TPA product with less than 200 ppm CBA and less than

10 ppm toluic acid. The high corrosivity of process streams

necessitates theuseof expensive titaniumreactors andhastelloy

in most other locations.

In another widely practiced process, the crude TPA from

the centrifuge is dissolved in water at around 260�C. The
aqueous TPA solution is hydrogenated over a Pd/carbon

catalyst at high temperature and pressure to convert the

4-CBA to p-toluic acid and for color body destruction.

The hydrogenated effluent is cooled, crystallized,

centrifuged, washed, and dried to produce polymer grade

TPA.

For many years the best method for purifying TPA to

remove color bodies and monofunctional by-products was

via esterification with methanol to produce dimethyl

terephthalate (DMT), with subsequent distillative purifica-

tion of DMT. However, the hydrogenation and post oxidation

steps have demonstrated superior economics, although giving

not quite as pure a product as the DMT route. DMT still finds

use in a number of niche applications.

The production of IPA is very similar to TPA. However,

IPA is 8–12 times more soluble (depending on temperature)

in the reaction media than TPA, does not precipitate as

readily, and has less issues with 3-CBA occlusion. On

the negative side, IPA’s higher solubility requires more strin-

gent crystallization and purging protocols for high recovery.

Benzoic Acid [128, 129]
In a common industrial process, benzoic acid is produced via

the liquid-phase air oxidation of toluene with a homogenous

cobalt catalyst at 130–170�C, 0.3–1.0 MPa.
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The reaction is carried out normally in a bubble column

or CSTR. The exothermic heat of reaction is removed by

evaporation of the reaction mixture, or via a circulating

cooler. Partial conversion of toluene is typical, with selec-

tivity on toluene of about 90% to benzoic acid, 7–9% to

benzaldehyde, and the remainder a mix of benzyl alcohol,

benzyl formate, methyl biphenylsm and other minor by-

products. Unreacted toluene is flashed off and benzoic acid

is purified by distillation. The heavy ends are extracted to

recover cobalt. High purity benzoic acid may also be pro-

duced by recrystallization from water. As with TPA, the

reaction proceeds through a free-radical chain process,

with a hydroperoxide intermediate. Cobalt shortens the

induction period, and retards by-product formation. Oxygen

in the off-gas is kept below the critical explosive concentra-

tion to ensure safe operation.

Benzoic acid may be produced with the same catalyst

system (Co/Mn/Br) at similar conditions to TPA and IPA,

with essentially complete conversion and high yield. How-

ever, the use of Br requires expensive titanium and hastelloy

metallurgy, whereas the cobalt system can be practiced in

cheaper stainless steels.

Phthalic Anhydride [130–133]
In the early 1960s naphthalene from coke oven gases was the

predominant raw material for phthalic anhydride production.

Since the mid-1990s, over 90% of phthalic anhydride has been

made from o-xylene over TiO2-supported V2O5 catalsysts

with promoters such as K, Cs, P, Sb, or Nb. The formation of

phthalic anhydride from o-xylene is highly exothermic, with a

heat of reaction of �1,109 kJ/gmole. Nonselective complete

combustion is about four times more energetic per mole of

xylene than the desired reaction. The reaction takes place at

360–390�C, less than 0.1 MPa.

Conversion of o-xylene is 92–96% per pass, with themolar

yield on o-xylene is around 75–85%. Major by-products are

CO2, benzoic acid, phthalide, o-toualdehyde, and maleic

anhydride. Formation of potentially explosive feed and

product mixtures dictates a very low o-xylene to air mass

ratio of 1/60 to 1/120 (or about 1.2 mole% in air) [134].

A simplified flow sheet for the high temperature partial

oxidation of ortho-xylene in air is given in Fig. 10.21. The o-

xylene feed is vaporized into air and fed into the fixed bed

tubular reactor (1) where the heat of reaction is controlled by

shell-side generation of high pressure steam or exchange

against molten salt. The reactor effluent, containing around

1% phthalic anhydride and other by-products, is cooled by

steam generation (2), and desublimated in a device called a

switch condenser (3) (a cyclically operated finned heat

exchanger in which the anhydride is solidified and periodi-

cally melted). The crude anhydride is thermally treated (4) at

230–300�C to decompose or polymerize some of the by-

products, followed by distillation. The first column removes

light ends such as benzoic acid and maleic anhydride (5),

and the product column (6) takes phthalic anhydride over-

head from heavies. Off-gases are scrubbed with water (7), to

recover maleic and fumaric acids.

Peroxidations of Secondary
or Tert-Alkyl Benzene Derivatives

Phenol/Acetone or MEK and Hydroquinone/
Acetone [135–140]
Greater than 90% of phenol and acetone are produced world-

wide by the air oxidation of cumene via a free radical chain

mechanism in which cumene hydroperoxide (CHP) is the

chain initiator. 1 The reaction is autocatalytic and reasonably

exothermic. As shown in Fig. 10.22, cumene and air are

reacted in two to four bubble columns in series (1) at

85–110�C, 0.5–0.8 MPa, to produce CHP at 25–30 wt%

concentration in excess cumene.

O

O

O+3 O2
V2O5 on TiO2

+ 3 H2O ΔHrxn = -1109kJ/gmole

O2+

OOH

ΔHrxn = -122kJ/gmole

1Most of the remainder of world acetone production is derived from

dehydrogenation of isopropanol. See the section, “Dehydrogenation.”
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Temperature is controlled by evaporation of cumene and

water as well as by cooling in external heat exchangers.

Conversion of cumene is essentially complete with a selec-

tivity of greater than 95% to CHP. Phenol is an inhibitor to

oxidation, so cleavage to phenol is undesirable at this point.

In some processes a small amount of sodium carbonate or

sodium hydroxide is added to maintain a neutral solution and

prevent the acid-catalyzed decomposition of CHP. Thermal

decomposition of CHP (rapid above 130�C) leads to the

by-products a,a-dimethylphenyl methanol (DMPM),

acetophenone, methanol, formic acid, and acetic acid. Alka-

line earth bismuthates, stannates, antimonates, and metal

phthalocyanines are known to catalyze the reaction, but are

not used industrially as they tend to also catalyze the decom-

position of CHP to by-products. As both cumene and CHP

are potentially explosive, the oxygen in the reactor off-gas is

maintained at 1–6 volume %, below its critical concentration

of 8.5–9.5% under reaction conditions.

The crude CHP from the bubble columns is vacuum-

distilled (2) to remove cumene and concentrated to 65–85

wt% CHP. The concentrated solution is cleaved at 70–90�C
in the presence of a strong acid catalyst such as sulfuric acid,

to produce phenol and acetone in an exothermic reaction.

Temperature is controlled by boiling of acetone. Under these

conditions DMPM dehydrates to a-methylstyrene (AMS),

while diacetone alcohol and mesityl oxide form via aldol/

dehydration of acetone. The cleavage mixture is neutralized

with caustic or sodium phenolate, phase separated (4) and

the organic layer is refined in a series of distillations. Many

distillation sequences are possible and are practiced. One

variation is shown in Fig. 10.22. The neutralized organic

layer is fed to the crude acetone column (5) to distill acetone,

mesityl oxide, water, lights, cumene, and AMS overhead

from crude phenol and heavies. This distillate is further

fractionated under vacuum in the acetone product column

(6) to remove lights (aldehydes) overhead, acetone as a

sidedraw near the top, and heavy water/hydrocarbon

azeotropes out the bottom. Traces of caustic are sometimes

added to this column to catalyze aldol condensations of

aldehyde impurities into higher boiling, easily separable

materials. The bottoms stream separates into two liquid

phases (7). The organic phase is distilled to remove low-

boiling AMS-cumene-phenol azeotropes overhead (8). After

removal of heavies in the AMS column underflow (9), the

AMS is subjected to hydrogenation (10) over Ni, Cu, or Pd

catalysts and converted back into cumene for recycle.

In the crude phenol column (11), the bulk of the phenol is

removed overhead with light organics. The crude phenol

bottoms further distilled (12) for additional phenol recovery,

with the residue used as fuel. Hydrocarbons are azeotroped

out of the distilled phenol (13) with water and the bottoms

phenol product is passed through a resin bed (14) to convert

any carbonyls present to heavy ends. This treated material is

subjected to a final distillation (15), with trace hydrocarbon/

water removal overhead, and phenol product recovered as a

sidedraw.

Decanter water streams are acidified, if needed, to

convert the sodium phenolate contained therein back into

phenol. Phenol is then recovered by extraction into cumene

or other suitable solvents, distilled, and recycled. Overall

selectivity on cumene is about 97.5%. Many other process

variations are practiced.

Hydroperoxide Co-product
Processes for Propylene Oxide

Although differing from ethylene oxide by only one extra

carbon in the backbone, propylene oxide (PO) has not been

made successfully at commercial scale by the direct oxidation

of propylene. The presence of allylic hydrogens dramatically

and adversely affects the efficacy of silver-based catalysts for

the selective oxidation of propylene to POwith oxygen [141].

In spite of significant research over the last several decades,

no catalysts have been found that show commercially viable

yields or rates. Instead, all world scale PO plants rely on

indirect oxidation of propylene by either the chlorohydrin

route (50% of total, see the section, “Propylene Oxide via

Propylene Chlorohydrin”) or co-product hydroperoxide

routes (50% of total, described herein).

Styrene/Propylene Oxide Co-production [142]
About 15% of commercial styrene is produced by the rather

complex air oxidation of ethylbenzene with coproduction of

propylene oxide. The remaining 85% is produced via dehy-

drogenation of ethylbenzene (see the section, “Styrene from

Ethylbenzene”). The process consists of four steps:

1. Ethylbenzene is oxidized directly by air to produce

ethylbenzene hydroperoxide at around 130�C, 0.2 MPa,

and 13% conversion per pass. Yields are about 90% to the

OH O
OOH

ΔHrxn = -256 kJ/gmole
strong acid
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hydroperoxide, 5–7% to acetophenone and a-methylbenzyl

alcohol.

2. The hydroperoxide is reactedwith propylene (molybdenum

or titanium catalysts) at about 110�C, 4.0 MPa, with essen-

tially complete peroxide conversion to give

a-methylbenzyl alcohol and propylene oxide. Propylene

oxide and ethylbenzene for recycle are separated by distil-

lation from the acetophenone and a-methylbenzyl alcohol.

3. a-Methylbenzyl alcohol is dehydrated in the vapor phase

at about 250�C and low pressure over an acidic oxide

such as alumina, to produce styrene. Styrene is purified

by distillation.

4. Recovered acetophenone is hydrogenated in the liquid

phase (Zn-Cu oxide catalyst) at 90–150�C, 8.0 MPa, to

give a-methylbenzyl alcohol at 92% selectivity.

This route offers a pathway to propylene oxide without

chlorohydrin production, but produces a weight ratio of

styrene to propylene oxide of 2.5 to 1, which does not

match the relative market demands of the two products and

is quite capital intensive.

Tert-Butanol/Propylene Oxide
Co-production [143]
This route is similar to the styrene co-product process:

1. Isobutene is oxidized in the liquid phase with pure oxy-

gen to produce tert-butyl hydroperoxide at around 130�C,
2.5–3.5 MPa, and 15–40% conversion per pass. Yields

are about 50% to the hydroperoxide, 46% to tert-butanol,

and a minor amount of aldehydes and ketones.

2. The hydroperoxide is reacted with propylene at a 1:10 M

ratio (molybdenum catalyst in toluene) in a two-stage

process. The first stage is held at about 110�C, 4.0 MPa,

with the second stage elevated to 120�C to ensure essen-

tially complete peroxide conversion. Propylene

conversion is about 9% per pass at greater than 90%

selectivity. Propylene and other lights are removed over-

head by distillation for recycle, followed recovery of

crude propylene oxide overhead and tert-butanol, cata-

lyst, and other higher boiling by-products as underflow.

3. Production of high purity PO requires further distillation

to remove lights such as ethylene oxide, and extractive distil-

lation with a heavy hydrocarbon to remove close-boiling or

azeotrope-forming hydrocarbons or carbonyls.

This route also offers a pathway to propylene oxide with-

out chlorohydrin production, but produces a weight ratio of

tert-butanol to propylene oxide of about 3 to 1. Economic

utilization of the tert-butanol relies on demand for methyl-

tert-butyl ether, or other secondary isobutylene markets.

Ethylene Oxide [144–149]

Ethylene oxide (EO) is one of the most versatile and reactive

chemicals produced commercially at large scale. Formerly,

EO was produced via the chlorohydrin of ethylene, similar to

propylene oxide (see below). This route has been abandoned

commercially in favor of the direct oxidation of ethylene.

The use of high purity oxygen (>99%) instead of air as the

source of the oxidant has become standard. A simplified

flowsheet of a typical oxygen-based EO plant is shown in

Fig. 10.23. Ethylene is reacted with compressed (1) oxygen

over a silver-based catalyst in a multi-tubular fixed bed

reactor (2), with a hot spot temperature of 250–275�C,
1–2.2 MPa pressure.

The complete combustion of ethylene to CO2 and water

releases �1,688 kJ/gmole. Commercial selectivities range

from 80 to 90% on ethylene over the lifetime of the catalyst,

resulting in a net heat load of 230–450 kJ/gmole. Ethylene

conversion is 7–15% per pass. The off-gas from the reactor

typically comprises 1–2 vol% EO, 5–6 vol% CO2, 5–9 vol%

O2, 15–40 vol% ethylene, 5–15% inerts (Ar, N2, ethane), and

1–60 vol% methane. The methane ballast gas acts as a heat

sink and keeps the recycle gas above the upper explosive

limit at the oxygen-recycle gas mix point.

The reactor effluent is cooled and EO is absorbed into

water (3), or in some specialized plants into ethylene car-

bonate. The EO is recovered by distillation (4, 5, 6) from the

water, if desired in pure form. Alternatively, the EO is

reacted with water to produce a mixture of mono-, di-, and

tri-ethylene glycols directly, or with CO2, then water, to

produce higher purity monoethylene glycol (see Section

10.8 below). The safe handling of concentrated EO requires

an appreciation of its volatility (normal boiling point of

10.8�C), and ability to form explosive mixtures without an

additional oxidant (the upper explosive limit goes up to

100% EO) [150, 151].

+O2

O
Ag/Cs on
g-alumina ΔHrxn = -138kJ/gmole
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Carbon dioxide is a modest reversible retardant to the

epoxidation reaction; a slipstream of EO-free recycle gas is

treated with hot potassium carbonate to absorb out the CO2

(7). The CO2-rich absorbent is regenerated by vacuum steam

stripping (8) [152]. A small purge is also removed to prevent

the build-up of inerts from the ethylene and oxygen feeds,

before recompression and recycle (9).

The only effective catalyst discovered thus far for this

epoxidation reaction comprises silver on ultrapure g-alumina,

typically with a cesium promoter. Catalyst selectivity has

dramatically improved over the past 40 years, from about

65% in 1966 to a maximum of about 90% today. A small

continuous feed of a chlorinated hydrocarbon (1–10 ppmv),

such as 1,2-dichloroethane, vinyl chloride, or ethyl chloride

helps to suppress the combustion of ethylene, significantly

improving yield and controllability. The beneficial effect of

the chlorinated hydrocarbon was found serendipitously in the

early days of commercial silver-catalyzed ethylene oxidation.

The air intake for an EO plant was located near the off-gas

outlet of a vinyl chloride plant. Unexpected improved perfor-

mance of the EO reactor was eventually traced back to small

quantities of chlorinated hydrocarbons present in the inlet air.

By adjustment of the Cs/Ag ratio on the catalyst, the

analogous epoxide of butadiene, 1,2-epoxybutene, can be

made by a similar vapor phase oxidation process [153].

Wacker Oxidation: Acetaldehyde [154–158]

Acetaldehyde, a very reactive and versatile molecule, histori-

cally was an important intermediate for the production of a

wide variety of chemicals. Large volume applications included:

(a) n-Butanol, via aldol condensation to crotonaldehyde,

followed by hydrogenation—now supplanted by

hydroformylation of propylene (see section “Hydrofor-

mylation, Lower C2-C5 Olefins”).

(b) Terephthalic acid, added as a peroxidant rate accelerator
for the oxidation of p-xylene to TPA—now supplanted

by more effective Co/Mn/Br catalyst systems.

(c) Vinyl acetate, via reaction with acetic anhydride or

ketene to form ethylidene diacetate (EDA), with

subsequent cracking to VAM—now supplanted by

oxidative esterification of ethylene with acetic acid (see

section “Esters via Oxidative Acetylation of Olefins,

VAM”).

(d) Acetic acid, via oxidation (see section “Oxidation of

Aldehydes to Acids”)—largely supplanted by carbonyl-

ation of methanol (see “Acetic Acid”).

(e) Ethyl acetate, via Tishchenko reaction (see section

“Tishchenko Reactions: Ethyl Acetate and 2,2,-

4-Trimethyl-1,3-Pentanediol Derivatives”)—still prac-

ticed, competes against acetic acid-ethanol esterification

(see section “Low-Boiling Esters”).

(f) Pyridine derivatives, via reaction of paraldehyde (acetal-

dehyde cyclic trimer) with aqueous ammonia and formal-

dehyde [159]—still a significant outlet for acetaldehyde.

Current applications are dominated by the latter three,

while the first three, once the biggest uses, are essentially

gone.

Acetaldehyde has been made by dehydrogenation of

ethanol over Ag (similar to formaldehyde, See section,

“Formaldehyde”). However, much of the remaining world

capacity is based on the homogeneous PdCl2/CuCl2-catalyzed
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direct oxidation of ethylene with air developed in the late

1950s. The catalytic cycle begins with the complexation of

Pd with ethylene.Water addition leads to hydride transfer and

reductive elimination to produce acetaldehyde, reduced Pd,

and hydrochloric acid. Cupric chloride reoxidizes the reduced

Pd, regenerating the active Pd species. Finally, cuprous chlo-

ride is re-oxidized by oxygen back to Cu(II). The net reaction

is the addition of 0.5 moles of oxygen to ethylene.

The palladium catalyzed oxidation of an olefin is highly

efficient and only a small concentration of expensive Pd

is required for commercially viable rates if sufficient

(and comparatively inexpensive) reoxidant is present.

Both one-stage (ethylene reaction and entire redox cycle

occur in one vessel) and two-stage (ethylene reaction and

reoxidation of cuprous chloride with air in separate vessels)

processes have been commercialized, although the two-

step process was and is more prevalent. In a typical com-

mercial two-step process, as illustrated in Fig. 10.24, ethyl-

ene gas is mixed with freshly reoxidized aqueous catalyst

solution and passed through a tubular serpentine reactor (1)

at 105–110�C, 0.9–1.0 MPa, where acetaldehyde is formed

with close to 100% conversion of ethylene. The catalyst

solution contains a substantially higher molar concentra-

tion of Cu(II) than Pd (typically 150 to 200 to 1), allowing

multiple Pd turnovers per reactor pass. The reactor effluent

is then flashed (2) to remove most of the acetaldehyde as

vapor, along with water, and by-products, prior to the lean

reduced catalyst solution entering the second tubular reac-

tor (3). Air is compressed to about 1.0 MPa and allowed to

react with Cu(I) ions at about 100–110�C, to regenerate Cu

(II). Recycled and make-up water is added to maintain the

catalyst concentration before reentering the ethylene reac-

tor. Conversion of ethylene is close to 99%, with a selec-

tivity of greater than 94%. By-products include

chloroacetaldehydes (1–2 mole%), ethyl chloride,

chloromethane (0.5–1.0%), carbon dioxide (~0.8%), and

acetic acid (2–4%) resulting from over-oxidation of

acetaldehyde.

O

H
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The crude acetaldehyde is purified by a series of

distillations. Acetaldehyde is concentrated in the crude col-

umn (4), with underflow returned as reflux to the flash tower.

In the light ends column (5), low-boiling substances

(chloromethanes, chloroethane, carbon dioxide) are

removed overhead. Aqueous acetaldehyde and high boilers

are distilled further in the product column (6), with high

purity acetaldehyde collected as distillate, water/acetic acid

as underflow. A fraction of the underflow is purged to pre-

vent buildup of acetic acid, the rest recycled. Mid-boiling

chloroaldehydes are removed as azeotropes with water in a

sidedraw. This stream may be further concentrated if desired

in a sidedraw stripper. The catalyst solution contains appre-

ciable free hydrochloric acid and is quite corrosive. Signifi-

cant parts of the plant must be constructed of corrosion-

resistant materials such as titanium. Small amounts of chlo-

ride are lost in the chlorinated by-products. A constant

makeup of chloride is fed as hydrochloric acid.

This process may also be adapted for higher olefins, with

production of the corresponding internal carbonyl (i.e.,

ketone) predominating. Thus, propylene gives acetone and

1-/2-butenes give methyl ethyl ketone (MEK), typically

88–92% yield on the olefin. Acetone was produced commer-

cially in Japan for a number of years via the Wacker oxida-

tion of propylene, but the plant has subsequently shut down.

Considerable literature has been published in the past

two decades on the use of vanadium-molybdenum-phos-

phorus homogeneous heteropolyacids (HPA) as

replacements for the copper-based reoxidant. The required

PdCl2 concentration is considerably reduced, HCl concen-

tration is essentially zero, and formation of chlororinated

by-product species is claimed to be virtually eliminated

[160, 161]. No commercialized applications of HPA

systems are known.

Acrolein/Acrylic Acid and Methacrolein/
Methacrylic Acid [162–165]

Acrylic and methacrylic acids are produced commercially by

similar two-step oxidations of propylene and isobutene/

isobutene. Propylene oxidation is now the dominant route for

acrylic acid, while several methacrylic acid processes are

competitive including acetone cyanohydrin (see Chaps.

14 and 22), propionaldehyde/formaldehyde aldol/oxidation

(see section “Mannich Base Condensation: Methacrolein”),

ethylene carbonylation, and isobutene oxidation. For acrylic

acid, propylene/air/steam at a ratio of 1:8:4 (plus recycled gas)

is fed over a bismuth molybdate oxide catalyst in a multi-

tubular fixed bed reactor at 300–400�C, 0.15–0.25 MPa.

Conversion of propylene is greater than 95%per pass, with

a yield of 80% acrolein, 5–10% acrylic acid. By-products are

CO, CO2, acetic acid, acetaldehyde, and polyacrolein. The

reactor is cooled bymolten salt circulation and steam genera-

tion. A world scale reactor with 40,000 tubes in a single shell

can produce 100,000metric tons/year, with a catalyst lifetime

up to 10 years.

Pure acrolein can be obtained by water washing of the

reactor gases to knock out acids, followed by quench absorp-

tion in water. The crude, wet acrolein is distilled overhead,

with additional steps for light/heavy ends removal. Acrolein

is prone to oligomerization; hydroquinone or a derivative is

added as a stabilizer.

More commonly acrylic acid is the desired end product.

The crude acrolein gaseous effluent is sent directly to a

second salt/steam cooled multi-tubular fixed bed reactor

operating at around 260�C to complete the oxidation to

acrylic acid.

Conversion of acrolein is essentially 100% at greater than

90% yield. Modern catalysts comprise Molybdenum– vana-

dium oxides with copper, tungsten, or cerium promoters.

The reactor effluent is cooled further by steam generation.

Many different approaches are practiced for the recovery

and purification of the acrylic acid. In one variation, the

crude acrylic acid is quenched and absorbed into water to

produce a 20–70 wt% solution in water. The acrylic acid is

concentrated by extraction into an organic solvent (examples

are ethyl acetate, MEK, butyl acetate, ethyl acrylate),

followed by azeotropic distillation of the extract phase.

Water is removed overhead as the solvent-water azeotrope,

and the dry acrylic acid bottoms product is distilled overhead

in a second column, with oligomers, dimers, and polymers

taken as underflow. Additional acrylic acid is recovered

from the heavy ends by decomposition of acrylate dimers

in an evaporator.

In a second recovery scheme, the cooled acrylic acid reac-

tor effluent is absorbed into a high boiling ester rather than

water. This eliminates the extractor, but azeotropic distillation

is required for drying, and the acrylicmust be distilled from the

ester. In both processes, an inhibitor (phenothiazone, hydro-

quinone, or hydroquinone monomethyl ether) is added to pre-

vent polymerization of the acrylic acid.

In an analogous process for methacrylic acid, isobutene/air/

steam at a ratio of 1:11.5:7.5 (plus recycled gas) is fed over a

bismuthmolybdate oxide catalyst at about 350�C, followed by
second stage oxidation over Mo–V oxides at about 280�C

O

HBi-Mo oxide
+ H2O+ O2 ΔHrxn = -340.8kJ/gmole
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The multi-tubular fixed bed reactors are cooled by molten

salt circulation and steam generation. Conversion of

methacrolein is around 90% per pass to keep selectivity to

80–90% methacrylic acid. Product recovery by distillation is

similar.

KA Oil: Cyclohexanone/Cyclohexanol [166–168]

Amixture of cyclohexanone and cyclohexanol known as KA

(Ketone-Alcohol) oil is made predominately by the liquid

phase cobalt-catalyzed air oxidation of cyclohexane at

140–160�C, 0.8–2.0 MPa. A typical catalyst is the soluble

Co(II) naphthenate, which gives a ketone to alcohol ratio of

1:1 to 1:3.5. Conversion must be kept low (about 5–7% per

pass) in order to achieve selectivities as high 75–77%.

The addition of chromium increases the ketone to alcohol

ratio close to 2:1, while promotion with boron compounds

such as boric anhydride (B2O3), boric acid (H3BO3), or

metaboric acid (HBO2) results in a ketone to alcohol ratio

as low as 1:10 and increased selectivity to 85–90%.

Stoicheometric amounts of slurried borate are required and

must be recycled. In an alternative approach, the cyclohexyl

hydroperoxide intermediate is formed in an initial

uncatalyzed air oxidation step, followed by decomposition

in the presence of cobalt or other transition metal catalyst.

Yields as high as 84% are achievable with the high hydroper-

oxide route. In all process variations, the crude KA oil is

purified by water extraction for removal of dibasic acids such

as adipic, glutaric, and succinic, as well as C4-C6 carboxylic

and hydroxycarboxylate acids, followed by distillation.

KA oil is an important intermediate for the production of

both adipic acid and caprolactam for nylon-6,6 production

(see Chap. 22). Purified cyclohexanol and cyclohexanone

both find limited uses as solvents.

Maleic Anhydride [169–172]

Prior to 1975, benzene was the predominant raw material for

the production of maleic anhydride. Currently worldwide,

over 80% of maleic anhydride is made from butane or

butane/butene mixtures of high alkane content. About 2%

is recovered as a by-product of phthalic anhydride produc-

tion, and the remainder is derived from benzene. The forma-

tion of maleic anhydride from either benzene or butane is

highly exothermic.

Nonselective complete combustion of benzene

(�3,136 kJ/gmole) and butane (�2,655 kJ/gmole) are

much more energetic than the desired reaction.

O

H
+O2

O

OHBi-Mo oxide

- H2O

ΔHrxn = -245 kJ/gmoleΔHrxn = -338 kJ/gmole

Mo-V oxide

+ 1/2 O2

O

O

O41/2 O2
340–500°C

V2O5 or MoO3

2 H2O 2 CO2 ΔHrxn = -1875 kJ/gmole

O

O

O31/2 O2
400°C

supported
(VO)2P2O7

4 H2O ΔHrxn = -1260 kJ/gmole

ΔHrxn = -254.1 kJ/gmole

O

OH
+

O

H Mo-V oxide
1/2 O2
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Benzene is oxidized in air over V2O5 or MoO3 catalysts

in a multi-tubular fixed bed reactor at 340–500�C,
0.15–0.25 MPa, with molten salt-steam generation for heat

control. The benzene content is kept below the lower explo-

sive limit (LEL). Typically more steam is generated than is

needed in the process. Selectivity to maleic anhydride is

around 73 mole% at 96% conversion per pass.

Typical conditions for the air oxidation of n-butane are a

temperature of about 400�C, pressure of 0.15–0.25 MPa,

with 80% conversion per pass, at about 70% selectivity to

maleic anhydride. Vanadyl pyrophosphate, (VO)2P2O7,

often bound with TiO2, SiO2, or Al2O3, (with the latter two

supports used for abrasive service in fluid beds) is the only

material found thus far with high enough selectivity to be

used commercially for butane oxidation. Multi-tubular fixed

bed, fluid bed, and transport reactors have all been used for

this service. The inlet gas to a multi-tubular reactor is kept

below the LEL, about 1.8% butane, while the excellent heat

control and thermal mass of the circulating catalyst in the

fluid bed design allows for operation in the explosive regime

at close to the stoichiometric O2 to butane ratio (about 5.5%

butane). As a result, fluid bed processes have much smaller

equipment in the reactor loop, and are favored for new

installations.

Two alternative recovery and purification are practiced

commercially. The reactor effluent is further cooled by

generating lower pressure steam, and then is absorbed

into either an organic solvent or water. If water is chosen

as the absorbent, a substantial amount of the maleic anhy-

dride may be hydrolyzed to maleic acid. The maleic acid/

anhydride mixture must then be converted back. A com-

mon method for water removal is heterogeneous azeotropic

distillation with an entrainer such as xylene. Maleic acid is

prone to thermal isomerization to fumaric acid, a high

melting (286�C) by-product. Thus, residence time at the

high temperatures in the dehydrating column base must be

kept to a minimum. The resulting concentrated maleic

anhydride solution is then distilled to remove lights and

traces of solvent, and then taken overhead to remove

heavies.

When a high-boiling, water-immiscible solvent, such as

dibutyl hexahydrophthalate, is used for absorption,

much less maleic anhydride is converted into the acid. No

separate dehydration step is required, resulting in

much lower energy requirements. Maleic anhydride is

stripped overhead from the rich solvent stream from the

absorber. This crude anhydride is distilled to separate light

and heavy impurities. A slipstream of lean recycle solvent

is treated to eliminate any heavy by-product that may

build up.

The transport process, commercialized in 1996, was

revolutionary in its use of separate butane oxidation and

catalyst reoxidation zones. The butane was oxidized by the

oxygen lattice of the catalyst, which was then regenerated

with air in a separate vessel. Air and butane were never

mixed. However, an unexpectedly high make rate of fumaric

acid in the transport reactor system caused severe opera-

tional difficulties and poor plant availability. These

problems led to the permanent shut down and dismantling

of the one and only commercialized transport reactor process

in 2004 [173].

Formaldehyde [174–179]

The production of formaldehyde from methanol illustrates

that many different process alternatives, such as choice of

catalyst, conversion per pass, separation selection, and

safety considerations, can lead to a commercially practiced,

economically viable process. With the mixed metal oxide

catalyst (Fe/Mo, often with Cr promoter), formaldehyde is

produced via the endothermic oxidative dehydrogenation of

methanol:

CH3OH + +1/2 O2 H2C=O H2O ΔHrxn = -157kJ/gmole

The additional pathway of equilibrium-limited, endother-

mic dehydrogenation occurs simultaneously in a ratio of

40% dehydrogenation, 60% oxidative dehydrogenation on

silver catalysts:

H2CH3OH H2C=O ΔHrxn = +85 kJ/gmole

In a typical silver catalyst process, a mixture of

air–steam–methanol is reacted adiabatically over a thin

layer (2.5–3.0 cm thick) of silver gauze or crystals at slightly

above atmospheric pressure and high temperature. The

formaldehyde-rich effluent is cooled initially by steam gen-

eration, and formaldehyde is recovered from the gas in a

water-fed circulating quench absorber. The hydrogen-rich

absorber tail gas is burned for steam generation. Both com-

plete and partial methanol conversion processes are

practiced commercially. In the complete conversion process,

the feed gas comprises sufficient methanol to be above the

upper explosive limit (25–27 mole% methanol), along with

46–54 mole% air, and 20–30 mole% steam. Conversion is

greater than 99% at reaction temperature of 600–720�C, at a
selectivity of 89–91%. A product of 40–55 wt% formalde-

hyde with <1 wt% methanol can be produced without fur-

ther distillation. In the partial conversion process a mixture

of 40–45% methanol, 20–25% air, and 20–35% steam is

adiabatically converted to formaldehyde at 550–650�C.
Methanol conversion is 70–80%, with a selectivity of

90–92%. Distillation is required to concentrate the product
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formaldehyde and remove unreacted methanol for recycle.

Some vendors offer as high as 68 wt% formaldehyde with

less than 1 wt% methanol.

The mixed metal oxide process operates below the LEL

with 9 mole% methanol in air diluted with recycled off-gas

and steam. The methanol is converted in a non-isothermal,

multi-tubular fixed bed reactor at 350–390�C, where the

heat of reaction is controlled by shell-side generation of

high pressure steam. Formaldehyde is recovered by absorp-

tion into sufficient water to produce a solution of 50 wt%

formaldehyde, with less than 1 wt% methanol without

further distillation. Conversion is greater than 99%, at a

selectivity of 93–96%. Purged gas does not contain suffi-

cient combustibles and must be incinerated or catalytically

oxidized with supplemental fuel. Formaldehyde is suscep-

tible to oligomerization in the liquid phase and must be

kept warm if concentrated, and is often stabilized with the

addition of a small amount of methanol [180, 181].

Esters via Oxidative Acetylation of Olefins,
VAM [182–186]

Many routes for the production of the important monomer

vinyl acetate (VAM), the unsaturated two-carbon ester of

acetic, have been developed. These include:

1. Addition of acetic acid to acetylene form VAM directly

(once a significant commercial process)

2. Reaction of acetic anhydride with acetaldehyde to form

EDA, with subsequent cleavage to VAM and acetic acid

(also once a significant commercial approach)

3. Carbonylation of methyl acetate with CO and H2 to form

EDA, with subsequent cleavage (never commercialized

fully)

4. A vapor or liquid phase reaction of acetic acid, ethylene,

and oxygen to form VAM and water

The latter route, as a gas phase reaction dominates

commercial practice. In the typical industrial process acetic

acid is vaporized and mixed with a fresh and recycle stream

of ethylene. The combined gas is then mixed with high purity

oxygen in a highly reinforced and shielded mixing unit. The

feed gas to the reactor typically comprises 10–20 mol%

acetic acid, 10–30 mol% CO2, 10 mol% N2, Ar or other

inerts, 50 mol% ethylene, and less than 8 mol% oxygen.

This composition is above the upper explosive limit.

The exothermic reaction occurs in a multitubular fixed

bed reactor over a silica supported Pd/Ag/K catalyst at

140–180�C, 0.5–1.2 MPa. Steam is generated on the reactor

shell side for heat removal and control of the hot spot

temperature. By-products are water, carbon dioxide, and

small amounts of EDA, ethyl acetate, acetaldehyde, methyl

acetate, and glycol acetates.

The reactor effluent is interchanged with the incoming

feed gases and fed to a predehydration column, where about

50% of the water contained therein is removed by azeotropic

distillation using the hot incoming gases for boil-up. The

water/VAM azeotrope is taken overhead, decanted and

VAM refluxed to the column. The crude VAM in the

bottoms stream (20–40% VAM, 6–10 wt% water, the rest

acetic acid and by-products) is dehydrated further by a

similar water/VAM heterogeneous azeotropic distillation,

with the VAM phase refluxed. The aqueous phase is further

steam stripped to recover VAM for recycle to the first col-

umn and wastewater discharged as underflow. Final purifi-

cation occurs in a third column, with the product VAM taken

overhead, ethyl acetate as a sidedraw, and acetic acid and

heavies (EDA, glycol acetates) as the bottoms. The acetic

acid is recycled, with a heavy purge taken from the sludge of

the acetic acid evaporator.

The ethylene-rich off-gas from the predehydrator is

largely recycled, but a fraction is purged to prevent build-

up of argon and nitrogen, and another portion is scrubbed

with water to remove acetic acid prior to contacting with hot

potassium carbonate system for carbon dioxide removal. Per

pass conversion of ethylene, acetic acid, and oxygen range

from 8–15%, 15–35%, and up to 90%, respectively.

Selectivities of 94–96% on ethylene and greater than 98%

on acetic acid are achievable.

Oxidation of Aldehydes to Acids [187]

The principle industrial route to C3-C10 carboxylic acids is

by the homogeneous liquid phase oxidation of the

corresponding aldehyde, due to their wide availability from

hydroformylation.

+ +O2

O

OH

O

O
+

Pd/Ag/K on
Silica

H2O ΔHrxn = -178 kJ/gmole
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Examples of acids produced at large scale by aldehyde

oxidation are propionic, n-butyric, isobutyric, n-valeric,
isovaleric, and 2-ethylhexanoic acid. This chemistry typi-

cally is not sufficiently selective for use with unsaturated

aldehydes (e.g., acrolein, methacrolein). Other methods are

used for these substrates (see above, this section).

The oxidation may be carried out with oxygen or more

typically with air, usually without an additional solvent, and

with or without a catalyst present. Oxidation of a branched-

chain aldehyde, exemplified by 2-ethylhexanal, is extremely

sluggish and non-selective without a catalyst, while straight

chain moieties can be oxidized successfully without a cata-

lyst. The most effective catalysts are primarily transition

metal ions that can transfer only one electron, and have

two valence states of equal stability to allow efficient oxida-

tion/reduction, such as CuI/CuII, CoII/CoIII, and MnII/MnIII.

The metal is most conveniently introduced into the reaction

system as the carboxylic acid salt of either acetic acid (com-

monly available) or as the salt of the acid to be produced.

Although these oxidations typically give greater than

90–95% selectivity, common types of by-products include

formate esters, ketones, and n�1 hydrocarbons and alcohols.
A transition metal-catalyzed oxidation reaction pro-

ceeds through a number of identifiable steps: (1) a hydro-

gen atom is abstracted from an aldehyde molecule by a

metal ion to form a carbonyl radical, with reduction of the

oxidation state of the metal; (2) dioxygen adds to the

carbonyl radical to form a percarbonyl radical; (3) the

percarbonyl reacts with another aldehyde molecule to

form a peracid and regenerates a carbonyl radical (chain

propagation); (4) the peracid reacts with another aldehyde

molecule to form two acid molecules; (5) the metal is

returned to its original oxidation state via reaction with a

peracid, with formation of an acid molecule. The catalyst

acts as an initiator for rapid generation of a high flux of

carbonyl radicals, but also can inhibit the reaction if at too

high a concentration (too many radicals, not enough free

aldehyde to accomplish step 3). Typically there is an opti-

mal catalyst concentration that balances radical chain for-

mation and decomposition. Without a catalyst, there is

often a lengthy induction period, before sufficient radials

are generated to kick off the chain mechanism.

In a generic industrial process illustrated in Fig. 10.25,

air, the aldehyde substrate, and the catalyst are fed to a

bubble column reactor or CSTR (1) at 50–150�C, close to

atmospheric pressure. Conversion of aldehyde is 80–95%,

depending on the substrate. The off-gas from the reactor is

cooled to remove condensable species, separated into vapor

and liquid phases (2), and off-gases are scrubbed to remove

traces of organics before emission to the atmosphere. Tem-

perature, air, and aldehyde flow are adjusted to ensure that

the exit gas is outside of the explosive region.

Liquid product from the reactor, containing unreacted

aldehyde, product acid, catalyst, and a range of high,

medium, and low boiling by-products is distilled (3), with

materials boiling lighter than the product acid taken over-

head and acid, catalyst, heavies as bottoms product.

Depending on the by-product slate (some oxidations pro-

duce formate esters and ketones boiling closely to the

aldehyde), the distillate of the crude column may be further

treated in one or two columns to remove lights (4), medium

boilers (5), and to recycle unreacted aldehyde. The crude

acid is taken overhead in the product column (6), with

concentrated catalyst underflow for recycle, less a purge

for heavy ends.

Carbonylation

Chemistry

Carbonylation is a catalytic reaction between carbon mon-

oxide (CO) and an organic substrate to form a new

carbon–carbon bond with the introduction of an oxygen-

containing functional group into the product. Technically

any reaction involving CO alone or in tandem with another

molecule, e.g., H2 or H2O is a carbonylation. However,

historically reactions involving the insertion of CO and H2

commonly have been known as hydroformylation or oxo

reactions. This important class of carbonylations is treated

separately in the section, “Hydroformylation.” In this sec-

tion, the types of carbonylation reactions highlighted are:

1. Liquid phase reaction of CO with methanol or methyl

acetate catalyzed by homogeneous Rh or Ir complexes to

form acetic acid or anhydride

2. Liquid phase reaction of CO with methanol catalyzed by

a strong base to form methyl formate

3. Liquid phase reaction of CO and ethylene with methanol

over a strong base catalyst to form methyl propionate

4. Liquid phase reaction of CO, water, and olefins catalyzed

by a strong acid to form neo acids, also known as Koch

carbonylation or hydrocarboxylation

R

O

OH
+

R

O

H
1/2 O2

carboxylate salts
of Cu, Mn, Co

ΔHrxn = -250 to -300 kJ/gmole
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Acetic Acid [188–193]

The carbonylation of methanol has largely displaced earlier

synthetic routes to acetic acid such as partial oxidation of

hydrocarbons, fermentation of carbohydrates, and oxidation

of acetaldehyde derived from ethylene. Methanol carbonyl-

ation, a net insertion of carbon monoxide into methanol, has

been known since 1913 and practiced commercially since

the 1950s, initially as a high temperature, high pressure

process (250�C, 70 MPa) using cobalt iodide as a catalyst.

The breakthrough for methanol carbonylation occurred in

the late 1960s with the discovery of rhodium catalysts pro-

moted with methyl iodide, allowing operation at much lower

temperatures and pressures and much higher productivity

and yield than the original cobalt systems.

CO+

O

CH3OH
[RhI2(CO)2]

-

CH3I
CH3COH ΔHrxn = -139 kJ/gmole

Under reaction conditions, the active catalyst is the

[RhI2(CO)2]
� anion. Oxidative addition of methyl iodide

(formed from HI and methanol) [RhI2(CO)2]
� followed by

insertion of CO into the Rh-CH3 bond and coordination of CO

yields [CH3C(O)RhI3(CO)2]
�. Reductive elimination of ace-

tyl iodide (CH3COI) liberates the original [RhI2(CO)2]
� com-

plex, and rapid hydration of acetyl iodide produces acetic acid

and regenerates HI. The reaction is zero order in methanol and

CO and first order in methyl iodide and rhodium. The concen-

tration of methyl iodide in the reactor is substantial, around

20–25wt%.With the original Rh—methyl iodide system, high

water concentration (14–15 wt%) is required for high activity

and for Rh stability. This high water level also promotes the

water-gas shift reaction, resulting in byproduct CO2 and H2.

Propionic acid is the major heavy byproduct, formed primarily

via carbonylation of ethanol resulting from small quantities of

acetaldehyde formed by acetic acid reduction or homologation

of methanol.

Many catalytic advances have been made since the 1970s,

enhancing selectivity, productivity, and reducing energy

usage. The four basic catalytic systems used in practice

today are summarized in Table 10.30. The latter three

allow high selectivity and productivity at much lower

water content in the reactor loop than the original Rh-methyl

iodide system. The water-rich end of acetic acid–water

vapor–liquid equilibrium is fairly pinched, the heat of vapor-

ization of water is high, and all the water present in the

reactor loop must be distilled overhead, so low water content

translates into substantial energy and capital savings.

Aldehyde

Air

Light Ends
Column

Catalyst

V/L 
Separator

Recycle
Column

Heavy Ends
Purge

Oxidizer

Light
Ends

Midboilers

To Scrubber

Product
Column

Crude
Column

Recycle Aldehyde

Carboxylic 
Acid Product

Make-up 
Catalyst

1

2

5

3

4

6

Fig. 10.25 Flowsheet for oxidation of aldehydes to carboxylic acids

Table 10.30 Commercial methanol carbonylation systems

Active catalyst species Promoters

Reactor water

content (wt%)

[RhI2(CO)2]
� complex CH3I 14–15

[RhI2(CO)2]
� complex CH3I, LiI 4–5

[RhI2(CO)2]
� complex, bound

to polyvinyl pyridine resin

CH3I 3–7

[IrI2(CO)2]
� complex CH3I, Ru or

Re salts

<8
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The addition of LiI greatly enhances rates by assisting in

formation of methyl iodide from methanol and stabilizes the

rhodium complex under low water conditions. Use of a

heterogeneous rhodium catalyst, addresses many of the

drawbacks of the original homogeneous Rh system.

The rhodium is immobilized in a highly stable state on a

polyvinyl pyridine resin. The bound, catalytically active

[RhI2(CO)2]
� remains stable at low water levels, and with-

out LiI addition. The reaction is accomplished in a three

phase gas lift reactor. By-product propionic acid, CO2 and

H2 production are reduced.

Iridium-based carbonylation has been commercialized

fairly recently by BP (the Cativa process), and is yet a

third method to reduce water content. The rate of methyl

iodide addition to the active [IrI2(CO)2]
� complex is about

150 times faster than to [RhI2(CO)2]
�. Insertion of CO to

form the iridium acetyl species is the slow step, but is

accelerated by addition of Re or Ru promoters. Substantial

Ir concentrations are required for good rates, but low water

operation is possible with lower methyl iodide concen-

trations and without LiI addition. With Ir, production of

propionic acid, CO2 and H2 is reduced, but methane forma-

tion is higher.

A flow sheet for a typical modern acetic acid plant is shown

in Fig. 10.26. High purity carbon monoxide, methanol, cata-

lyst, and promoters (methyl iodide and others), are introduced

into a CSTR or gas lift (thermosyphon) reactor system (1)

operated at (150–200�C, 2–4 MPa). The exothermic heat of

reaction is controlled by flashing of the reactor effluent to

produce a crude acetic acid vapor product and a catalyst

residue for recycle to the reactor (2). Noncondensable by-

products, (methane, hydrogen, carbon dioxide) are vented

from the reactor loop to control the CO partial pressure.

These off-gases must be thoroughly scrubbed, typically by a

staged absorption system of methanol, acetic acid, water to

ensure that no iodine containing species are released (7).

The crude acetic acid from the flash unit is sent to the light

ends column (3) where methyl iodide, water, and methyl

acetate are taken overhead as a two phase mixture (4) for

recycle to the reactor. Bottoms from this column are recycled

to the reactor and wet acetic acid is taken as a vapor side draw

above the feed. The wet acid is dehydrated in another column

(5), with dry acid as underflow, and water/acetic acid distil-

late for recycle. The product column (6) produces glacial

acetic acid as a sidedraw high in the column. Overhead

material is recycled and by-product propionic acid and heav-

ies are purged as underflow. Overall selectivity on methanol

is typically 99% and greater than 90% on carbon monoxide.

Although highly selective and productive, Rh and Ir are

very expensive, requiring millions of dollars for catalyst

inventory. Moreover, the processes require high metallurgy

(many parts Hastelloy) and appropriate systems to handle

volatile iodide species.

Acetic Anhydride [194–196]

Acetic anhydride is an important acetylating agent for the

production of such materials as cellulose acetate esters,

ibuprofen and other pharmaceuticals, and hard-to-esterify

esters. The predominant route to acetic anhydride involves

the thermal cracking of acetic acid to ketene and water,

followed by the reactive absorption of ketene into acetic

acid (see the section, “Ketene”). However since 1983, a

CO
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Fig. 10.26 Flowsheet for carbonylation of methanol to acetic acid
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significant fraction of acetic anhydride (about 20% world-

wide, over 50% in the USA) is produced via the carbonyla-

tion of methyl acetate:

The carbonylation of methyl acetate is similar in many

respects to the carbonylation of methanol described above,

but differs in some key aspects:

1. Methanol carbonylation is done in an aqueous medium.

Anhydride production necessitates anhydrous conditions,

with significantly reduced Rh stability/solubility at reac-

tion conditions.

2. Hydrogen addition is required to generate and maintain

the active catalyst form. Unlike in the aqueous methanol

system, no water is available for in situ hydrogen genera-

tion via water-gas shift.

3. LiI promoter is absolutely required to generate the active

Rh catalyst species and to activate the alkyl methyl group

of methyl acetate under anhydrous conditions.

4. Methyl acetate carbonylation is equilibrium-limited, with

conversion of methyl acetate between 50 and 75% vs.

essentially 100% in methanol carbonylation.

5. The by-product slate is different. EDA, “tars,” acetone,

and CO2 are the primary by-products. Propionic acid is

not formed to any extent, nor is methane.

6. Production of “tars,” primarily derived from by-product

EDA, is significantly higher under methyl acetate carbon-

ylation conditions. These tars must be purged and tend to

bind Rh more effectively than acetic acid residue. A much

more complex tar purge/Rh recovery system is required.

In the anhydride production process, methyl acetate, recy-

cle methyl iodide, catalyst, CO, a small amount of H2, and LiI

promoter are fed to a back-mixed reactor system

at 160–190�C, 2–5 MPa to produce crude anhydride.

UnreactedCOand other purge gases are scrubbed after leaving

the reactor to recover acetyl and iodide moieties. The liquid

draw off from the reactor is expanded and flash distilled under

low CO/H2 pressure to prevent catalyst decomposition. The

flash bottoms are largely recycled, but a purge is taken for tar

removal and Rhodium recovery. The crude anhydride flash

distillate is purified in a three column sequence. In the first,

methyl iodide andmethyl acetate are distilled for recycle to the

reactor. In the second, acetic acid id distilled overhead for

recycle to the methyl acetate production process. The methyl

acetate feedstock can be produced via reactive distillation, as

shown in the section, “Methyl Acetate.” The final column

produces 99% acetic anhydride product as a distillate, with

tars and heavies as the bottoms stream.

Methyl Formate [197]

The equilibrium for the direct synthesis of formic acid by

the addition of water to carbon monoxide is quite unfavor-

able and has not been exploited to produce commercial

quantities of formic acid. Instead, formic acid is produced

by acidification of formate salts (30% of global production)

or hydrolysis of methyl formate (70% of global production).

The acidification route involves reacting sodium or calcium

formate (largely generated as a by-product of aldol/

cannizzaro reactions, see the section, “Neopentyl Polyhydric

Alcohols”) with a strong acid, usually sulfuric acid, to yield

dilute free formic acid and sodium or calcium sulfate. The

second route begins with carbonylation of methanol to give

methyl formate in a liquid phase reaction using a dilute

strong base catalyst (e.g., sodium methoxide) at a tempera-

ture around 80�C and pressure of 4–5 MPa:

O

CH3OH + CO
NaOCH3

HCOCH3
ΔHrxn = -29kJ/gmole

This carbonylation is equilibrium-limited, resulting in

30–50%methanol and 95% CO conversion per pass. Sodium

methoxide can react with methyl formate to give sodium

sulfate and dimethyl ether. Dry conditions are required to

limit hydrolysis of methyl formate to sodium formate and

methanol, and to prevent leveling of the strong alkoxide base

to the catalytically ineffective weaker hydroxide ion. The

crude methyl formate is flashed to atmospheric pressure and

distilled. The low-boiling methyl formate/methanol azeo-

trope is taken overhead for hydrolysis and the underflow is

recycled to the carbonylation step, with purge for removal of

sodium formate by crystallization.

The equilibrium-limited hydrolysis of methyl formate is

accomplished in both two-stage (1-1 water-methyl formate

molar ratio, followed by addition of excess methyl for-

mate—30% conversion/pass) and one-stage processes (5-1

water-methyl formate molar ratio, 60% conversion/pass):

CO
O

O

O

O O
[RhI2(CO)2]

-

CH3I, LiI

ΔHrxn = -95 kJ/gmole+
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OO
Δ

HCOCH3 H2O HCOH CH3OH ΔHrxn = +16 kJ/gmole
excess water

or methyl formate

+ +

Unreacted methyl formate and methanol are distilled

from the crude hydrolysis product, leaving a dilute water-

formic acid mixture as underflow. Production of

concentrated formic acid from this underflow product

presents particular problems due to the high-boiling water/

formic acid azeotrope. A number of separation schemes are

practiced commercially; the most common approach is

pressure-swing distillation. Excess water is distilled over-

head in a first higher pressure column to produce azeotropic

formic acid/water as a bottoms product. This azeotrope

composition is distilled in a second vacuum column to

produce concentrated formic acid (90–98% purity) as distil-

late, and the low pressure azeotrope composition is recycled

to the first column [198]. Energy usage is improved with the

one-stage hydrolysis process if excess water is removed by

extraction (with a secondary amide or other solvents), prior

to pressure-swing distillation.

Methyl Propionate [199–201]

When ethylene and carbon monoxide are reacted in metha-

nol, in the presence of a palladium diphosphine catalyst,

either polyketone or methyl propionate may result

depending on the identity of the diphosphine ligand. Lucite,

formerly a subsidiary of ICI, has developed this carbom-

ethoxylation as a step of their “Alpha Process” for the

production of methyl methacrylate. In the Alpha Process,

methyl propionate is reacted with formaldehyde to ulti-

mately produce MMA. The rate and selectivity of this car-

bonylation catalysis are extraordinarily high under relatively

mild conditions.

+ CO +

O

MeOH
L2Pd(DBA)

DBA=dibenzylidene acetone

80°, 1 MPa OMe
L2=1,2-bis(di-t-butylphosphinomethyl)benzene selectivity = 99.8%

TON = 50,000/h

Mechanistic studies have established the catalytic cycle

depicted below with the key intermediates being a palladium

hydride, which reacts with ethylene to produce a palladium

ethyl species that rapidly inserts a carbon monoxide yielding

the palladium propionyl complex. This complex is

methanolyzed to produce methyl propionate product and

regenerate the palladium hydride intermediate.

O
+CO

C2H4Pd-HMeOH

EtCO2Me

Et-C-Pd Pd-Et

Shell developed very similar catalysis for the production of

their Carilon polyketone inwhich the diphosphine ligand in bis

(diphenylphosphino)propane rather than the 1,2-bis(di-t-

butylphosphinomethyl)benzene employed by Lucite, illustra-

ting the exquisite sensitivity of this catalysis to the structural

details of the palladium diphosphine catalyst. A commercial

scale MMA plant (Jurong Island, Singapore) based on the

Alpha process has operated at design capacity since 2008.

Koch Acids

Koch carbonylation (also called hydrocarboxylation or the

Koch-Haaf reaction) is the synthesis of predominantly

tertiary (neo) carboxylic acids from olefins, CO, and water

using a strong acid catalyst, typically H3PO4/BF3 or an acidic

zeolite. In the initial step of the reaction, the olefin is

protonated, generally with isomerization and rearrangement,

to form the most stable (i.e., tertiary) carbonium ion. Carbon

monoxide then adds to the carbonium ion to form an acylium

cation. Further reaction with water and regeneration of the

proton results in the formation of the tertiary carboxylic acid.

An example of this chemistry is conversion of mixed

butenes, especially isobutylene to pivalic (neopentanoic) acid.

+H
+CO +

O

OH

H2O

In the typical industrial process, CO is contacted with the

olefin and H3PO4/BF3 catalyst in a CSTR at 20–80�C,
2–10 MPa. Conversion of the olefin is generally very high

with 80–100% selectivity to the neo acid. Main by-products

are neo acids of the oligomerized feedstock olefins. Product

neo-acids are washed with water and decanted for removal

R
+H

R
+CO

R O
+H2O,-H

R

O

OH
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of the catalyst acids. C5 to C11 neo acids are made industri-

ally form the corresponding C4-C10 olefins. The higher ole-

finic feedstocks are typically derived from ethylene

oligomerization or dehydration of paraffinic fractions.

Hydroformylation [202–207]

Chemistry

Hydroformylation, commonly known as oxo synthesis, is a

C–C bond-forming reaction of an olefin with syngas (~1:1 M

ratio of CO:H2) to produce aldehydes. When the olefin is a

terminal, or a-olefin, two products may be formed and are

referred to as the normal (straight chain) and iso (branched

chain) products.

R

+H2+CO R

O

H

O

H

R

+

normal (n)  iso (i)

The reaction is employed in practice with C2 to C14

olefins, but hydroformylation of propylene is the primary

application. The oxo aldehydes are valuable and reactive

intermediates for a number of secondary transformations,

including hydrogenation to alcohols, oxidation to acids,

and aldol condensation to higher aldehydes and ketones,

with subsequent further transformations of these products

to esters, anhydrides, ketenes, glycol ethers, and sulfonates

to name a few.

Process conditions vary significantly with olefin sub-

strate and catalyst employed, but typically fall in the range

of 1–20 MPa and 40–200�C. All current commercial

catalysts are based on either Co or Rh transition metal

complexes. The first commercial catalyst, HCo(CO)4, dis-

covered by Otto Roelen in Germany in 1938, required high

pressures (20–35 MPa) for acceptable operation.

Subsequent work demonstrated that phosphine ligands

could, allowed practical operation at much lower pressures

1–10 MPa and could further hydrogenate the product

aldehydes to alcohols (Shell process). Another quantum

leap in productivity and selectivity occurred with the intro-

duction of Rh-based catalyst complexes in the early-1970s,

with operating pressures as low as 1–2 MPa. Although Rh is

roughly 1,000 times more expensive than Co, it is also

several orders of magnitude more active than Co, for a

substantial net benefit. Low pressure Rh operation reduces

syngas compression energy over fivefold and significantly

lowers capital costs over that of the original cobalt hydrido

carbonyl catalyst system. The formation of an aldehyde

via Rh-catalyzed oxo synthesis involves the following cata-

lytic steps:

1. An olefin coordinates to a coordinatively unsaturated

metal hydrido carbonyl complex, exemplified by HCo

(CO)3 and HRh(CO)(PPh3)2, followed by insertion of

the olefin into the metal hydride bond to give an alkyl

complex.

2. A second migratory insertion of CO converts the alkyl

into an acyl group.

3. Oxidative addition of H2 yielding a metal dihydride.

4. Reductive elimination of the aldehyde product

regenerates the coordinatively unsaturated metal hydrido

carbonyl complex (back to step 1).

A simplified expression for the rate of aldehyde formation

illustrates some of the kinetic tradeoffs: [208, 209]

Rate of aldehyde formation ¼ k
½olefin�½metal (Co or Rh)�pH2

pco

For lower olefins, especially ethylene and propylene, the

concentration of the olefin in the liquid reaction phase is

proportional to pressure, higher pressure gives higher solu-

bility. Likewise, high hydrogen partial pressures favor

aldehyde formation, as does increasing catalyst concentra-

tion (for Rh, this approach is expensive). At some point

hydrogenation of the olefin to paraffin or loss of selectivity

by hydrogenation of the product aldehyde may also occur.

However, reducing CO partial pressure enhances the rate,

but a minimum CO pressure is needed to maintain

stability of the metal catalyst complexes, as well as for

product formation. In practice, a complex tradeoff of

these effects is required, with low pressure, low catalyst

concentration, and about 1:1 H2/CO molar ratio tending

toward optimal.

A key consideration in hydroformylation of a-olefins is
the n:i ratio of products for C3 and higher olefin substrates.

For example, with propylene, the C–C bond may form to

give a linear (n), or a branched product (i):

O

H

O

H+H2+CO +

normal iso

ΔHrxn = -130 kJ/gmole
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Linear aldehydes are more valuable intermediates for

production of plasticizers and detergents (linear molecules

are more biodegradable). Significant research effort has been

expended over the last 80 years developing high n:i ratio

catalysts. Formation of straight chain olefins is favored by

bulky, electron-rich ligands. The vast majority of companies

practicing oxo synthesis use catalyst systems that preferen-

tially produce normal as opposed to iso aldehyde products.

A company uses proprietary rhodium—halophosphite

catalysts that produce an unusually low n:i product mix.

The chain-length of the feedstock olefin anddesired n:i ratio

of the aldehyde product largely dictate which metal–ligand

catalyst combination is more desirable. Table 10.31

summarizes operating conditions and results for a number of

commercial systems, with highlights about each given below.

Corresponding catalyst structures are presented in Fig. 10.27.

Catalyst I. HCo(CO)4: The first generation cobalt carbonyl/

hydrocarbonyl catalyst, originally developed in the 1930s,

required a high pressure, 20–35 MPa, for good activity. It is

not used commercially for lower olefins any longer, but finds

some applications with higher olefins.

Catalyst II. Cobalt, phospine ligand: The second-generation

phosphine-modified cobalt catalyst, developed in the 1960s,

significantly reduced the required operating pressure,

improved the n:i ratio to between 6:1 to 9:1, and gives

mostly terminal hydroformylation, even when fed internal

olefins (by promoting double bond migration). This process

is used mostly for production of detergent range alcohols,

where the greater propensity of cobalt to hydrogenate the

oxo aldehyde is not a disadvantage. Trialkyl phosphines are

preferred and derivatives of the phobanes depicted in

Fig. 10.27 are used commercially by Shell.

Catalyst III. HRh(CO)4: A rhodium carbonyl hydride cata-

lyst without a phosphine or phosphite is currently used for

hydroformylation of C6 to C14 linear and branched olefins.

Without expensive ligands to recover, a unique adsorption/

ion exchange method is used for efficient catalyst recovery.

Isononanol and isodecanol are important products.

Catalyst IV. Rhodium, triphenyl phosphine ligand: The

phosphine-modified rhodium catalyst was developed in

the 1970s and has been successfully employed since,

largely for propylene and butene hydroformylation. This

system dramatically reduced required operating pressures,

while giving several orders of magnitude rate improvement

and higher n:i ratios. Several variations are practiced; (1)

vapor stripped reactor for product removal and catalyst

separation (product taken as vapor directly from reactor,

(2) liquid take-off with flash separation of aldehyde and

catalyst.

Catalyst V. Rhodium, water soluble phosphine: The phos-

phine-modified rhodium catalyst was made water-soluble

by adding sulfonate groups to the phenyl rings. In this way

a simple separation of catalyst for recycle is facilitated by

decantation of the catalyst-bearing aqueous phase from the

product-laden organic phase. This low pressure process is

used commercially for hydroformylation of propylene to

high-normal butyraldehyde n;i ratio of about 10:1 to 20:1.

Table 10.31 Hydroformylation systems

Descriptor Unmodified cobalt Cobalt ligand Rh, no ligand Rh, classic

low P

Water soluble High normal Higher Iso

Catalyst metal CO CO Rh Rh Rh Rh Rh

Ligand No ligand Triphenyl

phosphine

No ligand Triphenyl

phosphine

Triphenylphosphine

sodium sulfonate

Bisphosphite Halophosphite

Catalyst structure

(Fig. 10.27)

I II III IV V VI VII

Feedstock Branched med-long

chain,a-olefin
C7-C14

internal/a-
olefin

C6-C14

internal/a-
olefin

C3-C5 a-
olefin

Propylene C3-C4 + a/
internal olefin

C2-C10

a-olefin

Conditions

Temperature, �C 110–180 150–190 95–180 85–90 110–130 85–115 80–120

Pressure, Mpa 20–35 4–8 20–30 1.5–2.0 4–6 1.5–2.0 1.5–2.0

Results

Aldehyde

selectivity

Medium Low High High High Very high High

Normal/iso ratio 3:1 to 4:1 6:1 to 7.5:1 1:1 to 1.3:1 10:1 to 12:1 19:1 to 20:1 22:1 to 32:1 1:1 to 3:1

Heavy ends Some, 4–6% Little Little Little Little, 0.2–0.8% Little Little

Metal cost Low Low High High High High High

Ligand cost None Low None Low High High Medium

Practitioner/

licenser

No active licensers,

but still used

Shell Johnson

Matthey/

Davy

Dow/Davy Ruhrchemie/Rhône-

Poulenc

Dow/Davy Eastman

Chemical Co.

354 S.D. Barnicki



Catalyst VI. Rhodium, bisphosphite ligand: The family of

bisphosphite ligands dramatically increases the n:i ratio to

about 30:1, the highest level yet achievable. Both propylene

and butene feedstocks are usable.

Catalyst VII. Rhodium, tridentate halophosphite ligands:
Unlike the other six catalyst systems, tridentate halo-

phosphite ligands produce the lowest commercialized n/i

ratio, typically less than 3:1. Ethylene and propylene are

common feedstocks. With these halophosphite ligand, the

n:i butyraldehyde ratio dependson the ligand to rhodium

molar ratios, the reaction temperature, and the carbon mon-

oxide partial pressure [210].

More detailed descriptions of typical oxo processes for

short and long chain olefins are given below.

Lower C2-C5 Olefins

In a typical commercial process for catalyst types V, VI, and

VII, a mixture of 1:1 syngas and lower olefins (can be a

mixture) are fed to a stirred tank or bubble column reactor

along with fresh and recycle homogeneous catalyst solution,

where hydroformylation takes place. Temperature and

pressure conditions depend on the metal-ligand catalyst cho-

sen, as well as the chain length of the olefin. Heat is removed

by the reactor jacket, an external cooling loop, or alternatively,

boiling of the product aldehyde. If a vapor-stripped reactor

system is used, the vaporous effluent and unreacted gases from

the reactor are cooled, allowed to condense, and separated into

gas and liquid streams. If conversion of olefin is low, the off-

gases are compressed and recycled, with some amount purged

to prevent buildup of inerts (i.e., alkanes in the olefin feed). If

the aldehyde is the final end product, the crude aldehyde is

distilled to remove water and high boilers (usually alcohols

and esters), and possibly further fractionated to separate iso

and normal isomers. The phosphine or phosphite ligands tend

to degrade at a low, but finite rate, so it is necessary to purge

some amount of the catalyst solution. Subsequent recovery of

Rh, typically involves distillation, evaporation, decantation, or

extraction. Decantation is used, for example, with the water

soluble ligand system described in Table 10.31.

Higher Oxo: Detergent Alcohols [211]

In one commercial process, linear and branched C6-C14

olefins derived from light olefin oligomerization or paraffin

MOC

H

OC
CO

CO

Y3 Y4

X4X3

O O Y5

Y6

X6

X5

O

OY1

Y2

X2

X1

O

O

P P

II. phobanes

Rh

H

CO

PPh3
Ph3P

Ph3P

IV. HRh(PPh3)3(CO)

P SO3Na

SO3Na

NaO3S

O O
P

F

P
R

P
R

[4.2.1][3.3.1]I. M=Co
III. M=Rh

VII. Rh-Halophosphite
      "Ethanox"ligand

V. trisodium tris(m-sulfonatophenyl)phosphine
    (TPPTS)

VI. Rh-triphenyl phosphine
      sodium sulfonate

Fig. 10.27 Hydroformylation

catalyst structures
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dehydrogenation, are reacted in the liquid phase with 1:1

syngas at 95–180�C, about 25 MPa, using a homogenous

rhodium carbonyl catalyst (without additional ligands)

to form isomeric oxo aldehydes. Depending on the reac-

tivity of the olefin feedstock (branched < internal olefin <

a-olefin), conversion can reach 95%, but is typically limited

to 80% for a first pass. The less reactive olefins are removed

and sent to a second pass with more severe conditions and

higher catalyst loading, with 75% second pass conversion

(95% overall conversion for two pass). Mild conditions

favor linear, terminal olefin synthesis, while more forcing

conditions tend to lead to isomerization of double bonds,

yielding higher levels of internal olefins and thus branched

aldehydes products.

The pressure of the reactor effluent is let down to remove

dissolved CO and hydrogen. This off-gas is recycled, with a

purge to prevent build-up of inerts. Since there is no expen-

sive ligand to recover, Rh ions are adsorbed from the

degassed olefin/aldehyde liquid product by passing through

a series of ion exchange resin beds. The ion exchange bed is

periodically incinerated, converting the Rh metal to Rh

oxide, which is readily recycled to the Rh salt catalyst

precursor. The crude catalyst-free aldehyde is typically

sent directly to hydrogenation for conversion into alcohols

before distillation. See the section, “Aldehydes and Ketones

to Alcohols,” for information on the hydrogenation of the

higher aldehydes to alcohols.

Chlorination [212, 213]

Chemistry

As the name implies, chlorination is a family of reactions in

which one or more chlorine atoms are incorporated into a

molecule. For large scale commercial synthesis the most

common chlorine sources are Cl2, HCl, and HOCl

(hypochlorous acid). Chlorinated molecules are extremely

important to many industries, including construction, auto-

motive, toys (vinyl chloride, PVC), silicon products (methyl

chloride), dry cleaning and solvent applications, and air

conditioning (HFC’s). Some rank among the largest volume

chemicals produced. Several basic types of chlorination

reactions are employed industrially:

1. Substitution is the abstraction and replacement of a

hydrogen atom by a chlorine atom (from Cl2 gas), with

HCl as the co-product. The reaction involves a free radi-

cal chain mechanism initiated by thermal dissociation of

Cl2, with a chloride radical as the chain carrier. Selectiv-

ity is generally poor, as all hydrogen atoms on a molecule

are more or less available for substitution in the order

tertiary > secondary > primary, saturate > unsaturated

> aromatic. Further information on relative reactivity of

various substrates is available in standard texts [214]. The

substitution reaction can be extremely fast and exother-

mic, with a heat of reaction on the order of �90 to

�135 kJ/gmole of Cl added. Less reactive substrates

require either high temperature or a Lewis acid catalyst.

Alkane and aromatic substrates are used:

1  m  2n+2
CnH2n+2+mCl2

ArH+Cl2 ArCl + HCl

CnH2n+2-mClm+m HCl

2. Addition involves the insertion of Cl2 across an unsatu-

rated (double or triple) bond in a hydrocarbon molecule.

Mild temperatures, 70–120�C, are required. The addition
is highly specific; chlorine atoms are symmetrically

distributed, and selectivities above 90% are common.

The substitution reaction is exothermic, with a heat of

reaction on the order of �180 to �230 kJ/gmole of Cl2
added. Lewic acids such as FeCl3, ZnCl2, and PCl3 are

common catalysts.

+ Cl2
R R'

R R'

Cl Cl

3. Oxychlorination is the reaction of HCl and oxygen with a
substrate to produce a chlorinated species and water.

Reaction temperature can range from 80 to over 200�C,
depending on substrate. The reaction is generally selec-

tive (>90%). The heat of reaction is very high, around

�250 to �300 kJ/gmole. Common catalysts are CuCl2
and ZnCl2.

+ 2 HCl
R R'

R R'

Cl Cl

+1/2 O2 +H2O

4. Hydrochlorination is the reaction of HCl with a substrate

to produce a mono-chlorinated species. If the substrate is

an alcohol, then the by-product is water:

+ + H2OR-OH HCl R-Cl

The reaction with an alcohol is generally very selective

(>90%), with the diether as the major by-product. The

heat of reaction, around �30 to �50 kJ/gmole, is rela-

tively low compared to other types of chlorinations. HCl

may also be added across a double bond:

+
R R'

R R'

Cl H
+

R R'

H Cl
HCl

5. Perchlorination (sometimes called chlorinolysis) is the

high temperature (400–700�C) exhaustive chlorination of
a multi-carbon substrate with concomitant breaking of at
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least one C–C bond to form smaller fully chlorinated

fragments. Both hydrocarbon and partially substituted

chlorohydrocarbons are potential feedstocks. At full con-

version and complete fragmentation to C1 pieces, the

reaction stoichiometry is:

CnH2nCl2 + (3n-1) Cl2 n CCl4 + 2nHCl n>1

At high temperature (>600�C), an additional equilibrium

exists between carbon tetrachloride and perchloroethylene.

+

Cl Cl

Cl Cl

2CCl4 2 Cl2 ΔHrxn = -189 kJ/gmole

Large excesses of Cl2 or high pressure are needed to drive to

mostly single carbon fragments. Perchlorination is an impor-

tant component of an integrated chlorination facility, taking

in low value chlorinated by-products from other processes,

to produce exhaustively chlorinated, lower carbon number

materials. Any aliphatic, aromatic, or oxygenated hydrocar-

bon may be reacted via perchlorination. Oxygenates pro-

duce phosgene as a by-product.

6. Chlorohydrination is the reaction of an olefin with Cl2
and water to form a vicinal hydroxy chloride moiety

(chlorohydrin), with HCl as a co-product.

+
R R'

R R'

Cl OH
+ ++

R R'

HO Cl

Cl2 H2O HCl

A large excess of water and low olefin concentration is

required to prevent by-product formation by addition and

substitution reactions. When R 6¼ R0, isomers differing in

the position of the hydroxyl and Cl may be formed.

Chlorohydrins are important intermediates in the synthe-

sis of epoxides, especially propylene oxide.

Hydrochlorination and oxychlorination reactions are often

more economical uses of HCl generated by substitution and

addition reactions than disposal of excess HCl as a gaseous or

dilute aqueous co-product. Examples of some industrially

important chlorination reactions are summarized in

Table 10.32. The types of reactions discussed above may also

be applied to other common halogens, with reactivity in the

order F > Cl > Br > I. Fluorine is so reactive and exother-

mic that fluorinations are not normally done directly, but by

indirect methods exemplified by halogen substitution [215].

Chloromethanes [216–218]

The chloromethanes (one-carbon molecules containing one

to four chlorines), are primarily used as intermediates for

other chemistries: methyl chloride for silicones production;

methylene chloride for solvents; chloroform for hydrochlo-

rofluorocarbon production; and carbon tetrachloride for

chlorofluorocarbons. The more substituted chloromethanes

are made predominately by successive substitutions of

methyl chloride or perchlorination of C1-C3 chlorinated

streams. The use of carbon disulfide as a feedstock for

methyl chloride synthesis is essentially obsolete, and ther-

mal substitution of methane is falling out of favor. The

flowsheet for a typical integrated chloromethanes process

is shown in Fig. 10.28. Methyl chloride is now largely

produced via gas phase hydrochlorination of methanol

with excess HCl at 280–350�C, 0.3–0.6 MPa, in a

multitubular steam-generating fixed bed reactor filled with

g-alumina catalyst (1).

+ +H2OCH3-OH CH3-ClHCl
γ-alumina ΔHrxn = -33 kJ/gmole

An older process using 70% aqueous zinc chloride/HCl at

130–150�C is not used much anymore. The reactor effluent

is cooled by direct contact quench with recycle ~30 wt%

aqueous HCl (2). Diluted ~20 wt% aqueous HCl exits as

underflow from the quench tower, and gaseous crude methyl

chloride is scrubbed further with caustic (3), and then

concentrated (96 wt%) H2SO4 to remove dimethyl ether

(which reacts to form methyl sulfate) and water (4). The

diluted H2SO4 (~80 wt%) is a by-product. Dry methyl chlo-

ride is compressed (5) to around 2 MPa, condensed, and

distilled overhead as a pure product, or used along with the

higher chlorinated by-products as feedstock for further sub-

stitution chlorination.

In order to produce a slate of chloromethanes, methyl

chloride and by-products from the hydrochlorination step are

further thermally substituted with gaseous chlorine at

350–400�C, 0.8–1.5 MPa, in an adiabatic reactor (6), usually

without catalyst. If the reaction mixture is allowed to reach

about 450�C or above, rapid pyrolysis may occur, with the

very undesirable formation of carbon soot. The reactor efflu-

ent is quenched (7), separated from co-product HCl by multi-

stage condensation (8), stripped of residual HCl (9), and

distilled to take mono-, di-, tri- and tetra-chloromethanes

overhead in successive columns (10), (11), (12), (13) respec-

tively. Depending on the desired product distribution, any

partially substituted product may be recycled to the substitu-

tion reactor for further chlorination.Overall yield onmethanol

is at least 95% and greater than 98% on chlorine.

The heavy chlorinated residue from the last column and

other chlorination by-products (e.g., 1,2-dichloropropane

from propylene oxide production, vinyl chloride residues)

may be fed to a perchlorination unit for production of

smaller chain fully substituted materials. A typical high

pressure tubular perchlorination unit operates adiabatically

at up to about 620�C, 10–20 MPa, with a Cl2/substrate
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ratio dependent on the desired perchloroethylene/carbon

tetrachloride product mix. The effluent, comprising carbon

tetrachloride, HCl, Cl2, perchloroethylene, and small

amounts of hexachlorobenzene (recyclable to extinction),

is quenched with cold carbon tetrachloride, flashed to

remove Cl2 and HCl, and distilled to produce carbon

tetrachloride and perchloroethylene as pure streams. The

reactor must be Ni clad to prevent corrosion. With the

decline in applications for carbon tetrachloride, the pro-

duction of most perchlorination units are slated heavily to

perchloroethylene by a ratio of roughly 3-1.

Chloroaromatics [219–221]

A wide variety of chlorinated aromatics, with and without

additional functional groups on the aromatic ring, may be

produced by substitution chlorination, with co-production of

HCl. These include mono- and di-chlorobenzenes, chloroto-

luene, benzyl chloride. The product mix ultimately obtained

is highly dependent on Cl2/aromatic molar ratio, tempera-

ture, catalyst composition, co-catalyst (if any), location of

other groups already on the benzene ring, and contacting

mode. High temperature and high Cl2/aromatic ratio favor

multiple chlorinations. Backmixed (CSTR) operation leads

to increased levels of multi-chlorinated products; batch or

reactive distillation approaches tend to increase

monochloride content. The heats of reaction for mono- and

dichlorobenzenes are summarized in Table 10.32. A typical

continuous process for mono and di-chlorination of benzene

operates at 20–80�C, with dissolved ferric chloride catalyst/

organic sulfide co-catalyst, and with very low water content

(25–35 ppm) to prevent catalyst deactivation. The resulting

effluent is neutralized with caustic, or in more modern plants

distilled directly to separate HCl and Cl2 from aromatics.

Unreacted benzene is recovered overhead first, with

monochlorobenzene taken overhead in a second column.

Dichlorobenzenes are close boiling and generally must be

separated by crystallization to obtain high purity single

isomers. Product distribution between mono- and dichloro-

benzenes is highly dependent on the ratio of benzene to

chlorine fed to the reactor.

1,2-Dichloroethane (Ethylene Dichloride)
and Vinyl Chloride Monomer (VCM) [222–225]

Ethylene dichloride (EDC), and its primary end product

vinyl chloride monomer (VCM), are produced at truly

immense scale, constituting about 8% of global output of

chemicals. EDC and VCM were once produced primarily by

chlorination of acetylene. Limited application for the by-

product HCl posed a major restriction to the growth of

EDC and VCM. However, major producers now use a com-

bination of direct chlorination and oxychlorination of ethyl-

ene to produce EDC and VCM without significant

coproduction of HCl. Figure 10.29 shows such an integrated

Table 10.32 Chlorination products

Product

Common industrial

methoda Feed substrate

Chlorine

source Co-product

Heat of reaction,

kJ/gmole

Methyl chloride H Methanol HCl Water �33.0
Methyl chloride S (less common) Methane Cl2 HCl �103.5
Methylene chloride S Methyl chloride Cl2 HCl �102.5
Chloroform S Methylene chloride Cl2 HCl �99.2
Carbon tetrachloride S or P Chloroform Cl2 HCl �94.8
Carbon tetrachloride P Chlorinated C1-C3 species Cl2 HCl Exothermic, depends

on feed substrate

Chlorobenzene S Benzene Cl2 HCl �131.5
o-, p-, m-Dichlorobenzene S Monochlorobenzene Cl2 HCl �124.4
1,2-Dichloroethane A Ethylene Cl2 None �180
1,2-Dichloroethane O Ethylene HCl/O2 H2O �240
Vinyl chloride monomer Cr 1,2-Dichloroethane Not applicable Cl2 +71

Allyl chloride S Propylene Cl2 HCl �113
1,3-Dichloropropan-2-ol C Allyl chloride HOCl None
2,3-Dichloropropan-1-ol

Propylene chlorohydrin C Propylene Cl2/H2O HCl

aS substitution; A addition; O oxychlorination; H hydrochlorination; P perchlorination; C chlorohydrination; Cr cracking
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plant for producing EDC and vinyl chloride from ethylene,

chlorine, and air. The chemical reactions are as follows:

The oxychlorination step (1), catalyzed by Cu(II)Cl2-

impregnated alumina at 200�C and 0.2–0.5 MPa pressure,

uses recycled HCl from the EDC pyrolysis step, with oxygen

and ethylene to produce EDC and water. This reaction is

even more exothermic (�290 kJ/gmole) than direct chlori-

nation. Both multi-tubular fixed bed and fluidized bed reac-

tor designs with steam generation are used commercially to

control the heat release. The fluid bed design, although

suffering from lower selectivity than a PFR due to back

mixing, can be run advantageously in the explosive region.

Conversion is typically 93–97% per pass, with a selectivity

on ethylene around 95%. Major by products are heavy tri-

chlorinated species, trichloroacetaldehyde, and oxygenated

lights such as CO, carbon dioxide, formic acid.

The addition chlorination of ethylene is done usually in

a liquid-phase reactor (3), catalyzed by the Lewis acid, iron(III)
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chloride at 40–100�C, 0.4–0.5 MPa. Ethylene absorption is the

rate limiting step. The heat of reaction (�180 kJ/gmole) can be

removed either by heat exchange in the reactor, or more eco-

nomically by running the reaction above 100�C and using the

generated heat to distill the EDC. High-purity ethylene, with

low propylene content, is preferred to avoid formation of

chlorinated C3 by-products. Ethylene conversion approaches

100%, with a selectivity of 98% on ethylene and 99% on

chlorine.

The effluents from reactors (1) and (3) are disengaged

from vapors and scrubbed with caustic for additional

removal of HCl (2),(4). The crude EDC is azeotropically

distilled to remove residual water (5), and subjected to

distillation to separate light (6) and heavy (7) chlorinated

by products. These chlorinated species may be used in

chlorinolysis or production of other halogenated species.

The cracking (pyrolysis) of EDC to VCM typically is

carried out at temperatures of 500–550�C without a catalyst

(8). Selectivity to VCM is greater than 98%. The hot gases

are quenched (9) and distilled to strip out HCl (10) and then

VCM (11). The unconverted EDC is returned to the EDC

purification train.

About 35% of the chlorine produced globally goes to the

manufacture of VCM. More than 95% of all VCM is used to

produce polyvinyl chloride (PVC), an important polymer for

the housing and automotive industries (See Chap. 15). The

rest of the VCM goes into the production of chlorinated

solvents and ethylenediamine.

Chloroethanes [226–228]

The commercial importance of the chlorinated ethane

derivatives, perchloroethylene, 1,1,1-trichloroethane, and tri-

chloroethylene, has declined significantly since the 1980s due

to t the declining use of chlorofluorocarbons. Major uses of all

three are as precursors for fluorocarbon production, dry

cleaning agents, and solvents. With declining use of carbon

tetrachloride, perchlorination (see Section 10.7.1) is becoming

a more significant route to perchloroethylene. 1,1,1-

trichloroethane is produced predominantly by a two-step pro-

cess starting with vinyl chloride monomer (VCM): (1)

hydrochlorination of VCM with HCl produce predominantly

1,1-dichloroethane; (2) thermal or photochemical (more
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selective) substitution chlorination of 1,1-dichloroethane to

1,1,1-trichloroethane. Perchloroethylene and trichloroethylene

are also made by the oxychlorination of 1,2-dichloroethane

(VCM intermediate, see above):

Propylene Oxide via Propylene
Chlorohydrin [229, 230]

Although differing from ethylene oxide by only one extra

carbon in the backbone, propylene oxide (PO) has not been

made successfully at commercial scale by the direct oxida-

tion of propylene. The presence of allylic hydrogens dramat-

ically and adversely affects the efficacy of silver-based

catalysts for the selective oxidation of propylene to PO

with oxygen [231]. Instead all world scale PO plants are

based either on indirect oxidation of propylene by either the

co-product hydroperoxide routes (50% of total, see the sec-

tion, “Hydroperoxide Co-product Processes for Propylene

Oxide”) or the chlorohydrin route described herein.

The chlorohydrin route entails two main steps: (1) syn-

thesis of propylene chlorohydrins (PCH) by the reaction of

propylene, chlorine, and water (chlorohydrination) and (2)

synthesis of PO via the reaction of PCH with an alkali or

alkaline earth hydroxide (dehydrochlorination).

In the first step chemical or polymer grade propylene,

gaseous chlorine reacts in equimolar amounts in the presence

of excess water at 45–90�C, 0.11–0.19 MPa in bubble column

or CSTR, to produce a solution of about 4 wt% PCH isomers,

roughly a mole of HCl per mole of PCH, and other chlorinated

by-products.Excesswater (around a50:1mole ratio ofwater to

propylene) is critical to suppress undesired substitution

and addition reactions, but 1,2-dichloropropane (DCP),

1,3-dichloropropan-2-ol or 2,3-dichloropropan-1-ol (DCH),

2,20-dichlorodiisopropyl ether (DICPE) aremajor by-products.

Yields are typically 88–96% PCH isomers, 3–10% DCP,

0.3–1.2%DCH, 0.2–0.8%DCIPE, and 1% of others including

allyl chloride. The PCH solution is disengaged from the vent

gases (subsequently scrubbed with caustic and thermally

oxidized), and conveyed to the dehydrochlorination reactor.

The PCH solution is reacted with slightly more than two

equivalents of base (either NaOH or Ca(OH)2) to neutralize

the HCl produced in the first step and to saponify PCH to

propylene oxide and salt. The reactions are rapid and exo-

thermic. The crude PO is distilled in a two column sequence,

with lights taken overhead in the first column and PO dis-

tilled overhead in the second column. DCP, DCIPE, and

epichlorohydrin are underflowed in the second column.

Almost all streams in the chlorhydrin process are extremely

corrosive, requiring expensive materials of construction

such as Teflon coatings, fiber reinforced plastics, graphite,

rubber, brick-linings, Inconel, Hastelloy, or Monel alloys.

This process produces roughly 2 kg of either NaCl or

CaCl2 per kg of PO. Economics dictate that the PO unit be

associated with a world-scale chloralkali, mercury, or

membrane chlorine processes for regeneration of the chlo-

rine and base. 1,2-Butylene oxide (and 1,2-butanediol upon

hydrolysis) is made from 1-butene at a substantially smaller

scale by a similar chlorohydration/dehydrochlorination

route.

+

Cl Cl

Cl Cl
+O2 +ClH2C CH2Cl Cl2 2 H2O ΔHrxn = -366 kJ/gmole

+

Cl Cl

Cl H
+ClH2C CH2Cl 1/2Cl2 3/4 O2 + 3/2H2O ΔHrxn = -243 kJ/gmole

+ Cl2 + H2O

Cl

OH

OH

Cl +
excess H2O

and HCl

+ +
Cl

OH or

OH

Cl

O
NaCl

(or 1/2 CaCl2)(or 1/2 Ca(OH)2)

NaOH
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Epichlorohydrin [232, 233]

Epichlorhydrin, an important intermediate for coatings and

urethane applications, is produced in 90% yield via dehy-

drochlorination of 1,3-dichloropropan-2-ol or 2,3-

dichloropropan-1-ol (DCH).

The DCH may be a by-product of propylene oxide

production (see above), or formed on purpose in a two-step

process from propylene. In 1936, it was discovered that

when propylene is reacted with chlorine at high temperature

(500–510�C in practice), free radical substitution of an allyl

hydrogen predominates over double bond addition, giving

allyl chloride in 80–85% yield.

Excess propylene (4:1 M ratio) is required to ensure

essentially complete conversion of chlorine, and for good

selectivity. In the second step, allyl chloride is reacted with

aqueous hypochlorous acid at 50–60�C to yield a mixture of

DCH isomers.

Condensation

In its broadest sense, a condensation reaction involves the

combination of two molecules or functional groups of the

same molecule to form a new species, typically with the

elimination of a small molecule such as water or an alcohol.

In the present context, condensation reactions are limited to

the coupling of two molecules via the formation of a new

carbon–carbon bond, with elimination of water. The dis-

cussion to follow covers aldol condensations and the acid-

catalyzed condensation of phenols and ketones, as

exemplified by the synthesis of bisphenol A (BPA).

Aldol Condensation [234–236]

Chemistry
The aldol reaction is one of the most important industrial

means of forming carbon–carbon bonds to directly synthe-

size complex functionalized molecules. A large number of

commercially significant molecules are produced via aldol

chemistry as shown in Table 10.33. Many of these

compounds are intermediates for further transformations

such as hydrogenation or oxidation.

In the aldol addition reaction, an enolizable ketone or

aldehyde, i.e., one that has at least one acidic proton alpha

to the carbonyl, reacts with another aldehyde or ketone to

form a b-hydroxycarbonyl compound. The enolizable car-

bonyl acts as a nucleophile and other carbonyl as an

accepting electrophile. The reaction is called a crossed

aldol addition when the nucleophile and electrophile are

different and a self aldol dimerization when they are the

same.

Aldol reactions are catalyzed most commonly by bases

such as alkali earth and alkaline earth hydroxides (e.g.,

NaOH or Ca(OH)2), and amines (e.g., triethylamine,

dimethylamine). Acid catalysis also occurs (and is often a

source of by-product formation in acid catalyzed reaction

where ketones or aldehydes are present), although is less

effective for on-purpose production. The aldol addition reac-

tion may proceed via two fundamentally different

mechanisms, depending on whether an acid or base catalyst

is used.

With an acid catalyst, the initial step in the reaction

mechanism involves acid-catalyzed tautomerization of the

carbonyl compound to the enol. The acid also serves to

+ +or

Cl

OHCl

OH

ClCl O
Cl

NaOH NaCl

(or 1/2 Ca(OH)2) (or 1/2 CaCl2)

+ Cl +Cl2 HCl ΔHrxn = -113 kJ/gmole

Cl +

Cl

OHCl

OH

ClClHOCl and
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activate the carbonyl group of another molecule by proton-

ation, rendering it highly electrophilic. The enol is nucleo-

philic at the a-carbon, allowing it to attack the protonated

carbonyl compound, leading to the aldol after deprotonation.

The secondary or tertiary hydroxyl thus formed is highly

favored to dehydrate to give the a,b-unsaturated carbonyl

compound under acidic conditions. The combination of the

aldol addition and dehydration steps is sometimes called an

aldol condensation reaction.

Base-catalyzed aldol reactions begin as acid–base

reactions and are thus extremely fast. An a-proton next to

a carbonyl group is weakly acidic (pKa of 12–14). In the

presence of a strong base, the a-carbon is deprotonated to a

small extent to form an enolate ion. The coupling reaction

occurs via nucleophilic attack by the resonance-stabilized

enolate on the electrophilic carbonyl group of another mole-

cule, which form a b-hydroxy carbonyl derivative (the aldol

product) upon regeneration of the base catalyst. The aldol

product may then undergo based-catalyzed dehydration to

give the a,b-unsaturated carbonyl compound.

Ketones generally have a slightly lower pKa than

aldehydes. Thus in a mixed ketone-aldehyde system, the

Table 10.33 Aldol reaction products

Enolate-forming carbonyl Acceptor carbonyl Chemistry Product

n-Butyraldehyde n-Butyraldehyde SA, D, DH 2-Ethylhexaldehyde

n-Butyraldehyde n-Butyraldehyde SA, D, DH, CH 2-Ethylhexanol

Acetone Acetone SA Diacetone alcohol

Acetone Acetone SA, D Mesityl oxide

Acetone Acetone SA, D, DH 4-Methyl-2-pentanone

Acetaldehyde Formaldehyde CA, CH or CA, CZ Pentaerythritol

Propionaldehyde Formaldehyde M Methacrolein

Propionaldehyde Formaldehyde CA, CH or CA, CZ Trimethylolethane (TME)

n-Butyraldehyde Formaldehyde CA, CH or CA, CZ Trimethylolpropane (TMP)

i-Butyraldehyde Formaldehyde CA,CH or CA, CZ Neopentyl glycol (NPG)

Acetaldehyde Acetaldehyde SA, D Crotonaldehyde

Acetaldehyde Acetaldehyde SA, D, DH n-Butyraldehyde

Acetaldehyde Acetaldehyde SA, D, DH, CH n-Butanol

Acetaldehyde Acetaldehyde SA, CH 1,3-Butanediol

Acetaldehyde Acetaldehyde T Ethyl acetate

i-Butyraldehyde i-Butyraldehyde T 2,2,4-Trimethyl-1,3-pentanediol (TMPD), isobutylisobutyrate,

mono-/di-isobutyrate esters of TMPD

n-Valeraldehyde n-Valeraldehyde SA,D,DH,CH 2-Propylheptanol

SA self-aldol condensation; CA crossed-aldol condensation; D dehydration; DH double bond hydrogenation; CH carbonyl hydrogenation; CZ
Canizzaro reaction; T Tishchenko reaction; M Mannich base condensation
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ketone is favored to form the enolate and the aldehyde to act

as the acceptor. Both steps are equilibrium limited, but the

extent of the formation of addition and aldol dehydration

products dictated by the structure of the reactants. For the

following nucleophile-electrophile pairs the order of greatest

shift to aldol products is:

Aldehyde-Aldehyde > Ketone-Aldehyde

> Ketone-Ketone

Reactivity also diminishes with steric hindrance and with

reduced solubility in the catalyst-containing phase (if the

reaction is performed with a separate caustic-rich phase). A

selection of industrially significant aldol-based processes is

described in more detail below.

MIBK, Diacetone Alcohol (DAA), and Mesityl Oxide
(MO) [237–239]
MIBK (4-methyl-2-pentanone), related intermediates, and

its derivatives are the third largest end use for acetone behind

methyl methacrylate and BPA. The synthesis of MIBK is a

classic example of an aldol-based reaction pathway compris-

ing self-aldol addition, dehydration, and hydrogenation:

This chemistry is practiced in both three-step and one-

step process implementations. In the three-step process, ace-

tone, dilute caustic is fed to a CSTR controlled at 10–20�C to

enhance the equilibrium amount of DAA, but acetone con-

version is typically only 8–10%. The reactor effluent is

neutralized with phosphoric acid and stripped of unreacted

acetone. Additional phosphoric acid is added to acidify the

mixture to catalyze dehydration of DAA during distillation.

Back-reacted acetone and the Mesityl oxide/water heteroge-

neous azeotrope are taken overhead and by-product salty

water is underflowed. The organic layer from the overhead

decanter is dehydrated and stripped of residual acetone in the

next column. The dry underflow mesityl oxide (98–99 wt%)

is hydrogenated over a Pd or Group VIII metal (e.g., Ni, Cu,

Cr) in either a liquid phase reactor or in a low pressure

hydrogenation/distillation column. One advantage of this

process is that it allows for isolation of intermediates DAA

and mesityl oxide.

The one-step process is much less capital intensive and

generally allows for 30–50% per pass conversion of acetone.

Acetone and hydrogen are fed to a packed bed reactor, slurry

reactor, or catalytic distillation, typically at 130–140�C,

3–6 MPa, with an appropriate dual function catalyst combi-

nation to perform the aldol addition, dehydration, and

hydrogenation reactions simultaneously. Many catalyst

combinations have been reported in the open literature,

including cation exchange resin impregnated with Pd, phys-

ically mixed exchange resin and supported Pd, zirconium

phosphate-Pd, and niobium-Pd catalysts. Acetone, MIBK,

and many of the reaction intermediates are present and

active for further aldol and hydrogenation reactions,

resulting in a very large reaction network. Typical yields of

MIBK are 90–96% on acetone.

Neopentyl Polyhydric Alcohols [240, 241]
An important family of polyhydric alcohols with a neopentyl

structure are pentaerythritol, trimethylolethane (TME),

trimethylolpropane (TMP), and neopentyl glycol (NPG).

These compounds are formed by the successive aldol addition

reactions of formaldehyde with C2 to C4 aldehydes followed

by reduction of the resulting hydroxy-aldehyde intermediate,

as shown in Table 10.34. The aldol addition reactions are

rapid, cannot be readily stopped at a lower number of formal-

dehyde additions, and do not lead to dehydration.

The typical process for pentaerythritol has not changed

significantly for several decades. Aqueous formaldehyde,

acetaldehyde, and aqueous Ca(OH)2 or NaOH are fed to a

CSTR maintained at 15–45�C. Three successive aldol

additions of formaldehyde to acetaldehyde is followed by a

Cannizzaro reaction (reduction of trimethylol acetlaldehyde

by formaldehyde with formation of formic acid as a co-

product) to form pentaerythritol. Overall the aldol-

Cannizzarro sequence releases about 92 kJ/gmole of heat,

necessitating effective reactor cooling. Although stoichiom-

etry dictates the use of 4 moles of formaldehyde per mole of

aldehyde, up to 16 moles per mole is added to limit forma-

tion of other acetaldehyde aldol and dipentaerythritol by-

products.

Following neutralization of excess base with formic acid,

unreacted formaldehyde is recovered by pressure distilla-

tion. The product polyol is recovered by stepwise vacuum

concentration and fractional crystallization. If caustic is used

as the base, an additional recrystallization from water is

required to produce pentaerythritol free of sodium formate.

On the other hand, calcium formate has very low solubility

O O

OH

O

+
+H2

O O
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-OH
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in water and can be precipitated prior to pentaerythritol

concentration/crystallization. No effective methods for

direct hydrogenation of trimethylol acetaldehyde to pentaer-

ythritol have been commercialized. Yields are typically

about 90% on acetaldehyde. Finding industrial uses for the

formate salts limits the application of this chemistry.

TME and TMP are produced commercially by very simi-

lar aldol-Cannazzaro processes, with the exception that the

polyol often is extracted from the reaction mixture with a

solvent, such as acetate esters, alcohols, or cyclohexanol,

then purified by distillation. Yields are similar to

pentaerythritol, reaching about 90%.

A significant portion of the neopentyl glycol produced

commercially is synthesized by aldol addition with either

sodiumhydroxide or calcium hydroxide catalyst. The interme-

diate, hydroxypivaldehyde, can be finished via a Cannizzaro

reaction, or more commonly by direct catalytic hydrogenation

with Cu, Cu/Cr,Co, or Ni catalysts at 80–200�C, greater than
3.5 MPa pressure. Because the self-aldol of isobutyraldehyde

requires a base stronger than hydroxide ion to occur to a

significant extent (see section “Tischenko Reactions: Ethyl

Acetate and 2,2,4-Trimethyl-1,3-Propanediol Derivatives”

below), a relatively small excess of formaldehyde is sufficient

for high conversion and a selectivity greater than 90%.Major -

by-products are 2,2,4-trimethyl-1,3-propanediol, neopentyl

glycol isobutyrate, formic acid, formate salts, and

NPG-hydroxypivalic acid esters. Purification involves extrac-

tion of the hydroxypivaldehyde intermediate with a solvent,

followed by a series of distillations.

State-of-the-art NPG plants now use a tertiary amine

catalyst in place of hydroxide catalysts. Complete conver-

sion of formaldehyde occurs with a slight excess of isobutyr-

aldehyde. The excess aldehyde is distilled with the amine

and the two are recycled together. The reaction is quite

selective and the most of acidic by-products produced by

formaldehyde reduction are absent. The synthesis is finished

with a similar catalytic hydrogenation. In both processes,

hydroxypivaldehyde may be isolated and oxidized to the

product hydroxypivalic acid.

2-Ethylhexanal [242, 243]
2-ethylhexanal is an extremely important intermediate for

solvent and plasticizer applications. It is manufactured from

n-butyraldehyde (see section “Hydroformylation”) by aldol

condensation in an alkaline medium or with a basic ion

exchange resin at 80–130�C, 0.3–1.0 MPa. This is followed

by catalytic hydrogenation of the double bond of the a,b-
unsaturated aldehyde under mild conditions, 50–100�C,
0.2–2 MPa, to give 2-ethylhexanal. Supported Pd is a typical

catalyst.

Table 10.34 Neopentyl polyols

Name Aldehyde feedstock Feedstock structure No. of a-hydrogens Product structure

Pentaerythritol Acetaldehyde OH

H

H

3
OH

OH

HO

OH

Trimethylolethane (TME) Propionaldehyde
O

H

H 2

OH

OH

OH

Trimethylolpropane (TMP) n-Butyraldehyde
O

H

H 2

OH

OH

OH

Neopentyl glycol (NPG) i-Butyraldehyde
O

H

1 OH

OH

H

O

+H2
2 H

O

H

O

- H2O

supported Pdbase

ΔHrxn = -50 kJ/gmole ΔHrxn = -104 kJ/gmole
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Conversion of n-butyraldehyde is high. The yield to 2-

ethyhexanal are well above 90%, with major by-products of

2-ethylhexanol, and higher aldolized species. Under more

severe conditions the a,b-unsaturated aldehyde intermediate

can be converted directly to 2-ethylhexanol (see the section,

“Hydrogenation”). Purification of 2-ethylhexanal occurs by

distillation.

Tishchenko Reactions: Ethyl Acetate
and 2,2,4-Trimethyl-1,3-Pentanediol
Derivatives [244–246]
A closely related cousin of the aldol addition is the

Tishchenko reaction occurring with aldehydes. In the pres-

ence of a base such as an aluminum alkoxide, one aldehyde

molecule is reduced and the other is oxidized, with the direct

formation of an ester. The largest industrial use of this

reaction is in the formation of ethyl acetate from

acetaldehyde:

O

2
O

O

H Aluminum
ethoxide

ΔHrxn = -137 kJ/gmole

With a stronger alkali metal alkoxide base (e.g., sodium

alkoxide), aldol addition is a competitive parallel reaction. An

important application of the tandem Aldol-Tishchenko path-

way is in the synthesis of 3-hydroxy-2,2,4-trimethylpentyl

isobutyrate from isobutyraldehyde in the liquid phase using

an alkali metal alkoxide salt as the catalyst.

A parallel Tishchenko reaction pathway produces isobutyl

isobutyrate while equilibrium-limited transesterifications

lead to 2,2,4-trimethyl-1,3-pentanediol and 2,2,4-trimethyl-

1,3-pentanediol isobutyrate co-products. The products are

separated by distillation.

Mannich Base Condensation:
Methacrolein [247, 248]
The industrial use of a Mannich base (carboxylic or inor-

ganic acid salt of a secondary amine) for aldol-type

condensations is illustrated by the synthesis of methacrolein,

the initial step in an alternate synthesis of methylacrylic

acid. Propionaldehyde is condensed with aqueous formalde-

hyde in the liquid-phase in the presence of the Mannich base

to form methacrolein and water:

The best-performing base has been found to be a 40%

aqueous solution of the dimethylamine-acetic acid salt. The

synthesis methacrolein is remarkably selective (greater than

95%) and conversion of both formaldehyde and aldehyde are

very high. Methacrolein is recovered by distillation from the

reactor effluent as the methacrolein/water heterogeneous

azeotrope, and further purified by distillation. The

dimethylamine-acetic acid base is recycled to the reactor.

The methacrolein thus produced can be oxidized in the same

fashion as described in the section, “Acrolein/Acrylic Acid

and Methacrolein/Methacrylic Acid.”

Condensation of Formaldehyde with Acetylene:
1,4-Butanediol [249, 250]

One of the major remaining applications of acetylene as a

feedstock is in the synthesis of 2-butyne-1,4-diol, a precur-

sor of 1,4-butanediol. This route still commands about 40%

of the capacity for 1,4-butanediol. Acetylene is first reacted

with 30–55 wt% formaldehyde in a series of three to five

trickle bed columns at 80–110�C, 0.2–2.0 MPa over a silica

supported Cu acetylide/Bi-promoted catalyst to produce

O

6

OH

O

O OH

OH

OO

O

O

H
2

3-hydroxy-2,2,4-trimethylpentyl
isobutyrate

alkoxide
base

2,2,4-trimethyl-1,3-pentanediol 2,2,4-trimethyl-1,3-pentanediol diisobutyrate

ΔHrxn = -117 kJ/gmole
ΔHrxn = -34 kJ/gmole

O

H

O

H H
+

O

Haqueous
Dimethylamine-
Aceticacidsalt

H2O ΔHrxn = -77 kJ/gmole

366 S.D. Barnicki



2-butyne-1,4-diol. Selectivity is about 90% on acetylene and

greater than 90% on formaldehyde.

The CuO is converted to an acetylide under acetylene

partial pressure. The reaction is first order in formaldehyde

and zero order in acetylene. Back-mixed reactors helps to

keep the unconverted formaldehyde level low in order to

prevent catalyst inhibition and formation of formals. Conver-

sion of formaldehyde is typically 97–99%. Dilute alkali is

added to keep the pH in the 5–8 range. The Bi2O3 inhibits the

formation of water-insoluble Cu-acetylene oligomers. The

oligomers are quite shock sensitive, especially when dry.

Deposition of these complexes in the reactor head spaces

may lead to the formation of potentially explosive conditions

and are to be avoided. Major by-products are propagyl alco-

hol, and sodium formate, alongwith unreacted formaldehyde.

The butyne-diol is purified by vacuum distillation of the

reactor effluent. Propagyl alcohol is removed as an azeotrope.

In the second step, the butyne is hydrogenated to 1,4-

butanediol in the liquid phase at 70–170�C, 14–30 MPa, if

Raney Ni is used, or 180–200�C, 20 MPa with Ni/Cu/Cr

catalysts.

Both one- and two-stage fixed bed hydrogenation

processes are used. Major by-products are methanol,

n-propanol, n-butanol, hydroxyl-buyraldehyde, 2-methyl-

1,4-butanediol, and formals Selectivity to butanediol is

about 95%. The product is purified by distillation.

Bis-Hydroxyaryl Alkanes: Bisphenol A [251–253]

The bis-hydroxyaryl alkane structure, comprising two phe-

nol molecules linked by a hydrocarbon chain, is synthesized

by the acid-catalyzed liquid phase condensation of phenol

with an aldehyde or ketone. Cyclohexanone, formaldehyde,

and acetone adducts are produced commercially by similar

processes. The acetone adduct, known as BPA, is by far the

most important. BPA is produced from acetone and phenol

in a fixed liquid-circulating bed or CSTR at 50–90�C,
0.11–0.40 MPa:

A high molar ratio of phenol to acetone, up to 15:1, helps

suppress aldol reactions of acetone and multiple acetone/

phenol condensations. The new carbon–carbon bonds occur

almost exclusively in the 4-position of the phenol molecules.

Acetone conversion is essentially complete, with yields

greater than 90%. Sulfonated acid ion exchange resins are

favored in newer installations over mineral acids, such as

HCl or H2SO4, due to lower corrosion and ease of separation

from the crude BPA.

Many flowsheet variations are practiced, but in one

licensed process the reactor effluent is distilled to remove

water and any unreacted acetone overhead. The bottoms of

this column is distilled further to remove phenol for recycle

and to produce a concentrated BPA bottoms stream. Solvent

is added (alkane or aromatic) and the 1-1 phenol:BPA

adduct is crystallized from the concentrate. Distilled to

recover solvent, the remaining mother liquor is recycled to

the reactor. A purge of the recycle, along with phenol-laden

process water, is treated for removal of heavies and recovery

of phenol. The adduct is melted and separated by distillation.

Phenol is taken overhead, and the molten BPA underflow is

prilled in a final processing step.

Hydration/Hydrolysis/Dehydration/Alcoholysis

Hydration of Olefins: Ethanol, Isopropanol,
sec-Butanol, tert-Butanol [254–258]

Strong acid catalyzed hydration of olefins is an important

industrial method for the production of alcohols. Ethanol,

isopropanol, sec-butanol, and tert-butanol are produced in

this fashion from ethylene, propylene, 1-butene, and isobutyl-

ene respectively. Both indirect and direct methods continue to

be used. For unsymmetical olefins (anything greater than C2),

the addition of water follows Markovnikov’s rule. Initial pro-

tonation of the olefin occurs so as to give the more stable, most

substituted carbocation [259].

+2HC CH
O

H H
C C

OHHO

Cu(II)/Bi(III)
oxides on Silica

ΔHrxn = -100 kJ/gmole

C C
OHHO

OH
HO

Ni, Ni/Cu/Mn
or Ni/Cu/Ct

ΔHrxn = -251 kJ/gmole

+
O OH

+2
OHHO

H2O ΔHrxn = -76 kJ/gmole
strong
acid
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In the indirect method the olefin is absorbed into

concentrated (about 60 wt%) sulfuric acid resulting in pro-

tonation of the olefin and formation of a carbocation. The

HSO4
� ion then adds to the carbocation to form mono- and

di-alkyl sulfate intermediates. The alkyl sulfates are

hydrolyzed to the corresponding alcohol by sparging with

steam, which also serves to azeotropically distill the alcohol

overhead and reconcentrate the sulfuric acid solution for

recycle. Reactor conditions of 75–80�C, 0.6–3.0 MPa are

typical, with selectivities of greater than 90%. The

concentrated sulfuric acid solutions employed in the indirect

process require the use of expensive corrosion-resistant

materials of construction.

In direct processes, the carbocation intermediate is

formed by a heterogeneous strong acid catalyst, such as a

sulfonated polystyrene ion exchange resin, tungsten oxide,

or supported phosphoric acid catalyst. Water then adds to

form the corresponding alcohol in one step. Direct hydroly-

sis is an equilibrium-limited reaction, favored by low tem-

perature, high pressure, and high water to olefin molar ratios.

Both high (260–300�C, 7–20 MPa) and low (130–160�C,
8–10 MPa) temperature fixed bed processes are employed,

with 20–75% conversion of the olefin per pass and

selectivities of greater than 94%. Due to more mild

conditions and lower corrosivity, direct hydrolysis has

become the favored method.

In both direct and indirect methods, higher alcohols

resulting from olefin oligomerization/hydrolysis, as well as

the corresponding dialkyl ether of the product alcohol are

typical by-products. All of the C2-C4 alkanols form low-

boiling azeotropes with water. Thus, the recovery of an

anhydrous product cannot be accomplished in a simple

single-feed distillation step. Rather, dehydration of the alco-

hol is accomplished by a two or three column azeotropic

distillation/decantation sequence. If dilute in the reactor

effluent, the crude alcohol is first concentrated to close to

its azeotropic concentration with water. An entrainer is

added that forms an appropriate low-boiling heterogeneous

azeotrope with water. Water is removed overhead as the

heterogeneous water-entrainer azeotrope in a second distil-

lation. This overhead mixture is decanted, with the water

phase steam stripped to recover the entrainer and any alco-

hol, and the organic phase refluxed to the column. Anhy-

drous alcohol is recovered as the bottoms of the azeo

column.

A convenient entrainer for isopropanol is diisopro-

pylether made as a by-product in the hydration reaction.

No additional entrainer is required for sec-butanol, nor for

tert-butanol dehydration, as these form heterogeneous

azeotropes with water. Diethyl ether can be used for ethanol,

as well as other compounds such as n-hexane. A hybrid

distillation/adsorption process, utilizing small pore molecu-

lar sieves for final removal of water is becoming more

common, especially for dehydration of ethanol.

Hydrolysis of Epoxides and Carbonates:
Ethylene Glycol, Propylene Glycol,
and Higher Analogues [260, 261]

The ring opening of epoxide rings by addition of water is an

extremely important industrial reaction, resulting in the for-

mation of glycols and oligomeric ether glycols. Hydrolysis

of ethylene oxide is the major industrial route to the produc-

tion of ethylene glycol. In the typical industrial process,

ethylene oxide is reacted thermally at 200�C with a high

excess of water (20-1 mole ratio) to produce mono-, di-, and

tri-ethylene glycols at a molar selectivity of 90-9-1

respectively.

The hydrolyzed mixture is purified in a series of distilla-

tion columns with increasing vacuum level, to successively

remove excess water, monethylene glycol, diethylene gly-

col, triethylene glycol overhead, and higher glycol

oligomers as the bottoms of the final column. The purifica-

tion train is quite energy intensive.

A recently commercialized process involves the hydroly-

sis of ethylene carbonate, with very high selectivity (>98%)

to monoethylene glycol. In this process, ethylene oxide is

reacted with carbon dioxide to form ethylene carbonate.

Base-catalyzed hydrolysis of ethylene carbonate lead to

predominantly monoethylene glycol.

O O HO

O
OHHO

OH

O HO

O
O

OH
H2O

ΔHrxn =
-80 kJ/gmole MEG DEG TEG

O
+ O O

O

CO2 ΔHrxn = + 100 kJ/gmole

+ HO OHO O

O

+H2O
Base catalyst

CO2 ΔHrxn = -9
kJ/gmole
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Alcoholysis of Epoxides: Glymes and Ether
Alcohols [262–266]

Another important use of epoxides is the formation of glycol

ethers by alcoholysis:

WhenR´ is not hydrogen, such aswith propylene oxide, two

isomers may be formed. One isomer has a primary hydroxyl

group and secondary ether group, the other has the opposite.

The reaction may be catalyzed by both acids and bases,

exhibiting a catalyst-dependent product isomer mixture. The

epoxide ring may open at either the primary or secondary

C–O bond. With anionic (basic) catalysts, the epoxide ring

opens preferentially at the least sterically hindered position,

typically resulting in 95% or more secondary alcohol prod-

uct (i.e., 1-alkoxy-2-alkanol). Acid catalysis affords a mix-

ture of the 1-alkoxy-2-alkanol and 2-alkoxy-1-alkanol, with

the relative ratio affected by the particular acid catalyst

chosen and steric effects related to the size and structure of

the reactant alcohol.

Large quantities of glycol ethers derived from C1-C4, C6,

and C8 alcohols and ethylene oxide or propylene oxide are

produced worldwide, mostly for solvent applications. In

order to minimize the further reaction of the formed glycol

ether with additional epoxide, a large excess of alcohol is

used, at least 5:1 moles of alcohol per mole of epoxide.

Alcoholysis of an epoxide is exothermic, with an average

heat of reaction of about �80 to �100 kJ/gmole. Reaction

conditions depend on the alcohol and epoxide, but are typi-

cally 170–220�C, 1.0–1.5 MPa. Conversion of the epoxide is

essentially complete, with 80–90% molar selectivity to the

mono glycol ether. The product is distilled to recover

unreacted alcohol overhead for recycle, and the product

glycol ether is distilled under vacuum in a second column,

with higher glycol ethers as underflow. If markets dictate,

diglycol and higher ethers may be recovered by further

distillation of the bottoms.

The reaction of ethylene and propylene oxides with C10-

C14 detergent range alcohols affords ethoxylates and

propoxylates, which are commonly employed as nonionic

surfactants. The solubility of the product alkoxylate can be

varied according to the number and type of epoxide

molecules incorporated in to the molecule, as well as the

chain length of the fatty alcohol. Longer chain groups reduce

the solubility in water. Alcohols may be derived from natural

fatty acids or higher oxo alcohols (either via ethylene

oligomers or kerosene-based olefins).

Dehydration of Acetic Acid: Ketene [267–271]

Ketene, a highly reactive and useful intermediate, has been

produced commercially since the 1920s by the high temper-

ature, low pressure, equilibrium-limited, thermal decompo-

sition of acetic acid, with concomitant generation of water

(700–750�C, 0.005–0.02 MPa):

The equilibrium is shifted toward ketene production as

the temperature is increased. The reaction occurs without a

catalyst, but the higher temperatures needed to achieve rea-

sonable rates and high equilibrium conversion without a

catalyst lead to excessive decomposition to methane, CO,

and CO2. Commercial processes universally are catalyzed,

typically with a derivative of phosphoric acid. Phosphoric

acid itself, trialkyl phosphates, especially triethyl phosphate,

and many other similar compounds are reported in the liter-

ature. Heterogeneous catalysis has been extensively studied,

but has not been successfully commercialized [272].

In order to efficiently provide the large endothermic heat

of reaction, the synthesis is carried out in a plug flow tubular

reactor inside a fired furnace. Residence time is a matter of

seconds, with achievable conversion of acetic acid of

70–80% per pass at the exit of the tubes. The temperature

must be reduced quickly, with effective and rapid separation

of liquid water and acetic acid from ketene vapor to prevent

extensive back reaction of ketene with water. This

quenching is usually accomplished by a series of low

+

O

R'

R
O

R'

OH

HO
R'

O
R

ROH
acid or base

ΔHrxn = -80 to -100 kJ/gmole

+C
O

OH

O Δ

phosphoric acid
moiety/NH3

H2C
H2O ΔHrxn = +147 kJ/gmole
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residence time, low pressure drop condensers. Overall con-

version ends up at 40–70% per pass, depending on condenser

design. Ammonia is added, either to the feed or to the

furnace effluent to neutralize the phosphoric moieties and

help prevent catalysis of the back reaction.

The condensed liquids, with concentration of 30–45%

acetic acid in water, are processed, typically by extraction

and/or azeotropic distillation to recycle low-water acetic

acid to the furnace feed. The ketene thus produced is an

efficient acylating agent, and is employed in a variety of

downstream processes, such as direct production of esters

via reaction with alcohols, synthesis of diketene, and pre-

dominantly for the formation of acetic anhydride. In the

1950s and early 1960s the major route to acrylic acid

involved the pyrolysis of b-propriolactone, formed by the

reaction of formaldehyde with ketene. This route has been

completely supplanted by propylene oxidation.

Ketene may also be produced by thermal decomposition

of acetone above about 550–600�C (ketene + methane), or

from acetic anhydride above about 600–650�C (ketene +

acetic acid). The anhydride route is used to some extent to

make ketene derivatives in India.

For acetic anhydride production, crude ketene effluent

from the condensing train is scrubbed from the vapor phase

by acetic acid in an absorber at 45–55�C. Rapid reaction

with acetic acid produces acetic anhydride at essentially

complete conversion and greater than 95% selectivity.

Heat is removed by a cooled circulation loop at the

bottom of the absorber. The crude acetic anhydride, typically

80–90% purity, containing acetic acid and high boiling tars,

is distilled in a two column sequence. Acetic acid and lights

are recovered as the first distillate and largely recycled to the

furnace, while acetic anhydride is recovered overhead in the

second column, with tars removed as underflow.

Diketene is produced in a similar fashion by absorption of

ketene into crude diketene in an absorber. The [2+2] cyclo-

addition product of ketene with itself is the four-member

lactone, diketene:

Diketene is an extremely reactive and energetic molecule,

but can be purified by distillation at reduced pressure and

temperature. Diketene is used to produce a variety of spe-

cialty acetoacetates and arylides.

Esterification and Related Reactions [273–277]

Chemistry

Esterification is the reaction of a carboxylic acid with an

alcohol to produce the corresponding ester and water:

In general, esterifications follow an AAc2 reaction path-

way. A strong acid catalyst normally is necessary to achieve

industrially viable rates. Typical catalysts are sulfuric acid,

sulfonic acids, such as toluene sulfonic and methanesulfonic

acids, or sulfonated polystyrene ion exchange resins in the

hydrogen form. Although less expensive than sulfonic acids,

sulfuric acid tends to promote dehydration of the alcohols to

ethers and olefins more so than sulfonic acids. This is espe-

cially true for secondary and tertiary alcohols, which also

suffer from significantly lower rates of reaction and equilib-

rium amounts of ester than primary alcohols.

The equilibrium constant for esterification, Keq, can be

expressed in terms of liquid concentrations or mole fractions

and activity coefficients,

Keq ¼ ½Cester�½Cwater�
½Cacid�½Calcohol� ¼ KxKg ¼ ½xester�½xwater�

½xacid�½xCalcohol�
½gester�½gwater�
½gacid�½galcohol�

The equilibrium constant is usually on the order of mag-

nitude of unity and the heat of reaction is close to neutral, as

shown in Table 10.35 for a selection of esters. Thus, high

conversion would require large excesses of alcohol or acid

and corresponding large recycles of unreacted materials. To

overcome these limitations, a common commercial approach

O

O O
C

O

+
OH

O

H2C
ΔHrxn = -63 kJ/gmole

C

O

+ C

O

o

o

H2C H2C

ΔHrxn = -189 kJ/gmole
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is to use reactive distillation with the aid of azeotropes and

two-phase liquid-liquid formation to allow for high conver-

sion at or near stoichiometric feeds. Ester formation is an

excellent illustration of LeChatlier’s principle; an equilib-

rium reaction can be driven to completion by removal of one

or more products of the reaction. Several flowsheets are

possible, depending on the relative boiling points and

azeotropes formed by the acid-water-ester-alcohol system.

Low Boiling Esters

When the ester forms a heterogeneous binary low-boiling

azeotrope with water or a heterogeneous tertiary water-

ester-alcohol azeotrope, the continuous flow sheet illustrated

in Fig. 10.30 can be used. Large volume esters made by this

process include ethyl acetate, n-propyl acetate, isopropyl

acetate, and n-butyl acetate. In this process, the acid and

alcohol are continuously fed to the reboiler-reactor (1) of

the esterification column (2), along with a homogeneous

strong acid catalyst, such as sulfuric acid, methanesulfonic

acid, or toluene sulfonic acid. The low-boiling water-laden

azeotrope is taken as the distillate product, which decants

into two phases (3). The water layer is steam-stripped (4),

with organic distillates returned to the ester column and

underflow water discarded. If the water content of the ester-

water azeotrope is more than the amount of water created in

the esterification reaction, then some of this water may be

recycled to the ester column. A portion of the organic layer

from the esterification column decanter is refluxed to the

ester column, and the rest is distilled in a low boiler column

(5). The low boiler column distillate, containing alcohol,

water, and ester are returned to the reactor. The dry,

alcohol-free ester underflow from the low boiler column is

fed to a refining column (6) for final purification from heav-

ies. Heavies, sludge, and spent catalyst is removed as the

bottoms of the esterification column and discarded. Some-

times extra water is added near the top of the esterification

column to aid in azeotroping the ester overhead.

High Boiling Esters

With high boiling esters that cannot be conveniently taken

overhead, or those that boil too closely or form azeotropes

R2

O

OH

R2

O

R1-OH

OR1

H2O ΔHrxn = close to neutral
acid

catalyst

Table 10.35 Equilbrium constants and heat of reactions for acetate esters [277, 322, 323]

Carboxylic

acid Alcohol Keq

Standard heat of reaction,

DHr, kJ/gmolea [324]

Alcohol/acid molar ratio

required for 50% conversion

Alcohol/acid molar ratio

required for 90% conversion

Alcohol/acid molar

ratio required for

99% conversion

Formic

acid

Methanol 7.1 �16.0 0.57 2.0 14.8

Acetic acid Methanol 5.2 �8.0 0.60 2.5 19.8

Acetic acid Ethanol 4.0 �3.2 0.63 2.9 25.5

Acetic acid n-
Propanol

4.1 �4.9 0.62 2.9 24.9

Acetic acid n-Butanol 4.2 �4.1 0.61 2.8 24.3

Acetic acid 2-

Propanol

2.4 �3.3 0.71 4.3 41.8

Acetic acid 2-Butanol 2.1 �3.7 0.74 4.8 47.7

Acetic acid 3-

pentanol

2.0 �3.9 0.75 5.0 50.0

Acetic acid Tert-

butanol

0.005 +3.6 93 1,400 18,000

Formic

acid

Isobutanol 3.2 �1.5 0.66 3.4 31.6

Acetic acid Isobutanol 4.3 �2.7 0.62 2.8 23.8

Butyric

acid

Isobutanol 5.2 �14.2 0.60 2.5 19.9

Benzoic

acid

Isobutanol 7.0 +5.0 0.57 2.1 15.0

aIf DHr > 0, then endothermic, if DHr < 0, then exothermic
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with their raw material acids and alcohols to allow for easy

separation, the reaction still can be driven to completion by

using an azeotropic distillation-sidedraw scheme as shown

in Fig. 10.31. The acid and alcohol are continuously fed

to the reboiler-reactor (1) of the esterification column (2),

along with a homogeneous strong acid catalyst, such as

sulfuric acid, methanesulfonic acid, or toluene sulfonic

acid. Water is removed overhead by azeotroping out as

any convenient heterogenous acid-water-ester-alcohol

azeotrope or by adding an inert species such as cyclohex-

ane or toluene that forms a low-boiling heterogeneous

azeotrope with water. The azeotrope is decanted (3), with

the organic layer refluxed to the ester column. The water

layer is steam-stripped (4), with organic distillates

returned to the ester column and underflow water

discarded. The crude product ester is removed low down

in the ester column as a sidedraw product with further

purification by a sidedraw stripper (5). The ester is taken

overhead in the product column (6), with heavy residue as

underflow. Many glycol ether esters and higher boiling

esters such as butyl butyrate can be made with such a

flow sheet.

Catalyst

Reactor-Reboiler

Decanter

Alkanol

Heavy 
Ends

Product
Column

Low Boiler
Column

Low-Boiling 
Ester Product

Flash 
Column

4

65

Sludge

Water

3

Ester
Column

Carboxylic
Acid

1

2

Water

Fig. 10.30 Flowsheet for

production of low-boiling esters
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3
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Column

Carboxylic
Acid

1

2

Azeo
Agent

Fig. 10.31 Flowsheet for

production of high-boiling esters
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Methyl Acetate [278]

Methyl acetate cannot be produced in high purity using the

simple esterification schemes outlined above due to unfavor-

able vapor–liquid and liquid-liquid equilibrium behavior:

1. The methyl acetate-methanol–water system does not

form a ternary azeotrope.

2. The methyl acetate-methanol azeotrope is lower boiling

than the water-methyl acetate azeotrope.

3. There is a distillation boundary between the two

azeotropes.

4. The liquid-liquid region does not include either the

methyl acetate-water or the methyl acetate-methanol

azeotrope, nor does it cross the distillation boundary.

Consequently the water generated by esterification cannot

be removed effectively, nor can the methyl acetate

azeotropes be broken readily. The reactive distillation pro-

cess (see Fig. 10.32) overcomes both unfavorable reaction

and poor phase equilibriums to produce high purity methyl

acetate and water in one column from near stoichiometric

acetic acid-methanol feed ratios. Conceptually this column

can be thought of as four heat-integrated distillation columns

and a reactor stacked on top of each other. Reaction occurs

below the sulfuric acid feed in a series of countercurrent high

hold-up trays. This countercurrent separation, along with the

low feed point of methanol results in high local excesses of

at each end of the reactive section (3) in spite of the overall

stoichiometric feed. The acetic acid feed acts as an extrac-

tive distillation agent above the reaction zone (2) to break

the methyl acetate-methanol azeotrope. The upper rectifica-

tion section (1) knocks back any acetic acid from the methyl

acetate product, and the lowermost stripping section (4)

removes methanol from the water bottoms. High purity

methyl acetate is the distillate product, and clean water

underflows.

Plasticizer Esters

One of the primary uses of higher boiling and low volatility

esters is as plasticizers. A plasticizer increases the flexibility

and ductility of a brittle thermoplastic polymer by reducing

the glass transition of the polymer. PVC is the most com-

monly plasticized polymer. A large number of plasticizers

based on phthalic anhydride, TPA, adipic acid, TMA,

benzoic acid with 2-ethylhexanol, or C9 and C10 iso-alcohols

are made commercially, by anhydride reactions with

alcohols (e.g., di-2-ethylhexylphthalate) or high boiling

acid-alcohol reactions driven to completion by introduction

of excess alcohol and removal of water generated [279].

Esterifications with Anhydrides

For hindered, unreactive alcohols, those susceptible to dehy-

dration, and those producing very high boiling esters, it is

often more favorable to produce the ester via reaction with

an anhydride. The basic reaction of a symmetric anhydride

with an alcohol is given by:

The equilibrium is quite favorable and lies essentially

completely toward the ester. Since the reaction is first order

in both alcohol and anhydride, a small excess (less than 5

mole%) of either the alcohol or anhydride is added in

practice to ensure complete conversion in reasonable reac-

tion times. Typically a catalyst is not necessary, but strong

acids or pyridine derivatives can be used to accelerate

the rate.
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Section

Extractive
Distillation 
Section

Methyl Acetate 
Product

Water
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Distillation
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Acetic
Acid

Sulfuric Acid
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2

3

1

Fig. 10.32 Flowsheet for production of methyl acetate by reactive

distillation
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Many carboxylic acid anhydrides can be made via reac-

tive distillation in which a low boiling anhydride is reacted

with a higher boiling carboxylic acid. This reaction, occur-

ring stepwise, is equilibrium-limited and can be driven to

complete formation of the symmetric anhydride of the high

boiling acid by distillative removal of the generated low-

boiling acid. The most common low boiling anhydride used

in such a process is acetic anhydride.

Hydrogenation [280–283]

Chemistry

Hydrogenation involves the addition of molecular hydrogen

(H2) to a functional group to reduce its oxidation state.

Typical substrates and products of hydrogenation reactions

include: alkynes, alkenes, and aromatic rings to alkanes,

aldehydes to primary alcohols, ketones to secondary

alcohols, esters and carboxylic acid to alcohols, nitriles to

imines and amines, and amides to amines. A closely related

type of reaction, hydrogenolysis, involves hydrogen addition

with concomitant breaking of other carbon–carbon or

carbon-heteroatom (oxygen, nitrogen or halogen) bonds.

Hydrogenation differs from protonation or hydride addition;

in a hydrogenation the products have the same charge as the

reactants. The ease of hydrogenation of various functional

groups generally follows the decreasing order: [284]

alkynes>alkenes>nitriles; nitros>aldehydes>ketones

>aromatic rings>anhydrides>esters>carboxylic acids

Steric factors and substitution patterns further dictate the

ease of hydrogenation, decreasing in order of straight chain

> branched far from the functional group to be

hydrogenated > branched adjacent to the functional group

to be hydrogenated. Bulky substituents also tend decrease

reactivity. Selective hydrogenation of one functional group

in the presence of another functional group (e.g.,

hydrogenation of the double bond of an a b-unsaturated
ketone, while preserving the ketone group) is a fairly com-

mon issue, often solved by judicious selection of catalyst

metal as well as reaction conditions.

A hydrogenation reactor must be designed for effective

heat and mass transfer. Most hydrogenation reactions are

highly exothermic, with heats of reaction at least above

�50 kJ/gmole and high adiabatic temperature rises. Typical

heats of reaction for various functional group hydro-

genations are given in Table 10.36. Moreover, hydrogen

gas must get to the surface of the catalyst through vapor or

liquid films. Common reactor formats include CSTR’s with

internal cooling coils or external exchanger loops, Buss loop

reactors, and trickle beds with cooling loops. These formats

provide good mixing for mass and heat transfer, but as

backmixed systems require large reactor volumes for high,

i.e., greater than 95%, conversion. Often a small plug flow

polishing fixed bed is included after the main reactor to get

the conversion up to above 99%. See for example, the

hydrogenation of benzene to cyclohexane. Examples of

commercially significant hydrogenation reactions are given

in the subsections which follow.

Methanol [285–289]

Methanol is produced by the hydrogenation of carbon mon-

oxide and carbon dioxide. The first industrial production of

methanol from CO, CO2, and H2, i.e., synthesis gas, was

carried out over a zinc oxide/chromium oxide catalyst at

high pressure (25–35 MPa) and temperature (300–450�C).
Developments during the late 1960s and early 1970s resulted

in the first modern Cu/ZnO/catalysts capable of operation at

much lower temperatures (200–310�C) and pressures

(4–10 MPa). The low pressure process results in lower

investment and production costs, higher yields, improved

reliability, and much larger potential plant size. Plant capac-

ity has increased dramatically from less than 1,000 metric

tons per day for old plants, to more typically greater than

2,500 tons per day, with single train capacities of 5,000

metric tons per day or more now in operation.

The synthesis of methanol can be thought of as the

hydrogenation of carbon monoxide and carbon dioxide. A

typical feed gas contains somewhat higher than a 2–1 M

ratio of H2 to CO, and 2–12 mole% CO2. The feed gas

composition often is characterized by the stoichiometric

number, SN, defined as:

SN ¼ ðH2 � CO2Þ
ðCOþ CO2Þ

The value of SN should be about 2.05 for optimal

performance. Syngas for methanol production can (and

does) originate from a variety of sources and processes

Table 10.36 Typical heats of reaction for hydrogenation of various

functional groups

Functional group transformation Heat of reaction, kJ/gmole

Saturation of double bond �90 to �130
Saturation of triple bond �300
Aromatic ring saturation �200 to �215
Carbonyl to alcohol �60 to �65
Ester to alcohols �25 to �100
Acid to alcohol �25 to �75
Nitro to amine �550
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including natural gas via SMR, partial oxidation (POX), or

autothermal reforming (ATR), as well as gasification of coal.

ATR generally produces the appropriate SN for methanol

directly. SMR needs CO2 addition; coal gasification and

POX require additional water-gas shift and subsequent CO2

separation to enhance hydrogen sufficiently to give the desired

SN of 2.05. See Section “Synthesis Gas”, and Chaps. 19, 20,

and 22 for further details on syngas production.

The net stoichiometry of the reaction is:

CO + 2H2 CH3OH
Cu/ZnO/Al2O3 ΔHrxn = -91 kJ/gmole

In reality, the main source of the carbon incorporated into

the methanol molecule is actually derived from carbon diox-

ide via reaction with hydrogen:

CO2 + 3H2 CH3OH + H2O ΔHrxn = -49 kJ/gmole

As the carbon dioxide in the feed is consumed, the reverse

water-gas shift reaction kicks in to supply more:

CO2 H2 CO H2O ΔHrxn = +42 kJ/gmole+ +

The overall methanol synthesis network is equilibrium-

limited, exothermic, and results in a reduction of volume

upon reaction. Low temperatures and high reaction pressures

favor conversion to methanol.

The modern low pressure methanol process is relatively

simple as shown in Fig. 10.33. A syngas with SN ¼ 2.05,

less than 0.05 ppm sulfur (as H2S), is compressed (1), if

needed, to the reactor loop pressure of 4–10 MPa,2

interchanged with the reactor effluent, combined with recy-

cle gas, and fed to the fixed bead reactor containing the

Cu/ZnO/Al2O3 catalyst (2). Both multistage intercooled adi-

abatic, and multi-tubular steam cooled reactors are used

commercially. Some commercial processes use reactors in

series at different conditions for higher per pass conversion.

The reactor temperature is usually maintained below 260�C.
Conversion of CO is about 50% per pass. Major by-products

are ethanol (150–200 ppm); higher alcohols (300–400 ppm);

acetone, MEK, and other ketones (less than 10 ppm); and

depending on the generation of catalyst, 20–100 ppm

dimethyl ether. Yield from CO is quite high, usually more

than 99%.

The methanol–rich reactor effluent is cooled, and crude

methanol is separated from non-condensables before further

purification (3). A small purge is taken from the separator

off-gas to prevent build-up of inerts such as argon, nitrogen,

methane entering with the inlet syngas. The remainder of the

gas (typically at a SN of 3 to about 10) is boosted to loop

pressure and recycled (4).

The crude methanol is typically purified in a two or three

column distillation sequence. The first column (5) removes

light ends overhead (dissolved gases and other species). The

product methanol is then distilled overhead, with water

taken as underflow, and intermediate boiling-impurities

Fresh
Syngas

V/L 
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Atmospheric
Column

Water

Light
Ends

Ethanol

Pressure
Column

Topping
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Purge Gas

Methanol
Product

Recycle
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Fig. 10.33 Flowsheet for production of methanol

2 Coal gasification-derived gas is usually high enough pressure, SMR,

ATR, POX gas needs compression.
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(ethanol, higher alcohols, ketones) as a sidedraw, if high

purity is needed. The product distillation is often done as a

dual-column pressure swing setup to reduce energy con-

sumption. In this scheme, steam is fed only to the reboiler

of first high pressure methanol product column (6). A por-

tion of the methanol is distilled overhead, with

methanol–water as bottoms. The vaporous product methanol

from the first column is not condensed, but used to drive the

reboiler (7) of the second lower pressure column (8). The

remainder of the methanol is distilled in the second column,

with water taken as bottoms product, and impurities as a

sidedraw if needed.

Aromatic Ring Saturation: Cyclohexane
[290–292]

Cyclohexane, via the hydrogenation of benzene, is an impor-

tant intermediate in the production of adipic acid and capro-

lactam, monomers for nylon 6,6.

+
Ni

3H2 ΔHrxn = -214 kJ/gmole

Both vapor and liquid phase processes are practiced com-

mercially. In one common liquid phase process, benzene is

hydrogenated isothermally over a fine slurry of suspended

Raney nickel at 180–200�C, 5 MPa. Soluble catalysts are also

used. The heat of reaction is removed by a combination of an

external steam generating heat exchanger and by vaporization

of part of the reactorcontents.Vapors fromthefirst stage reactor

are passed to a fixed-bed polishing reactor for final conversion.

Conversion is about 95% in the first stage, with essentially

complete conversion in the polishing bed. The vapor effluent

is flashed, condensed and separated from hydrogen and light

gases for recycle andpurging. If thehydrogenpurity is low, then

the cyclohexane is fed to a small stabilizer column to remove

light ends. Low temperature operation significantly reduces the

equilibrium isomerization of cyclohexane to methylcy-

clopentane. Selectivity is greater than 99.8% to benzene with

less than 100 ppmmethylcyclopentane.

a,b-Unsaturated Carbonyls to Saturated
Ketones and Aldehydes [293, 294]

An important aspect of the production of ketones and

aldehydes via aldolization (see section “Aldol Condensation”)

is the selective hydrogenation of the double bond of the

a,b-unsaturated carbonyl intermediate without formation of

alcohols. Pd on alumina, silica, titania, or carbon have been

found to be very effective catalysts for this transformation,

with 100/1. Ni, Cu, Cu/Cr, and Pt catalysts normally are not

selective for double bond hydrogenation without excessive

alcohol formation.

Much research effort has been expended on developing

selective catalysts for reduction of the a,b-unsaturated carbo-

nyl to an alcohol, while retaining the double bond functionality.

Aldehydes and Ketones to Alcohols [295, 296]

Aldehydes are readily hydrogenated to their corresponding

alcohols under relatively mild conditions. Three alcohols of

significant volume produced by the hydrogenation of Oxo-

derived aldehydes are n-propanol, n-butanol, and i-butanol:

OH

H

+H2
O

H Supported Ni,
Cu, Cu/Cr

ΔHrxn = -69 kJ/gmole

OH

H

+H2
O

H Supported Ni,
Cu, Cu/Cr

ΔHrxn = -69 kJ/gmole

normal normal

O

H
+H2

OH

H
Supported Ni,

Cu, Cu/Cr

ΔHrxn = -68 kJ/gmole

isoiso

The hydrogenation may be conducted in either the gas or

liquid phase with supported Ni, Cu, or Cu/Cr, or Cu/Zn

catalysts at about 115–160�C, 0.2–8 MPa. Yields are typi-

cally above 98%. By-products consist of minor amounts of

acetals, ethers, and higher boiling condensation products.

Detergent range alcohols are also produced in this fashion

from higher Oxo aldehydes.

The important plasticizer alcohol, 2-ethyl-hexanol, may

be synthesized by a similar hydrogenation of 2-

ethylhexaldehyde, or alternatively directly from the aldol-

derived a b-unsaturated aldehyde by the simultaneous

hydrogenation of the double bond and carbonyl.

+2 H2
H

O

OH
supported Ni,

Cu,Cu/Cr

ΔHrxn = -188 kJ/gmole

376 S.D. Barnicki



Both vapor and liquid phase processes are utilized with

supported Ni, Ni/Cu, Cu, or Cu/Cr catalysts. Vapor phase

processes are commonly run in two stages, with about 90%

conversion in the first stage. The first stage is operated at

100–170 or 200–250�C, 0.5–5.0 MPa. The final polishing

stage is operated at 200–250�C, 0.5–5.0 MPa.

Carbinols, the common name for ketone-derived second-

ary alcohols, can be produced in very similar vapor or liquid

hydrogenation processes under slightly more forcing tem-

perature and pressure conditions than aldehyde conversion.

The conversion of more hindered ketones, such as MIBK (4-

methyl-2-pentanone) to methyl isobutyl carbinol (MIBC)

require somewhat longer residence times, temperature,

and/or hydrogen pressure, but yields are essentially quanti-

tative. The equilibrium for formation of ketols from ketones

and product alcohols is much less favorable than for

aldehyde-alcohol acetal formation.

Supported heterogeneous Pt and Ru catalysts are success-

fully employed for the reduction of highly hindered or sen-

sitive carbonyls, as exemplified by the conversion of the

ring-strained 2,2,4,4-tetramethyl-1,3-cyclobutadione to

2,2,4,4-tetramethyl-1,3-cyclobutadiol [297], but are not nor-

mally used for more commodity applications.

Esters to Alcohols: Dimethyl Maleate
to g-Butyrolactone, THF,
and 1,4-Butanediol [298–301]

In one commercial process, maleic anhydride is esterified

with methanol in a reactive distillation column to form the

intermediate dimethyl maleate. The reaction is driven to

completion by removal of water and methanol from the top

of the column. Methanol and water are separated by distilla-

tion, with the methanol recycled. The maleate ester

underflow from the first column is vaporized in excess hydro-

gen and is hydrogenated in a fixed bed adiabatic reactor. The

reactor effluent is cooled, condensed, and the crude BDO

product is separated from hydrogen (which is recompressed

and recycled). The crude BDO is separated in a three-column

distillation sequence. THF and other lights are removed

overhead in the first column. Methanol is distilled overhead

in second column for recycle, and high purity product BDO is

the distillate of the third column. Unreactedmaleate ester and

g–butyrolactone by-product in the underflow of the column

are recycled for further conversion. The molar yield of BDO

from maleic anhydride is about 97%. Conditions can be

modified to produce all THF or to recover GBL. In another

commercial process maleic anhydride is hydrogenated

directly without first making the diester.

Esters to Alcohols: Dimethyl Terephthalate
to 1,4-Cyclohexanedimethanol [302]

An example of the large-scale hydrogenation of an ester to

alcohols is the production of 1.4-cyclohexanedimethanol

(CHDM) from DMT. DMT in a mixture of methanol and

CHDM is hydrogenated in the liquid phase over a supported

Pd catalyst at 110–180�C, 30–40 MPa to give a mixture of

cis/trans-cyclohexane-1,4-dicarboxylic acid dimethyl ester.

Further hydrogenation over copper chromite at more severe

conditions yields CHDM.

Co-polyesters of TPA, ethylene glycol, and CHDM have

enhanced toughness, better injection molding and sheet

extrusion properties than simple polyethyleneterephthalate

polymers.

Dehydrogenation [303–305]

Chemistry

Conceptually, direct dehydrogenation, a reaction producing

hydrogen as a by-product, is simply the reverse of

hydrogenation. Direct dehydrogenation reactions find com-

mercial use primarily in the conversion of saturated alkanes

and alkyl aromatics into olefinic and diolefinic compounds

(butanes to butenes, butenes to butadiene, ethylbenzene to

styrene, long chain n-paraffins to olefins), as well as the

conversion of secondary alcohols into ketones (isopropanol

to acetone, sec-butanol to 2-butanone, methanol to formalde-

hyde). Oxidative dehydrogenation, wherein the hydrogen is

converted in situ to water, is also practiced for accomplishing

the same ends as direct dehydrogenation. See for example the

discussion on formaldehyde earlier in this chapter.

O

O

O

O

OH

OH

+

OCH3

+3H2

supported Pd

ΔHrxn = -197 kJ/gmole

OCH3 OCH3

OCH3

CuO-Cr2O3

4H2

ΔHrxn = -42 kJ/gmole

+2 CH3OH
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Dehydrogenation reactions are endothermic and gener-

ally severely equilibrium-limited. Reasonable rates and con-

version are favored by high temperature and low pressure, as

the number of moles increases with generation of hydrogen.

Figure 10.34 presents the effect of temperature on equilib-

rium conversion for several important dehydrogenation

systems (at 0.1 MPa total pressure, with no diluents

added). Note that very high temperatures are required with

most hydrocarbon systems for a reasonable conversion of

50%. This graph illustrates at least one reason ethane to

ethylene dehydrogenation has not been commercialized. To

get conversions of ethane comparable to steam cracking, one

has to operate at temperatures where thermal cracking is

significant anyway. High temperature operation leads to

other collateral problems:

1. Significant high temperature (i.e., expensive) energy is

needed for heating feeds and reaction mixtures.

2. The thermal cracking of molecules has a high activation

energy and tends to compete with dehydrogenation above

about 650�C.
3. Consecutive dehydrogenations of the same molecule

(often energetically favorable) tend to lead to rapid coke

formation and catalyst fouling, with frequent

regenerations required.

4. Metal sintering and permanent deactivation is accelerated

at high temperatures.

Reactor designs reflect these factors. Common designs

include, (a) direct-fired furnace feed heaters with adiabatic

fixed beds in series (often with hot shots of feed between

beds), (b) isothermal fixed beds (reactor in a furnace), (c)

moving beds to allow for regeneration, and (d) fluid beds for

heat control, with separate continuous regenerators (much

like FCC units).

Manipulation of the partial pressure of products

generated is another approach to allow lower temperature

operation. Common methods include:

1. Operation at subatmospheric pressure.

2. Addition of steam or other inerts to lower hydrogen and

product partial pressures.

3. React away hydrogen as it is formed or form water

instead (i.e., oxidative dehydrogenation).

The effect of the magnitude of the equilibrium constant,

inert addition, feed hydrogen, and total system pressure on

equilibrium conversion can be calculated readily by the

relationship given below [306]:

Kp ¼ XPðH þ XÞ
ð1� XÞð1þ I þ H þ XÞ

where

Kp ¼ temperature-dependent equilibrium constant

X ¼ molar conversion of reactant

H ¼ moles of H2 in feed to moles of reactant

P ¼ total system pressure

I ¼ moles of inerts in feed to moles of reactant

The process designer has many degrees of freedom, with

tradeoff on temperature, partial pressure, and diluents addition,

as well as reactor format. Thus, many flowsheet alternatives

can accomplish the same end result, and many versions of

dehydrogenation processes, particularly for alkanes to olefins,

have been successfully commercialized.

Catalysts used for hydrogenations, such as precious

metals and Group VIII transition metals, generally also are

useful for dehydrogenation reactions. Supported Pt—Sn and

Cr-based catalysts are the most common used commercially.

Although inactive itself for dehydrogenation, the addition of

Sn to Pt catalysts acts to suppress hydrogenolysis, moderates

coking rate (promotes migration of coke from the active

catalyst metal to the support), and reduces sintering.

Table 10.37 summarizes commercial conditions and
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catalysts for a number of important industrial dehydrogena-

tion reactions. More detailed discussions of a few key pro-

cesses are given below.

Butenes and 1,3-Butadiene [307–309]

A large number of similar commercial processes have been

developed for the dehydrogenation of butanes to butenes and

butanes/butenes to 1,3-butadiene, using heterogeneous

catalysts (e.g., Pt/Sn on g-Al2O3; zirconia, or Zn/Ca-

aluminate; Chromia on g-Al2O3; Cromium oxide-Ca-Ni-

phosphate; iron oxide) at 530–700�C, 0.03–0.5 MPa.

Butadiene is particularly susceptible to polymerization

and coking, so high steam to feed ratios are often used to

reduce coke formation and to lower the partial pressure of

hydrogen to shift the equilibrium toward butadiene. Even

with these steps, coking occurs rapidly. Multiple reactors are

used to allow regeneration/operation to occur in cycles last-

ing on the order of an hour or less.

In an alternative approach, oxidative dehydrogenation

methods have also been employed to overcome the unfavor-

able equilibrium. In one version, butanes and/or butenes,

steam, and air are fed to a fixed bed reactor at a relatively

low inlet temperature of about 370�C, where combustion of

produced hydrogen supplies the necessary heat of reaction

for the dehydrogenation. The outlet temperature rises to

about 480–600�C due this combustion. Conversion over

the ferrite/Zn or ferrite/Mn catalyst is greater than 60%, at

up to about 90–93% selectivity.

Internal Olefins from Higher
n-Alkanes [310, 311]

The dehydrogenation of C10-C14 n-paraffinic materials

derived from kerosene fuels is an important source of internal

olefins for linear alkylbenzene production (see Section 10.3

above). In a typical commercial process, a narrow-boiling

kerosene cut is first treated by shape-selective adsorption to

recover a stream high in n-paraffins. This material is

dehydrogenated in the vapor phase over Pt/Sn on alumina

(often with In and Li promoters) at 300–550�C, 0.1–0.3MPa,

with H:C ratio of (5–9):1. The higher alkanes are particularly

susceptible to thermal cracking reactions, and the hydrogen

helps prevent this decomposition pathway. Conversion is

10–15% per pass at selectivities of 90–94%. Unreacted n-

paraffins for recycle are separated from olefins by adsorption.

This is another example of a separation exploiting functional

group differences to effect the separation in a single step,

whereas separation by volatility differences (distillation)

would be prohibitively complicated.

Styrene from Ethylbenzene [312–315]

Direct dehydrogenation of ethylbenzene to styrene accounts

for about 85% of commercial production. The remaining

styrene is produced via coproduction with propylene oxide

(see section 1 of this chapter). The major reaction is the

endothermic (+125 kJ/gmole), high temperature, vapor

phase conversion of ethylbenzene to styrene and hydrogen.

Table 10.37 Important dehydrogenation reactions

Reactant Product Catalyst Conditions

Heat of

reaction,

kJ/gmole

C3-C4

alkanes [325]

C3-C4 mono-

olefins

Pt/Sn on g-Al2O3, zirconia, or Zn/Ca-

aluminate; chromia on g-Al2O3

530–650 �C; 0.03–0.5 MPa; some processes steam co-feed +126 to

+137

C10-C16

alkanes

C10-C16

internal

alkenes

Promoted Pt/Sn on g-Al2O3 300–550 �C; 0.1–0.3 MPa; H2/alkane (5–9)/1 +120 to

+135

Butenes

[307]

1,3-Butadiene Chromia on g-Al2O3; cromium oxide-Ca-

Ni-phosphate; iron oxide

575–700 �C; 0.014–0.03 MPa; some with steam co-feed;

some processes use oxydehydrogenation

+109

Ethylbenzene Styrene K2O/Fe oxide 600–720 �C; 0.1 MPa; steam co-feed, (1–2)/1 wt ratio +125

sec-Butanol Methyl ethyl

ketone

Cu oxide, Cu chromite, Cu/K/SiO2, ZnO,

Pt/Al2O3

240–420 �C; 0.1–0.6 MPa +59

Isopropanol Acetone Cu oxide, Cu chromite, Cu/Na/SiO2, ZnO 220–400 �C; 0.1–0.3 MPa +67

Methanol Formaldehyde Silver gauze or crystals 600–720 �C; 0.1 MPa; air co-feed +85

supported Pt/Sn
or other

supported Pt/Sn
or other

- H2 - H2

ΔHrxn = +126 kJ/gmole ΔHrxn = +109 kJ/gmole

cis/trans
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Side reactions include the thermal degradation of ethylben-

zene to benzene and ethylene, and catalyzed formation of

toluene and methane from styrene and hydrogen.

In a typical commercial process as shown in Fig. 10.35,

superheated steam (1) and ethylbenzene (1:1 weight ratio,

6:1 M ratio) are fed at about 620�C over potassium promoted

iron oxide catalyst in a series of adiabatic fixed bed reactors

(2), (3), under vacuum (around 0.06 MPa). The effluent from

each stage must be reheated by superheated steam injection

or indirect fired heating to keep equilibrium conversion and

rates sufficiently high. Overall conversion is typically

60–70% per pass at up to 97% selectivity to styrene. Steam

plays an important role in the process. It:

1. Brings in heat to get the reaction mixture up to

temperature

2. Reduces the partial pressures of products allowing a

tradeoff between temperature and conversion

3. Removes coke by steam–carbon reaction (catalyzed by

potassium)

4. Minimizes EB cracking

5. Keeps the iron catalyst in the correct oxidation state

(H2 will reduce iron to its catalytically inactive elemental

state)

6. Redistributes potassium on the working catalyst, enhanc-

ing lifetime

The reactor effluent is cooled, separated from off-gases

(4) and allowed to phase separate to remove the bulk of the

water (5). Purification is accomplished by a straight-forward

series of distillations, but time at high temperatures must be

limited to minimize losses to styrene polymerization. Tolu-

ene and benzene are distilled overhead first (6), followed by

distillation of ethylbenzene for recycle (7), and finally the

styrene product is taken overhead from heavies (8). Addi-

tional styrene is recovered from the tar stream in a flash step

(9). Styrene purities range from 99.85 to 99.95%. Ethylben-

zene and styrene are close boiling, with a relative volatility

of about 1.3. Thus, 70–100 fractionation stages are required,

depending on purity requirements. Most modern plants use

high efficiency packing to reduce pressure drop, increase

stage efficiency for the same height, and to increase through-

put for a given column diameter. Styrene is quite prone to

polymerization.

An oxidative reheat process is also commercially

practiced, typically for retrofits to increase capacity of

bottlenecked plants. Air is introduced between the dehydro-

genation stages to convert some of the hydrogen into water

to overcome the equilibrium limitations and to generate heat.

Advantages include increasing the ethylbenzene conversion

to about 75% per pass, unloading the costly ethylbenzene/

styrene fractionation column, reducing interstage heating

requirements, and lowering superheated steam consumption.

Dehydrogenation of Alcohols: MEK, Acetone,
and Formaldehyde [316–320]

Aldehydes and ketones can be made by the dehydrogenation

of alcohols, liberating hydrogen as a by-product, as

illustrated for acetone and MEK:

+ H2

OH O

ΔHrxn = +67 kJ/gmole
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Fig. 10.35 Flowsheet for dehydration of ethylbenzene to styrene
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+ H2

OH O
ΔHrxn = +59 kJ/gmole

These reactions are equilibrium-limited, modestly endo-

thermic, and are favored by low pressure and high

temperatures. Required temperatures are considerably

lower than for alkane dehydrogenation. Compare

Figs. 10.34 and 10.36. Both 2-butanone (MEK) and acetone

are produced commercially by similar high temperature

vapor phase catalytic dehydrogenations, from sec-butanol

and isopropanol respectively. Typical conditions are

220–450�C, 0.1–0.6 MPa. A multitubular fixed bed reactor

with hot oil circulation provides the endothermic heat of

reaction. Copper catalysts are highly active for these dehy-

drogenation reactions and give high selectivities, typically

greater than 90%. The main side products are the alkene

(butenes or propylene) formed by dehydration of the parent

alcohol, as well as small amounts of aldol condensation

products. The high temperatures and the formation of unsat-

urated by-products lead to relatively rapid coking and deac-

tivation. The catalyst must be burned off roughly every 3–6

months for optimal productivity.

Low temperature (150�C) liquid phase processes using

Raney nickel or copper chromite are also practiced for the

production of MEK, especially in Europe. Selectivity is

somewhat better than the vapor phase process. Dehydroge-

nation of isopropanol to acetone is currently a relatively

minor contributor to acetone production worldwide, with

most acetone is derived as a by-product of phenol production

(see section “Phenol/Acetone or MEK and Hydroquinone/

Acetone” for a discussion of the phenol/acetone process).

A similar direct dehydrogenation of methanol to formal-

dehyde occurs to a limited extent with commercial silver

catalysts for the conversion of methanol to formaldehyde,

but is combined with oxidative dehydrogenation for more

efficient operation (see the section, “Formaldehyde,” for

further details).
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Chemistry in the Pharmaceutical Industry 11
John F. Kadow, Nicholas A. Meanwell, Kyle J. Eastman,
Kap-Sun Yeung, and Joseph Payack

Introduction

This chapter discusses the role of chemistry within the

pharmaceutical industry [1–3]. Although the focus is upon

the industry within the United States, much of the discussion

is equally relevant to pharmaceutical companies based in

other first-world nations such as Japan and those in Europe.

The primary objective of the pharmaceutical industry is the

discovery, development, and marketing of safe and effica-

cious drugs for the treatment of human disease. However,

drug companies do not exist as altruistic, charitable

organizations. As with other shareholder-owned corporations

within a capitalistic society, drug companies must earn profits

in order to remain viable. Profits from the enterprise finance

the essential research and development that leads to new

drugs designed to address unmet medical needs. Thus, there

exists a tension between the dual goals of enhancing the

quality and duration of human life and that of increasing

stockholder equity. Much has been written and spoken in the

lay media about the high prices of prescription drugs and the

hardships these place upon the elderly and others of limited

income. Consequently, some consumer advocate groups sup-

port governmental imposition of price controls on ethical

pharmaceuticals in the United States, such as those that exist

in a number of other countries. However the out-of-pocket

dollars spent by patients on prescription drugs must be

weighed against the more costly and inherently risky

alternatives of surgery and hospitalization, which can often

be obviated by drug therapy. Consideration must also be

given to the enormous expense associated with the develop-

ment of new drugs. It typically takes 10 or more years from

the inception of a drug in the laboratory to registrational

approval and marketing at an overall cost which is now

estimated to be in excess of $800 million and increasing, a

figure that includes the opportunity costs of failed develop-

ment campaigns. Only 1 out of 10,000–20,000 compounds

prepared as potential drug candidates ever reach clinical test-

ing in humans and the attrition rate of those that do is>80%, a

success rate that has been stubbornly difficult to change

despite advances in improving candidate quality and signifi-

cant increases in investment in research and development.

The expense of developing a promising drug grows steadily

the further through the pipeline it progresses; clinical trials

can be several orders of magnitude more costly than the

preclinical development of a compound. While the sales of

drugs that complete clinical trials and reach the shelves of

pharmacies can eventually recoup their developmental

expenses many times over if successful, many fail to do so

and the cost of the drugs that fail is never recovered.

To a large extent, the difficulties associated with bringing

a drug to market have arisen from the increasingly stringent

but appropriate criteria that have been imposed by the Food

and Drug Administration (FDA) in the United States and

analogous regulatory agencies in other countries. In the

current regulatory environment, it is unlikely that an occur-

rence similar to that associated with thalidomide, a disaster

that resulted in terrible birth defects several decades ago,

would recur. Moreover, the era of pursuing “me-too” drugs

that offer little advantage over a marketed agent is largely

obsolete. It is now necessary for a sponsor to demonstrate

that a drug for which a New Drug Application (NDA) is

submitted to the FDA offers significant benefits in terms of

efficacy and/or safety relative to the existing drug therapy.

The approvability bar may be lowered for agents designed to

treat life-threatening maladies such as cancer and AIDS or

for diseases of the nature of Alzheimer’s disease for which

no effective therapy currently exists. However, even in these

cases it is incumbent upon the sponsoring company to

provide compelling evidence that their drug is safe and

effective. The restrictions imposed by Health Maintenance
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Organizations (HMOs) and other payers may also have a

significant impact on the sales of any given drug. Most

HMOs list only a select few drugs for which they will

reimburse costs within any given category, particularly

antidepressants and anti-hypertensive or cholesterol-

lowering agents.

A major consequence of the financial and logistical

impediments to the successful introduction of new drugs

has been the high incidence of mergers and acquisitions

among US-based pharmaceutical companies in the recent

years. These events have not occurred because bigger is

necessarily better but because the critical mass of internal

resources required to bring a drug from the test tube to the

pharmacy continues to grow. In contrast to this trend among

the major drug companies (often dubbed “big pharma”),

there has been a proliferation of start-up companies often

founded by entrepreneurial scientists with “big pharma” or

academic experience and financed by venture capital invest-

ment. While many such start-ups are tightly focused on the

application of biotechnology to develop protein- and nucleic

acid-based drugs, others function as mini-drug companies,

staffed by both medicinal chemists and biologists. Unlike

their much larger brethren, small companies cannot address

a wide range of drug research opportunity, leading to a focus

upon a particular therapeutic area and, perhaps, even a

specific disease. Their mission is to discover drug candidates

which a large company may be interested in licensing and

developing. The “big pharma” companies do not rely exclu-

sively upon filling their developmental pipelines with drug

candidates that have been discovered in-house but often

enter into collaborations and licensing agreements to acquire

the rights to promising agents from the laboratories of

smaller companies or academic researchers in addition to

other members of “big pharma.”

Medicinal Chemistry

Chemistry has long been an integral part of the pharmaceu-

tical industry and remains an important capability, relying

on both purely synthetic molecules and natural products as a

source of lead compounds. Many currently marketed drugs,

such as the antineoplastic agent paclitaxel and the antibiotic

vancomycin, are natural products. The extracts of plants and

marine organisms and the products of soil bacteria fermen-

tation continue to be investigated as potential sources of

powerful new drug substances. In this arena of drug discov-

ery, chemists conduct the painstaking isolation, purification,

and structural characterization of pharmacologically active

components which most often are present in minute amounts

in the natural source and which typically have extremely

complex chemical structures. More recently, the enormous

advances in molecular biology have resulted in the

successful development of bio-engineered injectable,

protein-based therapeutic agents that are encompassed

under the general term biologics and which are described

in greater detail later in this chapter. It is anticipated that by

2014, biologic drugs will represent the majority of the top

ten selling prescription medicines; however, the impact of

this development on the role of medicinal chemists is

unclear.

The majority of existing drugs are small organic

molecules of molecular weight approximately 200–600

that have been designed and synthesized by medicinal

chemists. It is thus important to define what is meant by

“medicinal chemist” and what role is played by the

practitioners of this sub-discipline in the pharmaceutical

industry [4]. A traditional and, perhaps, somewhat narrow

definition of a medicinal chemist is that of a researcher

engaged in the design and synthesis of bioactive molecules.

As part of their academic training, many medicinal chemists

performed doctoral and postdoctoral work that involved the

total synthesis of natural products and/or the development of

synthetic methodology. They are hired by pharmaceutical

companies based on their ability and skill in planning and

conducting the synthesis of organic compounds. While such

skills can remain important throughout the chemists’

careers, they alone are insufficient for the challenging task

of drug discovery. In contrast to an academic environment

where the synthesis of target molecules is frequently the

objective, the enterprising young chemical researcher who

enters the pharmaceutical industry must be able and willing

to undergo an evolution from that of a pure synthetic chemist

to that of the medicinal chemist who also has insights into

drug design principles and an excellent understanding of the

biochemistry underlying therapeutic targets.

Several aspects of drug design and function are important

components of the medicinal chemists’ knowledge. The

essential structural elements that comprise a drug molecule

and enable it to interact on the molecular level with a

biological macromolecule such as a receptor or enzyme

and thus impart a pharmacological effect are defined as

pharmacophores, which can be of varying complexity.

The medicinal chemist must become skilled at analyzing

structure activity relationships (SAR) that pertain to a series

of compounds under study. These relate the activity of

analogs within an active series tested in a biological assay

with changes in structure that depend on the introduction of

substituents of various size, polarity, and lipophilicity at

various domains of the parent drug molecule. Elucidation

of the SAR within a series of active compounds is the key to

optimizing the potency and other desirable biological

properties in order to identify a new chemical entity (NCE)

as a bona fide drug candidate. Quantitative structure activity
relationships (QSAR) are often employed in this effort;

analyses that employ linear free-energy relationships, linear
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regression, and other techniques that can be utilized to

correlate biological activity with the electronic, steric, polar-

izability, and other physical/chemical parameters of the

substituent groups of structurally related compounds. There

is also a rising appreciation of the benefits of optimizing

compounds based on ligand efficiency, which relates

potency to the number of heavy atoms in a molecule, and

lipophilic ligand efficiency which assesses the relationship

between biological activity and compound lipophilicity.

The objective of these analyses is to minimize molecular

size and hydrophobicity while maximizing potency and

selectivity.

The synthesis and isolation of pure enantiomers has

become increasingly important. In the past, chiral drugs

were frequently marketed as racemic mixtures since it was

not deemed cost-effective to provide them in enantiomerically

pure form. However, in many cases one or the other

enantiomers of an optically active drug may have a signifi-

cantly greater level of the desired biological activity and/or

lower side effect liability than its antipode. Regulatory

agencies such as the FDA now routinely require that each

enantiomer of a chiral drug be isolated and evaluated in tests

of efficacy, side effects, and toxicity. If one of the enantiomers

is shown to be clearly superior, then it is likely that it is the

form that will be developed as the drug candidate. Thus,

enantioselective chemical reactions which can afford a high

enantiomeric excess (ee) of one or the other of a pair of

enantiomers are valuable components of the medicinal

chemist’s synthetic toolkit. Enzymes also play a prominent

role in drug development since isolated enzymes or micro-

organisms can often achieve an enantiospecific chemical

transformation much more efficiently and economically than

conventional synthetic methods. Many “big pharma”

companies now have dedicated groups that exclusively study

and develop enzymatic reactions.

Research Strategies

The discovery of a new drug may occur in a serendipitous

fashion or as a result of a unique insight. However, pharma-

ceutical companies cannot depend on chance occurrences

as a research strategy. The aforementioned “me-too”

approach has not been completely abandoned and it is likely

that the clinical evaluation of a novel drug will be followed

by a number of competitors’ agents but with the caveat

that the latter offer some therapeutic advantage over the

prototype.

The most scientifically sound approach is that of rational

drug design, which is based on an understanding of the

biochemical mechanisms underlying a particular disease.

If, for example, over activity or under activity of a certain

neurotransmitter system is believed to be responsible for a

central nervous system (CNS) disorder such as depression,

then medicinal chemists can endeavor to design agents

capable of normalizing neurotransmission by their action

upon the receptor proteins through which interneuronal com-

munication is mediated. The cloning and expression of

human genes to afford functional receptors and enzymes

that can be studied in cell culture has been a tremendous

advance in the ability to evaluate drug action at the molecu-

lar level. Similarly, advances in molecular biology have

afforded access to quantities of pure macromolecules that

are essential to the life cycle of pathogens such as bacteria

and viruses, thus enabling novel mechanistic strategies for

the treatment of infectious disease. In many cases, X-ray

crystallography has provided a detailed 3D structure of a

macromolecule such as an enzyme with or without a bound

substrate. Researchers with expertise in computer-assisted

drug design (CADD) can depict the determined structure on

graphics terminals and, in collaboration with medicinal

chemists, propose drug molecules designed to effectively

complement an active site. This kind of detailed analysis of

protein structure was instrumental in the design of a number

of drugs that inhibit human immunodeficiency virus (HIV)

protease, an enzyme essential to the replication of the virus

that causes AIDS.

There have been approximately 1,000 human proteins

identified as potential targets for drug intervention in various

diseases and it has been estimated that the determination of

the human genome would increase that number by at least

tenfold. Therefore, it seems safe to predict that the rational

approach to drug discovery will grow accordingly and with it

the role of synthetic/medicinal chemistry. There will be

intense competition within the pharmaceutical industry to

determine the functional relevance of this multitude of new

targets in the absence and presence of disease, a critical

validation exercise imperative if compound attrition in the

clinic is to be reduced. A close nexus to this quest will be the

search for compounds that can impart selective pharmaco-

logical effects upon target proteins. It is unlikely that these

goals will be met by employing only the classical iterative

approach which entails the synthesis of one compound at a

time and low volume testing. Instead, the challenges of this

new era of research must be met by methodologies that can

synthesize and test large numbers of compounds in a short

period of time—that is, combinatorial chemistry and high-

throughput screening (HTS). In the context of its application

within pharmaceutical research, combinatorial chemistry

should not be regarded as a separate discipline but as a

technologically specialized part of medicinal chemistry.

This topic will be discussed in detail in a later section of

the chapter.

Another important interface occurs between discovery

medicinal chemists and chemists in process research and

development. Medicinal chemists are not overly concerned
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with the cost, toxicity, or environmental impact of the

starting materials, reagents, and solvents they employ to

synthesize target compounds since they are dealing with

relatively small quantities of compound. Similarly, reaction

conditions that employ very low or elevated temperatures

and pressures are not problematic on the discovery scale and

synthetic sequences are typically designed to maximize

access to diverse target structures. However, these and

other pragmatic considerations must be taken into account

for the bulk-scale preparation of experimental drugs. Process

chemists invariably modify the synthetic procedures

implemented by medicinal chemists and, in many cases,

devise an entirely new synthetic pathway. Process chemistry

will also be discussed in an ensuing section.

Pharmacodynamics

Medicinal chemists must be knowledgeable about pharma-

codynamics, that is, the effect of drugs upon biological

systems. In addition to being aware of the state-of-the-art

understanding of the biological mechanisms that underlie the

particular diseases for which they are endeavoring to dis-

cover drug therapy, they need to understand the basis of the

various in vitro and in vivo tests that biologists employ to

evaluate both the potential efficacy and side-effect liability of

synthesized compounds. Because drug research covers a

plethora of human diseases, each with its own unique combi-

nation of etiology and biochemical mechanisms, the number

and diversity of biological tests are far too great to discuss in

this chapter. Suffice it to say that in a general sense, the

primary and often even the secondary biological tests of

drugs for a particular disease target are in vitro tests that

can be run quickly, inexpensively, and using small amounts

of compound. For example, these can be receptor-binding

assays for CNS drugs, enzyme assays for antihypertensive

agents, inhibition of bacterial colony growth by antibiotics,

and the killing of cultured cancer cells by oncolytic drugs.

Encouraging results from in vitro evaluation lead to in vivo

testing in an appropriate animal model. In vivo tests are

more laborious and costly, but are necessary to establish

that a drug is effective in an intact living organism; they

can range from complex behavioral paradigms for CNS

drugs to enhancement of survival time of tumor-implanted

mice by experimental cancer drugs. An evaluation of the

propensity of a drug candidate to cause side effects is as

important as efficacy testing. Even if a compound shows an

encouraging level of the desired activity, a lack of selectivity

can cause it to induce a number of undesirable pharmacolog-

ical effects thus precluding its further development. The

medicinal chemist must be able to interpret the results of

tests run on lead compounds and use this information as a

guide to further synthetic work.

Pharmacokinetics and Toxicity

It is also necessary that chemists understand the principles of

pharmacokinetics (PK), that is, the effects of biological

systems upon drugs. The key PK parameters, absorption,

distribution, metabolism, and excretion (ADME), are as criti-

cal as biological activity in determining whether an NCE is a

viable drug candidate. A compound may exhibit high affinity

for a biological receptor or potent inhibition of an enzyme in

an in vitro assay but if it is poorly absorbed or rapidly

metabolized to an inactive species then it will be ineffective

as a drug. For example, the empirically based Lipinski’s

rule of five (Table 11.1) broadly defines the optimal

physical/chemical properties, including molecular weight,

lipophilicity, and hydrogen-bond forming moieties, that pro-

mote oral absorption of drug candidates [5]. A compoundwith

potent intrinsic activity can be rendered ineffective in vivo by

its rapid conversion to inactivemetabolites. The susceptibility

of compounds to metabolic conversion can be assessed by

incubating them with liver microsomal homogenates from

various species including rodent, dog, monkey, and human

or with cloned, expressed human hepatic metabolizing

enzymes. Analysis of the incubated drugs by liquid chroma-

tography/mass spectometry (LC/MS) can quantify the extent

of metabolism and even identify some specificmetabolites. In

vivo administration of a drug candidate to one or several

animal species is required to determine its oral bioavailability,

half-life, and other PK properties such as distribution and

elimination. If an unsatisfactory PK profile threatens the

demise of an otherwise promising drug candidate, it falls

upon the medicinal chemist to make structural permutations

designed to correct the problem. If poor absorption is the

problem, this may entail modifying the lipophilicity of the

drug molecule to render it more membrane permeable. A

metabolic liability might be rectified by blocking the site of

biotransformation with a metabolically inert atom or group.

Toxic effects of a compound on blood or organs or the

potential to cause gene aberrations will eliminate a compound

from further consideration even if biological activity and PK

properties are excellent. Promising lead compounds are

screened using in vitro tests in bacteria and mammalian cells

to determine whether they cause damage to DNA or induce

genetic mutations. If they pass this hurdle, compounds are

dosed on a daily basis for periods ranging from several

Table 11.1 Lipinski’s rules for drug absorption

Absorption of a drug following oral administration is favored by:

Molecular weight of <500

The drug molecule has <5 hydrogen bond donors

The drug molecule has <10 hydrogen bond acceptors

The octanol/water distribution coefficient, log P, is <5

Source: Lipinski et al. [5]

394 J.F. Kadow et al.



weeks to several months to both a rodent and non-rodent

(usually dog or monkey) species with the animals observed

closely for any adverse effects. At the completion of the study

period, test animals are necropsied to ascertain whether any

organ or tissue damage occurred at the microscopic level.

Unacceptable toxicological findings will invariably lead to

the termination of a drug candidate, with responsibility once

again falling to themedicinal chemist to devise and implement

structural modifications designed to eliminate the toxicity.

This may be a more daunting task than overcoming a side

effect ormetabolic issue, since the underlying cause of toxicity

is frequently not defined or the toxicity may be related to the

mechanism of action of the compound.

Drug Delivery

Drugs can be administered to patients in many ways. The

most common and preferred route is oral administration and

oral drugs are generally formulated as tablets or capsules in

which a specific dose of the drug substance is homo-

geneously mixed with an inert filler or excipient designed

to modulate drug dissolution. Some oral medications, such

as antibiotics for use in the pediatric population, are

formulated as solutions, as are injectable drugs. Obviously

this requires satisfactory solubilization of the drug, prefera-

bly in aqueous medium, and compounds bearing an ioniz-

able group such as a basic amine or an acidic functionality

can usually be converted into water-soluble salts. However,

neutral molecules present greater difficulties. In some cases,

the results of clinical trials have indicated that an experi-

mental injectable drug showed promising efficacy but failed

to elicit a robust response because poor intrinsic solubility

limited the amount that can be administered, resulting in low

plasma levels of the drug. Inadequate membrane permeabil-

ity can restrict the absorption and, hence, the bioavailability

of an orally administered drug. Medicinal chemists can

respond to such findings by investigating the feasibility of

preparing a suitable prodrug [6]. A prodrug is a derivative in

which a cleavable solubilizing or permeabilizing group is

covalently appended to the parent drug molecule, most often

via a hetero atom such as oxygen or nitrogen. An effective

prodrug is the one which has much higher solubility or

permeability than the parent drug but which is rapidly

cleaved in vivo following administration to achieve a thera-

peutically beneficial plasma concentration of the biologi-

cally active parent drug.

Patents

The granting of patent protection on both approved and exper-

imental drugs is of critical importance to the pharmaceutical

industry. Issued patents provide a company with exclusivity

for the manufacture, use, and sale of drug products and it is

highly unlikely that a company would undertake the risks and

costs of developing an agent for which it had no patent protec-

tion. There are several types of patents of which the “compo-

sition ofmatter” (COM) or “product” patentmay be deemed to

have the greatest value. An approved COM patent covers

specifically claimed compounds of a defined structural

chemotype and provides tangible evidence that the claimed

compounds have been prepared, characterized, and found to

have utility, the latter a critical aspect of an invention. In order

to be patentable, the compounds must have structural novelty

and cannot have been publicly disclosed either in the scientific

or patent literature or by oral presentation. However, structural

novelty alone is an insufficient basis for a patent to be granted

since it must be demonstrated that the compounds have utility

in the treatment of a disease. The basis of such utility is activity

in appropriate and relevant biological tests. Clinical data may

also be used in support of a patent application although in the

great majority of cases the applications are filed well before

any compound within the application reaches clinical trials.

Medicinal chemists are closely affiliated with the patent pro-

cess and are most commonly named as inventors listed on

COM patents covering drug substances. The chemists and

other researchers with whom they collaborate must provide

the chemical and biological data that is included in a patent

application and the chemists will also provide input that

defines the scope and claims of the invention. Since patents

are legal documents that provide the assignee exclusive pro-

prietary rights to the claimed subject matter for 20 years from

the date issuance, it is essential that all supportive data be

accurate and instructive. If a patent is challenged by another

party and is found to contain erroneous information, it may be

invalidated. Moreover, in the United States, patents are

granted on a “first-to-invent” basis. Thus, if two or more

parties submit applications to the US Patent Office claiming

identical subject matter, then the patent will be awarded to the

party that can prove that it had the earliest conception and

reduction to practice of the subject matter. Therefore, it is

imperative that chemists maintain accurate records of all

experimental work in approved notebooks and that such

records are dated, signed, and witnessed in a timely fashion.

In March of 2013, the United States will change from "First to

Invent" to "First to File" in order to harmonize with the rest of

the world.

Other types of drug-related patents include process, use,

and formulation patents. Chemists are responsible for

process patents, which describe an improved method of

preparation of some drug substance, but are typically mini-

mally involved with the others. Use patents are based on the

discovery of some non-obvious utility of a compound that is

either part of the public domain or covered by an existing

patent; such discoveries are most likely to be made by

biologists. Formulation patents disclose a preferred means

of drug delivery of a known drug substance.
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Clinical Trials

Even though there is no involvement of chemistry in the

clinical evaluation of drugs, any discussion of the pharma-

ceutical industry must include clinical trials since the results

determine whether an experimental drug has the combina-

tion of efficacy, safety, and tolerability that will allow it to

achieve registrational approval and reach the market. If a

drug candidate survives the hurdles of preclinical pharmaco-

logical, pharmacokinetic, and toxicological testing, the next

customary step in the United States is the sponsoring firm’s

filing of an Investigational New Drug (IND) application with

the FDA. This is a formal request to initiate clinical investi-

gation in humans that describes the preclinical profile of a

molecule and is accompanied by a detailed description of the

planned studies and clinical protocols. Upon approval of the

IND, Phase I clinical studies are initiated.

Phase I studies are conducted in healthy volunteers in

order to establish the drug’s safety and to determine appro-

priate dosage levels. If the drug is found to have an accept-

able human pharmacokinetic profile and to be free of

untoward side effect liabilities, it is advanced into Phase II

trials, which are typically carried out in as many as several

hundred patients and may last from 6 months to 2 years.

Phase II trials are designed to ascertain the appropriate

dosing regimen for a drug and whether it is effective in

treating the targeted disease. Only about one-third of drugs

pass Phase II trials, most failing because of a lack of efficacy

or unacceptable side effects. Those that pass are advanced

into Phase III trials which may involve from several hundred

to several thousand patients and which can last from 1 to

more than 3 years, depending on the type of drug and disease

under study and the complexities of the study design. Phase

III trials provide the ultimate test of an experimental drug

since they are designed to verify the drug’s effectiveness

against the target disease and define its long-term safety

profile. For agents that are intended for chronic use, studies

also monitor adverse reactions that may develop only after

long-term use and the development of tolerance. Clinical

studies of many drug classes will commonly employ several

patient groups of approximately equal size with one group

receiving the experimental drug, another placebo (nondrug),

and/or another a positive control; that is, a marketed drug

used to treat the same disease for which the experimental

agent is being evaluated. In order to minimize the possibility

of bias in favor of the test drug, such studies are most often

run in a double-blinded manner with neither patients nor

clinical investigators knowing which group is receiving

treatment until the conclusion of the trial.

If a drug candidate is among the 20–25% that success-

fully negotiates Phases I–III and if statistical analysis of the

clinical data supports its efficacy, then the sponsor will

assemble the voluminous data generated into a NDA which

is submitted to the FDA. The standard period for review of

the NDA is 10 months but a priority review can be requested

based on unmet medical need which reduces the time to 6

months. Actual approval can take longer, as long as 1–2

years if the FDA requests that additional information be

provided or even that some additional studies be conducted.

When approval is granted, the company is free to market the

drug. The most typical current practice is for NDAs to be

filed globally with regulatory agencies around the world

essentially simultaneously with the submission in the United

States. This is a resource-intensive practice which reflects

the importance of non-US markets. The results of clinical

evaluation of an experimental drug can feed back into

medicinal chemistry. For example, if a drug is found to fail

because of poor bioavailability in humans, medicinal

chemists will endeavor to design and prepare an analog

with improved pharmacokinetic properties.

Summary

The preceding sections, by necessity, present a succinct and

somewhat superficial overview of the very extensive and

complex role of a medicinal chemist in the pharmaceutical

industry and the interface with other disciplines. An

acquired understanding of relevant biology, pharmacology,

toxicity, and its application to drug design is not simply of

heuristic value but is essential for the chemist to engage in

meaningful dialogue with colleagues who work in these

specialties. Successful drug discovery and development

cannot be performed by individuals working in isolation

but requires the interactive collaboration of a multitude of

researchers representing multiple scientific disciplines, as

depicted in Fig. 11.1. It can be argued that medicinal

chemists are the most versatile generalists among these

researchers since they must command a primary expertise

in chemistry along with an extensive knowledge of the

other disciplines that contribute to drug discovery and

development. The following section presents examples of

marketed drugs in a number of different therapeutic

categories.

Cardiovascular Agents

Hypertension

A variety of agents of several mechanistic types are

currently available for the treatment of hypertension (ele-

vated blood pressure). The dihydropyridine derivative

amlodipine (Norvasc®) is a receptor-operated, calcium

channel blocker that prevents Ca2+ entry into vascular

smooth muscle cells that is also useful for the treatment of
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angina. Losartan (Cozaar®) is an angiotensin receptor antag-

onist that inhibits the action of the peptide angiotensin II on

the AT1 receptor and is often prescribed in combination with

the diuretic hydrochlorothiazide (Hyzaar®). Metoprolol

(Toprol®) is a cardioselective, b1-adrenergic receptor

blocking agent that is also useful in the treatment of angina.
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Fig. 11.1 Drug discovery and development is a complicated process that

involves the interaction of researchers in a range of disciplines. Medicinal

chemists may synthesize analogs based on chemical leads arising from the

high-throughput screening of combinatorial libraries or historical com-

pound inventories. Alternatively, analog synthesis can be based on a

collaboration between medicinal chemistry and computer-assisted

drug design scientists to rationally design small molecules capable of

interacting with a macromolecular biological target (receptor or enzyme).

Subsequent biological, pharmacokinetic, and toxicological evaluations

lead to the identification of a drug candidate that, following development

of a suitable bulk scale synthesis by process chemistry and pharmaceutical

formulation, is advanced into clinical trials. Feedback to medicinal chem-

istry from any of these developmental steps can give rise to further

optimization of structure by synthetic modifications and refinement
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Congestive Heart Failure, Migraine, and Anti-
thrombotic Agents

Enalapril (Vasotek®) and lisinopril (Zestril® and Prinvil®)

are angiotensin-converting enzyme (ACE) inhibitors, useful

in the treatment of congestive heart failure and hypertension

by suppression of the renin–angiotensin–aldosterone system.

Enalapril is an ethyl ester prodrug that is hydrolyzed in the

liver to the active carboxylic acid enalaprilat. Aliskiren

(Tekturna®) is the first direct-acting renin inhibitor to be

marketed for the treatment of hypertension.

Sumatriptan is a selective agonist at serotonin (5-

hydroxytryptamine) type-1 receptors (most likely the

5-HT1B and 5-HT1D subtypes) in the vasculature. It is

thought to exert its beneficial effects on migraine headaches

by selectively constricting certain large cranial blood vessels

and/or possibly through suppression of neurogenic inflam-

matory processes in the CNS. Clopidogrel (Plavix®) is the

prodrug of an inhibitor of ADP-induced platelet aggregation

that is useful in the prevention of thrombotic events such as

stroke and myocardial infarction in patients with symptom-

atic atherosclerosis and acute coronary syndrome without

ST-segment elevation. Rivaroxaban (Xarelto®) is the first

direct-acting inhibitor of the coagulation enzyme factor Xa

to be approved in Europe for the prevention of venous

thromboembolism in adults undergoing total hip replacement

or total knee replacement surgery. Dabigatran etexilate

(Pradaxa®) is a double prodrug of the first direct-acting

thrombin inhibitor to be approved for the prevention of stroke

and systemic embolism in patients with atrial fibrillation.

Rivaroxaban and dabigatran are the first members of a new

class of anti-coagulants designed to replace warfarin.
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Metabolic Agents

Hyperlipidemia

Simvastatin (Zocor®), pravastatin sodium (Pravachol®),

atorvastatin (Lipitor®/Pfizer), and rosuvastatin (Crestor®)

are hydroxymethylglutaryl-CoA (HMG-CoA) reductase

inhibitors (statins) that lower serum lipid levels by inhibiting

cholesterol biosynthesis. Simvastatin and pravastatin

sodium are semi-synthetic, mevalonic acid-derived antil-

hyperipidemic agents whereas atorvastatin is a wholly

synthetic, pentasubstituted pyrrolo heptanoic acid. Unlike

pravastatin, simvastatin is a lactone prodrug which must be

converted to the corresponding, ring-opened d-hydroxy acid

in vivo. Ezetimibe (Zetia®) is a newer antihyperipidemic

agent with a novel mechanism of action. Ezetimibe does

not inhibit cholesterol biosynthesis in the liver as do the

statins but rather inhibits cholesterol absorption in the intes-

tine. This novel action is complementary to the HMG-CoA

reductase mechanism displayed by the statins. An innovative

new product for the treatment of hyperlipidemia is Vytorin®

which consists of a mixture of simvastatin and ezetimibe in

one pill.
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Diabetes

Avariety ofmechanistic agents are currently available for the

treatment of type 2 (non-insulin dependent) diabetes mellitus

(NIDDM). Rosiglitazone (Avandia®) and pioglitazone

(Actos®) are thiazolidinedione antidiabetic agents and

agonists at the peroxisome proliferator-activated receptor-

gamma (PPARgamma). Activation of this receptor enhances

insulin sensitivity in target tissues by increasing insulin-

responsive gene transcription. Concern about adverse effects

has reduced the use of Avandia® and made its manufacturer

the target of many lawsuits despite its sustained effects on

glycemic control. Some reviewers of available data have

concluded that Avandia® caused more deaths than Actos®

but an FDA panel disagreed and it remains on the market in

the US, subject to significant restrictions. Metformin

(Glucophage®) is an antihyperglycemic agent that improves

glucose tolerance in patients with type 2 diabetes. The com-

pound acts by decreasing both hepatic glucose production

and intestinal absorption of glucose, and improves insulin

sensitivity by increasing peripheral glucose uptake and utili-

zation. Glimepiride (Amaryl®) is a member of the sulfonyl-

urea class of antidiabetic agents that is thought to lower blood

glucose concentration by stimulating insulin secretion in

pancreatic beta cells. Saxagliptin (Onglyza®), sitagliptin

(Januvia®), and vildagliptin (Galvus®) are newer drugs for

the treatment of type 2 diabetes mellitus. These agents

inhibit the proteolytic activity of the serine protease

dipeptidylpeptidase-4, thereby potentiating the glucose

regulatory action of the endogenous incretin peptides.

Therapy that combines theseDPP4 inhibitors withmetformin

has demonstrated beneficial effects in improving glycemic

control compared to monotherapy with either type of agent

alone.
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Obesity

Orlistat (Xenical®) is a reversible gastric and pancreatic

lipase inhibitor. The compound has no effect on appetite

suppression but rather acts by inhibiting dietary fat absorp-

tion from the GI tract. Obesity is an area that remains one of

compelling and urgent significant medical need but it has

been very difficult to identify effective and safe anti-obesity

agents with alternative mechanisms of action. Sibutramine

(Meridia®) and its major active metabolites are re-uptake

inhibitors of norepinephrine, serotonin, and dopamine and

exert their beneficial effect through appetite suppression but

marketing of the compound in the United States was

discontinued in October of 2010 due to elevated risk of

cardiovascular side effects identified in post-marketing

studies. The cannabinoid-1 receptor blocker, rimonabant

(Acomplia®), decreases the activity of the endocannabinoid

system, which is essential in regulating body weight and

energy balance in addition to glucose and lipid metabolism.

However, rimonabant has recently been suspended from the

European market due to concerns over psychiatric adverse

events and has not been approved for use in the United States.

Gastrointestinal and Genitourinary Agents

Antisecretory

Ranitidine (Zantac®) is a histamine H2-receptor antago-

nist that inhibits the release of gastric acid and is useful in

the treatment of a variety of hypersecretory conditions

(dyspepsia, heartburn, duodenal and gastric ulcers,

and gastroesophageal reflux (GERD)). Lansoprazole

(Prevacid®), omeprazole (Prilosec®), and esomeprazole

(Nexium®) are benzimidazole gastric antisecretory agents

and are unrelated both chemically and pharmacologically

to the H2-receptor antagonists. These agents are known as

proton pump inhibitors due to their ability to inhibit the

H+K+-ATPase (the proton pump) in gastric parietal cells

thereby blocking the secretion of hydrochloric acid.

Esomeprazole is the (S)-enantiomer of omeprazole which

is racemic and is thus a mixture of both its (R)- and (S)-

enantiomers. Lansoprazole and omeprazole are also useful

in the management of duodenal and gastric ulcers, and

GERD.
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Benign Prostatic Hyperplasia and Urinary Urge
Incontinence

Doxazosin (Cardura®), tamsulosin (Flomax®), and alfuzosin

(Uroxatral®) are used in the management of benign prostatic

hyperplasia (BPH). These compounds are postsynaptic,

a1-adrenergic blocking agents that relax prostatic tissue and

increase urinary outflow in men. Because tamsulosin

demonstrates selectivity for the a1a-adrenergic receptor sub-
type located in prostate over that of a1b-subtype located in

vascular tissue, there is a reduced incidence of cardiovascular

side effects (hypotension, dizziness, and syncope). Because

doxazosin is not selective for the a1a-subtype, it is also useful
in the treatment of hypertension. Finasteride (Proscar®) and
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dutasteride (Avodart®) are 5a-reductase inhibitors that block
the conversion of testosterone to 5a-dihydrotestosterone
(DHT). Because DHT is an androgen responsible for pros-

tatic growth, inhibition of the 5a-reductase enzyme is bene-

ficial in reducing prostatic enlargement.

Erectile Dysfunction

The pyrazolopyrimidinone derivative sildenafil (Viagra®),

the indolopyrazinone derivative tadalafil (Cialis®), and

the imidazotrizinone derivative vardenafil (Levitra®) are

selective inhibitors of the phosphodiesterase (PDE) type 5

enzyme marketed for the treatment of erectile dysfunction.

Selective blockade of the PDE type 5 isoenzyme enhances

cGMP levels, causing vasodilation in corpus cavernosal

tissue which increases penile blood flow and, in turn, penile

tumescence and rigidity.

Pulmonary Agents

Asthma and Allergic Rhinitis

The butyrophenone derivative fexofenadine (Allegra®) is an

antihistamine and used in the treatment of seasonal allergic

rhinitis. Because fexofenadine does not readily cross the

blood–brain barrier, it is considered to be a “non-sedating”

antihistamine. Loratadine (commonly known as Claritin®)

and cetirizine (Zyrtec®) are other non-sedating antihistamines

that have been converted from prescription-only to over-the-

counter status.

Fluticasone propionate (Flovent®) is a synthetic cortico-

steroid derivative that is a selective agonist at the human

glucocorticoid receptor and useful in the treatment of

asthma. Although the precise mechanism of fluticasone

action in asthma is unknown, it is believed that its anti-

inflammatory property contributes to the observed beneficial

effects. Combination of an inhaled corticosteroid with a

long-acting b2-adrenergic agonist is a major therapeutic

regimen for treating asthma and chronic obstructive pulmo-

nary disorder (COPD). Fluticasone/salmeterol (Advair®)

and budesonide/formoterol (Symbicort®), taken by oral

inhalation, are examples of this class. More recently, the

quaternary ammonium tricyle tiotropium bromide

(Spiriva®) has been introduced. It is a long-acting broncho-

dilator useful in the treatment of asthma and COPD, and

exerts its pharmacological effect through inhibition of the

muscarinic M3 receptor. Montelukast (Singulair®) is a leu-

kotriene receptor antagonist indicated for the treatment of

asthma, as well as seasonal and perennial allergic rhinitis,

that acts through the inhibition of the leukotriene-mediated

inflammatory processes.
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Inflammation and Osteoporosis

Arthritis

The diaryl pyrazole derivative celecoxib (Celebrex®) is a

selective cyclooxygenase type-2 (COX-2) inhibitor useful in

the treatment of arthritis. The compound exerts its pharma-

cological effect by selectively blocking the COX-2 enzyme

to produce an anti-inflammatory effect without the adverse

gastrointestinal side effects that accompany COX-1 inhibi-

tion. In addition, celecoxib also displays analgesic and anti-

pyretic activities in animal models.
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Osteoporosis

The benzothiophene derivative raloxifene (Evista®) is a

selective estrogen receptor modulator (SERM). Raloxifene

produces its biological actions via modulation (both activa-

tion and blockade) of estrogen receptors that ultimately

results in decreased resorption of bone. The bisphosphonate

derivative alendronate (Fosamax®), an inhibitor of

osteoclast-mediated bone resorption, is also useful in the

treatment of osteoporosis. Ibandronate sodium (Boniva®)

that can be taken once monthly is another bisphosphonate

derivative which, like alendronate and raloxifene, is useful

in the treatment of osteoporosis in postmenopausal women.
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Central Nervous System Agents

Antidepressants

Fluoxetine (Prozac®), paroxetine (Paxil®), and sertraline

(Zoloft®) are selective serotonin reuptake inhibitors

(SSRIs) that are useful for the treatment of depression.

These agents potentiate the pharmacological actions of the

neurotransmitter serotonin by preventing its reuptake at pre-

synaptic neuronal membranes. In addition to its SSRI

properties, venlafaxine (Effexor®) also appears to be a

potent inhibitor of neuronal norepinephrine reuptake and a

weak inhibitor of dopamine reuptake, thereby concomitantly

enhancing the actions of these neurotransmitters.

Venlafaxine is indicated for use in the treatment of anxiety

and depression.

Anxiolytics

Alprazolam (Xanax®), a benzodiazepine derivative, is used

for the treatment of both anxiety and panic disorder while

buspirone (Buspar®) is indicated for the treatment of anxi-

ety. The mechanism of action of buspirone is distinct from

that of the benzodiazepines and is believed to be mediated

mainly through modulation of serotonergic neurotransmis-

sion via its interaction with the 5-HT1A serotonin receptor

subtype.
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Bipolar Disorders, Schizophrenia, and Epilepsy

The thienobenzodiazepine derivative olanzapine (Zyprexa®),

the benzisoxazole risperidone (Risperidal®), and the

thiazepine quetiapine (Seroquel®) are atypical antipsychotic

agents. Olanzapine is used in the treatment of bipolar disor-

der and risperidone is useful in the management of schizo-

phrenia. It is believed that both compounds exert their

beneficial effects through antagonism of serotonergic and

dopaminergic receptors. Quetiapine is approved in the US

for use as monotherapy in both bipolar mania and depression,

offering potential compliance advantages. The precise mech-

anism of action is unknown, although its antidepressant

activity may be linked to its higher affinity for serotonergic

than dopaminergic receptors. A newer agent for the treatment

of schizophrenia is aripiprazole (Abilify®). It is believed the

pharmacological effects of aripiprazole are mediated through

a combination of partial agonist activity at the dopamine

D2 and serotonin 5-HT1a receptors and antagonism at the

serotinergic 5-HT2 receptor. The g-aminobutyric acid
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derivative (GABA) gabapentin (Neurontin®) is useful in the

treatment of epilepsy. Although gabapentin is structurally

related to GABA, it has no GABA-ergic activity and the

mechanism of its anticonvulsive actions is currently

unknown.

Alzheimer’s Disease

The indanone derivative donepezil (Aricept®) is an

acetycholinesterase inhibitor and is structurally unrelated

to other cholinesterase inhibitors. Because it increases the

concentration of the neurotransmitter acetycholine at cholin-

ergic sites, it is used in the treatment of Alzheimer’s disease

(dementia) and appears to provide modest benefits in cogni-

tion and behavior. Another agent useful in the treatment of

Alzheimer’s disease is the adamantylamine derivative,

memantine (Namenda®). Memantine is an N-methyl-D-

aspartate (NMDA) receptor antagonist that is thought to

exert its pharmacological effect by blocking the excitatory

action of the amino acid glutamate at this receptor. However,

memantine has shown no evidence of preventing or slowing

the neurodegeneration associated with Alzheimer’s disease.
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Smoking Cessation

The pyrazino-benzaepine derivative varenicline (Chantix®)

is a partial agonist of the a4b2 subtype of the nicotinic

acetylcholine receptor that activates the receptor without

creating the full effect on the release of dopamine that is

associated with nicotine. Varenicline is indicated as a treat-

ment for smoking cessation.
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Infectious Diseases

Antibacterial Agents

The primary driver for research in the antibacterial area over

the past decade has been the emergence of organisms resis-

tant to the existing antibiotics. Important members of the

armamentarium of antibacterials include azithromycin

(Zithromax®), linezolid (Zyvox®), amoxicillin/potassium

clavulanate (Augmentin®), levofloxacin (Levaquin®), cipro-

floxacin (Cipro®), and daptomycin (Cubicin®).

Azithromycin is a semisynthetic 9a-azalide analog of eryth-

romycin possessing improved resistance to acid-mediated
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degradation, increased activity against gram-negative

organisms, and improved pharmacokinetics. Its indications

include the treatment of mild to moderate upper and lower

respiratory tract infections and otitis media in pediatric

patients. Interestingly, azithromycin tends to concentrate

in lung tissue which is the site of many bacterial infections.

Linezolid is a completely synthetic oxazolidinone deriva-

tive which has a unique mechanism of action, resulting in a

low potential for cross resistance to other antibacterial

agents. Linezolid is indicated for the treatment of

community-acquired pneumonia, MRSA, and VRE

infections and has the distinctive characteristic of being

nearly 100% orally bioavailable. Amoxicillin/clavulanate

is one of the few approved drug mixtures and is a drug of

choice for the treatment of acute otitis media. Amoxicilin is

a beta lactam antibiotic that works by inhibiting bacterial

cell wall synthesis. However, bacteria have developed

enzymes called beta lactamases that inactivate amoxicillin.

Clavulanate has no antibacterial activity of its own but

inactivates beta lactamases thus augmenting the efficacy

of the amoxicillin. Amoxicillin/clavulanate is also an alter-

native treatment for anthrax exposure in pediatrics.

Levofloxacin is a totally synthetic fluoroquinolone antibi-

otic indicated for the treatment of pneumonia; chronic

bronchitis; and sinus, urinary tract, kidney, prostate, and

skin infections. It is administered by injection and the

balance of superior efficacy coupled with reduced side

effects positions levofloxacin for administration after

other antibiotics have failed. Ciprofloxacin is another

synthetic fluoroquinolone antibacterial that acts as a DNA

gyrase inhibitor. It is active against a broad range of

pathogens, including both gram-positive and gram-negative

aerobic bacteria and is effective against urinary tract and

lower respiratory tract infections. Daptomycin, a naturally

occurring cyclic lipopeptide of molecular formula

C72H101N17O26 is a cidal antibacterial agent used for the

treatment of infections caused by gram-positive bacteria,

including those that are resistant to standard antibacterial

regimens. It is a large molecule with a complex structure, so

it is not depicted in the scheme.
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Antifungal Agents

The increasing immunocompromised patient population has

exacerbated the need for effective antifungal agents to com-

bat the opportunistic fungal infections that arise in these

patients. Current therapy for localized or systemic fungal

infections comprises several groups including azoles,

polyenes, allylamines, flucytosine, and griseofulvin. Many

of these antimycotic agents target the production and integ-

rity of the fungal cell wall, ergosterol biosynthesis and

membrane function, nucleic acid biosynthesis, and mitosis

[7]. In particular, fluconazole (Trican®), an achiral triazole

derivative, inhibits the fungal cytochrome P450 enzyme

14a-demethylase, effectively preventing the conversion of

lanosterol to ergosterol, an essential component of the fungal

cytoplasmic membrane. Fluconazole is indicated for the

treatment of systemic candidiasis as well as meningitis

caused by Cryptococcus neoformans. Amphotericin B is a

naturally occurring polyene antimycotic used topically for

localized fungal infections or intravenously for systemic

fungal infections. Amphotericin B irreversibly binds to ergos-

terol forming a transmembrane channel that results in mono-

valent cation leakage, which is thought to contribute to cell

death. Similar to other allylamines, terbinafine (Lamisil®)

inhibits ergosterol synthesis by binding to squalene epoxidase,

an enzyme that is part of the fungal cell membrane biosynthe-

sis pathway. This is thought to change cell membrane perme-

ability, causing fungal cell lysis. Terbinafine’s highly

lipophilic nature results in its accumulation in skin, nails,

and fatty tissues. It can be administered either systemically

or topically and is a treatment of choice for dermatophytosis.

Flucytosine (Ancobon®) effectively inhibits fungal protein

synthesis by the action of multiple metabolites on fungal

RNA and DNA. However, due to documented primary and

secondary resistance, flucytosine is not an optimal mono-

therapy. Instead, flucytosine is often co-administered with

amphotericin B. Indications include treatment of serious

infections caused by susceptible strains of Candida or Cryp-

tococcus neoformans. It can also be used for the treatment of

chronomycosis (chromoblastomycosis), if susceptible strains

cause the infection. Finally, griseofulvin exerts its activity

against dermatophytes via binding to tubulin, thus interfering

with microtubule function and, consequently, inhibitingmito-

sis. Its primary indication is for the treatment ofmycoses of the

hair, nail, and skin. In addition to continued research efforts

directed at targeting historical mycotic vulnerabilities, there

are signs of an emerging paradigm targeting virulence as a

potential treatment for fungal diseases.
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Antiviral Agents

Antiviral research has become a major focus in the phar-

maceutical industry over the past decade as evidenced by

the marketing of a plethora of antiviral agents active

against HIV/AIDS, hepatitis B and C, influenza, and respi-

ratory syncytial virus (RSV). Tenofovir combined with

emtricitabine (Truvada®), efavirenz combined with

tenofovir and emtricitabine (Atripla®), valaciclovir

(Valtrex®), and pegylated interferon alfa-2a (Pegasys®/

pegylated interferon alfa-2b (Peg-Intron®) represent the

top four selling antiviral agents worldwide. The combina-

tion of nucleoside analog transcriptase inhibitors tenofovir

and emtricitabine into a single pill (truvada) provides a

well-tolerated and effective dosage form that increases

compliance by the patient due to the reduced pill burden.

In addition to its efficacy as a treatment for HIV, Truvada®

has also been shown to have potential as a preventative

measure if administered regularly prior to exposure. The

most convenient triple therapy, Atripla®, provides the com-

bination of efavirenz, a non-nucleoside reverse transcrip-

tase inhibitor, with tenofovir and emtricitabine in the first

effective single pill cocktail for once a day HIV treatment.

Atazanavir sulfate (Reyataz®) or Lopinavir (sold as

Kaletra® which is a coformulation with ritonavir) are

members of a group of HIV protease inhibitors that are

used in conjunction with other anti-retroviral chemothera-

peutic agents for the treatment of HIV in adults and

adolescents. Atazanivir is a Phe-Pro scissile bond

peptidomimetic that clinical data suggests may have a

more favorable hypertriglyceridemia profile as compared

to other protease inhibitors. Darunavir (Prezista®) is the

most recently marketed HIV protease inhibitor.

Valaciclovir is an antiviral compound used in the treatment

of herpes simplex and herpes zoster that has been marketed

generically since late 2009. The valine moiety of this

prodrug, which facilitates oral absorption by active trans-

port, is cleaved in vivo converting it to acyclovir.

Pegylated interferon a-2a or a-2b bolsters the immune

system and weekly injections combined with twice daily

dosing of ribavirin, a synthetic nucleoside analog, was the

current optimal therapy for the treatment of hepatitis C

virus. The serious side effects associated with this treat-

ment and the modest efficacy (40–50%) have stimulated a

substantial effort toward developing improved HCV

treatments and several compounds are in late stage clinical

trials, the NS3 protease inhibitors telaprevir or Boceprevir

have now been approved for use in combination with

pegylated interferon and ribavirin. Oseltamivir phosphate

(Tamiflu®) is an orally active anti-influenza drug that

inhibits neuraminidase and is being stockpiled for use in

future outbreaks of influenza.
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Antineoplastic Agents

Paclitaxel (Taxol®) and irinotecan (Camptosar®) were dis-

covered as a result of natural product extract screening.

Paclitaxel is a naturally occurring diterpene that exerts its

antineoplastic effect via stabilization of the mitotic spindle

during cell replication. It is used for the treatment of non-

small cell lung, breast, ovarian, and esophageal carcinomas

as well as Kaposi’s sarcoma. The semi-synthetic taxane

analog docetaxel (Taxotere®), the epothilone analog

ixabepilone (Ixempra®), and eribulin mesylate (Halaven®)

have a similar mechanism of action in that they also target

the microtubules used to form the mitotic spindle.

Halaven® received FDA approval in November 2010 and

is a synthetic analog of a marine natural product isolated

from the sea sponge Halichondria okadai. Irinotecan is a

prodrug that upon release of the piperidinylpiperidine car-

bamate moiety reveals the pharmacologically active parent

SN-38 which is a derivative of the naturally occurring

camptothecin. Irinotecan exerts its antineoplastic activity

via the inhibition of Type I DNA topoisomerase and stabi-

lization of the transiently formed topoisomerase I/DNA-

cleavable complex. Tamoxifen (Nolvadex®), a nonsteroidal

antiestrogen chemotherapeutic possessing both agonistic

and antagonistic properties, is used for the treatment and

prevention of breast cancer. Imatinib (Gleevec®), an inhib-

itor of the Bcr-Abl tyrosine kinase, is used for the treatment

of chronic myelogenous leukemia. Dasatinib (Sprycel®)

inhibits Bcr-abl, Src family kinases and others and has

recently been approved for first-line treatment of the same

indication. Bortezomib (Velcade®), a ubiquitin proteosome

inhibitor administered parenterally, is used for the treat-

ment of multiple myeloma in patients who have been

refractory to other chemotherapeutic regimens. Erbitux

(Cetuximab®), a human-murine chimeric monoclonal anti-

body that blocks the epidermal growth factor receptor

(EGFR), was developed for the treatment of irinotecan-

refractory colorectal cancer. This agent is also used in

patients who are intolerant of irinotecan-based therapy. A

number of small molecule kinase inhibitors have been

approved for oncology applications including the small

molecule EGFR tyrosine kinase inhibitor gefitinib (Iressa®)

used to treat non-small cell lung cancer. Several additional

important oncology drugs are described in the section on

biologics.
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Miscellaneous Agents

Glaucoma and Nausea

Latanoprost (Xalatan®) is a topical, ocular hypotensive

agent used to treat glaucoma. The compound is a synthetic

analog of the naturally occurring prostaglandin PGF2a and

is thought to reduce intraocular pressure by increasing out-

flow of the aqueous humor. Odansetron (Zofran®) is a selec-

tive serotonergic 5-HT3 receptor antagonist that is used to

ameliorate the nausea and vomiting frequently associated

with chemotherapy.
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Analgesics

Propoxyphene, along with aspirin, acetominophen, and ibu-

profen are among the most widely used agents for the treat-

ment of mild to moderate pain.

Biologics

A key question that will affect the future of medicinal

chemists in the pharmaceutical industry is what will be the

balance of research funding and efforts between discovering

and developing traditional small molecule drugs and

biologics. Biologics are defined as a preparation, such as a

drug, a vaccine, or an antitoxin, that is synthesized from

living organisms or their products and used as a diagnostic,

preventive, or therapeutic agent, Biologics are typically large

macromolecules that, to date, have been limited to injectable

administration methods and not been suitable for oral dosing.

In 2006, none of the top 20 brand name drugs by retail sale

dollars was a biologic but in 2009 that number rose to 8 out

of 20. These include the tumor necrosis factor inhibitor

etanercept, marketed as Enbrel® for the treatment of rheuma-

toid arthritis; the immunosuppresive agent infixamade

(Remikade®); the specific antirheumatic agent adalimumab

(Humira®); the antitneoplastics bevacizumab (Avastin®), a

VEGF kianase inhibitor; rituximab (Mabthera®); the mono-

clonal antibody trastuzumab, marketed as Herceptin® for

the treatment of breast cancer; the heparin enoxeparin

(Lovenox®) for anticoagulative indications; and human insu-

lin analogs of which Lantus® is representative. The role that

medicinal chemists may play in the future design and devel-

opment of biologics continues to be defined.

Small Molecule High Throughput Synthesis

The field of non-oligomeric, small molecule, high through-

put synthesis came into existence in 1992 and has developed

into an important strategy for both lead identification and

lead optimization [8, 9]. Synthetic libraries have been

categorized as follows: (1) discovery libraries: opportunistic

libraries synthesized with no preconceived notion about

which molecular target it may be active against. These

libraries tend to be large in size, typically >5,000

compounds; (2) targeted libraries: these libraries are biased

in their design and contain a pharmacophore known to

interact with a specific target, or a family of targets; (3)

optimization libraries: libraries are constructed around an

existing lead with the intent to improve potency, selectivity,

and pharmacokinetic profile. These libraries tend to be

smaller in size, usually ranging from tens up to a few hun-

dred compounds.
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Discovery Libraries

Researchers have employed several different strategies to

create populations of molecules that are used for broad-

based screening. One strategy is to synthesize libraries

based on “privileged pharmacophores,” heterocyclic

scaffolds such as benzodiazepines (1) or triazines (2) that

have been shown to possess biological activity in multiple

settings. A second strategy is to design scaffolds or templates

for library synthesis that are based on important molecular

recognition recognitions elements including, for example,

peptide b-turn mimetics (3). The discovery of chemical

encoding technologies and radio-frequency (Rf)-encoded

synthesis has had a major impact on the synthesis of lead

discovery libraries. Both technologies utilize resin-based

split-pool synthesis to prepare large arrays of compounds

with libraries of >50,000 members typically prepared using

chemically encoded beads. Chemical encryption, in the form

of unique chemical markers (tags), is associated with syn-

thetic identity of the library member tethered to the resin

bead. However, the restricted amounts typically prepared

(200–300 mg), the lack of analytical characterization of

library members, and the requirement of a specialized

screening format for chemically encoded libraries have

limited the utility of this technology. Radio frequency

encoded synthesis overcomes some of these limitations

while retaining the efficiency of split-pool synthesis.

Libraries of 10,000–15,000 members can be prepared, with

individual members quantified and characterized by LC/MS.

Most pharmaceutical companies have utilized Rf-encoded

synthesis in their lead identification efforts.

Targeted Libraries

Libraries targeted towards proteolytic enzymes, non-

proteolytic enzymes, G-protein coupled receptors (GPCRs),

and ion channels have been very successful in lead identifi-

cation. Libraries of hydroxamates (4), hydroxy ethylenes (5),

boronic acids (6), and b-keto sulfonamides (7) have been

prepared as inhibitors of metallo-, aspartyl, serine, and cys-

teine proteases, respectively, using either solid phase or solu-

tion phase synthesis.
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Structure-based design has been effectively utilized in the

synthesis of inhibitors of nonproteolytic enzymes. Inhibitors

of MurB, an essential bacterial enzyme required for the

biosynthesis of peptidoglycan, were identified using the X-

ray structure of the enzyme as a tool for library design.

Thiazolidinone inhibitors (8) thus identified are the first

examples of small molecule inhibitors of MurB.
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Substituted indoles (5HT2a; D4 and a2a receptor

antagonists) and piperazines (opioid antagonists) are repre-

sentative chemotypes targeted towards GPCRs.

Advances made in solid-phase extraction (SPE) and in the

development of resin-based scavengers have increased the

versatility of chemistries implemented for the synthesis of

targeted libraries. A combination of cation exchange (SCX)

and anion exchange (SAX) resin was effectively utilized to

prepare libraries of highly substituted amides. Scavenger

resins and polymer-bound reagents are routinely used to

prepare medium-sized (500–1,000 members) libraries.

Polymer-bound isocyanates (9) and aldehydes (10) are

used to remove amines from reaction mixtures, while

polymer-bound thiols (11) are used to scavenge halides.
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X=

+
i) SAX

ii) SCX
R1COOX R1CONR2R3R2R3NH

NO2

Optimization Libraries

Starting with a lead structure, researchers have demonstrated

that parallel synthesis can be effectively utilized to optimize

biological activity while reducing timelines for the iterative

process. A parallel synthesis strategy was implemented to

identify structurally simpler and more potent analogs of the

influenza hemagglutinin inhibitor 12, EC50 ¼ 4 mg/mL. SPE

was used to automate the preparation of >400 analogs,

resulting in the identification of 13, EC50 ¼ 20 ng/mL, and

14, EC50 ¼ 20 ng/mL as simpler and more potent influenza

inhibitors.

During the past 10 years, the pharmaceutical industry has

expended significant resources in developing and

assimilating technologies to increase synthesis throughput

and decrease preclinical time lines. There are numerous

examples in the literature demonstrating the effective use

of high-throughput synthesis for lead discovery and optimi-

zation. There are two publicly known examples of clinical

candidates that have emerged directly from optimization

libraries. OC144-093 (15) is a P-glycoprotein modulator,

IC50 ¼ 50 nM, while AG-7088, (16) a potent rhinovirus

3C protease inhibitor, kobs/1,470,000 m/s, advanced into

clinical trials for the treatment of the common cold.
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Chemical Process R&D in the Pharmaceutical
Industry

Most of the active pharmaceutical ingredients (APIs) of com-

mercially available pharmaceuticals are manufactured either

by chemical syntheses or by microbial fermentations. How-

ever, some of the active ingredients are directly obtained from

natural sources. This section addresses the development and

manufacture ofAPIs [10]. Drug candidates in development are

becoming increasing complicated, with multiple chiral centers

and/or difficult to assemble heterocyclic systems. Incessant

demand to shorten the timelines for the discovery, develop-

ment, and launch of NCEs coupled with environmental

concerns has necessitated the development of higher yielding,

more robust, and environmentally friendly processes in shorter

times. The success of a pharmaceutical company greatly

depends not only on discovering important NCEs that fulfill

unmet medical need but also on its ability to design, optimize,

and scale up a chemical process to commercial manufacturing

with increasing rapidity. The chemical manufacturing process

must be a robust procedure capable of operating routinely in a

manufacturing environment. The recent trend towards

outsourcing the preparation of key intermediates (or even the

entire API) during the early phases of a program has added

additional time constraints on the development of robust pro-

cesses. Often the early preclinical and phase 1 supplies are

made via “fit for purpose” strategies, and the process chemist

is handed the program well into development, with shortened

timelines before process lock.

Considerable attention has to be given to various

parameters in developing a manufacturing process for an

API including, for example, efficiency of the synthesis, avail-

ability and cost of starting materials, toxicity of the reagents,

stability and toxicity profiles of intermediates, formation of

by-products, and safe disposal of waste materials. Data from

various aspects of chemical process development, including

process structure and flowsheet, operational guidelines, opti-

mization, process management, process control, fault

diagnostics, and equipment management need to be in place

in order to support a smooth transition from the laboratory to

the manufacturing plant. Safety is another critical factor

requiring consideration for large-scale manufacture. All

reactions should undergo a process hazard analysis for

incident-free and successful plant implementation before

scale up. The use of automation in accelerating the design

of cost-effective and well-understood synthetic processes is

growing very rapidly [12]. Automation concepts and tools

such as statistical design of experiments (DOE) and parallel

experimentation using in-house built reactor blocks or com-

mercially available robots play an ever expanding role in

increasing the productivity of process R&D with respect to

speed and economics, as well as obtaining process knowl-

edge. Production and logistical processes are becoming more

complex due to an increasing number of products and smaller

batch sizes. To manage this, supply chain optimization and

production planning activities need to be addressed. Produc-

tion simulation can be used for performance measurements

and capacity assessments of manufacturing as well as mate-

rial and information flow processes. Some applications of

production simulation include bottleneck analysis, examina-

tion of process alternatives, and assessment of investment

decisions.

Batch process development is a fairly complex series of

engineering tasks. In the pharmaceutical industry, the produc-

tion of a majority of APIs is based on a batch concept. This

concept offers many advantages with respect to quality assur-

ance as an individual batch can be accepted or rejected.

However, the scale up of the batch size without proper

controls may lead to problems. As a new product approaches

commercialization, a database of appropriate controls and

processing parameters is developed for each late-stage step.

This leads to a ‘design space’ of acceptable processing

parameters, ensuring that the desired yield and quality is

obtained. The FDA has encouraged manufacturers to adopt

quality by design (QbD) principles which are described in a

document ICH Q8R1 that was authored by pharmaceutical

industry experts from the United States, Europe, and Japan

with the goal of standardizing development parameters so that

they will be applicable worldwide. Examples of topics cov-

ered include quality management, personnel qualifications

and hygiene, process equipment cleaning and calibration,

documentation and records, material management, produc-

tion and in-process controls, packaging and labeling, and

many others. In QbD, a design space is developed, either by

traditional one-variable experimentation or, more commonly,

by multivariate DOE. By thoroughly defining the design

space, product quality can be assured by maintaining

processing parameters within the acceptable ranges. In-line

testing (also known as process analytical techniques) has

become a mainstay of modern manufacturing, lessening the

need for traditional off-line testing.

Quality standards for pharmaceutical products have

always been (understandably) more rigorous than for other

commercial chemicals. The QbD paradigm is a step towards

limiting batch release testing; however, the goal of

eliminating analytical release may prove elusive. Even a

well-defined process operating within its quality design

space will require that the raw materials used meet

established specifications. This may push analytical testing

earlier in the synthesis, perhaps even onto the suppliers, but

will not eliminate it.

Potential genotoxic impurities in both marketed and

experimental medicines have become a large regulatory

and quality issue. Indeed, nearly an entire issue of the

respected journalOrganic Process Research &Development

was devoted to the subject [11]. Potential genotoxic

impurities are required to be below the default threshold of
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toxicological concern limit (TTC) of 1.5 mg/day. The

genotoxic potential of intermediates, impurities, and

reagents in a process to make API must all be assessed. An

initial in silico evaluation using programs such as DEREK,

TOPKAT, and MCASE provide “alerting structures” that

then require further investigation, usually via Ames testing.

Compounds testing Ames positive are considered putative

mutagens and must be controlled at the TTC limit of 1.5 mg/
day. The level of detection required for high-dose

compounds can be <1 ppm, demanding ever more sensitive

analytical techniques. Indeed, satisfactory routes to a given

API may be discarded because of potential genotoxic

impurities if those impurities cannot be removed or ade-

quately controlled.

Crystallization, filtration, drying, and milling (if required)

are other important factors that need to be defined well

before a process to manufacture solid APIs is finalized.

Physicochemical properties of APIs play a vital role in

providing the pharmaceutical drug products with desired

bioavailability, manufacturing properties, and good final

product quality. Particle size, density, flowability, polymor-

phism, hygroscopicity, and stability are critical properties

for solid APIs in the development of formulations. Polymor-

phism is very important in determining the physical

properties of various crystal forms of a drug for optimal

chemical and formulation processing, as well as for

satisfying regulatory and patent issues for producing consis-

tent solid forms of a drug.

Asymmetric enantioselective syntheses have begun to sup-

plant traditional resolution methods for chiral intermediates

leading to APIs [13]. The most elegant of these asymmetric

approaches involves the use of chiral catalysts. The following

flow diagrams highlight the use of enantioselective chiral

catalysts in preparation of APIs of some widely used pharma-

ceutical drugs in today’s market. Scheme 11.1 shows the

preparation of aprepitant, the active ingredient of the anti-
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emetic Emend®. A chiral reduction to form alcohol 17 pro-

ceeds in high yield and good ee. Recrystallization increased

chiral purity to over 99%. All three chiral centers in the API

are derived from the initial chiral reduction [14].

The key step toward the synthesis of the HIV protease

inhibitor tipranavir is shown in Scheme 11.2. A rather

unique alkene hydrogenation is used for the late-stage instal-

lation of a chiral center [15].

An elegant and efficient route to sitagliptin was devel-

oped that utilizes a previously undocumented asymmetric

hydrogenation of an enamine in the final step [16]

(Scheme 11.3).
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Conclusion

The discovery and development of novel therapeutic agents

by the pharmaceutical industry has afforded physicians an

extensive armamentarium to fight a wide range of human

diseases. Undoubtedly, there remains the opportunity for

even more effective drugs with greater benefit-to-risk ratios

than those currently available. The elucidation of the human

genome may eventually lead to the identification of many

new macromolecular targets for drug intervention and the

application of new technologies has, to date, been modestly

beneficial to the overall success of drug discovery. The

considerable challenges faced by pharmaceutical research

will undoubtedly best be addressed by creative and obser-

vant scientists operating cohesively and openly in multidis-

ciplinary teams. Medicinal chemists have been and will

likely continue to play integral roles in these groups,

operating at the forefront of pharmaceutical research to

identify innovative drugs that the future demands.
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Manufactured Textile Fibers* 12
Bhupender S. Gupta

Textile Background

The first conversion of naturally occurring fibers into threads

strong enough to be looped into snares, knit to form nets, or

woven into fabrics is lost in prehistory. Unlike stone

weapons, such threads, cords, and fabrics—being organic in

nature—have in most part disappeared, although in some dry

caves traces remain. There is ample evidence to indicate that

spindles used to assist in the twisting of fibers together had

been developed long before the dawn of recorded history.

In that spinning process, fibers such as wool were drawn out

of a loose mass, perhaps held in a distaff, and made parallel

by human fingers. (A maidservant so spins in Giotto’s The

Annunciation to Anne, ca. AD 1306, Arena Chapel, Padua,

Italy [1].) A rod (spindle), hooked to the lengthening thread,

was rotated so that the fibers while so held were twisted

together to form additional thread. The finished length then

was wound by hand around the spindle, which, in becoming

the core on which the finished product was accumulated,

served the dual role of twisting and storing and, in so doing,

established a principle still in use today. (Even now, a “spin-

dle” is 14,400 yards of coarse linen thread). Thus, the forma-

tion of any threadlike structure became known as spinning,

and it followed that a spider spins a web, a silkworm spins a

cocoon, and manufactured fibers are spun by extrusion,

although no rotation is involved.

It is not surprising that words from this ancient craft still

carry specialized meanings within the textile industry and

have entered everyday parlance, quite often with very dif-

ferent meanings. Explanations are in order for some of the

words used in the following pages. For example, as already

indicated, “spinning” describes either the twisting of a bun-

dle of essentially parallel short pieces of wool, cotton, or

precut manufactured fibers into thread or the extrusion of

continuous long lengths of manufactured fibers. In the for-

mer case, the short lengths are known as “staple” fibers, and

the resulting product is a “spun yarn,” whereas the long

lengths are called “continuous-filament yarn” or merely

“filament yarn.” Neither is called a “thread,” for in the textile

industry that term is reserved for sewing thread and rubber or

metallic threads. Although to the layperson “yarn” connotes

a material used in hand knitting, the term will be used in the

textile sense hereinafter.

Before manufactured fibers are discussed, it is necessary

to define some terms.1 The “denier” of a fiber or a yarn

defines its linear density, that is, the mass in grams of a

9,000 m length of the material at standard conditions of

70�F and 65% relative humidity. Although denier is actually

a measure of linear density, in the textile industry, the word

connotes the size of the filament or yarn. Fibers usually

range from 1 to 15 denier and yarns from 15 to 1,650. Single

fibers, usually 15 denier or larger, used singly, are termed

“monofils.” The cross-sectional area of fibers of identical

deniers will be inversely related to their densities, which

range from 0.92 g/cc for polypropylene to 2.54 g/cc for

glass. The approximate densities of some of the other com-

monly used fibers are given in Table 12.1. Because by

definition denier is measured at standard conditions, it

describes the amount of “bone-dry” material plus the mois-

ture regain, which ranges from zero for glass and polypro-

pylene to 14% for rayon. It should be mentioned that some

years ago, scientific organizations throughout the world

accepted the word “tex,” this being the mass (g) of 1 km of
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the material, as a more useful term than denier. “Tex” is an

accepted adjunct to the SI or International System of Units,

but it has received only limited acceptance in commerce,

whereas the SI units are being employed increasingly in

scientific organizations. Furthermore, the sizes of cotton,

wool, and worsted yarns, and yarns containing manufactured

fibers but produced by the traditional cotton, wool, or wor-

sted systems, still are expressed in the inverse-count system

that has been used for centuries.

The “breaking tenacity” or more commonly, “tenacity,”

is the breaking strength of a fiber or a yarn expressed in force

per unit denier, that is, in grams per denier, calculated from

the denier of the original unstretched specimen. “Breaking

length” expresses the theoretical length of yarn that would

break under its own weight and is used mostly in Europe.

“Elongation” means “breaking elongation” and is expressed

in units of increase in length to break calculated as a per-

centage of the original specimen length.

Typical force–elongation curves of some manufactured

and natural staple fibers and textile-type manufactured

filaments are shown in Figs. 12.1 and 12.2. Table 12.1

gives the values of some of the physical and tensile

properties of textile fibers.

History

Early humans, over time, became aware of the presence and

usefulness of fibrous materials available from such sources

as seeds, leaves, stems, animal coverings, and cocoons. They

learned to spin, weave, knit, felt, or braid these fibers to

protect their bodies and improve their lifestyle. A few hun-

dred years ago, it has been suggested, someone took a clue

from a busy worm and thought that it should be possible for

humans to make a silklike fiber that would be of commercial

value. Curiosity combined with simple experiments

strengthened that premise and much later led to the develop-

ment of viscose rayon, only partially a manufactured fiber, in

the nineteenth century. Further curiosity, wartime need, and

Table 12.1 Typical (average) values of tensile and physical properties

of some commonly used textile fibers

Fiber

Breaking stress

(cN/tex)

Strain

to fail (%)

Moisture

regain (%)

Density

(g/cc)

Natural

Cotton 40 7 8 1.52

Flax 54 3 12 1.52

Silk 38 23 11 1.33

Wool 14 40 14 1.30

Regenerated

Acetate 13 25 6 1.32

Rayon 25 20 14 1.51

Synthetic

Acrylic 26 25 1.5 1.18

Modacrylic 28 32 1.5 1.32

Nylon 50 25 4 1.14

Polyester 50 15 0.4 1.38

Polypropylene 53 17 0 0.92

Fig. 12.1 Force–elongation curves of natural and manufactured staple

fibers at standard conditions of 70�F and 65% humidity

Fig. 12.2 Force–elongation curves of manufactured textile

continuous-filament yarns at standard conditions of 70�F and 65%

relative humidity

420 B.S. Gupta



superior commitment by modern researchers led to the syn-

thesis of a totally synthetic fiber in the 1930s. The knowl-

edge gained and the spark thus ignited resulted in the

development of other fibers to such an extent that manu-

factured fibers now dominate the market in the industrialized

nations in all major categories of apparel, home furnishing,

and industrial end uses.

The story of the development of manufactured fibers is of

great historical interest, beginning in 1664 when Robert

Hooke, an Englishman, suggested that it should be possible

to make a fiber much like silk that could be of value in the

marketplace. Audemars, a Swiss chemist, received the first

patent for making silklike fiber in 1855. He drew fibers by

dipping a needle and pulling it out from a solution of cellu-

lose nitrate containing some rubber.

The credit for using a spinnerette and forcing a solution

through it for producing a fiber, however, goes to the English

scientist Sir Joseph W. Swan, in the early 1880s. The first

person to put the idea into commercial practice was the

French chemist Count Hilaire de Chardonnet, who built

the first plant to commercially produce a fiber based on

regenerated cellulose, called “artificial silk,” at Besançon,

France, in 1891. During the last years of the nineteenth

century and the beginning of the twentieth century, progress

was so rapid that the production of this fiber increased from

several thousand pounds in 1891 to over two million in 1910.

Commercial production of the fiber in the United States

began in 1910 with the opening of the first plant. In 1924,

the industry gave the “artificial silk” fiber a new name, rayon.

By the year, 1910, the brothers Camille and Henry

Dreyfus had discovered a practical method for producing

cellulose acetate polymer and were making plastic film and

toilet articles in Basel, Switzerland. During World War I,

they built a plant in England to produce acetate dope for

painting airplane wings to render them air impervious. The

success of the product led the U.S. government to invite the

Dreyfus brothers to build a plant in the United States, which

started commercial production in 1924.

The successful manufacture of these two fibers, although

based on fibrous materials available in nature, marked the

beginning of the development of manufactured fibers in the

1930s. This effort, initiated by a technological breakthrough,

was marked by the work of W. H. Carothers, aimed at

learning how and why certain molecules joined to form

large molecules or polymers [2]. Fibers were described as

being composed of high-molecular-weight linear polymers,

and the first one to be manufactured, nylon 66, was

synthesized and produced on a commercial scale in 1939.

It was quickly followed by nylon 6, the second most widely

used nylon, and modacrylic (1949), olefin (1949), acrylic

(1950), polyester (1953), and triacetate (1954). Glass had

joined this group of large-production items earlier in 1936.

Several other fibrous materials have been produced, but

they are regarded as fibers with special performance

characteristics, used either in limited textile or in specialized

industrial applications. Some of these, worth noting, are

spandex (1959), aramid (1961), polybenzimidazole (PBI)

(1983), and sulfar (1983).

Thus, the period from the 1930s to the 1960s can be con-

sidered as a time of discoveries and innovations for

manufactured fibers, when the majority of the basic fibers

were developed. The years since then may be thought of as a

period of modification of performance characteristics. The

basic generic materials have been manipulated both chemi-

cally and physically to produce a wide variety of different

fibers, tailored to secure the desired characteristics for specific

end-use products. Thus, fibers can be extruded in different

shapes and sizes for special purposes. They can be modified

to offer greater comfort, flame resistance, or static-free behav-

ior in apparel; they can offer soil release and other desirable

characteristics for carpets; they can be developed with unique

surface characteristics, easier dyeability, or better blending

qualities. The industry has begun to discover many

possibilities for modifying the behavior of a given fibrous

material. It has learned how to produce new fibers with greater

strength, greater thermal resistance, or other special qualities.

In particular worth mentioning are the biodegradable

polymers, and the fibers based on them, that had controlled

absorbability and entered the market later in the twentieth

century. These materials, limited to specialized applications

and therefore produced in low volume, were developed pri-

marily for use in medical textile products.

Essentially, then, no new, large-volume, highly profitable

fibers have been developed since the mid-1950s. Instead, the

existing ones have become commodities with all the eco-

nomic impact thereby implied. No major chemical engineer-

ing processes have been added, although the previously

described ones have been modified to allow for spinning of

liquid crystalline polymers or the formation of gel-spun

fibers. Research activity has been reduced and centered

essentially on modifications of fiber size, shape, and

properties, and many variants now are successfully

marketed. Production volumes have increased enormously

for nylon, polyester, and polyolefin.

Fiber Consumption

Figure 12.3 compares population growth with the production

of manufactured fibers and the mill consumption of natural

fibers in the United States. Per capita consumption of all fibers,

starting at a level in the 1920s of about 30 lb, rose to approxi-

mately 40 lb following World War II and reached a level at or

about 50 lb in the 1970s. It topped 60 lb in 1973, dropped

below 45 lb in 1982, and in 1991 was at 55 lb. But clearly

overshadowing the increases resulting from population growth

and a higher standard of living are the volumes produced of,

first, the cellulosic manufactured fibers and, second, the
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noncellulosic or completely synthetic fibers. The consumption

of manufactured fibers increased from about two billion lb in

1960 to nearly nine billion lb in 1990. During the 1980s, the

increase was about 11%, made up of a decrease in cellulosics

of about 200 million lb (25%) and an increase in synthetics of

about 1.2 billion lb (17%). Of the 13.2 billion lb of fibers used

in the United States in 1990, 4.6% was the manufactured

cellulosics, 63.3% was the synthetics (67.9% manufactured),

31.1% was cotton, and less than 1% was wool. A significant

increase was noted in the use of cotton during the 1980s, from

3.0 billion lb in 1980 to 4.1 billion lb in 1990, believed to be in

large measure due to advances in chemical finishes that made

caring for the natural fibers easier than it was with the older

technology. To some extent, this increase also may have

occurred because people were willing to accept a more wrin-

kled look in order to gain the comfort of hydrophilic fibers.

Still, the general figures represent quite a reversal in the

consumption of fiber types seen three or more decades ago.

For example, in 1960, of the 6.5 billion lb of fibers used,

manufactured fibers accounted for only 29% of the total,

with cotton 65% and wool 6%.

Major applications of fibers lie in apparel, home furnish-

ing, and industrial products. In each of these, manufactured

fibers have made large inroads, and currently, their usage

dominates. As an illustration, consider the changes that have

taken place in the use of the materials required in the

manufacture of tire cords. Originally made from cotton,

rayon took a commanding position during World War II.

But as late as 1951, cotton comprised about 40% of the total

output of tire cords of approximately half a billion lb, and

nylon was at a negligible level of four million lb. By 1960,

however, cotton had all but disappeared; nylon represented

about 37% of the total (on a weight basis), even though only

about 0.8 lb of nylon is needed to replace 1.0 lb of rayon.

Whereas rayon for several years had dominated the so-called

original-equipment tire market and nylon had held a

corresponding position for replacement tires, more recently,

glass and polyester have made heavy inroads into both—

especially in belted constructions. The situation continued to

change in favor of noncellulosic manufactured fiber usage in

tires so that by 1972, rayon was down to 14%, nylon up to

42%, polyester up to 32%, glass up to 7%, and steel at 5%,

all on a weight basis. By the late 1970s, tire markets were

dominated wholly by manufactured fibers with polyester

holding over 90% of the passenger car original-equipment

market and nylon commanding over 90% of the truck

original-equipment market. This division of markets is a

direct result of the performance characteristics of the two

fibers. Polyester-containing tires are free of “flat-spotting” or

cold-morning thump and so are preferred in passenger cars

for their smooth ride. On the other hand, nylon-containing

tires are tougher and more durable and so are the choice for

trucks and off-road vehicles.

The production of manufactured fibers throughout the

world has developed in a manner that rather parallels the

situation in the United States, as may be seen in Fig. 12.4.

There are some expected differences, and obviously, the data

for world usage are strongly influenced by the large

components attributable to the United States, which cur-

rently account for about 23% of the manufactured fiber and

about 15% of the total fiber consumption. The output of

the world cellulosics has leveled off, but expansion of the

noncellulosics has continued unabated. The use, or at least

the recorded use, of the natural fibers, cotton and wool, rose

rapidly in the 1950s, as the world economy rebounded at the

conclusion of World War II. Since then (1960–1970), a

modest increase has continued, essentially parallel to the

growth of world population. But, in comparison with popu-

lation trends, it appears that the great demand has been for

manufactured textile fibers. Much of this increase has

resulted from an improved standard of living and the

absence of major wars.

A detailed economic examination of the processing of

fibers and the changes that have taken place during the last

half century would show two rather vivid occurrences. The

first of these is a rapid decrease in the prices of the newer

fibers as they became established, followed by a leveling out

and stabilization. The second is the relative stability of

prices of the manufactured fibers on short-term and even

Fig. 12.3 Comparative growth of population and fiber consumption in

the United States, 1960–2000
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long-term bases, as compared with fluctuations in the prices

for the natural fibers where governmentally imposed stabil-

ity has not been in effect. Data are not presented about it in

this text, but in the first half of the twentieth century, there

was a saying in the textile industry that the person who made

or lost money for the company was the one who was respon-

sible for buying cotton and wool “futures.” However, it

should also be emphasized that list prices of manufactured

fibers are ceiling prices and do not reflect the short-term

discounts, allowances, and special arrangements that are

given in a free marketplace when the demand for any

manufactured fiber softens.

A presentation of complete information about the con-

sumption of raw materials, chemical reactions, reagents and

catalysts used, and efficiencies of operation in the produc-

tion of manufactured fibers undoubtedly would contribute to

a better understanding of the industrial chemistry involved.

Several factors have prevented this, however. In the first half

of the twentieth century, a historical belief in the efficacy of

trade secrets still permeated the chemical industry. Even

with the increased mobility of technical and scientific per-

sonnel during and following World War II, the idea still

prevailed that if nothing other than patents was allowed to

become public knowledge, so much the better. The situation

has changed considerably since about 1960, as can be noted

from the availability of information contained in the list of

suggested readings that follows this chapter, yet, secrecy

tends to be maintained despite the fact that key employees

move from company to company, and the chemical engi-

neering knowledge available in chemical companies that

produce large volumes of fibers permits an almost complete

appraisal of a competitor’s activities.

In general, in the early period of production of a fiber, the

cost of the original raw material may have had very little

bearing on the selling price of the final fiber. The most

important factor is the action of the producer’s competitors

and the conditions of the market and the demand that can be

developed. But the complexity of the processes involved in

conversion determines the base cost of the fiber at the point

of manufacture. As the process becomes older, research

reduces this complexity; with simplification, there may be

rapid drops in plant cost. If demand remains high, such

reductions will not be expected to be reflected in selling

prices; rather, profits are high. As more producers enter the

field in order to share in those profits, output capacity

surpasses demand, and in accordance with classical eco-

nomic theory, major selling price reductions result. This

was happening, in general, in the 1960s and for cellulose-

based manufactured fibers in the 1970s. But beginning in

1973, the cost of petroleum-based products started to rise

steeply and erratically. This rise was based not on economic

considerations alone but on political considerations among

the oil-producing and exporting countries (OPEC) as well.

Further upward pressure on manufactured fiber prices has

resulted from governmental limitations placed on chemical

usage and exposure and on amounts of chemicals that can be

discharged into the air and water. To meet these limitations,

the manufactured fiber industry has had to supply large

infusion of capital. In some instances, such expenditures

could not be justified, and plant capacity was shut down

permanently. This was particularly true in the case of fila-

ment rayon. In recent years, the factors of rapidly rising raw

material/energy prices and the costs of meeting environmen-

tal regulations have not allowed the prices of manufactured

fibers to fall as production experience has been gained and

technological advances have been introduced. Instead, sell-

ing prices have been continually adjusted upward in an effort

to pass along unavoidable cost increases so as to maintain

profitability. In areas of application in which a manufactured

fiber replaced a natural one because of lower prices and

stable availability, swings in fashion and increases in

imports sometimes have caused a reduction in fiber utiliza-

tion. This scenario, combined with environmental concerns,

is believed to have particularly applied to acrylic fiber,

whose production has decreased recently in both Europe

and the United States.

The great importance of manufactured fibers in the chem-

ical industry and in the overall economy of the United States

(and, in general, the developed countries) becomes apparent

when the volume of production of these materials is consid-

ered and compared with the market value of even the least

Fig. 12.4 Production of fibers in the world, 1950–2000
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expensive of the raw materials used by them. The amounts

of oil and natural gas consumed by the manufactured fiber

industry represent around 1% of national annual usage.

Of this amount, about one half is used to produce raw

materials from petrochemicals, with the other half used for

energy to convert trees to wood pulp for cellulose-based

fibers and to convert the wood pulp and petrochemical-

derived raw materials to fibers.

Rayon

Chemical Manufacture

Rayon, the first of the manufactured fibers produced in large

volume, is based on the natural polymer cellulose, a repeat

unit of which is shown below:

Although in the early days the main source of this raw

material was cotton linters, a combination of improved

technologies for obtaining alpha cellulose from wood and

the shortage of cotton linters used for the manufacture of

cellulose nitrate during World War II resulted in a shift in

raw material to wood pulp. Only certain trees constitute

the most economical supply of dissolving pulp, as the final

product is called; the process economics depend upon

the cost of logs delivered at the pulping mill and the relative

yield of alpha cellulose after the unusable lignin, and the

other components of the wood are discarded.

A general flow diagram for the manufacture of rayon is

given in Fig. 12.5. The dissolving pulp is received by the

rayonmanufacturer in sheet or roll form. In themanufacturing

process, impurities are removed, with special attention being

given to removal of traces of such metallic elements as man-

ganese and iron, the former having an effect on the manu-

facturing process (as will be noted later) and the latter an

effect on the color of the final product. The production of

dissolving pulp involves drastic chemical action at elevated

temperatures, which substantially reduces the originally very

high molecular weight of the cellulose. The portion not solu-

ble in 17–18% aqueous caustic, known as alpha cellulose,

remains, and the lower-molecular-weight beta and gamma

fractions are largely soluble and lost. The composition of

the pulp is aimed at high alpha content. A typical economic

trade-off is involved. The pulp producers can secure an alpha

content of up to 98% bymeans of a cold caustic extraction, or,

on the other hand, the rayon manufacturer can use a less

expensive, lower alpha content pulp (90–96%) and expect to

secure a lower yield. The sellers have numerous grades avail-

able to meet the specific process needs and end-product

requirements of each of the buyers.

In the manufacture of rayon, it is the usual practice to

begin “blending” at the first step, which involves steeping

the pulp. Further blending proceeds throughout successive

steps. The warehouse supply of pulp consists of numerous

shipments, and in making up the batches for the conven-

tional process, a few sheets are taken from each of several

shipments. This serves two purposes. It prevents a slight

variation in a single pulp lot from unduly affecting any

Fig. 12.5 Flow diagram for manufacture of viscose yarn: (1) cellulose

sheets and caustic soda, (2) steeping press, (3) shredder, (4) xanthating

churn, (5) dissolver, (6) caustic supply, (7) ripener, (8) filtration, (9)

deaeration, (10) filtration, (11) continuous process, (12) tire cord, (13)

pot spinning, (14) staple spinning
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given volume of production, and it provides a moving aver-

age so that changes with time are reduced to a minimum.

The cellulose sheets are loaded vertically, but loosely, into

a combination steeping bath and press (Fig. 12.6), which is

slowly filled with a solution of 17–19% caustic, where they

remain for about 1 h. In the steeping, the alpha cellulose

is converted into alkali or “soda” cellulose; at the same time,

as alreadymentioned, the caustic solution removes most of the

beta and gamma celluloses (also called hemicelluloses). The

exact chemical composition of the soda cellulose is not known,

but there is evidence that one molecule of NaOH is associated

with two anhydroglucose units in the polymer chain:

ðC6H10O5Þn ðcelluloseÞ þ 18% aqueous NaOH

! ½ðC6H10O5Þ2 � NaOH�n
� ðswollen; insoluble; soda cellulose IÞ
þ soluble soda cellulose from b and g celluloses

The excess caustic solution is drained off for reuse. Addi-

tional amounts are removed by forcing the sheets through a

press. The sheets are still in a swollen state and retain from

2.7 to 3.0 parts of the alkali solution. The spent steeping

solution squeezed out of the pulp is processed for recovering

the caustic from the organic materials.

The sheets of soda cellulose are discharged into a shred-

der. If blending is desired, the charges from two or more

steeping presses are mixed in a single shredder, where the

already soft sheets are torn into crumbs; cooling is provided

to prevent thermal degradation. Shredding is controlled to

produce crumbs that are open and fluffy, and that will allow

air to penetrate the mass readily; this is essential in aging.

Soda cellulose is aged by holding it at a constant

temperature in perforated containers. The oxygen in the air

produces uniform aging accompanied by a reduction in

molecular weight and an increase in the number of carboxyl

groups present. The target of aging is an average molecular

weight high enough to produce satisfactory strength in the

final fiber but low enough so that the viscosity of the solution

will not be excessively high at the desired concentration for

spinning. Each of the various rayon end products has its

optimum degree of polymerization or chain length, ranging

from about one fourth the original length for regular rayon to

one half for certain high-performance fibers. As noted ear-

lier, this optimum size is generally established by effecting a

compromise between process economics and desired end-

product properties. The aging proceeds for periods of up to

2 or 3 days, although the tendency is to speed up the opera-

tion by using higher temperatures and traces of metal ions,

such as manganese or cobalt, to catalyze the reaction.

A combination of experience and constant quality-control

testing guarantees that the material will reach the correct

point for conversion to cellulose xanthate.

Cellulose xanthate, or more exactly, sodium cellulose

xanthate or sodium cellulose dithiocarbonate, is obtained

by mixing the aged soda cellulose with carbon disulfide in

a vapor-tight xanthating churn. Based upon weight of cellu-

lose, the amount of carbon disulfide used will be in the range

of 30% for regular rayon to 50–60% for modified varieties.

The xanthate is soluble in a dilute solution of sodium

hydroxide—a characteristic discovered by Cross and Bevan

in 1892—and this property makes the spinning of rayon

possible. It is a yellow solid; when dissolved in a dilute

solution of alkali, it becomes a viscous, honey-colored liq-

uid—hence the word “viscose.” At this stage, the viscous

solution may contain about 7.25% cellulose as xanthate in

about a 6.5% solution of sodium hydroxide, although

concentrations of both vary, depending on what end products

are desired. The solution is ready for mixing with other

batches to promote uniformity, to be followed by filtration,

ripening, deaeration, and spinning. The filtration process usu-

ally involves several stages so that filters of decreasing pore

size may be used to secure a balance of throughput and

stepwise particle and gel removal.

Such an operation is a straightforward one for “bright”

rayon, but only in the days of “artificial silk” did the shiny

fiber alone satisfy the market. After a few years, a

dull-appearing fiber also was demanded. At first, fine

droplets of oil in the filaments were used to produce dullness

until it was discovered that titanium dioxide pigment having

a particle size smaller than 1 mm in diameter was even more

Fig. 12.6 Steeping of cellulose in the manufacture of viscose rayon

(Courtesy of Avtex Fibers, Inc.)
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satisfactory. The latter has since become the universal

delustrant for all manufactured fibers. With the use of

pigments of any type, problems of dispersion and agglomer-

ate formation must be faced. The usual practice has been to

add this pigment when mixing the cellulose xanthate into the

dilute solution of caustic.

However, there are many other chemicals and additives

that a producer may be required to add to the solution, includ-

ing (1) a few parts per million of a tracer element for later

identification of the product, (2) coloring pigments for “dope-

dyed” rayon (“dope dyeing” will be discussed in greater detail

under another heading); (3) chemicals for controlling the rate

of precipitation and regeneration for obtaining rayon with so-

called high performance), and (4) polymers and chemicals to

impart specific properties to the fiber. From the standpoint of

chemical processing, it is obvious that these additives may

also be added when the sodium cellulose xanthate is dissolved

in dilute caustic solution or may be injected into the solution

before it enters the spinnerette prior to being extruded. To keep

the operations as flexible as possible, the additives should be

injected at the last possiblemoment so that when a changeover

is desired, there will be a minimum amount of equipment to be

cleaned. On the other hand, the farther along in the operation

that additives are placed into the stream, the greater the prob-

lem of obtaining uniformity in an extremely viscous medium

and the greater the difficulty in maintaining exact control of

proportions before the viscous solution is passed forward and

spun. Furthermore, all insoluble additives must be of

extremely small particle size, and all injected slurries must

be freed of agglomerates by prefiltration; if not, the viscous

solution containing the additives must be filtered. Each manu-

facturer of viscose rayon develops the particular conditions for

making additions, depending on a multitude of factors, not the

least of which is the existing investment in equipment. All

manufacturersmust face the universal necessity of filtering the

solutionwith or without pigments or other additives, so that all

impurities and agglomerates that might block the tiny holes in

the spinnerette are removed.

Although it was known in the years following the discov-

ery by Cross and Bevan that a viscose type of solution could

be used in the preparation of regenerated cellulose, the con-

version of this solution into useful fibers was not possible until

the discovery that the solution required aging until “ripe.”

Ripening is the first part of the actual chemical decomposition

of cellulose xanthate, which, if allowed to proceed unham-

pered, would result in gelation of the viscose solution.

Experience has taught the manufacturer the correct time

and conditions for the aging operation, but the requirement

of aging itself demands that the entire process be so planned

that the viscose solution will arrive at the spinnerette

possessing, as nearly as possible, the optimum degree of

ripeness, to produce fibers having the desired characteristics.

This degree of ripeness is determined by an empirical test

made periodically, which is a measurement of the resistance

of the solution to precipitation of the soda cellulose when a

salt solution is titrated into it. Thus, it is known as the “salt

index” or “Hottenroth number” after its originator. An

additional step in the overall ripening operation involves

the removal of dissolved and mechanically held air by the

use of a vacuum on a moving thin film of the viscose

solution.

It should be mentioned that so inevitable is decomposi-

tion of cellulose xanthate and consequent gelation of the

contents of pipes and tanks that all viscose rayon plants

must be prepared to pump in-process viscose solutions to

other spinning machines or to a waste receiver, purging the

entire system with dilute caustic solution, in the event of a

long delay in spinning.

Wet Spinning

Spinning a viscose solution into rayon fibers (wet spinning)

is the oldest of the three common ways of making

manufactured fibers. In this method, the polymer is

dissolved in an appropriate solvent, and this solution is

forced through fine holes in the face of the spinnerette,

which is submerged in a bath of such composition that the

polymer precipitates. The pressure necessary for this extru-

sion is supplied by a gear pump, which also acts as a

metering device; the solution is moved through a final or

“candle” filter before it emerges from the holes of the spin-

nerette. There is immediate contact between these tiny

streams and the liquid or “wet” bath. As the bath solution

makes contact with the material extruded from the holes,

chemical or physical changes take place. These changes,

whether of lesser or greater complexity, convert the solution

of high-molecular-weight linear polymer first to a gel struc-

ture and then to a fiber. As will be observed in what follows,

it is an interesting fact that the spinning of viscose rayon,

with all of the ramifications made possible by variations in

the composition of the solution and the precipitating bath, as

well as in the operating conditions, presents the chemist and

the chemical engineer with both the oldest and the most

complex wet-spinning process.
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The formation of rayon fibers from viscose solution is far

from being simple, from either a physical or a chemical

standpoint. The spinning bath usually contains 1–5% zinc

sulfate and 7–10% sulfuric acid, as well as a surface-active

agent, without which minute deposits will form around the

holes in the spinnerette. Sodium sulfate (15–22%) is present,

formed by the reactions, and as sulfuric acid is depleted and

sodium sulfate concentration builds up, an appropriate

replenishment of the acid is required. There is a coagulation

of the organic material as the sulfuric acid in the spinning

bath neutralizes the sodium hydroxide in the viscose solu-

tion; at the same time, chemical decomposition of the

sodium cellulose xanthate takes place to regenerate the cel-

lulose. If zinc ions are present, which is the usual situation in

the production of the improved types of rayon, an inter-

change takes place so that the zinc cellulose xanthate

becomes an intermediate. It reacts at a slower rate, causing

slower decomposition to cellulose. This provides conditions

for more effective stretching or drawing of the fiber. Chemi-

cal additives usually are present to repress hydrogen ion

action. The gel-like structure, the first state through which

the material passes, is not capable of supporting itself out-

side the spinning bath. As it travels through the bath, how-

ever, it quickly becomes transformed into a fiber that can be

drawn from the spinning bath and that can support itself in

subsequent operation (Fig. 12.7).

The reaction between the bath and the fiber that is forming

is paramount in determining the characteristics of the final

product; it is for this reason that additives (previously men-

tioned), as well as zinc ions, may be used to control both the

rate of coagulation and regeneration. In this manner, the

arrangement of the cellulose molecules may be controlled

to produce the conformational structure desired. A practical

application of this will be discussed later.

Because of hydraulic drag, stretching occurs in the bath

and also in a separate step after the yarn leaves the bath. In

both cases, the linear molecules of cellulose are oriented

from random positions to positions more parallel to the

fiber axis. If a rayon tire cord is to be the final product, the

fibers must be severely stretched to produce a very high

orientation of the molecule. This is the basis of the tire

cord’s high strength and ability to resist stretching, without

which growth of the tire body would occur. For regular

textile and nonwoven uses, such high strengths are not

desired, and the spinning and stretching conditions are con-

trolled to produce rayon of lower strength and greater

stretchability under stress.

In order to stretch the yarn uniformly during the

manufacturing process, two sets of paired rollers or “godets”

are employed, each of the two sets operating at different

rotational speeds. The yarn is passed around the first set of

godets several times to prevent slippage and is supplied to

the stretching area at a constant speed. A second set of

godets moves it forward at a more rapid rate, also without

slippage. Stretching may range from a few to 100 or more

percent. Spinning speeds are of the order of 100 m/min but

may vary with both the size of the yarn and the process used.

Spinning conditions, composition of the spinning bath,

and additives to the viscose solution determine the physical

characteristics of the rayon—its breaking strength and elon-

gation, modulus, ability to resist swelling in water, and

characteristics in the wet state as compared with those of

the dry material. Not only must the chemical composition of

Fig. 12.7 Spinning of viscose rayon (Courtesy of Avtex Fibers, Inc.)
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the spinning bath be carefully controlled but the temperature

must be regulated at a selected point, somewhere in the

range of 35–60�C, to ensure those precipitation and regener-
ation conditions that are essential to the manufacture of any

particular viscose rayon having the properties needed for a

selected end use.

After precipitation and regeneration of cellulose have

been completed and raw rayon fiber has been formed, the

subsequent steps must be controlled so that differences in

treatment are minimized; otherwise, such sensitive

properties as “dye acceptance” will be affected, and the

appearance of the final product will vary.

Minute traces of suspended sulfur resulting from the

chemical decomposition of cellulose xanthate must be

removed by washing with a solution of sodium sulfide. It is

expedient to bleach the newly formed fibers with hypochlo-

rite to improve their whiteness; an “antichlor” follows. The

chemicals originally present and those used to purify the

fibers must be removed by washing. As a final step, a small

amount of lubricant is placed on the filaments to reduce

friction and improve processibility in subsequent operations.

Several different processes are used for the steps involved

in spinning and purifying continuous-filament rayon. One of

the most common involves the formation of packages of

yarn, each weighing several pounds, for separate treatment.

After it has been passed upward out of the spinning bath and

stretched to the desired degree, the yarn is fed downward

vertically into a rapidly rotating can-like container called a

spinning pot or “Topham” box (after the man who invented

it in 1900). It is thrown outward to the wall of the pot by

centrifugal force and gradually builds up like a cake, with

excess water being removed by the same centrifugal force.

This cake is firm, although it must be handled with care, and

is sufficiently permeable to aqueous solution to permit

purification.

In another method of package spinning, the yarn is wound

onto a mandrel from the side at a uniform peripheral speed.

With this process, the yarn may be purified and dried in the

package thus formed. In any of these systems, the spinning

and stretching, as well as subsequent steps, may involve

separate baths.

The continuous process for spinning and purifying

textile-grade rayon yarn merits particular mention from the

standpoint of industrial chemistry, as it is rather an axiom

that a continuous process is to be preferred over a batch or

discontinuous operation. This method employs “advancing

rolls” or godets that make it possible for the yarn to dwell for

a sufficient length of time on each pair, thus allowing the

several chemical operations to take place in a relatively

small area. Their operation depends on the geometry

existing when the shafts of a pair of adjacent cylindrical

rolls are oriented slightly askew. Yarn led onto the end of

one of these and then around the pair will progress toward

the other end of the set with every pass, the rate of traversing,

and therefore the number of wraps, being determined by the

degree of skewness.

The production of rayon to be converted to staple fiber

also is amenable to line operation. Here, the spinnerette has

many thousands of holes, and a correspondingly large num-

ber of filaments are formed in the precipitation bath. The

resulting tow then is stretched to the desired degree and

immediately cut in the wet and unpurified condition. The

mass of short lengths can be conveyed through the usual

chemical treatments, after which it is washed and dried. It is

fluffed to prevent matting and is packaged for shipment in

large cases.

Cuprammonium, Nitrocellulose, and Cellulose
Acetate Processes for Rayon

Cuprammonium Cellulose. Cellulose forms a soluble com-

plex with copper salts and ammonia. Thus, when cellulose is

added to an ammoniacal solution of copper sulfate that

also contains sodium hydroxide, it dissolves to form a

viscous blue solution, and in this form, it is known as

cuprammonium cellulose. The principles on which the

chemical and spinning steps of this process are based are

the same as those for the viscose process. Cellulose is

dissolved, in this case, in a solution containing ammonia,

copper sulfate, and sodium hydroxide. Unlike the viscose

solution, the cuprammonium solution need not be aged and

will not precipitate spontaneously on standing except after

long periods. It is, however, sensitive to light and oxygen. It

is spun into water and given an acid wash to remove the last

traces of ammonia and copper ions. Although this rayon was

never manufactured in a volume even approaching that

achieved by the viscose process, the smaller individual

filaments inherent in it made it useful in certain specialty

markets. It no longer is manufactured in the United States

but continues to be made abroad.

Nitrocellulose and Cellulose Acetate. Although nitrocellu-

lose and cellulose acetate intermediates have been made and

regenerated to form cellulose fibers, neither of these histori-

cal processes associated with rayon manufacture are still in

operation.

Textile Operations

After the filament rayon fiber has been spun and chemically

purified, much of it passes through what are known as

“textile operations” before it is ready to be knitted or

woven. Because these steps of twisting and packaging or

beaming are common to the manufacture of all
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manufactured fibers, it is advisable to review briefly the

background and the processes.

Rayon, the first manufactured fiber, not only had to com-

pete in an established field but also had to break into a

conservative industry. Silk was the only continuous-filament

yarn, and products made from it were expensive and pos-

sessed of high prestige so that they offered a tempting

market for rayon. Thus, the new product entered as a com-

petitor to silk and, as already noted, became known as

“artificial silk.” Under the circumstances, it was necessary

for rayon to adapt itself to the then-existing silk-processing

operations and technologies. It was customary to twist sev-

eral silk filaments together to secure a yarn of the desired

size, strength, and abrasion resistance. Because rayon was

weaker than silk and its individual filaments were smaller, it

required as much twisting as silk or even more.

This twisting could have been carried out in the same

plant where the yarn was spun, but the existence of silk

“throwsters” (from the Anglo-Saxon thrawan, to twist or

revolve) made that unnecessary. However, as the rayon

industry developed, the amount of yarn twisted in the pro-

ducing plant or sent forward to throwsters decreased. Over

the years, the trend has been to use less twist and to place,

instead, several thousand parallel ends directly on a “beam”

to form packages weighing as much as 300–400 lb, which

are shipped directly to a weaving or knitting mill. The advent

of stronger rayons, as well as other strong fibers, and a

diminishing market for crepe fabrics which required highly

twisted yarns accelerated the trend away from twisting.

In all twisting and packaging operations, the yarn makes

contact with guide surfaces and tensioning devices, often at

very high speeds. To reduce friction, it is necessary to add a

lubricant as a protective coating for the filaments. This is

generally true of all manufactured fibers, and it is customary

to apply the lubricant or “spinning finish” or “spinning

lubricant” as early in the manufacturing process as possible.

For those materials that develop static charges in passing

over surfaces, this lubricant also must provide antistatic

characteristics.

It is difficult to overstate the importance of fiber

lubricants to the successful utilization of manufactured

fibers. Few problems can be more damaging to a fiber-

handling operation than a lubricant upset. A separate chapter

could be written on lubricant usage, but some of its more

important aspects will be mentioned here. Obviously,

lubricants must reduce friction between the fiber and various

surfaces to allow movement without excessive damage to

the fiber or the surface contacted, the latter being any one of

a variety of metals or ceramics. Similarly, a fiber comes in

contact with the surface of other fibers in staple fiber

processing and in packaging. The lubricant composition

must be stable under a variety of storage conditions, without

decomposing or migrating within the package or being lost

from the fiber surface by adsorption into the fiber, and must

be nontoxic and nondermatitic. It also must be compatible

with other materials added during textile processes, such as

the protective size coat applied to warp yarns before weav-

ing or the wax coat often applied to yarns before circular

knitting. Possible metal corrosion must be evaluated for each

lubricant composition. Finally, after having performed its

function, the fiber finish or lubricant must be completely

scoured from the fabric to permit uniform adsorption of

dyes and fabric finishes. The application of sewing

lubricants to fabric to be cut and sewn is yet another area

requiring attention.

Spun Yarn. After rayon became established in the textile

industry, where it could be used as a silklike fiber, and its

selling price was greatly reduced, other markets for it were

developed. The cotton, wool, worsted, and linen systems of

converting short discontinuous fibers to yarns were well

established, and their products were universally accepted.

Here again, it was necessary to make rayon fit the

requirements of existing equipment and historically accept-

able operations. The first of these was that it be cut into the

same lengths as those found in cotton and wool. Fortunately,

the viscose rayon process was and is eminently suited to the

production of tows containing thousands of filaments. The

pressure required to force the solution through the holes is so

low that neither thick metal sections nor reinforcement of the

surface is necessary to prevent bulging, and large

spinnerettes containing several thousand holes can be used.

Furthermore, the spinning bath succeeds in making contact

with all the filaments uniformly. As a result, the spinning of

viscose rayon tow is very similar in principle to the produc-

tion of the smaller continuous-filament yarns.

Because both cotton and wool possess distortions from a

straight rodlike structure, machinery for their processing was

designed to operate best with such crimped fibers. Thus, it

was necessary for rayon staple to possess similar lengths and

crimpiness in order to be adapted to existing equipment. The

crimp, that is, several distortions from a straight path per

inch, is produced in rayon “chemically” by modification of

the structure. The precipitation-stretching step in spinning is

carried out so that the skin and the core of the individual

filaments are radially nonuniform and constantly changing

over very short lengths along the filaments. Because the skin

and the core differ in sensitivity to moisture, the two

components shrink differentially, leading to the develop-

ment of permanent distortions of the filaments. The latent

chemical crimp may be enhanced by a thermomechanical

step. In this, the tow is fed between two wheels, which in

turn force it into a chamber, called a “stuffer box,” heated

with steam, in which it is forced against the compacted

material ahead of it, causing the straight filaments to col-

lapse immediately. As the mass of material is pressed
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forward, it becomes tightly compacted, and it tends to

remain axially distorted after it escapes through a pressure-

loaded door at the opposite end of the chamber.

Modified Viscose Rayon Fibers

The variations of chemical ingredients, their concentrations,

and the temperature of the spinning bath determine the rates

of coagulation and regeneration and thus the relative

amounts of “skin” and “core” in the cross section of the

fiber. The skin is known to possess a higher degree of

order and better mechanical properties than the core, so an

increase in its proportion is desired in higher-performance

fibers. The degree of orientation is determined by the

stretch imparted. Inherent in-process variations such as

these are what may be called the “art” of viscose rayon

manufacturing, whereby great diversity in rayon properties

can be obtained. The cross-sectional morphologies of some

rayons are illustrated in Fig. 12.8.

High-Wet-Modulus Rayon. One of the important innovations

in the rayon industry has been the development of high-wet-

modulus (HWM) rayon. For its manufacture, the cellulose

molecules require a higher degree of polymerization (DP)

than regular rayon, so aging and ripening times are

decreased, and the processing temperature is lowered. As

the viscose solution flows through the spinnerette into the

bath, coagulation takes place to form the needed skin. How-

ever, in order for an increase in tenacity to occur, regenera-

tion should proceed slowly; this is aided by using a lower

concentration of acid in the spin bath. Also, zinc is added

because zinc ions in the bath slow down regeneration by

forming zinc cellulose xanthate, which is more resistant to

acid decomposition than is sodium xanthate. Because of the

slow generation process, what is actually formed is nearly an

“all-skin” rayon with a round cross section. Because the

structure also is stretched before it crystallizes, a higher

stretch is possible; this gives a higher orientation. The fiber

thus has significantly higher strength than regular rayon.

This higher tenacity exists not only when the material is

dry but also when it is wet, hence the name HWM rayon.

Because of its high structural orientation and greater order,

the fibers have fewer physically accessible sites for water

molecules; thus, it is less susceptible to swelling and to the

adverse effects of basic cleaning solutions so that the fiber’s

launderability is improved. The HWM rayons are used

extensively for blending with cotton, wool, silk, and all

other manufactured fibers.

High Absorbency Rayons. Over the past years, disposable

products have become commonplace, especially in the

United States and Europe. Cellulosic fibers, particularly

rayons, have served the needs of the disposables industry

because of their absorbent qualities. The most useful fibers

for disposable/absorbent applications are the rayons with

crenulations, crimp, and hollow regions, all of which add to

the absorbency of the fiber. These characteristics are achieved

in varying degrees by physical and chemical alterations in the

spinning process. Crenulations or random irregularities in

the shape of the cross section, typical for most rayon fibers,

are caused by the rapid formation of skin before the dehydra-

tion is complete. As the fiber interior loses solvent, it

collapses in certain areas and produces the crenulated

shape. Furthermore, fabricators have learned how to control

the cross-sectional shape of filaments by using spinnerettes

containing other than round holes. One example is fibers

having Y or trilobal-shaped cross sections, which have been

found to be capable of picking up more water and at a faster

rate than possible with fibers of round cross sections [4].

Hollow viscose fibers contain gas pockets produced by

adding “blowing” agents, such as sodium carbonate, to the

viscose. When carbon dioxide is released during regenera-

tion, the fibers inflate, leading to the formation of hollow

filaments. The added free volume and decrease in molecular

order increase the ability of the fibers to pick up water.

Other New Developments

A number of other developments are taking place in the

rayon industry, the target of one being the manufacture of

lint—free rayon for use in products such as circuit boards. In

another, graphite particles are blended in with the viscose to

reduce static buildup. Production of flame-retardant rayon

has received increased attention, in one case being achieved

by the addition of phosphorus compounds to the spinning

dope. The advanced technology now can produce flame-

resistant fibers that, when exposed to high temperatures,

will not shrink or emit toxic gases. Other developments are

in the area of finding better and environmentally safer

solvents for the cellulosic raw material. Searches are under

way for solvents that may lead to lyotropic liquid crystalline

polymer solutions from which ultrahigh-strength and high-

modulus fibers can be spun.

Environmentally Friendly High-Wet-Strength
Rayon: Lyocell

Low wet strength of rayon in general has restricted the appli-

cation of the fiber to disposable and semidurable materials.

Additionally, the environmental concerns associated with its

manufacture have resulted in significant curtailment in

production of the fiber during the recent past. Search for

ways and means to produce a high-wet-strength fiber using
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an environmentally acceptable process has occupied much of

the research effort during the past two decades. One of the

latest additions to the family of rayon fibers is lyocell. The

fiber has wet strength comparable to that of the natural cellu-

losic fibers and is manufactured with a solvent that is essen-

tially totally recovered and recycled [5]. The solvent used is

N-methyl morphine oxide, O(C4H8) NOCH3, popularly

known as amine oxide. The manufacturing process involves

the dissolving of pulp in hot amine oxide, filtration of the

solution, and then spinning into a bath containing a dilute

solution of the solvent. The bath removes the amine oxide

from the fibers, which are washed and dried, and the removed

solvent is almost totally reclaimed for further use. The final

fiber is said to have a different molecular structure from that

of normal rayon and a smooth surface and a round cross

section. The fiber is noted to be stronger than cotton and

normal rayon in both the dry and the wet states [6].

Cellulose Acetate

Historical

Cellulose acetate was known as a chemical compound long

before its potential use as a plastic or fiber-forming material

was recognized. The presence of hydroxyl groups had made

it possible to prepare cellulose esters from various organic

acids, as cellulose consists of a long molecular chain of beta-

anhydroglucose units, each of which carries three hydroxyl

groups—one primary, the other two secondary. The formula

for cellulose (already noted) is [C6H7O2(OH)3]n; when this

is fully esterified, a triester results. It was learned quite early

that although cellulose triacetate is soluble only in

chlorinated solvents, a product obtained by partial hydroly-

sis of the triester to a “secondary” ester (having about

2.35–2.40 acetyl groups per anhydroglucose unit) was easily

soluble in acetone obtaining a small amount of water. Many

Fig. 12.8 Cross-sectional

morphologies of some of the

rayon fibers. (a) High-wet

modulus, (b) regular rayon,

(c) crimped HWM, (d) hollow,

(e) cuprammonium, (f) trilobal

(Sources: All except trilobal:
Turbak [3], copyright John Wiley

& Sons, Inc., New York, 1985

and used with permission of the

copyright owner; trilobal photo:

Gupta and Hong [4])
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other cellulose esters have been prepared, but only the ace-

tate has been commercialized successfully as a manufactured

fiber. Propionates and butyrates, and mixed esters of one or

both the acetates, have applications as plastics. The first

acetate fibers were produced in 1921 in Europe and in 1924

in the United States.

Manufacture of Cellulose Secondary Acetate

Cellulose acetate originally was made from purified cotton

linters, but this raw material has been entirely replaced by

wood pulp. The other raw materials used are acetic acid and

acetic anhydride.

Cellulose acetate is manufactured by a batch process (see

Fig. 12.9). There has been mention in the patent literature of

a continuous system, but its utilization as a production pro-

cess has not been announced. The “charge” of cellulose,

purified, bleached, and shredded, is of the order of

800–1,500 lb. It is pretreated with about one third its weight

of acetic acid and a very necessary amount of water, about

6% of its weight. If it is too dry at the time of use, more H2O

must be added to the acetic acid. A small amount of sulfuric

acid may be used to assist in swelling the cellulose and to

make it “accessible” to the esterifying mixture.

Although there has been much discussion of the chemis-

try of cellulose acetylation, it is now generally agreed that

the sulfuric acid is not a “catalyst” in the normal sense of the

word but rather that it reacts with the cellulose to form a

sulfoester. The acetic anhydride is the reactant that provides

the acetate groups for esterification. The acetylation mixture

consists of the output from the acetic anhydride recovery

unit, being about 60% acetic acid and 40% acetic anhydride,

in an amount 5–10% above the stoichiometric requirement,

to which has been added 10–14% sulfuric acid based on the

weight of cellulose used. The reaction is exothermic and

requires that the heat be dissipated.

In preparing for acetylation, the liquid reactants are

cooled to a point (0�C) where the acetic acid crystallizes,

the heat of crystallization being removed by an appropriate

cooling system. The slush of acetic acid crystals in the acetic

anhydride–sulfuric acid mixture is pumped to the acetylizer,

a brine-cooled mixer of heavy construction (see Fig. 12.10).

The pretreated cellulose is dropped in from the

pretreating unit located above. The reaction is highly exo-

thermic, and at the start, large amounts of heat are produced.

As the temperature of the reaction mixture rises to the melting

point of the acetic acid (16.6�C), its large heat of fusion

(45.91 cal/g) prevents a dangerous rise in temperature that

would degrade the molecular weight of the cellulose chain.

Fig. 12.9 Flow diagram for manufacture of cellulose acetate yarn: (1)

wood pulp, (2) attrition mill, (3) cyclone, (4) 35 % acetic acid, (5)

pretreater, (6) magnesium acetate solution, (7) precooled acetylation

mix, (8) sulfuric acid, (9) acetylator, (10) ripener, (11) steam, (12)

blender, (13) precipitator, (14) dilute acetic acid, (15) hammer mill,

(16) water, (17) rotary screen washer, (18) squeeze rolls, (19) drying

oven, (20) blender, (21) storage bins, (22) silos, (23) weight bins, (24)

acetone, (25) wood pulp, (26) pigment, (27) mixers, (28) hold tanks,

(29) filter press, (30) pump, (31) filter, (32) air, (33) jet, (34) acetone

recovery, (35) oiling wheel, (36) feed roll, (37) bobbin, (38) inspection
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As the reaction proceeds, brine in the jacket of the acetylizer

provides additional cooling:

Celluloseþ ðCH3COÞ2Oþ H2SO4ð10� 15%

based on weight of cellulose)���������!CH3COOH

½Anhydrous�

½C6H7O2ðOSO3HÞ0:2ðCH3COOÞ2:8�n

The reaction product is soluble in the acetylation mixture;

as it is formed and dissolved, new surfaces of the cellulose

are presented to the reagents. One variation of this procedure

uses methylene chloride, rather than an excess of acetic acid

in the reaction mixture. This chemical is used both to dissi-

pate the heat by refluxing (boiling point, 41.2�C) and to

dissolve the cellulose ester as it is formed. As the reaction

proceeds, the temperature is allowed to rise. Because cellu-

lose is a natural product obtained from many sources,

it varies slightly in composition, and at the end of the

reaction, it’s dissolvability cannot be predicted exactly; the

disappearance of fibers as determined by microscopic

examination thus is the usual means of following its progress.

During the acetylation operation, a certain amount of

chain fission is allowed to take place in the cellulose mole-

cule. This is to ensure that the viscosity of the cellulose

acetate spinning solution will be low enough for ease of

handling but high enough to produce fibers with the required

strength. The temperature of the reaction controls the rates of

both acetylation and degradation of molecular weight.

The next step in the manufacture is “ripening,” whose

object is to convert the triester, the “primary” cellulose

acetate, to a “secondary” acetate having an average of

about 2.35–2.40 acetyl and no sulfo groups (if any sulfuric

acid is used in pretreatment) per anhydroglucose unit. While

the cellulose sulfoacetate is still in the acetylizer, sufficient

water is added to react with the excess anhydride and start

the hydrolysis of the ester. Usually, the water is used as a

solution of sodium or magnesium acetate, which increases

the pH and promotes hydrolysis. The temperature is raised to

about 70–80�C by direct injection of steam to speed up the

reaction. Hydrolysis is continued until the desired acetyl

content is obtained. When this value is reached, an aqueous

solution of magnesium or sodium acetate is added to cool the

batch and stop the hydrolysis. It is then ready for precipita-

tion. For example,

½C6H7O2ðOSO3HÞ0:2ðCH3COOÞ2:8�n
þ ðCH3COOÞ2Mg���������������������!Aqueous conc:CH3COOH

½C6H7O2ðOHÞ0:65ðCH3COOÞ2:35�n þMgSO4

The solution is carried to the verge of precipitation by

adding dilute acetic acid. Then it is flooded with more dilute

acetic acid and mixed vigorously, so that the cellulose ace-

tate comes out as a “flake” rather than a gelatinous mass or

fine powder. The flake then is washed by standard counter-

current methods to remove the last traces of acid and is dried

in a suitable dryer.

Manufacture of Cellulose Triacetate

To obtain completely acetylated cellulose, the reaction

requires the use of perchloric acid rather than sulfuric acid

as the catalyst. In the presence of 1% perchloric acid, a

mixture of acetic acid and acetic anhydride converts a previ-

ously “pretreated” cellulose to triacetate without changing

the morphology of the fibers. If methylene chloride rather

than an excess of acetic acid is present in the acetylation

mixture, a solution is obtained. However, usually a degree of

substitution between 92% and 100% is acceptable. For

obtaining such a triester, it is possible to use about 1%

sulfuric acid instead of perchloric acid. When the

sulfoacetate obtained from such a reaction is hydrolyzed

with the objective of removing only the sulfoester groups,

the resulting product has about 2.94 acetyl groups per

anhydroglucose unit. The preparation, hydrolysis, precipita-

tion, and washing of “triacetate” are in all other respects

similar to the corresponding steps in the manufacture of the

more common secondary acetate. Cellulose triacetate,

Fig. 12.10 Process vessel for acetylation of cellulose (Courtesy of

Celanese Fibers Co.)
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formerly produced under the trade name Arnel® by Celanese

Corporation, is no longer in production in the United States.

Acid Recovery. In the manufacture of every pound of cellu-

lose acetate, about 4 lb of acetic acid is produced in 30–35%

aqueous solution. The accumulated acid contains a small

amount of suspended fibers and some dissolved cellulose

esters. To remove the suspended material, the acid is passed

slowly through settling tanks. Then it is mixed with organic

solvents, so that the acid becomes concentrated in an organic

layer, which is decanted. Distillation separates the acid from

the organic solvent.

To produce the acetic anhydride, the acid is dehydrated to

ketene and reacted with acetic acid using a phosphate cata-

lyst at 500�C or higher in a tubular furnace:

CH3COOH�������!Heat

Catalyst
H2Oþ CH2 = C = O

CH2 = C = Oþ CH3COOH! ðCH3COÞ2O

The mixture of unreacted acid, water, and anhydride is

fed to a still, which yields dilute acetic acid overhead and an

anhydride–acetic acid mixture at the bottom (see Fig. 12.11).

Conditions are controlled in such a way that the raffinate is

about 40% anhydride and 60% acetic acid. As already men-

tioned, this is the desired ratio for the reaction mixture used

for acetylation of cellulose.

Blending of Flake. As in the manufacture of viscose, the

products of batch operations are blended to promote unifor-

mity in the manufacture of cellulose acetate. Although a

blend of different celluloses is selected in the beginning,

the pretreatment, acetylation, and ripening are batch

operations with little or no mixing. Before precipitation,

a holding tank provides an opportunity for mixing; then

precipitation, washing, and drying—all continuous—

promote uniformity. The dried cellulose acetate flake

moves to holding bins for analysis—the moisture content,

acetyl value, and viscosity being especially important. The

results of the analyses determine how much further blending

is necessary. After blending and mixing of portions of

selected batches, the lot is air-conveyed to large storage

bins or “silos,” which are filled from the center of the top

and emptied from the center of the bottom, thus bringing

about further mixing.

Spinning Cellulose Acetate

Acetone is metered into a vertical tank equipped with a

stirrer, and the cellulose acetate flake and filter aid are

weighed in an automatic hopper; all operations are con-

trolled by proportioning methods common to the chemical

industry. The ratio of materials is about 25% cellulose ace-

tate, 4% water, less than 1% ground wood pulp as a filter

aid, and the remainder acetone. The mixture moves forward

through two or three stages at the rate at which it is used, the

hold time being determined by experience. After dissolution

is completed, filtration is carried out in batteries of plate and

frame filter presses in three or even four stages, the passage

of the “dope” being through presses of decreasing porosity.

Much of the cellulose acetate is delustered by the addition

of titanium dioxide pigment, as with viscose rayon. Between

filtrations (and after the last filtration), the dope goes to storage

tanks that serve to remove bubbles; in this case, a vacuum is

not necessary. From the final storage tank, it is pumped into a

header located at the top of each spinning machine; then it is

directed to a series of metering gear pumps, one for each

spinnerette. Because the holes in the cellulose acetate spinning

spinnerette are smaller (0.03–0.05 mm) than those in the

corresponding viscose devices, great care must be taken with

the final filtration. An additional filter for the removal of any

small particles that may have passed through the large filters is

placed in the fixture, sometimes called the “candle,” to which

the spinnerette assembly is fastened. A final filter is placed in

the spinnerette-assembly unit over the top of the spinnerette

itself.

The method used for spinning cellulose acetate is “dry”

spinning. The dope is heated (in some cases above the

boiling point of acetone, 56.5�C) to lower its viscosity and

thus reduce the pressure required to extrude it and to supply

Fig. 12.11 Recovery of acetic acid (Courtesy of Celanese Fibers Co.)
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some of the heat needed for evaporating the acetone solvent

(see Fig. 12.12).

The spinnerette is stainless steel, and because the

filaments must be heated and prevented from sticking

together and because space must be allowed for the escape

of acetone vapor, the holes must be kept farther apart than

those of the spinnerettes used for wet spinning. As the hot

solution of cellulose acetate in acetone emerges downward

into the spinning cabinet, an instantaneous loss of acetone

takes place from the surface of the filaments, which tend to

form a solid skin over the still liquid or plastic interior.

A current of air, either in the direction the filaments are

moving or countercurrent, heats the filaments, and as the

acetone is diffused from the center through the more solid

skin, each filament collapses to form the indented cross-

sectional shape typical of cellulose acetate. The heated air

removes the vaporized acetone. Each manufacturer uses a

preferred updraft, downdraft, or mixed-draft operation, as

needs dictate.

The cabinet through which the yarn passes vertically

downward must be long enough to allow sufficient acetone

to diffuse outward and evaporate from the surfaces of the

filaments so that the latter will not stick to the first surface

contacted or fuse to each other. The temperature of the air in

the cabinet, the rate of flow, the length of the cabinet, the size

and number of filaments, and the rate of travel are all

interrelated in the spinning process. Because it is desirable

to increase spinning speeds to the limit of the equipment, the

tendency has been to construct longer spinning cabinets as

each new plant is built. Present spinning speeds are of the

order of 600 or more meters per minute, measured as the

yarn emerges from the cabinet.

Other dry-spinning operations have followed essentially

the same pattern. For example, the dry spinning of cellulose

triacetate was identical to that for secondary acetate except

that the acetone solvent had been replaced by a chlorinated

hydrocarbon such as methylene chloride, the solubility of

which was improved by the addition of a small amount of

methanol (5–15%).

The acetate yarn emerging from the cabinet makes con-

tact with an applicator that provides the lubricant required to

reduce both friction and static formation in subsequent

operations. With its surface lubricated, the yarn passes

around a “feed” roll that determines the rate of withdrawal

from the spinning cabinet and then to any of several desired

packaging devices.

Unlike the packaging of rayon yarn, cellulose acetates are

either “ring”-spun or wound into a package called a “disc,”

“zero twist,” or “cam wound.” In the ring-spun package, the

yarn carries a slight twist of less than one turn per inch, but it

requires a relatively expensive bobbin. Since the trend is

toward less twisting, such acetate yarn is “beamed” in the

producer’s plant after little or no twisting, the heavy beams

being shipped directly to knitters or weavers (see Fig. 12.13).

Filament yarns are twisted for two reasons. One is to

supply certain esthetic characteristics such as touch, drap-

ability, and elasticity. The other more fundamental reason is

to provide physical integrity to the filament bundle so that it

can be warped, woven, and knitted without excessive break-

age or fraying of individual filaments.

Fig. 12.12 Dry spinning of cellulose acetate (Courtesy of Tennessee

Eastman Co.)

Fig. 12.13 Beaming cellulose acetate yarn from a reel holding about

800 packages of yarn (Courtesy of Tennessee Eastman Co.)
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The yarn justmentioned as having no twist imparted before

beaming may have been subjected to intermingling just prior

to windup after extrusion. In the intermingling process, yarn

with no twist, and usually under low tension, is passed through

a zone where it is impinged upon by a jet stream of com-

pressed air. This causes the filaments to interlace or intermin-

gle with each other, and they can become metastable in this

configuration when tension is reapplied. In this condition, the

yarn has the integrity of twisted yarn and will pass through

several textile processing steps without difficulty, but with

each handling, some of the intermingling is worked out.

Solvent Recovery. The air containing the acetone vapor is

drawn out of the spinning cabinet and passed through beds of

activated carbon that sorb the organic solvent. The acetone is

recovered by steaming and then by separating it from the

water by distillation. The efficiency of recovery is about 95%.

Dope Dying. As with viscose rayon, colored pigments or

dyestuffs may be added to the spinning solution so that the

yarn will be colored as it is produced, thus eliminating the

need for dyeing the final fabric. As mentioned earlier, even in

using titanium dioxide, a compromise must be made on the

basis of two competing needs. Complete mixing, uniformity,

and filtration require that the addition be made early in the

operation; minimal cleaning problems during changeovers

require just the opposite. There exist two solutions to the

problem. If a manufacturer must produce a multitude of

colors in relatively small amounts, it is desirable to premix

individual batches of spinning dope. Each batch should be

pretested on a small scale to ensure that the desired color will

be acceptable when it is produced. Facilities must be

provided to allow each batch of colored dope to be cut into

the system very close to the spinning operation in order to

minimize pipe cleaning. Permanent piping must be flushed

with solvent or the new batch of colored dope; some of the

equipment may be disassembled for mechanical cleaning

after each change of color.

Another method of producing spun-dyed yarn involves

using a group of “master” dopes of such color versatility that

when they are injected by appropriate proportioning pumps into

a mixer located near the spinning operation, they will produce

the final desired color. The advantages of such an operation

are obvious; the disadvantage lies in the public demand for

an infinite number of colors. No small group of known

pigments will produce final colors of every desired shade.

Protein Fibers

As previously mentioned, the use of naturally existing

polymers to produce fibers has had a long history. In the

case of cellulose, the results were fabulous. An initial

investment of $930,000 produced net profits of

$354,000,000 in 24 years for one rayon company [7]. On

the other hand, efforts to use another family of natural

polymers—proteins—have thus far resulted in failure or at

best very limited production.

These regenerated proteins are obtained from milk

(casein), soya beans, corn, and peanuts. More or less complex

chemical separation and purification processes are required

to isolate them from the parent materials. They may be

dissolved in aqueous solutions of caustic, and wet-spun to

form fibers, which usually require further chemical treatment

as, for example, with formaldehyde. This reduces the ten-

dency to swell or dissolve in subsequent wet-processing

operations or final end uses. These fibers are characterized

by a woollike feel, low strength, and ease of dyeing. Never-

theless, for economic and other reasons, they have not been

able to compete successfully with either wool (after which

they were modeled) or with other manufactured fibers.

Nylon

Historical

Nylon was the first direct product of the technological break-

through achieved by W. H. Carothers of E. I. du Pont de

Nemours and Co. Until he began his classic research on high

polymers, the production of manufactured fibers was based

almost completely on natural linear polymers. Such materials

included rayon, cellulose acetate, and the proteins. His

research showed that chemicals of low molecular weight

could be reacted to form polymers of high molecular weight.

By selecting reactants that produce linear molecules having

great length in comparison with their cross section, fiber-

forming polymers are obtained. With this discovery, the

manufactured fiber industry entered a new and dramatic era.

Manufacture

Nylon 66. The word “nylon” was established as a generic

name for polyamides, one class of the new high-molecular-

weight linear polymers. The first of these, and the one still

produced in the largest volume, was nylon 66 or polyhexa-

methylene adipamide. Numbers are used following the word

“nylon” to indicate the number of carbon atoms contributed

by the diamine and dicarboxylic acid constituents, in this

case hexamethylenediamine and adipic acid, respectively.

To emphasize the fact that it does not depend on a

naturally occurring polymer as a source of raw material,

nylon often has been called a “truly synthetic fiber.”

To start the synthesis, benzene may be hydrogenated to

cyclohexane
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C6H6 þ 3H2������!
Catalyst

C6H12

or the cyclohexane may be obtained by fractionation of

petroleum. The next step is oxidation to a cyclohexanol–-

cyclohexanone mixture by means of air:

xC6H12 þ O2ðairÞ�������!
Catalyst

yC6H11OHþ zC6H10O

In turn, this mixture is oxidized by nitric acid to adipic

acid:

C6H11OH þ C6H10Oþ HNO3�������!
Catalyst ðCH2Þ4ðCOOHÞ2

Adipic acid so obtained is both a reactant for the produc-

tion of nylon and the raw material source for hexamethyle-

nediamine, the other reactant. The adipic acid first is

converted to adiponitrile by ammonolysis and then to

hexamethylenediamine by hydrogenation:

ðCH2Þ4ðCOOHÞ2 þ 2NH3�������!
Catalyst ðCH2Þ4ðCNÞ2 þ 4H2O

ðCH2Þ4ðCNÞ2 þ 4H2�������!
Catalyst ðCH2Þ6ðNH2Þ2

Another approach is through the series of compounds fur-

fural, furane, cyclotetramethylene oxide, 1,4-dichlorobutane,

and adiponitrile, as illustrated below. The furfural is obtained

from oat hulls and corn cobs.

Or 1,4-butadiene obtained from petroleum may be used

as a starting raw material to make the adiponitrile via 1,

4-dichloro-2-butene and 1,4-dicyano-2-butene:

CH2¼CHCH=CH2 ! ClCH2CH=CHCH2Cl

�������!HCN

Catalyst
NCCH2CH¼CHCH2CN

�������!H2

Catalyst
NCðCH2Þ4CN

When hexamethylenediamine and adipic acid are mixed

in solution in a one-to-one molar ratio, the “nylon salt”

hexamethylenediammoniumadipate, the direct progenitor

of the polymer, is precipitated. After purification, this

nylon salt is polymerized to obtain a material of the desired

molecular weight. It is heated to about 280�C under vacuum

while being stirred in an autoclave for 2–3 h; a shorter

holding period follows; and the process is finished off at

300�C. The molecular weight must be raised to a level high

enough to provide a fiber-forming material, yet no higher. If

it is too high, the corresponding viscosity in the subsequent

spinning operation will require extremely high temperatures

and pressure to make it flow. Accordingly, a small amount of

acetic acid is added to terminate the growth of the long-chain

molecules by reaction with the end amino groups.

The polymerized product is an extremely insoluble mate-

rial and must be melt-spun, as discussed later. Therefore,

should a delustered or precolored fiber be desired, it is

necessary to add the titanium dioxide or colored pigment

to the polymerization batch prior to solidification. For ease

of handling, the batch of nylon polymer may be extruded

from the autoclave to form a thin ribbon, which is easily

broken down into chips after rapid cooling. But, whenever

possible, the liquid polymer is pumped directly to the fiber

melt-spinning operation (see Fig. 12.14).

Nylon 6. Nylon 6 is made from caprolactam and is known as

Perlon® in Germany, where it was originally developed by

Dr. Paul Schlack [8]. Its production has reached a very large

volume in the United States in recent years.

Like nylon 66, nylon 6 uses benzene as raw material,

which is converted through previously mentioned steps to

cyclohexanone.

This compound is in turn converted to the corresponding

oxime by reaction with hydroxylamine, and cyclohexanone

oxime is made into caprolactam by the Beckmann

rearrangement.

After purification, the lactam is polymerized by heating at

elevated temperatures in an inert atmosphere. During self-

condensation, the ring structure of the lactam is opened so

that the monomer acts as an epsilon aminocaproic acid

radical. Unlike that of nylon 66, the polymerization of cap-

rolactam is reversible; the polymer remains in equilibrium
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with a small amount of monomer. As with nylon 66, nylon

6 is extruded in thin strands, quenched, and cut into chips for

subsequent spinning, or the molten polymer is pumped

directly to the spinning equipment.

Melt Spinning

Because of its extremely low solubility in low-boiling and

inexpensive organic solvents, nylon 66 required a new tech-

nique for converting the solid polymer into fibers, hence the

development of “melt” spinning, the third basic method for

producing manufactured fibers. The following description

refers essentially to nylon 66 because it was the first to use

the method, but the process applies, in general, to all melt-

spun manufactured fibers.

In the original production of nylon fiber by melt

spinning, the chips of predried polymer were fed from a

chamber onto a melting grid whose holes were so small that

only passage of molten polymer was possible. Both solid

and liquid were prevented from contacting oxygen by

maintaining an inert nitrogen atmosphere over the polymer

supply. The polymer melted in contact with the hot grid and

dripped into a pool where it became the supply for the

spinning itself. This melting operation has been entirely

replaced by delivery of the molten polymer pumped directly

from the polymerization stage or by “screw” melting. In the

latter process, the solid polymer in chip form is fed into

an extrusion-type screw contained in a heated tube. The

depth and the helix angle of the grooves are engineered in

such a way that melting takes place in the rear section, and

the molten polymer is moved forward under increasing

pressure to a uniformly heated chamber preceding the

metering pump.

Whatever means is used to secure the molten polymer, it is

moved forward to a gear-type pump that provides both high

pressure and a constant rate of flow to the final filter and

spinnerette. The filter consists of either sintered metal candle

filters, several metal screens of increasing fineness, or graded

sand arranged in such a way that the finest sand is at the

bottom. After being filtered, the molten polymer at a pressure

of several thousand pounds per square inch is extruded

through the small capillaries in the heavily constructed spin-

nerette. It is necessary to maintain the temperature of the

pool, pump, filter, spinnerette assembly, and spinnerette at

about 20–30�C above the melting point of the nylon, which is

about 264�C for nylon 66 and 220�C for nylon 6. Fibers

having desired cross-sectional shapes can be produced by

selecting spinnerettes containing holes of appropriate config-

uration. An example of a trilobal spinnerette capillary and the

shape of the resulting trilobal fiber is given in Fig. 12.15.

The nylon production process requires that the extruded

fibers emerge from the spinnerette face into a quench cham-

ber where a crosscurrent of relatively cool quench air is

provided to promote rapid solidification. The solid filaments

then travel down a chimney to cool further, and a lubricant is

applied before they make contact with the windup rolls in

order to prevent static formation and to reduce friction in

subsequent textile operations. The freshly spun yarn from

the spinning chamber is taken up by a traversing winder onto

a yarn package and “drawn” in a separate operation. In

modern high-speed processes, drawing still is required, but

in many cases, this is combined with spinning in a single

operation, as will be described in what follows.

Fig. 12.14 Flow diagram for the manufacture of nylon 66 yarn:

(1) air, (2) cyclohexane from petroleum, (3) reactor, (4) recycle cyclo-

hexane, (5) still, (6) cyclohexanol–cyclohexanone, (7) nitric acid,

(8) converter, (9) adipic acid solution, (10) still, (11) impurities,

(12) crystallizer, (13) centrifuge, (14) impurities, (15) adipic acid

crystals, (16) dryer, (17) vaporizer, (18) ammonia, (19) converter,

(20) crude adiponitrile, (21) still, (22) impurities, (23) hydrogen, (24)

converter, (25) crude diamine, (26) still, (27) impurities, (28) nylon salt

solution, (29) reactor, (30) stabilizer, (31) calandria, (32) evaporator,

(33) excess water, (34) autoclave, (35) delustrant, (36) water sprays,

(37) casting wheel, (38) polymer ribbon, (39) grinder, (40) polymer

flake, (41) spinning machine, (42) heating cells, (43) spinnerette,

(44) air, (45) draw twisting, (46) inspection, (47) nylon bobbin (Note:
Whenever the demand for liquid polymer at a spinnerette is large, as,

for example, in the spinning of tire yarn, it is pumped directly from the

autoclave)
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Drawing

It was learned early that the “as-spun” fibers made from

nylon 66 could be extended to about four times their original

length with very little effort, but that thereafter a marked

resistance to extension took place. It was discovered that

during this high extension, the entire length of fiber under

stress did not extend uniformly. Rather, a “necking down”

occurred at one or more points, and when the entire length

under tension had passed through this phenomenon, a high-

strength fiber was obtained. It also was found that when

more than one necking down was allowed to take place in

a given length of fiber, a discontinuity occurred at the point

where the two came together. Accordingly, the drawing

operation was aimed at forcing the drawing to occur at a

single point as the yarn advanced from the supply to the

take-up package.

Where still used, cold drawing consists essentially of

removing the yarn from the package prepared in the melt-

spinning operation and feeding it forward at a uniformly

controlled rate under low tension. It is passed around a

godet or roller that determines the supply rate and prevents

slippage; for nylon 66, it then is wrapped several times

around a stationary snubbing pin. From there, it goes to a

second roller that rotates faster than the supply roller to

produce the desired amount of stretch, usually about 400%.

The necking down occurs at the pin. In the case of nylon 6,

drawing may be effected satisfactorily without passing the

yarn around such a snubbing pin.

The long molecules of the nylon 66 or 6 polymer, which

are randomly positioned in the molten polymer, when

extruded from the spinnerette tend to form “crystalline”

areas of molecular dimensions as the polymers solidify in

the form of freshly spun fibers. In the drawing operation,

both these more ordered portions and the amorphous areas

tend to become oriented so that the lengthwise dimensions of

the molecules become parallel to the long axis of the fiber,

and additional intermolecular hydrogen bonding is

facilitated. It is this orientation that converts the fiber having

low resistance to stress into one of high strength.

By controlling the amount of drawing as well as the

conditions under which this operation takes place, it is

possible to vary the amount of orientation and the degree

of crystallization. A minimal amount is preferable in the

manufacture of yarns intended for textile applications

wherein elongation of considerable magnitude and low

modulus or stiffness are required rather than high strength.

On the other hand, high strength and modulus are at a

premium when fibers are to be used in tire cords and other

industrial applications. High resistance to elongation is

imperative if the tire is not to grow under conditions of

use. In this connection, it should be noted that nylon tire

cord that has been produced by twisting the original tire

yarn and plying the ends of these twisted yarns together is

hot stretched just before use at the tire plant to increase

strength and reduce even further the tendency to elongate

under tension.

The separate operations of spinning and drawing nylon

presented a challenge whose object was combination of the

two operations into a single continuous step. But the prob-

lem was obvious, for the operating speeds of the two

separate steps already had been pushed as high as was

thought to be possible. How then would it be possible to

combine them into a continuous spin draw, wherein a

stretching of about 400% could take place? The answer

lay in the manner in which the cooling air was used and

in the development of improved high-speed winding

devices. By first cooling the emerging fibers by a concur-

rent flow of air and then cooling them further by a counter-

current flow, the vertical length of the cooling columns can

Fig. 12.15 Scanning electron micrographs of (a) trilobal-shaped spin-

nerette and (b) resulting cross sections of nylon fibers. The pictures

were taken at different magnifications (Courtesy of BASF Corporation)
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be kept within reason. In-line drawing may occur in one or

two stages, and relaxation may be induced if needed. The

final yarn is said to be packaged at speeds of 6,000 m/min.

Other Nylons, Modifications, and New
Developments

Although nylon 66 and 6 account for most of the polyamide

fibers produced, a great many others have been experimen-

tally synthesized and have been developed and manufactured

in commercial amounts. Of these, some have been made into

fibers, some with limited economic success. These nylons are

identified by either the same numbering system used for nylon

66 or 6 or by a combination of numbers and letters, as follows:

Dimethyl nylon 3 is solution-spun because it tends to

decompose during melt spinning. Nylon 4 has a moisture

regain (mass water per unit mass of dry fiber, under standard

atmospheric conditions of 20�C and 65% RH) of 6–9% and

therefore is superior to other nylons for textile usages, being

comparable to cotton [9]. Nylon 11 was developed in France

and has been trademarked as Rilsan®. It has a moisture

regain of 1.8% and density of 1.04 g/cc as compared with

4% and 1.14 g/cc, respectively, for nylon 66. Nylon 7 is

made in the former Soviet Union and marketed under the

name Enant. The fiber has better stability to heat and ultra-

violet light than nylon 66 and 6. Nylon 6T, an aromatic

polymer, has a much higher melting point (370�C), a higher
density (1.21 g/cc), and slightly higher moisture regain

(4.5%) than nylon 66. It also has superior resistance than

nylon 66 against heat. This fiber has served as a precursor to

the development of aramid fibers. Nylon PACM-12, for-

merly produced under the trade name Qiana® in the United

States, is no longer in production.

A chemical and engineering news report [10] suggested
that the most serious competition to nylon 66 and 6 will be

provided by a new, still experimental fiber, nylon 46, which

was being developed by DSM in the Netherlands, trade-

named Stanyl®; this fiber results from the interaction of

1,4-diaminobutane and adipic acid. Better order in the struc-

ture in the fiber leads to greater crystallinity and, thus, to

greater density (1.18 g/cc). The fiber has a melting point of

about 300�C, a breaking stress or tenacity of 9.5 g force/

denier (~1 GPa), modulus at 120�C of 20 g force/denier

(2.1 GPa), and shrinkage in gas at 160�C of 3%.

Some of the outstanding characteristics of nylon that are

responsible for its many uses in apparel, home furnishing,

and industrial products are its high strength and toughness,

elastic recovery, resilience, abrasion resistance, and low

density. Among many applications of the fiber are such

products as intimate apparel and foundation garments,

sportswear, carpets, parachutes, tents, sleeping bags, and

tire cords.

The world production of nylon has doubled in recent

years, increasing from 3.8 billion lb in 1970 to about 7.5

billion lb in 1990. The fiber accounts for about 24% of the

synthetic fibers produced worldwide. In the United States,

the production of the fiber also doubled in two decades,

increasing from 1.2 billion lb in 1970 to about 2.4 billion

lb in 1990.

The newest activity connected with nylon is the effort at

developing a more highly oriented stronger nylon than pos-

sible by the current technology. Because of the formation of

hydrogen bonds between the chains, the normal polymer is

restricted in terms of the maximum draw ratio by which it

can be oriented. In the new technique [11], nylon 66 is

dissolved in an agent such as gallium trichloride, which

effectively breaks the hydrogen bonds. The solution is

spun by the dry jet–wet spinning method. The GaCl3/nylon

66 complex so obtained can now be stretched to very high

draw ratios, levels as high as 40� have been possible. Once

drawn, the structure is soaked in water to remove gallium

trichloride, which allows the hydrogen bonds to reestablish

and link the chains. In preliminary work done thus far, the

strength and the modulus obtained exceed the values usually

found in nylon 66.
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Polyesters

Historical

The stimulus for the development of polyester, as for nylon,

was provided by the fundamental work of Carothers.

Although his team’s initial work was directed toward this

material, because of greater promise shown by polyamides

at the time, the developmental work on polyesters was tem-

porarily set aside. The polymer, however, attracted interest in

Great Britain, where J. T. Dickson and J. R. Whinfield

experimented with it and developed a successful polyester

fiber [7]. They found that a synthetic linear polymer could be

produced by condensing ethylene glycol with terephthalic

acid or by an ester exchange between the glycol and pure

dimethyl terephthalate. The polymer thus obtained could be

converted to fibers having valuable properties, including the

absence of color. Like nylon, this material has been

popularized under its generic name, polyester or just “poly.”

Those persons working with it commonly refer to it as poly-

ethylene terephthalate (PET). It first appeared under the trade

name Terylene® (Imperial Chemical Industries, Ltd.), in

England, and was first commercialized in the United States

in 1953 as Dacron® (E. I. du Pont de Nemours and Co.).

Manufacture

When the development of PET occurred, ethylene glycol

already was being produced in large amounts from ethylene,

a by-product of petroleum cracking, by the oxidation of

ethylene to ethylene oxide and subsequent hydration to

ethylene glycol, which, in a noncatalytic process, uses high

pressure and temperature in the presence of excess water.

O

H2O

O2+CH2 CH2 CH2 CH2

HOCH2CH2OH

On the other hand, although o-phthalic acid, or rather its
anhydride, had long been produced in enormous amounts for

use in the manufacture of alkyd resins, the para derivative

was less well known and not available on a large scale. The

synthesis is a straightforward one, however, from p-xylene,

which is oxidized to terephthalic acid, either by means of

nitric acid in the older process or by air (catalyzed) in the

newer one. In the early years, this compound then was

converted to the easily purified dimethyl ester in order to

obtain a colorless polymer adequate for the manufacture of

commercially acceptable fibers.

Several other methods were developed for producing the

desired dimethyl terephthalate. The Witten (Hercules) pro-

cess goes from p-xylene to toluic acid by oxidation of one of

the methyl groups on the ring, following which the carboxyl

group is esterified with methanol. This process then is

repeated with the second methyl group to secure the

dimethyl ester of terephthalic acid.

Either phthalic anhydride or toluene, both in ample sup-

ply as raw materials, can be used in the Henkel processes.

Use of phthalic anhydride depends only upon dry isomeriza-

tion of the potassium salt of the ortho derivative to the para
form at about 430�C and 20 atmospheric pressure, or toluene

is oxidized to benzoic acid, whose potassium salt can be

converted to benzene and the potassium salt of terephthalic

acid by disproportionation.

The first step in the reaction of dimethyl terephthalate

and ethylene glycol is transesterification to form bis

(p-hydroxyethyl) terephthalate (bis-HET) and eliminate

methanol. This product then is polymerized in the presence

of a catalyst to a low-molecular-weight compound, and the

by-product glycol is eliminated. In a second stage, at a

temperature of about 275�C and under a high vacuum, the

molecular weight is raised to secure the melt viscosity

desired for the particular material involved. Like nylon,

this final material may be extruded, cooled, and cut into

chips for storage and remelting, or it may be pumped directly

to the spinning machines.
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From the beginning, it was obvious that there would be

considerable progress in industrial chemistry, to say nothing

of cost reduction, if the process could be simplified by

making it unnecessary to go through the dimethyl derivative

to secure a product of adequate purity. This was accom-

plished in the early 1960s when methods of purifying the

crude terephthalic acid were developed, and conditions and

catalysts were found that made possible the continuous

production of a color-free polymer. It is said that the selec-

tion of the catalyst is especially aimed at the prevention of

ether linkages in the polymer chain due to intracondensation

of the glycol end groups.

Two additional rather similar routes are known. Both

depend upon the reaction between ethylene oxide, rather

than ethylene glycol, and terephthalic acid to form the bis-

HET monomer already mentioned. The difference between

the two methods lies in the point where purification is done:

in one case, it is the crude terephthalic acid; in the other, it is

the bis-HET monomer. In both cases, this monomer is

polymerized by known procedures to form a fiber-grade

polyester. The titanium dioxide delustrant is added, as

might be expected, early in the polymerizing process.

Another polyester that has reached long-term commer-

cialization is now produced in limited volume as Kodel 200®

by Tennessee Eastman Co. and is considered to be 1–4

cyclohexylene dimethylene terephthalate. The glycol that

is used instead of ethylene glycol in this process exists in

two isomeric forms, one melting at 43�C and the other at

67�C. This makes possible their separation by crystalliza-

tion, to secure the desired ratio of the two forms for conver-

sion to the polymer. This ratio determines the melting point

of the polymer, a most important property for a material

that is to be melt-spun. The polymer from the 100% cis

form melts at 275�C and that from the 100% trans form at

318�C. Indications are that the commercial product is about

30/70 cis–trans.

In 1973, the Federal Trade Commission modified the

generic definition of polyester to include in the polyester

category materials that previously were polyester ethers or

benzoate polyesters. As a result, the fiber known as poly

(ethylene oxybenzoate) or PEB and manufactured under the

trade name A-Tell in Japan came to be known as polyester.

This material is made by reacting parahydroxybenzoic acid

and ethylene oxide to give paraoxyethylenebenzoic acid,

which is then polymerized to obtain PEB:

The fiber softens at about 200�C and melts at 225�C. It is
said to have a silklike hand and appearance and other

properties comparable to those of other polyesters.

Polyesters are melt-spun in equipment essentially the

same as that used for nylon, already described. Wherever

the volume is large and the stability of demand is adequate,

the molten polymer is pumped directly from the final poly-

merization stage to the melt-spinning machine. The molten

polymer is both metered and moved forward at high pressure

by the use of an extruder coupled with a gear-type pump,

through filters to the spinnerette, which contains capillaries

of about 9 mil (230 mm) in diameter. Great care is taken to

eliminate moisture and oxygen from the chips, if they are

used, and from the spinning chamber. When the polyester

fibers are destined to become staple, the emerging filaments

from a number of spinnerettes are combined to form a tow,

which can be further processed as a unit. Continuous-

filament yarn is packaged for further processing such as

drawing or texturing. Spin drawing, described later, has

become commonplace today and represents major cost

savings to the fiber manufacturer.

Drawing

Unlike nylon, which in the as-spun state contains a high

amount of crystalline component, PET fibers are essentially

amorphous as spun. In order to secure a usable textile yarn or

staple fiber, this product must be drawn under conditions that

will result in an increase in both molecular orientation and

crystallinity. This is done by drawing at a temperature well

above the glass transition point, Tg, which is about 80�C.
Conditions of rate and temperature must be selected so that

the amorphous areas are oriented, and crystallization will

take place as the temperature of the drawn fibers drops to

room temperature.

An appropriate contact-type hot plate or other device is

used, and about 300–400% extension is effected [10].

Figure 12.16 shows a filament withdrawn and undrawn

segments. As with nylon, the conditions of draw, especially

the amount, determine the force–elongation properties of the
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product. Industrial-type yarns, such as those intended to

be used as tire cord, are more highly drawn than other

yarns and have higher strength with less elongation. The

fibers develop the much desired fibrillar morphology for

such applications (Fig. 12.17).

Heat Setting

The ability of textile fibers to be “set” is not characteristic of

manufactured fibers alone. Aided in many cases by the

presence of starch, cotton fabrics can be ironed to a smooth

and wrinkle-free condition; also, a sharp crease in wool

trousers has been commonplace for generations. In other

words, these fabrics were exposed to moisture at elevated

temperatures while being held or pressed into desired geo-

metrical configurations and then allowed to cool before

being released from constraint. Such fabrics tend to remain

unchanged while cool and dry, even though the fibers from

which they are formed carry internal stresses, but reversion

takes place upon washing or exposure to high relative

humidity.

With the development of nylon, and especially

polyesters, a durable kind of setting has become possible.

When fabrics made from these fibers are shaped and then

exposed to elevated temperatures either in the dry condition

or, in the case of nylon particularly, in the presence of water

vapor, thermoplastic relaxation of induced stresses in the

fiber takes place and configurations at the molecular level

adjust to a new and lower energy level. This depends on not

only the temperature used but also the duration of the expo-

sure. Thus a few seconds at 230�C will produce the same

results as exposure for a considerably longer period at a

temperature 50–75 ºC lower. The permanency of the setting,

that is, the ability of a fabric or garment to return to its

original configuration after temporary distortion even while

exposed to moisture and raised temperatures, is a function of

the severity of the heat setting. To impart true permanence, it

is essential that the internal crystalline structure be annealed.

It is this property of polyamides and polyesters that has

been the main factor contributing to “ease-of-care” and the

“wash-and-wear” characteristics of garments made from

these polymers. In turn, these garments have revolutionized

both the textile and the apparel industries.

Textured Yarns

Fundamentally, the manufacture of “textured” yarns is

closely related to the heat setting of fabrics, which must be

composed of thermoplastic fibers such as nylon or polyester,

the difference being that the individual filaments or bundle

of filaments in textured yarns are distorted from an essen-

tially straight rodlike form and then heat-set. In some

instances, the fibers are distorted in a more or less random

way; at other times, a regular pattern is introduced.

Fig. 12.16 Drawnecking in polyester single filament (Courtesy of E. I.

du Pont de Nemours and Co.)

Fig. 12.17 Skin peeling in polyester showing fibrillar structure (Cour-

tesy of E. I. du Pont de Nemours and Co.)
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The first commercially successful textured yarn was pro-

duced by highly twisting nylon 66, heat-setting it as a full

package of yarn, and then untwisting it through zero and a

small amount of twist in the opposite direction. This process

changed yarn from a close-packed structure to one that was

voluminous because of mutual interference of distorted

filaments. The technique of heat-setting the twisted yarn as

a batch-unit operation now has been replaced by a continu-

ous operation, using what is known as a “false-twisting”

process. This is based upon the principle that if a length of

yarn is prevented from rotating at both ends but is rotated on

its axis at its center point, the resulting two sections will

contain both “Z” and “S” twists in equal amounts. When this

occurs with a moving yarn, any element in it will first

receive a twist in one direction but, after passing the false-

twisting point, must revert to zero twist. If it is then made to

pass over a hot plate while in the twisted state and is heat-set

in that configuration, even after returning to the untwisted

condition, the individual filaments will tend to remain

distorted when lengthwise stress is released. Because

of the low mass and diameters of textile yarns or

monofilaments, it is possible to false twist them at extremely

high rotational speeds. Yarn forward speeds of about

1,000 m/min are currently obtainable by passing the yarn

between, and in contact with, high-speed-friction twisting

discs. (When attempts are made to secure higher rates,

problems of twist control develop.) The same technique is

now more commonly applied to unoriented (undrawn) or

partially oriented yarn (POY) at the draw-texturing machine.

The resulting yarn may be heat-set as part of the same

continuous operation by passing it through a second heater

under conditions of overfeed or little or no tension in order

to secure both thermally stable geometric configurations in

the individual distorted filaments that comprise the yarn

and the degree of “stretchiness” and bulk desired in the

final product.

Because these yarns are being made in one less step and

also within the plants spinning the parent product, this latest

development may be said to constitute another advance in

the industrial chemical technology of manufactured textile

products. This draw texturing appears to be especially appli-

cable to polyester yarns intended for fabrics known as “dou-

ble knits” and “textured wovens.”

Yarn can be forced forward by means of “nip” rolls,

although this may seem to be quite contrary to the old

adage that one cannot push on an end of string. When this

is done so that the yarn is jammed into a receiver (stuffer

box) already full of the preceding materials, it collapses with

sharp bends between very short lengths of straight sections.

In this condition, heat is applied, usually in the form of

superheated steam, to set it. In practice, the mass of such

yarn is pushed through a heated tube until it escapes at the

exit past a spring-loaded gate. During this passage, it is heat-

set in a highly crimped configuration; then it is cooled before

being straightened and wound onto a package. In another

continuous process, the yarn or monofilament is pulled under

tension over a hot sharp edge so that it is bent beyond its

elastic limit and is heat-set in that condition. The process is

known as “edge crimping,” and the result is not unlike that

produced by drawing a human hair over the thumbnail. The

process is not used much today, but a yarn with similar crimp

is produced by bicomponent spinning.

When such yarns are knitted or woven into fabric, the

filaments tend to return to the configurations in which they

were originally heat-set. Contraction takes place in the direc-

tion of the yarn axis, and this in turn converts the smooth flat

fabric into a “stretch” fabric and gives the surface a textured

appearance. These fabrics or the garments made from them,

whatever the process used to produce the yarns, may be

given additional heat treatment to secure stability in a

desired geometric configuration. A degree of stretch may

be retained, or a flat and stable textured surface may be

produced. There are a number of variations of the texturing

process, which, combined with the many possibilities of heat

setting, impart considerable versatility to the final product

(see Fig. 12.18).

The growth in the use of these products in the 1960s is

well known. Carpeting also provides a significant market for

them, as texture is one of the most important characteristics

of soft floor coverings. Such products have been important to

the successful use and expanded development of nylon and

polyester yarns.

Staple Process

Unlike nylon, which is used mostly in the form of

continuous-filament yarn, polyester is utilized both in staple

and in continuous-filament form in large volumes. For pro-

ducing staple fiber, the spinning machines consist of a series

of packs, 10–30, each with 1,000–3,000 holes. The

extrudates from different packs after solidification and appli-

cation of finish are combined to form a subtow and collected

in a can. Then several such cans are brought together in a

creel area, and subtows from these cans are combined to feed

a staple drawline. The latter may involve one or more stages

of drawing and relaxation, one or more stuffer-box-type

crimpers, a drying unit, and a cutter. A baling unit following

the cutter collects and bales the cut fiber.

Continuous-Filament Yarn Process Variants

For producing continuous-filament yarn, several process

routes are available [12], each of which involves the basic

processes of polymer synthesis, extrusion, quenching,
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stretching, and winding. In one process, specially meant for

textile-type uses, spinnerettes with 20–100 holes typically

are used. After solidification and finish application, the

filaments may be split into smaller bundles, depending

upon end-use applications, for downstream processing. The

drawing can also be done in a single integrated process (spin

draw) immediately after finish application to yield a fully

oriented yarn (FOY), which, having no bulk or texture, is

referred to as a flat yarn. Spinning speeds of the order

of 1,000 m/min or more and winding speeds of about

4,000 m/min are used. Similar yarn may be produced on a

separate drawing unit, but this process—called draw twist-

ing because a certain amount of twist is also inserted prior to

winding—is less commonly used today. It is more usual to

see the separate drawing process done in conjunction with a

texturing process—most commonly false twisting and called

draw texturing—to give a textured yarn. The process leads to

orientation and crystallization of the filament structure and

bulking of the yarn. The feed yarn for such processes usually

is produced at 3,000–4,000 m/min spinning speed as POY.

The latter is designed to be run on draw-texturing machines

at speeds ranging from 800 to 1,200 m/min.

For industrial applications, polyester filaments having

high strength low shrinkage (HSLS), low creep properties,

and high glass transition temperatures are targeted. To pro-

duce such a filament, more severe processing conditions and

higher-molecular-weight polymer are generally used. The

filament is spun at low speeds (500–1,000 m/min), some-

times with retarded quench, to obtain minimum orientation.

The drawing can be achieved in the more common

integrated, or spin draw, process or in a separate draw–twist

operation. High strength is achieved by drawing the filament

to several times its length over very high-temperature rolls

and then heat-setting and relaxing the structure prior to

winding. Low shrinkage properties are obtained with a

relaxing step at high temperature.

Modifications and New Developments

As was the case with the nylon fibers, the potential the

polyester fibers offered in apparel, home furnishing, and

industrial applications was judged to be enormous. For this

potential to be realized in practice, however, some

characteristics had to be improved, and others had to be

engineered for specific end uses. Thus, fibers of different

cross-sectional shapes were developed in order to impart

antisoiling, reflective, and resilient characteristics for rug

and carpet applications. A difficulty associated with the

early polyester fiber that restricted its applications was its

lack of ability to take on dyes through one of many methods

available for dyeing. This problem was overcome by

introducing chemicals that added sulfonate groups to the

molecule and by substituting in some cases isophthalic

acid for a small portion of terephthalic acid. These changes

allowed fibers to be dyed by cationic and disperse dyes, the

dyes most frequently used for polyester. Another area of

modification has been the development of inherently

flame-resistant fiber. One process involves copolymerizing

a derivative of phosphoric acid with PET. An exciting new

development in polyester filament yarn for apparel uses is

the production of microdenier fiber (denier per filament less

than one), discussed later in a separate section. The intro-

duction of finer denier yarns opened up a whole new field for

developing fabrics with special esthetic and performance

characteristics that were not possible earlier.

Fig. 12.18 Schematic

comparison of the shapes

of some textured yarns
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With the use of fibers in conveyor belts, tires, and

composites, fibers of greater strength and modulus and

lower extensibility have been needed. Much effort was

directed in the 1970s and, later, to developing such fibers

from polyester. The composition and the properties of

wholly aromatic polyamides or aramids are discussed in a

later section. When both the diacid and diamine components

are para-substituted aromatic compounds, the resulting

polymer is capable of forming lyotropic liquid–crystalline

solutions. These solutions can be dry- or wet-spun into fibers

with unusually high tensile strength and tensile modulus.

When a similar strategy is tried to make polyester fiber

from a homopolymer of a para-substituted aromatic diacid

and a para-substituted aromatic diol, only infusible and

intractable materials are obtained. A solution to this problem

has been found in the development of polyester copolymers

that give thermotropic liquid–crystalline melts over a useful

temperature range and have viscosities suitable for melt

extrusion into fibers or films having high levels of orienta-

tion. Spin-line stretch factors of the order of several hundred

percent are used to achieve orientation, and physical

properties are developed further by heat treatment at

temperatures approaching melting conditions.

The first fibers from a thermotropic liquid–crystalline

melt whose properties were reported were spun from a

copolyester of para-hydroxybenzoic acid (PHB) and PET

by workers at Tennessee Eastman Co. The preparation of

the copolymer proceeds in two stages. First, para-

acetoxybenzoic acid is reacted with PET in an acidolysis

step to give a copolyester prepolymer, which in the second

step is condensed further to a higher degree of polymeriza-

tion suitable for fiber formation.

When the mol.% of PHB in the copolymer exceeds about

30–40%, a liquid–crystalline melt is obtained. Up to about

60 mol.%, order in the melt increases and melt viscosity

decreases. Compositions containing about 60 mol.% PHB

can be melt-spun into fibers using standard extrusion

techniques. It is the unusual combination of properties that

makes this class of materials valuable for the formation of

high-strength fibers and plastics.

Among melt-spun fibers, those based on thermotropic

liquid–crystalline melts have the highest strength and rigidity

reported to date and appear comparable to polyamides spun

from lyotropic liquid–crystalline solutions. This was a very

active field of research in the 1970s, and later, and

many comonomers have been reported. Obviously, these

compositions must contain three components at a minimum,

butmany have four or five components. Some frequently used

constituents, in addition to those mentioned above, are 2,6-

naphthalenedicarboxylic acid, hydroquinone, 4,40-biphenol,
isophthalic acid, and 4,40-dihydroxy-diphenyl ether.

Acrylics

Polymer Manufacture

Acrylic fibers are spun from polymers that are made from

monomers containing a minimum of 85% acrylonitrile. This

compound may be made from hydrogen cyanide and ethyl-

ene oxide through the intermediate ethylene cyanohydrin.

catalyst

O

CH2CH2 HCN HOCH2CH2CN

CH2 CHCN

−H2O

It also may be made directly from acetylene and hydrogen

cyanide:

CH � CHþ HCN! CH2 = CHCN

But the reaction that currently is preferred uses propyl-

ene, ammonia, and air:

3CH2 ¼ CHCH3 þ 3NH3 þ 7O2ðairÞ

�������!Catalyst

<500 �C
CH2 ¼ CHCNþ 2COþ CO2

þ CH3CNþ HCNþ 10H2O
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Pure acrylonitrile may polymerize at room temperature to

polyacrylonitrile (PAN), a compound that, unlike

polyamides and polyesters, does not melt at elevated

temperatures but only softens and finally discolors and

decomposes. Nor is it soluble in inexpensive low-boiling

organic solvents. Because fibers made from it resist the

dyeing operations commonly used in the textile industry,

the usual practice is to modify it by copolymerization with

other monomers, for example, vinyl acetate, styrene, acrylic

esters, acrylamide, or vinyl pyridine in amounts up to 15% of

the total weight (beyond which the final product may not be

termed an acrylic fiber). The choice of modifier depends on

the characteristics that a given manufacturer considers

important in a fiber, the availability and cost of the raw

materials in the manufacturer’s particular area of production,

and the patent situation.

In copolymerizing acrylonitrile with another monomer,

conditions must be controlled in such a way that the reaction

produces a polymer having the desired chain structure and

length. The reaction takes place in the presence of

substances capable of producing free radicals. In addition,

certain trace metals that have been found to increase reaction

rates offer a means of controlling chain length. When poly-

merization is carried out in solution, after an induction

period, the reaction is rapid and liberates a considerable

amount of heat. Furthermore, because the polymer is not

soluble in the monomer, a thick paste is formed. These facts

limit the usefulness of such a process. Carrying out the

polymerization in the presence of a large amount of water

(water/monomer of 2/1 to 3/1) is a convenient method and

the one most generally used. In this case, the polymer forms

a slurry, and the water provides a means for removing the

heat from the site of the reaction. Moreover, most of the

common redox catalyst systems are water soluble. Polymer-

ization may be carried out batchwise or by a continuous

process.

In the batch method, the monomers and catalyst solutions

are fed slowly into an agitated vessel containing a quantity of

water. The heat of reaction is removed either by circulating

cold water through the jacket surrounding the vessel or by

operating the reaction mixture at reflux temperature and

eliminating the heat through the condenser water.

The monomer and catalyst feeds are stopped when the

desired amounts have been added, and polymerization is

allowed to continue until there is only a small amount of

monomer remaining in the reaction mixture. Then the slurry

is dumped from the reaction vessel, filtered, washed, and

dried (see Fig. 12.19).

In the continuous overflow method, rather than stopping

the monomer and catalyst feed when the reaction vessel is

full, the slurry is simply allowed to overflow; the solids are

removed by filtration, washed, and dried. The filtrate

contains a certain amount of unreacted monomer, which is

recovered by steam distillation after the trace metal present

has been chelated to stop the redox reaction and thus further

polymerization. The dried polymer is the raw material from

which fibers are spun.

As mentioned, PAN polymer has two major weaknesses:

(1) extremely poor dyeing characteristics due to highly

ordered structure and (2) very low solubility in most of the

solvents. To overcome these problems, comonomers are

incorporated into the chains. Comonomers have been used

to improve hydrophilicity, dyeability, flame retardancy, heat

resistance, and so on. For obtaining hydrophilic acrylic fiber,

Fig. 12.19 Flow diagram for the manufacture of acrylic fiber: (1)

acrylonitrile, (2) tank farm, (3) polymerizer, (4) comonomer and cata-

lyst, (5) centrifuge, (6) waste liquid, (7) dried polymer, (8) grinding, (9)

polymer storage, (10) dissolver, (11) filter, (12) solvent plant, (13)

spinnerette, (13w) wet spinning, (13d) dry spinning, (14) roller dryer,

(15) additional treatment, (16) crimper, (17) cutter, (18) acrylic fiber bale

12 Manufactured Textile Fibers 447



comonomers containing hydrophilic functional groups such

as hydroxyl, ester, carboxyl, amide, and substituted amide

are used. To make the fiber base dyeable, comonomer

containing carboxylic and sulfonic acid groups is introduced,

and to obtain acid-dyeable fiber, comonomers containing

pyridine, aliphatic amine, or quaternary ammonium salt are

used. Antistatic acrylic fibers can be made by incorporating in

the chain polyethylene oxide, polyalkylene derivatives, poly-

ethylene glycol, acrylates, or methacrylates as the

comonomers. For improved flame retardancy, halogen-

containing vinyl comonomers are used.

Spinning

As already indicated, pure PAN softens at elevated

temperatures, and thermal decomposition starts before the

molten state is reached. The same is true of the copolymers

commonly used to produce fibers. Accordingly, melt

spinning is not possible; spinning must be done from a

solution of the polymer. Both dry and wet spinning are

carried out in current commercial operations.

The operations used to either wet- or dry-spin acrylics are

essentially the same as those already described for rayon and

acetate, respectively. The polymer must be completely

dissolved in solvent and the solution filtered to remove any

impurities that would cause spinnerette blockage. Because

acrylic polymers are not soluble in common nonpolar

solvents, polar substances such as dimethylformamide,

dimethylacetamide, or aqueous solutions of inorganic salts

such as zinc chloride or sodium thiocyanate are required.

Only wet spinning is possible with the latter. Dimethyl

formamide boils at 152.8�C and exerts a vapor pressure of

3.7 mm of Hg at 25�C compared with acetone (used in dry

spinning of cellulose acetate), which has a vapor pressure of

228.2 mm of Hg at 25�C. It follows that, unlike acetone

which requires an activated-carbon system for recovery,

dimethylformamide may be condensed directly from the

gas stream used to evaporate the solvent from the forming

fiber.

In order to obtain the desired characteristics of modulus,

rupture tenacity, and rupture elongation, acrylics, like rayon,

require stretching which is usually carried out after the fiber

has been spun, either as part of the fiber washing operation or

after the fiber has been dried. These same properties are

influenced by spinning speeds and the temperature of the

drying air, if they are dry-spun, or the temperature and

the composition of the bath, if wet-spun. The multitude

of combinations made possible by the use of various

comonomers and the flexibility of the fiber-forming

operations furnish the different manufacturers with versatil-

ity and the users with a variety of acrylic fibers. Figure 12.20

shows a wet-spinning operation for acrylic tow.

Acrylic fibers possess a property that made it possible for

them in the late 1950s and early 1960s to find immediate,

even spectacular, acceptance in the knitted sweater field,

until then dominated by wool. When acrylic fibers, normally

in the form of a heavy tow, are hot stretched (e.g., by being

drawn over a hot plate and then cooled under tension), they

are converted to a labile state. Upon immersion in hot water,

such fibers will contract considerably, but not to their prior

unstretched length. In practice, this characteristic is used to

produce a bulky yarn resembling the woolen yarns long

accepted for use in sweaters. The process is described

briefly below.

Using “stretch-break” equipment, the stretched labile

fibers are further cold stretched to the breaking point so

that the fiber breaks at different points leading to a

Fig. 12.20 Wet spinning

of acrylic tow (Courtesy

of Monsanto Co.)
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distribution of fiber lengths, similar to the lengths found in

wool. These are crimped and then mixed with thermally

stable acrylic fibers that have been stretched and relaxed

and have about the same length and degree of crimp. The

blend is converted to a spun yarn by the same process used

in making woolen yarns, and in turn, this yarn is knitted

into sweaters and other similar products. When such

garments are dyed in hot water, the labile fibers, intimately

blended with stable ones, contract lengthwise individually.

In the process, segments of the stable units tend to be

carried along physically by entrapment and friction, but

because such fibers do not change their overall length, the

yarn as a whole decreases in length. Lateral displacement

of the large volume of stable fibers results in the formation

of a more voluminous structure known as “hi-bulk” yarn.

Bicomponent or Conjugate Spun Fibers

As will be shown, it should be theoretically possible to make

any of the common manufactured fibers in bicomponent

forms. However, acrylics have received the most attention

for quite good reasons. Their general characteristics have

tended to make them competitive with wool. This means that

they should be processible on machinery developed for

handling wool, as well as capable of being accepted into

markets previously dominated by an animal hair fiber. It

follows that because the natural fiber possesses crimp

which produces the cohesion that determines its behavior

in processing and in part its appearance and “hand” in usage,

a similar crimp was desired for acrylics.

The principle that is the basis for bicomponent fibers

usually is likened to that which underlies the bicomponent

metal strips often used in temperature controllers. With the

latter, differential thermal expansion of the two joined

components results in a bending of the thermal element.

With fibers, moisture usually is the agent that acts upon the

two side-by-side portions. Differential swelling or shrinkage

causes the fiber to be brought into a crimped, or preferably, a

spirally distorted condition. As such, the side-by-side struc-

ture exists naturally in wool.

The combination of small size and large number of holes

in a spinnerette might lead one to conclude that it would be

almost impossible to design a spinnerette assembly that

could bring two streams of polymer or polymer solutions

together at each such hole and extrude them side by side to

form a single filament. Such designs have, in fact, been

made, but solutions of fiber-forming polymers fortunately

possess properties that encourage laminar flow and thus

make other approaches possible. This phenomenon was

remarked upon earlier in connection with dope dyeing;

when a suspension of a colored pigment is injected into a

dope stream, a considerable problem must be overcome to

achieve adequate mixing so as to secure “dope-dyed” fibers

of a uniform color. Thus, it was known that when two

streams of essentially the same solution of a fiber-forming

polymer are brought together, side by side, and moved

forward down a pipe or channel by the same amount of

pressure behind each, virtually no mixing takes place. By

bringing these streams to each spinnerette hole in such an

individual side-by-side arrangement and using appropriate

mechanical separators, the extruded filament from each

hole will have a bicomponent structure. In addition to

producing fibers in which the two components form a

bilateral symmetrical structure, an ingenious arrangement

of predividers of the two streams can produce from the full

complement of holes in a single spinnerette a selected

group of fibers wherein the amount and the position of

each of the two components are randomly distributed

throughout their cross sections. It follows that curls of

uniform or random geometry may be produced to meet

the required needs.

The worldwide production of acrylic fiber has declined

significantly over the years because of the environmental

concerns associated with the solution-spun process. In view

of this, scientists have sought over the years a method that

could render the high acrylics melt spinnable. Such a method

would not only be economical and environmentally friendly

but also allow for engineering the fiber with a wider range of

morphologies and properties. In 1997, British Petroleum

patented a polymerization process in which the two

components usually used in developing spinnable acrylic

copolymer were redistributed to allow the resulting material

to be melt processable [13, 14]. Preliminary findings show

that the polymer can be melt-spun into reasonable fine denier

fibers with mechanical properties expected of the usual

solution-spun material [15].

Vinyl and Modacrylic Fibers

Vinyls

When nylon 66 was developed, it was described as being

“synthetic” or “fully synthetic” in order to differentiate it

from rayon and acetate. This was no small act of courage, as

the word “synthetic,” in that period just following the repeal

of Prohibition in the United States, was often associated in

the public mind with the least palatable kind of alcoholic

beverages. In due time, what is known in the advertising

business as “puffing” led it to be known as the “first fully

synthetic fiber,” which was an anachronism. It so happens

that fibers based upon polyvinyl chloride (PVC) predated

nylon by several years.

About 1931, the production of fibers from PVC

was accomplished by dry spinning from a solution in
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cyclohexanone. But by chlorinating the polymer, it was

possible to secure solubility in acetone, which has the advan-

tage of possessing a boiling point about 100�C lower than

that of cyclohexanone. Several million pounds per year of

this fiber were produced in Germany during World War II to

relieve the shortages of other materials. Unfortunately, PVC

begins to soften at about 65�C, and in the fibrous state, it

shrinks disastrously upon heating. Because of its low soften-

ing point, it cannot be dyed at the temperatures commonly

used for this purpose, and, furthermore, it resists dyeing.

Modifications of PVC have been produced by copolymer-

ization with other monomers. The first successful one

consisted of 90% vinyl chloride copolymerized with 10%

vinyl acetate. It was dry-spun from acetone and given the

trade name Vinyon by its producer, Union Carbide Corpora-

tion. (In 1960, vinyon was accepted as a generic name for

fibers containing not less than 85% vinyl chloride.) It has

never been produced in large volume; it is used for heat-

sealable compositions.

A copolymer of vinyl chloride with vinylidene chloride

was used for a number of years to produce melt-spun, heavy

monofilaments, which found use in heavy fabrics, where the

chemical inertness of the polymer was needed, in outdoor

furniture, and in upholstery for seats in public-transportation

vehicles.

Another vinyl-based fiber, polyvinyl alcohol, or vinal,

was developed in Japan but has not been produced or used

in the United States. As such, it illustrates the importance of

both relative availability of raw materials and differences in

markets, in the success of a chemical product. Acetylene

made from calcium carbide is converted to vinyl acetate,

which, following polymerization, is saponified to polyvinyl

alcohol.

The polyvinyl alcohol is soluble in hot water, and the

solution is wet-spun into a coagulating bath consisting of a

concentrated solution of sodium sulfate. The fibers are heat-

treated to provide temporary stability so that they may be

converted to the formal derivative by treatment with an

aqueous solution of formaldehyde and sulfuric acid. This

final product resists hydrolysis up to the boiling point of

water. It seems reasonable to assume that it contains hemi-

acetal groups and some unreacted hydroxyls on the polymer

chain, as well as cross-linking acetyl groups between the

adjacent molecules.

Under the trade name Kuralon® (Kuraray Co., Ltd.), it

achieved a production level of about 180 million lb in 1970,

but production dropped to 16 million lb of continuous fila-

ment and 87 million lb of staple in 1980. The former has

been mainly used in industrial rubber products, and the latter

has been used mostly for uniforms, nonwoven and coated

fabrics, and filters.

Modacrylics

In the United States, the modification of PVC has moved in

the direction of copolymerizing vinyl chloride with acrylo-

nitrile, or perhaps, it should be said that PAN has been

modified by copolymerizing the acrylonitrile with chlorine-

containing vinyl compounds. In any case, one modacrylic

fiber is currently produced in the United States, a modacrylic

being defined as containing at least 35% but not over 85%

acrylonitrile.

The first two modacrylic fibers ever introduced in the

United States were Dynel® (by Union Carbide) in 1949

and Verel® (by Tennessee Eastman Co.) in 1956. The former

was a copolymer of 60% vinyl chloride and 40% acryloni-

trile, and the latter was said to be a 50–50 copolymer of

vinylidene chloride and acrylonitrile with perhaps a third

component graft copolymerized onto the primary material to

secure dyeability. SEF® and its version for wigs, Elura®,

were introduced by Monsanto Fibers in 1972. A few foreign

manufacturers are making modacrylic fibers, but the only

modacrylic fiber currently in production in the United States

is SEF®.

Modacrylic fibers, like acrylic, require after stretching

and heat stabilization in order to develop the necessary

properties. It is thought that the stretching is of the order of

900–1300% and that, in a separate operation, shrinkage of

about 15–25% is allowed during the time that the fibers are

heat stabilized.

The modacrylic fibers, like vinyon and unlike the acrylic

fibers, have not become general-purpose fibers. They can be

dyed satisfactorily and thus are acceptable in many normal

textile products, but their nonflammability tends to place

them in uses where that property is important, even vital.

Blended with other fibers, they are used in carpets, but their

largest market is in deep-pile products, such as “fake furs,”

or in doll hair, where a fire hazard cannot be tolerated.
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Elastomeric Fibers

The well-known elastic properties of natural rubber early led

to processes for preparing it in forms that could be

incorporated into fabrics for garments. One such process

uses standard rubber technology. A raw rubber of high

quality is compounded with sulfur and other necessary

chemicals, calendered as a uniform thin sheet onto a large

metal drum, and vulcanized under water. The resulting skin

is spirally cut into strips that may be as narrow as they are

thick, for example, 0.010 in. by 0.010 in. square in cross

section. These strips are desulfurized, washed, dried, and

packaged. Larger cross sections are easier to make. This

product, coming out of the rubber rather than the textile

industry, is known as a thread.

Another method produces a monofilament known as a

latex thread. As the name would indicate, rubber latex is

the raw material, and because extrusion through small holes

is required, the purity of the material must be of a high order.

With proper stabilization, the latex solution may be shipped

from the rubber plantation to the plant, where it is

compounded with sulfur and other chemicals needed for

curing, as well as with pigments, antioxidants, and similar

additives. This is followed by “precuring” to convert the

latex to a form that will coagulate upon extrusion into a

precipitating bath of dilute acetic acid and will form a

filament having sufficient strength for subsequent

operations. It passes out of the bath and is washed, dried,

vulcanized in one or two stages, and packaged.

The rubber threads manufactured by either process can be

used as such in combination with normal nonelastomeric

yarns in fabrics made by weaving or knitting, but most of

them, especially those made by a latex process, first are

covered by a spiral winding of natural or manufactured

yarns. Often, two layers are applied in opposite directions

to minimize the effects of torque. Such coverings have two

purposes. The first is to replace the less desirable “feel” of

rubber on human skin by that of the more acceptable “hard”

fiber. The second concerns the engineering of desired

properties into the product to be woven or knitted into fabric.

As an elastomeric material begins to recover from a state of

high elongation, it supplies a high stress, but as it approaches

its original unstretched condition, the stress drops to a very

low order. When wound in an elongated state with a yarn

having high initial modulus and strength, the elastomeric

component cannot retract completely because its lateral

expansion is limited, and jamming of the winding yarn

occurs. Thus, the combination of such materials can be

made to provide stretch and recovery characteristics needed

for a broad spectrum of applications.

The traditional elastomeric threads have been subject to

certain inherent limitations, however. The presence of

unreacted double bonds makes them sensitive to oxidation,

especially with exposure to the ultraviolet radiation of direct

sunlight. They also have low resistance to laundry and

household bleaches and dry-cleaning fluids.

During recent years, elastomeric yarns or threads have

been used to impart comfort, fit, and shape retention to a

variety of garments such as women’s hosiery and swimwear.

Such garments must be thin and highly effective per unit of

weight. The materials of which they are composed must be

compatible with these requirements. Thus, it was not unex-

pected that the producers of manufactured fibers, already

eminently successful in meeting the needs of the market-

place, should look to the field of elastomeric fibers for new

possibilities. Given the limitations of rubbers, both natural

and synthetic, as well as the relationships between molecular

structure and behavior of fiber-forming linear polymers, the

scientists faced new challenges.

As an oversimplification, it can be said that within limits,

a rubberlike material can be stretched relatively easily but

reaches a state where crystallization tends to occur. The

structure produced in this manner resists further extension,

and the modulus rises sharply. In contrast to the conditions

that occur when the manufactured fibers discussed earlier

such as nylon or polyester are drawn to form fibers of stable

geometry in the crystalline and oriented states, the crystal-

line state of the elastomeric fibers is labile unless the

temperature is lowered materially. Thus, to improve on the

chemical sensitivity of rubber, new approaches were neces-

sary. The solution was found in developing linear block

copolymers containing “soft” liquid-like sections that impart

elasticity, connected with “hard” components that act as tie

points to hold the structure together.

The soft, flexible, and low melting part is commonly an

aliphatic polyether or a polyester with hydroxyl end groups

and molecular weight in the range of 500–4,000. The hard

portion is derived from an aromatic diisocyanate supplied in

an amount that will react with both end groups of the

polyether or polyester to form urethane groups. The product,

an intermediate known as a prepolymer, is a thick liquid

composed essentially of molecules carrying active isocya-

nate groups at each end. For example,

where –(RO)– is an aliphatic polyether chain, R0 is one of

several commonly available ring structures, n ~ 10–30, and

m ~ 1.5–2.

The elastomeric polymer is obtained by “extending” the

prepolymer through its reaction with short-chain diols such
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as butanediol or diamines such as ethylene diamine, thus

completing the formation of hard groups between soft, flexi-

ble chains. When amines are used, the final step is typically

done in a polar solvent such as dimethylacetamide. The

conversion of these polymers into usable fibers may be

accomplished by wet-, dry-, or melt-spinning operations,

depending on the polymer. Additives to impart whiteness

or improve resistance to ultraviolet radiation and oxidation

may be incorporated in the spinning solutions or in the melts.

The development of elastomeric fibers has resulted in a

variant of wet spinning called “reaction” or “chemical”

spinning. In point of fact, rayon, the first wet-spun material,

might properly be said to be produced by “reaction wet

spinning” or “chemical wet spinning” because complex

chemical reactions always have been involved in that opera-

tion. In any case, it has been found that the prepolymer of an

elastomeric fiber may be extruded into a bath containing a

highly reactive diamine so that the chemical conversion

from liquid to solid occurs there.

The elastomeric fibers produced in this fashion are based

upon segmented polyurethanes and by definition are known

generically as spandex yarns. Each manufacturer uses a

trade name, for the usual commercial reasons. Perhaps the

most noteworthy aspect from the standpoint of industrial

chemistry is the multitude of options available to the manu-

facturer through the ingenious use of various chemicals for

soft segments, hard units, chain extenders, and conditions of

chemical reaction, followed by numerous possibilities for

extrusion and aftertreatments. In the United States, there are

two main producers of spandex fibers: DuPont (Lycra®) and

Globe Rubber Co. (Cleerspan®, Glospan®). There are

numerous worldwide producers, including Bayer, Germany

(Dorlastan®); Asahi, Japan (Roica®); Nisshinbo, Japan

(Mobilon®); and Taekwang, Korea (Acelan®).

Polyolefin Fibers

Polypropylene

Although polyethylene was considered a source of useful

fibers at an early date, its low melting point (110–120�C) as
well as other limitations precluded active development dur-

ing the period when production of other fibers based upon

the petrochemical industry expanded enormously. The

higher melting point of high-density polyethylene (HDPE)

gave some promise, but it was overshadowed by the intro-

duction of polypropylene (PP) around 1958–1959. Great

expectations were held for the latter as a quick competitor

with the polyamides and the polyesters, already successful,

as well as the acrylics, which then were entering the fiber

field in volume. PP was thought to have several advantages.

The raw material costs were low, only a few cents a pound;

also, there was a high level of sophistication in the spinning

and processing of fibers and a presumption that this would

readily lead to the development of means for converting the

polymer to fibers; and, finally, there was the belief that the

American consumer would be ready to accept, and perhaps

even demand, something new and different, which this poly-

mer offered. However, the limitations of PP fibers, such as

lack of dyeability, low melting temperature, low heat stabil-

ity, and poor light stability, combined with the lower prices

and the greater versatility of the already-established fibers,

dashed the hopes for quick success. However, all of these

deficiencies except the low melting temperature and lack of

dyeability now have been overcome. The fiber has found an

increasingly important place, and its properties have led to

new techniques of manufacture and specialized uses

The structural formula of PP is as given below, where

100,000 < n < 600,000 for chips or granules and 50,000 <

n < 250,000 for fibers:

CH2 CH

CH3
n

The steric configuration is extremely important in the

polymer. Only isotactic polypropylene (iPP) has the

properties necessary for forming fibers. The molecules are

cross-linked only by van der Waals forces, so it is important

that they pack as closely as possible. The isotactic molecules

form a 31 helix, as shown in Fig. 12.21 [16], and exhibit a

high crystallization rate.

The atactic molecules, shown in the figure, do not pack

well, and although the syndiotactic molecules can pack

better and crystallize, this configuration is not a normal

product of commonly used catalyst systems. Some properties

of isotactic, syndiotactic, and atactic PP are listed in

Table 12.2 [17]. The insolubility of iPP in hydrocarbon

solvents at room temperature often is used to separate iPP

from atactic polypropylene (aPP). The insolubility of iPP in

hydrocarbon solvents at room temperature often is used to

separate iPP from aPP.

Early in the manufacture of PP, a concept was developed

for dry spinning directly from the solution obtained in the

polymerization operation. Had it been feasible, it would

have been the realization of a chemical engineer’s dream:

the gaseous olefin fed into one end of the equipment and the

packaged fiber, ready for shipment to a textile mill, coming

out the other end. But it did not turn out that way, and today,

melt spinning is the accepted technique for the production of

staple fibers, monofilament, and multifilament yarns. To this

usual method have been added the fibrillation and the “slit

film” procedures for producing yarns.

The PP materials are completely resistant to bacterial

attack, are chemically inert, and are unaffected by water.
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Monofilaments can be produced that possess high strength,

low elongation under stress, and dimensional stability at

normal atmospheric temperatures.

PP monofilaments have found broad application in cord-

age and fishing nets (which float), and if highly stabilized,

they are woven into fabrics used for outdoor furniture,

tarpaulins, and similar applications. Large filament denier

staple is used widely in “indoor–outdoor” carpets. Also,

staple fibers have found major applications in tufted indoor

carpets and nonwovens used for diaper, filtration, and civil

engineering fabrics.

Synthesis. The early PP plants used a slurry process adopted

from polyethylene technology. An inert liquid hydrocarbon

diluent, such as hexane, was stirred in an autoclave at

temperatures and pressures sufficient to keep 10–20% of

the propylene monomer concentrated in the liquid phase.

The traditional catalyst system was the crystalline, violet

form of TiCl3 and AlCl(C2H5)2. Isotactic polymer particles

that were formed remained in suspension and were removed

as a 20–40% solid slurry while the atactic portion remained

as a solution in the liquid hydrocarbon. The catalyst was

deactivated and solubilized by adding HCl and alcohol. The

iPP was removed by centrifugation, filtration, or aqueous

extraction, and the atactic portion was recovered by evapo-

ration of the solvent. The first plants were inefficient because

of low catalyst productivity and low crystalline yields. With

some modifications to the catalyst system, basically the

same process is in use today.

In 1963, liquid polymerization was introduced in which

liquid propylene, catalysts, and hydrogen were pumped

continuously into the reactor, while polypropylene slurry

was transferred to a cyclone separator. The unconverted

monomer gas was removed, compressed, condensed, and

recycled, and the polymer was treated to reduce the catalyst

residue. This system also suffered from a poor catalyst yield,

and the polymer produced lacked the required stereospeci-

ficity, so that it was necessary to remove the atactic portion

of the polymer.

In the mid-1960s, a gas-phase process was introduced for

production of the polymer. The monomer was pumped over

adsorbing beds and entered the reactor with the catalyst

system. These feed streams of monomer and catalyst,

together with a mechanical stirrer, created a turbulent bed

of powdered polymer. Periodically, the polymer powder was

vented off in a carrier gas to extrusion storage hoppers.

Meanwhile, the heat of polymerization was removed by

condensing the unreacted monomer in a cooling loop and

returning it to the reactor, where it immediately vaporized.

This process eventually led to the production of highly

crystalline products and was adopted by several companies

in the United States.

Most processes in use today rely on a combination of

these technologies. Montedison’s introduction in 1975 of

third-generation catalysts gave high yields and allowed poly-

merization to take place at 60–80�C and 2.5–3.5 MPa

(362–507 psi). This was welcome news during the energy

crisis, but the resulting polymer was not stereospecific

enough to eliminate the need for removal of aPP. Real

progress came with the discovery of superactive

Table 12.2 Properties of isotactic, syndiotactic, and atactic polypropylene

Property Isotactic Syndiotactic Atactic

Density (g/cm3) 0.92–0.94 0.89–0.91 0.85–0.90

Melting point (�C) 165 135

Solubility in hydrocarbons at 20 �C None Medium High

Yield strength High Medium Very low

Source: Lieberman and Barbe [17] (Copyright # John Wiley and Sons and reproduced by permission of the copyright owner)

Fig. 12.21 Diagrams showing (a) irregular atactic, (b) stereoregular

isotactic, and (c) stereoregular syndiotactic configurations in polypro-

pylene polymer (Source: Ahmed [16]) (Copyright # M. Ahmed with

permission)
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third-generation catalysts, which gave both the optimal yield

and stereospecificity [18].

Production. Classical melt spinning, which was developed

for the production of nylon filaments, is widely used to

produce PP fibers today. It involves a high-speed process

(2,000–3,000 m/min) that is particularly suitable for long

production runs. The average molecular weight of polypro-

pylene polymer, like that of other addition (olefin) polymers,

is relatively high compared to that of other polymers. This

results in a high melt viscosity, so, unlike the case of other

polymers, its extrusion temperatures are 70–100�C above its

melting point. Single-screw extruders are used for melting

and homogenizing the polymer. The screw diameters are

from 45 to 200 mm, and screw lengths are 24, 30, or 36

times the diameter. The polymer granules are fed into the

extruder hopper, where they are melted and homogenized.

Chips carrying pigments can be fed into and blended with

the main charge of the extruder if colored fibers are desired.

The molten polymer is forced through the spinnerette via a

screen pack to eliminate any contaminant particles. The

spinnerette hole determines the shape of the filaments, and

the flow rate and the take-up speed determine the size. The

polymer has high specific heat and low thermal conductivity,

so the cooling zones must be longer than those for polyester

and nylon. For filament yarn production, the filaments are

drawn at high speed and wound on packages. For staple fiber

production, the filaments are collected in the form of tow and

then are drawn, crimped, and cut. The multifilament yarns

are often textured to improve bulk and appearance. The false

twist method is generally used to texture finer yarns, with the

stuffer box used for coarser yarns.

The short spinning method used to produce staple fiber is

considerably slower than high-speed spinning. The lower

spinning speeds (30–150 m/min) would have a negative

effect on productivity, but this is counteracted in industry

by the use of spinnerettes with a large number of holes (up to

55,000). The required cooling zones are much shorter

because of the lower speeds and the use of higher volumes

of quench air, which gives this method its name. Because the

drawing units can match these low speeds, the two can be fed

directly and continuously from the spinning machine to the

draw frame to the texturing chamber or the crimper to

produce bulked continuous-filament (BCF) yarn or staple

fiber, respectively. The short spinning method is used to

produce high-tenacity fibers. Many PP yarns are produced

using the slit film method. The film extruder is almost

identical to a filament extruder. In it, the molten polymer is

forced through a film die that converts the melt into film,

where the thickness of the film can be controlled by

adjusting one of the die lips. The takeoff unit is either a

chill roll that removes the film uniformly and cools it below

Tm or a water bath followed by nip rolls. The cooled film is

slit into separate tapes using a slitter bar that contains a large

number of special knives separated by spacers. The film

tapes are heated and drawn to their final length.

Several methods are used to produce fibrillated film. They

are produced in much the same way as slit film, but these

techniques take advantage of the tendency of PP to fibrillate.

In one method, a profiled tape is extruded and hot-drawn.

It is drawn again to achieve a 10:1 ratio, and the film splits

into separate filaments. In another method, called roll

embossing, the film is hot-drawn, and then embossed using

profiled rollers. The profiled film is drawn again, and

fibrillation results. In the pin-roller technique, the film is

drawn and cut by knives or pins on a rotating cylinder.

This method can produce individual fibers or a controlled

web network.

PP nonwovens are created by forming a staple fiber web

and then consolidating the latter. The fibers can be entangled

by a needling machine, an air jet, an air jet, or a water jet.

Another method uses a single-stage process in which melt-

spun fibers are drawn through an air aspirator jet and depos-

ited randomly on a conveyor. The fibers then are bonded by

fusion under heat and pressure to give a “spunbonded”

nonwoven fabric (see Fig. 12.22).

Yet another method, known as melt blowing, can be used

in producing a nonwoven web having special characteristics.

The melt-blown (MB) fibers are characterized as ultrafine

fibers because of their size relative to other fibers. In the

process, molten polymer is forced through a melt-blowing

Fig. 12.22 Spunbonded polypropylene showing interfiber bonding,

which binds the structure (Courtesy of E.I. du Pont de Nemours

and Co.)
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die and die-tip orifice that are finer than most orifices used to

make manufactured fibers; it is attenuated by a jet of high-

velocity hot air. This allows the polymer to stay in a molten

state but attenuate until broken. The fibers then come in

contact with cool quench air, which causes the former to

solidify. The fibers deposit on a collector screen and form a

MB web. These webs, composed of very fine-sized fibers,

can be engineered for applications in areas where barrier

(such as against bacteria), insulative, and absorptive (such as

for oil) characteristics are important.

One of the most recent developments in the use of poly-

olefin fibers is in composites of spunbond (SB) and melt-

blown systems. Some examples of structures being made are

SB/MB, known as SM, SB/MB/SB, or SMS, and other

combinations of SB and MB. The production and properties

of these are particularly enhanced by the use of PP/polyeth-

ylene bicomponent fibers in the preparation of the MB

layers. Such to composites are particularly suited for use as

lightweight coversheets or facings for diapers and sanitary

products. The spunbond layers on the top and bottom pro-

vide the needed high strength, whereas the layers of MB

microfibers sandwiched between them provide the greatly

enhanced visual uniformity and barrier properties [19].

Figure 12.23 illustrates a low-weight (15 g/m2) SMMS fab-

ric comprised of MB fibers accounting for less than 15% of

the structure by weight [20].

The production figures of PP show impressive growth.

The volume, which was less than 10 million lb in 1965,

reached over 1.5 billion lb in 1990. This included approxi-

mately 17% filament yarn, 23% staple fiber, 18% spun-

bonded fabrics, and 38% split film products.

It is recognized that despite its many advantages

compared with other synthetic fibers, the use of the fiber is

restricted by the fact that most dyestuffs lack affinity for the

material. This makes the fiber unsuitable for conventional

exhaustion dyeing techniques using disperse or acid dyes. A

number of attempts have been made in recent years to

improve dyeability of the material [21]. In one of the most

recent studies, an alloy fiber of polypropylene (PP) and

nylon 6 (N6) has been produced by melt spinning. The

fiber contained PP grafted with maleic anhydride (MAH)

as the third component. The MAH units reacted with the

amine end groups of N6 to form block or graft copolymers

that acted as a compatibilizer for the blend. Addition of 10%

N6 produced a fiber that could be dyed conventionally using

disperse dyes [22].

High-Molecular-Weight Polyethylene

Polyethylene is probably the material one encounters most

abundantly in daily life, such as in the form of grocery bags,

shampoo bottles, and toys, but now, one also finds it as the

material in such superhigh-performance products as bullet-

proof vests. For such a versatile fibrous material, it has the

simplest structure of all known polymers:

However, during the general addition polymerization

process, some of the carbon atoms, instead of having

hydrogen attached to them, have segments of polyethylene

chains grown on them, leading to a branched or low-density

polyethylene (LDPE). If branching is eliminated or greatly

minimized, such as found with the use of the Ziegler–Natta

polymerization process, utilizing special catalysts, one can

get linear chains capable of greater packing. This provides

an HDPE material suitable for fiber use. Molecular weights

of the order of one million have been achieved resulting in

ultrahigh-molecular-weight polymer (UHMWPE). Accord-

ingly, a recent addition to the group of high-performance

fibers is the ultrahigh-molecular-weight, extended-chain,

linear polyethylene. Although fundamental work in the

area of developing fully oriented and crystalline structures

in polyethylene polymer had been going on since the

mid-1960s, it was not until the late 1970s that the possibil-

ity of producing such materials on a commercial scale

became evident. Presently, three companies worldwide

are manufacturing extended-chain polyethylene fibers,

which have very high-strength and high-modulus

characteristics.

Fig. 12.23 Spunbond/melt-blown composite, SMMS, containing

two layers of melt-blown microfibers sandwiched between two layers

of spunbonded material and bonded by hot calendaring (Source:
Madsen [20])
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Routes to High Performance. The achievement of ultimate

strength and high modulus in fibers has been a subject of

great interest to material scientists and fiber producers. In an

attempt to identify the preferred structures for high perfor-

mance, many theoretical analyses have been conducted to

calculate the limiting values. The basis of such calculations

is the assumption that in a fiber in which all polymer chains

of infinitely long dimensions are extended and oriented

parallel to the axis, rupture will occur only when the stress

exerted exceeds the intramolecular bond strength. Such

calculations show that the limiting theoretical values for

conventional fibers usually are several times higher than

those obtained in actual practice. The reasons for this differ-

ence lie in one or more of the following explanations: (1) the

molecular weights are not high enough, (2) the chains are not

fully extended, and (3) the chains are not fully oriented. For

a given polymer system and molecular weight, tensile

strength and modulus can be enhanced by extending and

orienting the chains. Practically, many modern techniques,

including zone stretching, multiple-step stretching, and

state-of-the-art high-speed extrusion methods, have been

adopted to achieve such results.

Still, the results of studies on conventional fibers show

that modifications in physical processing alone cannot lead

to values that even approach the theoretical maximum to

within an order of magnitude. Flexible chains, which char-

acterize the bulk of the commercial polymers, tend to con-

form to a random coil or folded chain structure in an as-spun

material, and are very difficult, to reorganize into an

extended-chain structure by known methods. Accordingly,

in order to achieve ultimate properties, either novel spinning

methods are needed, which allow flexible chains to be fully

extended, or the chains used must be so configured that they

have high intrinsic stiffness and would remain extended in

solution or melt. Both of these goals have been met and are

exemplified in the production of (1) high-strength polyethyl-

ene fibers, discussed in this section, and (2) aramid fibers,

discussed in the next section.

Extended-chain polyethylene fiber became available com-

mercially in 1984whenDSM, aDutch firm in theNetherlands,

introduced Dyneema® and Mitsui Petrochemicals in Japan

announced Tekmilon®. AlliedSignal of the United States

entered the field in 1985 when it introduced Spectra® fibers.

These materials are characterized by very high strength and

modulus, which are achieved by the use of ultrahigh-molecu-

lar-weight polyethylene spun by the gel-spinning method into

fibers having extended-chain structures and near-perfect

orientation.

Gel Spinning. In general, the purpose for which the gel-

spinning method is used is to produce an as-spun fiber that

contains a loose network of chains with few entanglements,

which then can be drawn out to ultrahigh levels to yield a

highly oriented structure. The surface-growth method of

Pennings [23], which uses a Couette-type apparatus, and

the gel-spinning method of Smith–Lemstra [24], which

uses a more conventional spinning apparatus, led to the

achievement of this goal. In the former method, a polymer

solution is stirred between two counterrotating cylinders that

provides the elongational flow necessary for initial chain

alignment. Essentially the same result is achieved by passing

the polymer solution through a constriction prior to spinning

in the latter method.

In the surface-growth technique, polymer solution between

the inner rotating cylinder and the outer stationary cylinder is

maintained within a certain temperature range above the poly-

mer crystallization temperature. A fiber seed is immersed

through an opening in the outer cylinder, and its tip is made

to attach to the polymer layers absorbed on the inner rotating

cylinder. By pulling on the other end of the fiber and winding

it onto a bobbin, while at the same time replenishing the

solution in the gap between the cylinders, a fiber can be

produced continuously. This process results in a fibrous pre-

cipitate with a “shish-kebab” morphology (Fig. 12.24).

One can conclude, then, that the flow field that is devel-

oped extends the chains, which then crystallize in a fibrillar

form. Chains that are left unextended, those that are below a

certain length for the speed, use the preformed clusters

(shishes) as nuclei and crystallize as overgrowths in the

form of chain-folded lamellae (kebabs). Fibers formed in

this way showed remarkable mechanical properties with

modulus in excess of 1,200 g force/denier (102 GPa) and

tensile strength in the neighborhood of 30 g force/denier

(2.6 GPa).

Production. Recognition that the shish-kebab fibers pro-

duced by the surface-growth procedure result from the

deformation of a gel-like entangled network layer at the

rotor surface led to the development of gel-spun polyethyl-

ene fibers. The fiber is made by the solution spinning

method. The polymer is dissolved in a high-temperature

solvent, such as decalin, at a low concentration, 10% or

less, and extruded into cold water. Initially, the fiber is

formed as a gel that still contains the spinning solvent.

Fig. 12.24 “Shish-kebab” structure showing extended-chain crystals

with lamellar overgrowths
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It can be oriented by drawing at remarkably high draw ratios

of 30 or greater, either before or after solvent removal. A

method of spinning polyethylene fiber is described in the

patent by Kavesh and Prevorsek [25]. The factors that gov-

ern the properties of fibers produced by this method are the

polymer molecular weight, the concentration of polymer in

the solvent, the type of solvent, the solution temperature, and

the stage and the extent of drawing.

The high-performance behavior in these fibers is obtained

from their having a very high molecular weight (1–5 mil-

lion) combined with a very high degree of extended-chain

crystal continuity. The fiber can approach a 100% crystalline

structure with a theoretical maximum density (~0.97 g/cc).

Their use, of course, is limited by the melting point of the

polymer, which even in the extended form is only about

150�C. Although higher than that of ordinary polyethylene,

it is still much lower (80�C or more) than those of commer-

cial textile and other higher-performance industrial fibers.

There also has been concern about the creep that occurs in

these fibers, although significant improvement has been

made in this regard since the introduction of the first fiber.

In spite of the limitations mentioned, the unique combina-

tion of strength, stiffness and lightness properties have

allowed these fibers to prove highly successful in a number

of applications, such as sailcloth, body armor, medical

implants, fishing net, and sports equipment.

Aramids

Introduction

As pointed out in the preceding section, a second route for

developing fibers having properties approaching the ultimate

values is the use of polymer chains that have high intrinsic

stiffness and will remain extended in solution or melt. The

development of aramid organic fibers based on aromatic

polyamidesmet these requirements and added another chapter

to the history of the development of synthetic fibers. Nomex®

aramid, a thermally resistant fiber based on a meta-oriented

structure, was commercialized by the DuPont company in

1962.

Following the technological breakthroughs which led to

the discovery of (1) the liquid crystalline behavior of para-
oriented aramids [26] and (2) a novel method for spinning

anisotropic liquid crystalline polymer solutions [27],

Kevlar® aramid fiber was produced and commercialized by

the DuPont company in 1972. Other fibers based on aromatic

polyamide compositions, which were produced and

commercialized by other companies, were Technora®

(Teijin, Japan), Teijinconex® (Teijin, Japan), and Twaron®

(Akzo, The Netherlands). Additionally, SVM is a fiber pro-

duced in the former Soviet Union, and it was announced in

1990 that a new aramid fiber had been introduced by

Hoechst, in Germany.

The rigid rod chains in para-aramids tend to form so-

called liquid crystals when they are dissolved in polar

solvents or heated to certain temperatures. The polymers

showing liquid crystalline behavior in melts are called the

thermotropic liquid crystalline polymers, and those showing

similar properties in solution are called the lyotropic liquid

crystalline polymers. These liquid crystals exist in three

distinct phases according to their specific structures

(Fig. 12.25).

A one-dimensional arrangement of rigid rods is called a

nematic structure; a two-dimensional ordered arrangement

represents a smectic structure; and the cholesteric structure

is formed in terms of rotating oriented sheets so that rigid

rods align parallel to each other in every layer, but the

directional vectors in each layer are different. The preferen-

tial phase considered for fiber spinning is nematic. Nematic

solutions or melts are easy to develop into oriented

structures through shearing and elongational flow during

extrusion because of the rigidity of the polymer chains.

Fig. 12.25 Structure of liquid

crystalline polymers showing

(a) nematic, (b) smectic, and

(c) cholesteric orders
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Thus high orientation can be obtained in the as-spun fibers

without much posttreatment.

Manufacture

In 1973, the Federal Trade Commission recognized aramid

as a distinctly different generic material and defined it as “a

long-chain synthetic polyamide in which at least 85% of the

amide linkages are attached directly to two aromatic rings.”

This distinguishes aramids from nylon, which was redefined

as a polyamide with less than 85% of the amide linkages

attached to two aromatic rings. The first aramid fiber pro-

duced in the United States was Nomex®, the reactants being

m-phenylene diamine and isophthaloyl chloride to give poly

(m-phenylene-isophthalamide) (MPD-I).

This polymer could not be melted without decomposition,

so the preferred fiber formation route was solution spinning.

Patent literature suggests that the fiber is spun from a solvent

system composed of dimethylformamide and lithium chlo-

ride. The final properties are achieved by stretching in steam

after washing to remove residual solvent.

The physical and chemical properties of this fiber are not

remarkably different from those of other strong polyamides,

but it does have excellent heat and flame resistance that

makes it particularly suited for use in protective clothing

and in specified industrial end uses. Military flight suits,

firefighter uniforms, and hot gas filtration are a few of its

many possible applications.

The other important fiber in this category, which also was

first produced commercially in the United States, is Kevlar®,

introduced in 1971 as fiber B and later coded as Kevlar® 29.

It was produced from poly(p-phenylene terephthalamide)

(PPD-T).

Later, a higher modulus version, Kevlar® 49, believed to

be made by heat annealing of Kevlar® 29, was introduced.

Poly(p-phenylene terephthalamide) PPD-T, also called

para-aramid, can be polymerized to a fiber-forming molec-

ular weight by polycondensation of terephthaloyl chloride

and 1,4-phenylene diamine.

Poly(1,4-phenylene terephthalamide) (PPD-T) of high

molecularweight can be prepared by low-temperature solution

polymerization techniques. This polymer is less soluble in

amide-type solvents than is poly(p-benzamide). The most

successful conditions required hexamethylene phosphoramide

(HMPA), the original solvent, alone or mixed with N-methyl-

2-pyrrolidone (NMP), although other mixtures such as NMP

containing CaCl2 also could produce a fiber-forming polymer.

During polymerization, themolecularweight increases rapidly

within the first few seconds of the reaction. The critical molec-

ular weight or viscosity is reached, and the stir opalescence

typical of lyotropic solutions is observed. Although gelation of

the reaction mixture occurs quickly, polymerization continues

but at a greatly reduced rate. With the choice of a suitable

solvent system, gelation can be delayed until the desired

higher molecular weight is reached. Large-scale manufacture

of a polymer requires continuous polymerization to minimize

cost. In the case of PPD-T, special problems that had to be

accommodated included the rapid gelation of the reaction

solution with increasing molecular weight, the need to control

the temperature of a vigorous exothermic reaction, and the

handling of solvent HMPA, which is suspected to be a

carcinogen.

Although melt spinning would be preferred from the

standpoint of process simplicity and conversion cost,

aramids must be spun from solutions, by wet, dry, or dry

jet–wet methods because they decompose before or during

melting, ruling out melt spinning. Dry spinning is used to

produce Nomex® fiber, where a dope (20%) of the polymer

in solvent is converted to yarn. In wet spinning, the
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polymer dope is extruded into a nonsolvent where the fiber

coagulates. The coagulated fiber then is washed and often

drawn to develop desired fiber properties. In wet spinning,

the spinnerette is in the coagulation bath, hence the dope

temperature and the coagulation temperature are the same.

In dry jet–wet spinning (Fig. 12.26), as used for

Kevlar®, on the other hand, the spinnerette is separated

from the coagulation bath, allowing independent control

of the dope extrusion and coagulation temperatures. The

extrusion jet is placed a small distance above the coagula-

tion bath, and the nascent fibers descend into the liquid,

pass under a guide, and proceed in the bath while

undergoing stretch; then they are withdrawn from the

bath and wound up. A subsequent washing step may be

required to remove residual acid solvent. In systems where

the dope must be hot to lower viscosities to extrudable

levels, and the bath cold for developing specific structures

during coagulation, as is preferred with Kevlar®, dry

jet–wet spinning is the option. For production of Kevlar®

fibers, a PPD-T/concentrated sulfuric acid solution,

containing approximately 20% polymer, is extruded at

90�C into a cold water bath (~1�C). Following extrusion,

the fiber is washed, dried, and given posttreatment,

depending upon the properties desired. Kevlar® is reported

to have about twice the breaking strength (23–27 g force/

denier or 2.9–3.4 GPa) of high-tenacity nylon and polyes-

ter, but its most outstanding physical property is its high

stiffness (550–1,000 g force/denier or 70–127 GPa), which

can range up to an order of magnitude greater than that of

standard polyester. This property has led to high-volume

usage of the fiber as reinforcement in composite materials

such as belts in radial tires and aerospace structures. The

world production figure (1999) of this fiber was estimated

to be over 60 million lb.

High-Temperature-Resistant Fibers

The need for high-temperature-resistant fibers has arisen

from demands of a number of industrial applications, as

well as applications in aerospace programs. In many of

these applications, the usual characteristics of organic-

based fibers are desired, but the high temperature resis-

tance of inorganic fibers is required. Thus, the fibers are

expected to retain their structural integrity at temperatures

of 300�C and above for considerable periods of time, while

their other physical and mechanical properties resemble

those of the more common manufactured textile fibers.

The two leading groups of fibers in this area are the

meta-aramids and PBI.

Meta-Aramid

The major fibers in this group, based on sales volume, are

the products made from poly(m-phenylene-
isophthalamide), which were introduced by DuPont in

1962 as HT-1 nylon (later known as Nomex®) and by

Teijin in 1972 as Conex®. General manufacture of the

fiber was described earlier under the heading “Aramids.”

Other manufacturers now are entering the field with

products of similar chemical structure. Although these

products are made and spun by different processes, their

chemical and physical properties are similar. The fiber is

usually utilized in the form of cut staple, which is amenable

to conversion on traditional spinning and weaving machin-

ery. Its mechanical properties (tenacity 4–5 g force/denier,

ultimate strain 25–30%, and initial modulus 90–100 g

force/denier) compare favorably with those of other textile

fibers. The main utility of the fiber lies in the resistance it

offers to combustion: it has a limiting oxygen index (LOI)

of about 0.29, a melting point above decomposition tem-

perature, an ignition point above 600�C, and a flash point

about 800�C [28]. The LOI gives a relative measure of

flame resistance; the higher the number, the lower the

flammability. The fiber Kermel® from Rhone Poulenc

also is classified as an aramid. It is, chemically, a

polyamide-imide fiber and has an LOI of about 0.31. A

major application of these fibers is in protective clothing.

In order to reduce their cost, they often are blended with

other, less expensive, flame-retardant fibers such as those

based on cotton, rayon, and wool.

Fig. 12.26 Schematic of dry

jet–wet spinning method
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PBI

Poly-2-20-(m-phenylene)-5,50-bibenzimidazole, commonly

called PBI, was developed under the aegis of the U.S. Air

Force Materials Laboratory in cooperation with the

then-existing Celanese Corporation. The fiber went into

commercial production in the United States in 1983. It is a

condensation polymer obtained from the reaction of

tetraaminobiphenyl and diphenylisophthalate in a nitrogen

atmosphere at temperatures that may reach 400�C in the final

stages [29]. The structure of a repeating unit is shown below:

The polymer is dissolved at a high temperature under

nitrogen pressure in dimethylacetamide, to which a small

amount of lithium chloride may be added to increase the

stability of the solution. Then, it is dry-spun in an atmo-

sphere of heated nitrogen (about 200�C), from which the

solvent is recovered; next, it is stretched slightly in steam

and washed. Drawing and relaxing are done in an inert

atmosphere, as might be expected, because temperatures

up to 250�C or higher are used. The fiber then is given a

stabilization treatment in a sequence of steps and made into

staple fibers using conventional crimping and cutting

techniques. The stabilization treatment involves reaction

with sulfuric acid and heating at high temperatures

(~475�C) for short periods of time. The process, known as

sulfonation, yields a product that has a significantly lower

shrinkage than the unstabilized material.

The final yarn is golden yellow, and because this color

appears to be an intrinsic property of the polymer, it may

have some limitation as far as the civilian market is

concerned. This material originally suffered from high

shrinkage on exposure to flame; however, further

developments including the sulfonation treatment have

reduced the shrinkage to only about 5–10% at 600�C [30].

The fiber is capable of retaining about one half of its original

strength (~3 g force/denier) upon exposure to air for 18 h at

350�C or 1 h at 425�C; it has an LOI of 0.41, which is well

above that of the aramids; and it has high resistance to

inorganic acids and bases and organic chemicals. Further,

with tensile and moisture regain properties comparable to

those of many textile fibers, the PBI fiber is well suited for

blending with other fibers and conversion into final products

using conventional spinning and weaving or nonwoven

equipment. Applications include high-performance protec-

tive apparel, flight suits, and aircraft furnishings.

Polytetrafluoroethylene

Historical

Polytetrafluoroethylene (PTFE) was discovered in 1938

when Dr. Roy J. Plunkett and his assistants working on

new nontoxic, nonflammable refrigerants at E. I. du Pont

de Nemours and Co. found that one cylinder, which was

supposed to contain tetrafluoroethylene (TFE), ceased to

release the gaseous material. Upon opening the cylinder,

they discovered that the inside was covered with a white

powder. Polymerization of TFE had taken place. The result

was PTFE or Teflon®, which is the trade name applied to that

polymer by DuPont. The company tested the polymer and

found that it was virtually inert to all known solvents, acids,

and bases, a characteristic that was unique at that time. It

also found that this material was resistant to high tempera-

ture and had the lowest coefficient of friction of any known

solid. The research on PTFE was intensified during World

War II because of military demands for improved materials

for products such as gaskets, packing, and linings for

containers for handling corrosive materials. When the war

was over, the release of classified information caused a

booming interest in the polymer. Since that time, PTFE has

found itself in many different applications.

Manufacture

In one process, the manufacture of the monomer, TFE,

involves the following reactions: hydrogen fluoride is made

by reacting calcium fluoride with sulfuric acid:

CaF2 þ H2SO4 ! CaSO4 þ 2HF

Chloroform is reacted with hydrogen fluoride in the pres-

ence of antimony trifluoride as the catalyst:

CHCl3 þ 2HF! CHClF2 þ 2HCl

TFE is obtained by the thermal decomposition of this

monochlorodifluoromethane (known as Freon) in a contin-

uous noncatalytic gas-phase reaction, carried out at or

below atmospheric pressure at temperatures from 600 to

900�C:

2CHClF2 ! C2F4 þ 2HCl

Numerous side products are generated in this process.

Many of them are present in trace amounts, but the highly
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toxic perfluoroisobutylene, CF2¼C(CF3)2, requires special

precautions.

TFE also may be manufactured by the reaction of zinc

and tetrafluorodichloroethane

ClF2C� CF2Clþ Zn! C2F4 þ ZnCl2

or by the reaction of tetrafluoromethane molecules in an

electric arc furnace

2CF4 ! C2F4 þ 2F2

TFE is a colorless, tasteless, odorless, and nontoxic gas.

To avoid any undesired reactions during storage, inhibitors

must be added. The polymerization is carried out by an

addition-type reaction in an aqueous emulsion medium and

in the presence of initiators such as benzoyl peroxide, hydro-

gen peroxide, and persulfates. The monomer is fed into a

cooled emulsion medium and then heated to a temperature of

70–80�C, at which the polymerization takes place:

CF2 = CF2 → ( CF2 − CF2 )n

The pressure may range from 40 to 100 atmospheres.

After removal of the unreacted material, the polymer is

washed, pressed, and dried. The degree of polymerization

can be quite high, of the order of 50,000. PTFE is

manufactured in four different forms, granular, fine powder,

aqueous dispersion, and micropowder, and in a variety of

grades, each differing in properties. Fillers such as glass

fibers, asbestos, graphite, or powdered metals may be

added to the granules in order to modify properties.

Fiber Manufacture

Because Teflon® is not soluble, it cannot be wet- or dry-

spun, and because it is thermally unstable at its melting point

of about 400�C, this combination would seem to pose an

impossible problem for the production of fibers. Research

into the fundamental characteristics of the polymer, how-

ever, revealed that the submicroscopic particles precipitated

from the polymerization reaction were about 100 times as

long as they were thick.

In one manufacturing process, an aqueous dispersion of

PTFE is mixed with a solution of ripened cellulose xanthate,

from which a fiber is obtained by a wet-spinning process,

after which the cellulose is completely decomposed by

heating. The remaining PTFE is sintered into continuous

fibers by transporting them over heated metal rolls, followed

by stretching to achieve the desired diameters and physical

structure. In a process known as “paste extrusion,” the pow-

der is mixed with an organic plasticizer and compressed at

300–500 psi to make a preform or billet. The latter is

extruded into filaments which are then dried to evaporate

the lubricant. In another process, films are produced that are

slit into strips of very small widths, which then are stretched

and sintered. In yet another, tapes are extruded, which are

converted to fibers by stretching while being twisted to a

very small cross-sectional area.

Properties

The unique combination of properties, including chemical

resistance, thermal oxidation resistance, high lubricity, elec-

trical and thermal insulation, low flammability, and excellent

weatherability, is derived primarily from two factors,

namely, the molecular structure and the molecular weight

of PTFE. The structure consists of a core chain of carbon

atoms with a fluorine sheath, which essentially completely

shields the core. The fluorine atoms are so tightly packed that

steric interactions cause a slight rotation of the carbon chain

from the normal planar zigzag to a helical conformation. This

dense shield has a low surface energy and a very smooth

surface with no side chains or imperfections. As a result, the

interchain forces are low, and individual molecules are able

to slide past each other with relative ease. Compared with

other polymers, therefore, creep tends to be high.

The polymer chains pack themselves very closely and

regularly to give cylindrical packing which consequently

leads to very high crystallinity (~90%). The material has a

high melting point which is about 330�C. The smooth sur-

face when combined with low surface energy makes the

surface so neutral that it resists sticking to any material.

Accordingly, PTFE has the unique property of the lowest

coefficient of friction (~0.007), with essentially no stick–slip

character. The material has no affinity for water and, there-

fore, is totally hydrophobic.

The chemical inertness and the thermal stability of this

polymer are so great that, in spite of its high price ($4–10/lb,

depending on the resin type), it is used in chemical

operations where drastic conditions exist and no other

organic material is suitable. Its low friction allows it to be

used as nonstick coating for metals, work surfaces, and

cooking utensils. The polymer is regarded as biocompatible

and tends to be well accepted by the body. This has allowed

PTFE to be explored as a material for surgical implants.
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Expanded PTFE

In early 1970s, Dr. Robert W. Gore invented a process by

which PTFE could be expanded and gave the trade name of

Gore-Tex® to the product obtained. In this process, the

specific gravity is reduced by the introduction of micropores,

but much of the original properties of the polymer are

retained. The new material is a hydrophobic but porous

membrane of PTFE that is used as a protective layer in a

number of applications.

In the process used, in general, a paste is formed of the

PTFE polymer and a plasticizer and shaped into an article. It

is then expanded by stretching in one or more directions, and

while it is held in the stretched form, it is stabilized by

heating to high temperature (~327�C) and cooling. The

porosity that is produced by the process is retained in the

final product [31]. The structure formed by the process

consists of “nodes” and “fibrils.” The nodes, that vary in

size from 5 to 500 mm and are always found perpendicular to

the direction of expansion, are interconnected by fibrils. This

is seen in Fig. 12.27, which shows a micrograph of

Mikrotex®, an expanded PTFE (ePTFE) product [32]. An

ePTFE material may have as many as a billion or more

randomly spaced pores per square centimeter. These pores

are unique in size: they are three or more orders of magni-

tude smaller than the size of a water droplet but two or more

orders of magnitude larger than a water vapor molecule.

Thus, when used as a rain wear, the product allows the

perspiration vapors to escape but blocks out the liquid

water from penetrating. The product can likewise serve as

a barrier against chemicals and microbes.

Glass and Carbon Fibers

Glass

Among the manufactured inorganic fibers, glass is produced

in by far the largest volume. There has been a rapid increase

in the use of glass fibers in both the textile and the industrial

grades. Some of the key applications are in belts, air filters,

thermal insulation (glass wool), and reinforced plastics.

Glass possesses obvious and well-known characteristics

which have largely determined the methods used to form it

into large objects. It flows readily when molten and can be

drawn into filaments, whose extreme fineness appears to be

limited only by the drawing speed. The method used in

producing textile-grade glass fibers follows this principle

(see Fig. 12.28).

In the commercial operation, the molten glass, pro-

duced either directly from raw materials or by remelting

of marbles, is held at a uniform temperature in a vessel,

whose bottom carries a bushing containing small uniform

holes. The molten glass flows through these holes as tiny

streams that are attenuated into filaments at speeds on the

order of 3,000 m/min; these filaments are coated with a

lubricant, gathered into groups to form yarns, and wound

up. For a particular glass viscosity, the size of the individ-

ual filaments is determined by the combination of the hole

size and the speed of attenuation. Because of the

inherently high modulus of glass, very fine filaments are

required in order to approach the required properties of

textile materials. Thus, the diameter of glass filaments

falls in the range of 3.8–7.6 mm, whereas the average

diameter of the finest organic fibers is about twice as

large. The fiber and yarn numbering system is based on

nomenclature used in the glass industry and differs from

the traditional systems accepted in the textile and organic

fiber industries.

The method of manufacture of glass staple fibers differs

from those used to produce the corresponding organic

materials, all of which are based upon cutting the

continuous-filament product. Air jets, directed in the same

line of flow as the emerging streams of glass, attenuate the

streams and break the solid glass into the lengths desired for

further processing, which are gathered on an appropriate

vacuum drum and delivered as slivers or a matte. To produce

fibers that may be coarser and considerably less uniform in

length, to be used for the production of filters, paper, or

thermal insulation, large streams of molten glass are cross-

blown by blasts of hot air, steam, or burning gas.

As might be expected from the nature of glass, the con-

version of glass fibers into final products has required the

development of new lubricants, finishes, and processing

Fig. 12.27 Expanded PTFE micrograph (Microtex® Membrane at

�500) showing a porous structure containing nodes interconnected by

fibrils (Courtesy of Menardi-MikroPul, LLC)
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techniques. For example, because glass fabrics cannot be

dyed directly or printed with the colors demanded for their

acceptance as draperies, the colorant must be applied to a

resin coating. But before applying the coating, it is necessary

to remove the lubricant that was placed on the fibers to

permit their conversion into a fabric, which is done by

burning. The elevated temperature resulting from this oper-

ation also relaxes the internal strains developed in the glass

fibers during the steps of the textile operations and sets the

yarns in the required geometry. The fabric then is resin-

treated, cured, and dyed or printed.

Another inherent property of glass is the tendency of

unprotected fiber surfaces to abrade each other to destruction

under the action of very little mechanical working. When it

was first considered for rubber-reinforcing purposes, its poor

adhesion to rubber and the inadequacy of the then-existing

bonding agents frustrated attempts by manufacturers to take

advantage of the very high tensile strength, completely elas-

tic behavior, high modulus, and lack of moisture sensitivity

of glass fibers. However, it has been possible to modify the

fiber surfaces so that satisfactory adhesion is achievable, and

the impregnant can be applied in such a way that fiber-to-

fiber contact is prevented. With the adhesion problems

solved, glass in cord form could effectively enter markets

in belt-type tire construction and in all kinds of power-

transmitting rubber belts. It is estimated that the total glass

fiber production in the United States in 2000 was approxi-

mately 2.5 billion lb.

Carbon and Graphite Fibers

Following World War II, the development of jet aircraft and

rockets created demands for fibers having thermal resis-

tance, strength, and modulus far beyond what could be

obtained in existing organic fibers. Much of this need was

for reinforcing materials that could be embedded in matrices

of one type or another. As a result, techniques have been

developed for preparing fibers from a good many metals and

refractory inorganic compounds. Although these materials

are essential for certain uses, the volume of production still

is low, and the prices are correspondingly high (as much as

$1,000/lb).

Carbon and graphite fibers are made from rayon and

acrylic precursors by driving off virtually all of the hydrogen

and oxygen contained in them. The principle is essentially

the same as that which brought about the formation of coal

or, citing a more recently discovered and dramatic example,

the conversion of the original wooden beams of buildings in

Herculaneum, buried by a flow of mud from Vesuvius in AD

67, to what appears to be charcoal. In the present commercial

process, the starting material is selected so as to produce a

final product of the desired size and properties. Cotton,

bamboo, and other natural fibers were the earliest materials

used as precursors. In the 1950s, rayon was used for this

purpose, but the first attempts led to fibers with poor

strength. Union Carbide, in the mid-1960s, made the first

strong carbon fiber from rayon and extended its work to

using PAN as the precursor. The use of mesophase pitch as

the starting material began in the 1970s. Carbon fibers may

be divided into three types: (1) highly graphitized with a

high modulus, (2) heat-treated at a lower temperature to

produce fibers with lower modulus but high strength, and

(3) randomly oriented crystallites with relatively low modu-

lus, and low strength, but most importantly, low cost

The preparation of fibers generally consists of heat-

treating the precursor at a low temperature (200–350�C),
usually in air, which gives a stable fiber for higher tempera-

ture processing. During this step, extensive decomposition

occurs, and a percentage of the initial weight is lost, which is

Fig. 12.28 Flow diagram for

manufacture of textile glass fiber:

(1) glass batch, (2) batch cans, (3)

marble forming, (4) cullet cans,

(5) marbles, (6) melting furnaces,

(7) filament yarn formation, (8)

gathering and sizing, (9) yarn

packaging, (10) air jets, (11)

lubricant spray, (12) collection

for staple fibers, (13) staple fiber

packaging (Courtesy of Owens

Corning Fiberglass Corp.)
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related to the cleavage of the C–C and C¼O bonds and

expulsion of H2O, CO, and CO2 (additionally HCN in the

case of PAN precursor) as gases. This step is followed by

carbonization in an inert atmosphere at 1,000–2,000�C,
which is said to collapse the cyclized structure into a stacked

ring carbon fiber structure. Almost all noncarbon elements

are removed as volatiles. This is followed by graphitization,

which usually is carried out at temperatures above 2,500�C
for short periods in argon or nitrogen. The process increases

the purity, removes the defects, and further improves the

order in the structure. Thus, the difference between the so-

called carbon and graphite fibers lies in differences in the

ranges of temperatures at which the last step is carried out, the

degree of carbon content (97% for carbon and 99.6% for

graphite), and the mechanical properties, which are superior

in the graphite fibers. In usual discussions, the term “carbon

fibers” covers both materials. The majority of carbon fibers

produced today are made from a PAN precursor. PAN fibers

are finer and have a higher degree of molecular order and a

higher decomposition point than those from rayon. This pre-

cursor also leads to a greater carbon yield (45%, as opposed to

24% from rayon), but the fibers are more expensive to pro-

duce than those based on rayon. Recent commercial

developments have allowed the production of carbon fibers

from low-cost petroleum or coal-tar pitch, instead of syn-

thetic fibers. These precursors lead to a higher yield (90%) of

carbon, improved lubricity of fiber products, and higher pro-

duction rates. However, the pitch-based fibers may be more

brittle and harder to handle, have a higher specific gravity

(2.0, as opposed to 1.8 for those from PAN and 1.66 from

rayon) and lower compatibility with some matrix materials.

The fibers have a diversity of applications. One major

application is in composites, where they are used for

reinforcing resins and metals to provide structural materials

with high strength, high modulus, and lightweight. The

resulting composites are used in the aircraft and aerospace

(the largest users), automotive, and sports industries. The

fibers also find uses in protective garments, electrical

devices, insulation, and filtration. The use of the fibers in

the world was about 25 million lb in 2000. The prices

dropped significantly during the past decades, but in 2000,

the majority remained in the $15–70/lb range. The price of

the ultra high modulus carbon fibers, however, can be as

high as $1,500/lb or greater.

Sulfar

Historical

Sulfar fibers are extruded from poly(phenylene sulfide) or

PPS by the melt-spinning process. The first PPS polymer

was made in 1897 by the Friedel–Crafts reaction of sulfur

and benzene. Researchers at Dow Chemical, in the early

1950s, succeeded in producing high-molecular-weight linear

PPS by means of the Ullmann condensation of alkali metal

salts of p-bromothiophenol.

In 1973, Phillips PetroleumCompany introduced linear and

branched products under the trade name Ryton® by reacting

1,4-dichlorobezene with sodium sulfide in a dipolar aprotic

solvent. In 1983, the same company succeeded in stable melt

spinning of PPS. In 1986, the Federal Trade Commission gave

the fiber the generic name sulfar, defined as “a manufactured

fiber in which the fiber forming substance is a long chain

synthetic polysulfide in which at least 85% of the sulfide

(–S–) linkages are attached directly to two aromatic rings.”

Manufacture

In one process, synthesis was carried out by self-

condensation of a metal salt of a p-halothiophenol

where X is a halogen, preferably Br, andM is a metal (Na, Li,

K, or Cu, preferably Cu). This reaction was carried out under

nitrogen in the solid state or in the presence of materials such

as pyridine as reaction media. Considerable difficulty was

encountered in removing the by-product, copper bromide,

from polymers made by this process. The current commercial

synthesis of the polymer is carried out by reaction between

p-dichlorobenzene and sodium sulfide in a polar solvent.

The process discovered by workers in the laboratories of

Phillips Petroleum Co. marked a significant departure from

prior processes and made it possible to prepare a variety of

arylene sulfide polymers from the readily available starting

materials [33].

Melt spinning of PPS involves problems such as plug-

ging of the filter and the spinnerette. In order to prevent

cross-linking and gel formation during the process of

spinning, the company introduced cure retarders compris-

ing group IIA or group IIB metal salts of fatty acids, which

improved the heat stability of PPS:

ðCH3ðCH2ÞnCOO�Þ2M;
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whereM is a group IIA or IIB metal and n is an integer from
8 to 18. Representative compounds of the type described

above include calcium stearate, calcium laurate, calcium

caparate, and calcium palmitate. In general, the cure-

retardant additives are employed in an amount within the

range, of about 0.1–5, preferably about 0.5–2, weight per-

cent based on the weight of the PPS.

Sulfar fibers, sold under the trade name Ryton® in the

United States, are characterized by high heat resistance,

inherent flame retardancy, excellent chemical resistance,

low friction coefficient, good abrasion resistance, and good

electrical properties [34]. Physical characteristics include

medium tenacity (3.5 g force/denier or 423 MPa) and elon-

gation (25–40%) and low shrinkage (<5% at 100�C). The
fibers find application in a number of industrial products,

including filter fabric for coal-fired boiler bag houses, paper

maker’s felts, materials for electrical insulation, high-

performance composites, gaskets, and packings.

Several Japanese and European companies have begun

the production of PPS, some with a U.S. partner. The new

decade should see the introduction of a number of new fibers

and fiber products based on the PPS polymer.

Microdenier Fibers

One of the more important developments in the field of fiber

technology in recent years has been the production of fine

denier fibers, with worldwide activity in developing new

products and applications for them. Improvements in the

quality of polymers, coupled with new technology for extru-

sion of fibers, have led to the production of fibers with sizes

ranging from 1 to 0.1 denier or even lower. Fabrics produced

from such fibers have novel and unique properties, and they

are finding applications in a wide variety of apparel, and

industrial products, including high-fashion fabrics with silk-

like texture, synthetic suede, breathable porous but rainproof

or bacteria-proof fabrics, wipes for oil and other spills, clean

room materials, and cloths for cleaning camera, microscope,

and spectacle lenses and compact discs.

Unfortunately, there is no universally accepted definition

for microdenier, and companies have been free to use terms

they choose. In general, there seems to be a consensus that

the term “fine” may be used for a denier of 1 or less and

“micro” for a denier less than 0.5. The production of such

fibers is difficult and expensive because the throughput rate

must be reduced in order to obtain fine denier filaments, and

there is a limit to how fine in denier a regular process could

be made to go. Generally, the technology of production of

fine and microdenier filaments can be divided into five

categories. First, conventional spinning technology can be

used by using fine-size dies and adjusting the throughput rate

and quenching and drawing parameters to obtain fine denier

polyester filaments. This method has been used by most fiber

manufacturers to produce such fibers in limited quantities. In

another method, alkali reduction or surface etching is used to

dissolve the surface layers, in an effort to reduce the cross-

sectional size of filaments in a polyester fabric. A weight

loss of as much as 25% has been achieved by this process. In

the MB process, molten polymer is forced through a melt-

blowing die and die-tip orifices, and the emerging stream is

attenuated by a jet of high-velocity hot air until broken. Then

the broken fiber is forced into a stream of cold air, where the

fiber solidifies. The fiber is collected on a wire screen or

apron with other fibers, and a homogeneous MB web is

produced. This method is used extensively with PP

materials, but other polymers such as nylon, polyester, and

polyethylene also have been used. Fibers as fine as 0.5 mm
and finer have been produced.

In another approach, filaments containing two polymers

that do not adhere to each other are spun and then split. One

may, for example, spin a bicomponent fiber of nylon that has

several filaments of polyester embedded. After a fabric

containing bicomponent filaments has been woven, it is

treated to split the components, thus converting the original

filament into several smaller filaments. Deniers of the order

of 0.1 can be achieved by this ingenious method. In the last

method, instead of splitting the two components as in the

previous example, one component is dissolved away chemi-

cally, leaving bundles of very fine fibers in the fabric.

The majority of the technology for producing fine and

microdenier fibers is new and thus expensive, so efforts in

the future can be expected to be directed toward optimizing

process parameters in existing methods and discovering

faster and cheaper methods for manufacturing these estheti-

cally attractive and functionally very promising fibers.

Nanofibers

An extreme example of the microdenier-size fibers discussed

above is the nanofibers that are one or more orders of

magnitude smaller in diameter. The fiber with diameter at

submicron or nanometer level is spun by a process known as

electrospinning, in which the fiber is spun in a field involving

high electrostatic forces [35].

The electrospinning setup essentially consists of a capil-

lary tube or a needle attached to a syringe filled with a

polymer solution or melt, a grounded collector screen, and

a high-voltage power supply (Fig. 12.29). The collector
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typically is a metal plate, an aluminum foil, or a metal grid.

Other forms of the collector, such as a rotating drum, have

been used. When the potential (1–30 kV) is applied, the

pendant droplet at the end of the needle becomes charged,

and two opposite forces, namely, the surface tension of the

droplet itself and the electrostatic force due to applied field,

act on it. As the potential is increased, at a certain point,

electrostatic force overcomes the surface tension of the

droplet, and a cone-like structure, commonly known as a

“Taylor cone,” is formed at the tip of the droplet, and a jet of

polymer solution or melt emanates from it which is

accelerated toward the collector [36]. In this process, the

polymer jet gets drawn to submicron level while the solvent

evaporates or the melt cools down to form the fibers that

deposit on the collector and form a nonwoven web.

The electrospun nanofiber webs, with very high surface

area to volume ratio and high porosity with interconnected

pore networks, have been explored for applications in a

number of highly specialized areas such as the scaffolding

for tissue engineering, wound dressing, drug delivery,

nanosensors, and nanoelectronics. More than 50 different

polymers have been electrospun successfully in a solution or

melt form that include synthetic nondegradable (polyesters,

polyamides, polyurethanes, polycarbonates, etc.), natural

(collagen, elastin, chitosan, silk, etc.), and synthetic biode-

gradable (polyglycolic acid, polycaprolactone, polylactic

acid, polylactide-co-glycolide, etc.) polymers [37].

Fiber Variants

Introduction

In a previous section, data and plots were given showing the

rapid rise in consumption and production of commonly used

manufactured textile fibers at the expense of natural fibers.

The principal reason for this has been the wide range of

manufactured fiber variants that can be produced from a

single fiber-forming polymer. The wide range of polymers

available, each with its particular properties, adds yet

another dimension. This is not to say that there is only one

type of cotton, wool, silk, or asbestos fiber; there are many

varieties of natural fibers, but their supply is limited by

natural factors such as climate and genetics. The relative

availabilities of manufactured fiber types can be altered by

controlled chemical process changes, whereas the amount

and the quality of a desired cotton type that can be grown is

determined to a great extent by climatic conditions, which

humans have not yet learned to control. Another factor that

has aided the growth of manufactured fibers is their consis-

tent quality and properties. Again, the grade and the quality

of natural fibers are subject to the vagaries of nature.

For the purposes of this discussion, fiber variants will be

divided into two types: chemical and physical. Chemical

variants will be those involving a small but significant

change in composition, whereas physical changes will be

those involving a change in either the dimensions of the fiber

or its stress/strain or stability features. The definitions of the

two variants also could be based on modification of either

esthetics or functionality.

Physical Variants

Most manufactured fibers are available as staple, tow, and

filament. Natural fibers are available only in the characteris-

tic forms in which they occur, with filament silk and cotton

staple as examples. All manufactured fibers are formed

initially as filament yarns. The German adjective endlos

(literally translated “endless”) is very descriptive, as fila-

ment yarns are continuous strands consisting of one or

more members that for most practical purposes are infinite

Fig. 12.29 Electrospinning

setup in horizontal configuration
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in length. Fine filament yarns (40–100 denier) are used in

producing lightweight apparel fabrics, whereas coarse fila-

ment yarns (800–1,200 denier) are found as reinforcement in

tires or conveyor belts. These examples are chosen as

extremes to show the range or applicability of manufactured

fibers and represent only a small fraction of the actual range

of end uses.

When many filament yarns are collected into a bundle

immediately after formation, the resulting structure is called

a tow. Tows may range from 10,000 to over a million in total

denier. In a next step, the tow may be crimped by the process

previously described, which imparts what is usually a saw-

tooth appearance along the length of all the filaments. For

some end uses, the crimped tow itself is provided by the fiber

maker, as are, for example, the previously discussed acrylic

tows, which are converted to staple as part of the spinning of

yarns with a woollike character. Another example is the

cellulose acetate tows used to form cigarette filters or the

ink reservoirs for marker pens. In the latter case, the compact

tow bundle first is treated to separate the individual

filaments, giving a voluminous structure, which then is gath-

ered into a continuous rod, wrapped in paper, and cut into

appropriate lengths.

In the fiber-making plant, tow may be cut into short

lengths of staple, ranging in length from 1
16

to 6 in.,

depending upon the end use. For instance, the very short

staples are used either in making flocked structures or in the

production of papers containing blends of natural cellulose

and manufactured fiber. The longest lengths are used in

spinning heavy yarns for carpets or cordage. But most staple

is 11
2
�� 3 in: length and is used to form blends with cotton,

rayon, or wool in the yarns employed in standard apparel

fabrics. The staple length of the manufactured fiber is chosen

to match that of the other blend component; otherwise,

uneven yarn of poor quality results.

The size of a manufactured fiber can be altered by chang-

ing the size of the hole through which it is extruded and

maintaining a constant take-up speed. Commercial fibers

range from about 1.25 to 25 denier, corresponding to average

diameters of about 5–50 mm. The very large ones would be

used to make doll’s hair or wigs, but the majority of

manufactured fiber staples are made in the 1.5–6.0 denier

range, corresponding to cotton-blending fiber at the low

denier end and coarse-wool-blending fiber at the high end.

Staple and filament yarns used in carpets are in the 12–16

denier range, whereas industrial filament yarns such as tire

cord are about 6 denier per filament. The size of a fiber is a

determinant of its stiffness, which in turn influences the

draping, quality, and the surface feel (often called hand in

the textile industry) of a fabric made from it.

Although fibers normally are extruded through circular

jet holes, the use of noncircular holes in the jets has led to

the availability of a wide variety of cross-sectional shapes. In

the case of fibers dry- or wet-spun from solutions, most of the

mass exiting from the jet hole is not the polymer. For example,

cellulose acetate fiber is made from a 25% solution of cellu-

lose acetate in acetone containing a small amount of water.

After the fiber leaves the jet face, solvent begins to evaporate,

and as a result, the area of the fiber cross section decreases.

The final result is a fiber of roughly circular cross section, but

with a serrated edge, and much smaller in area than the parent

jet hole. When cellulose acetate is extruded through a

triangular jet hole, the end result is a fiber of “Y” cross section

due to shrinkage from the original triangular shape.

In the melt-spinning process, there is no solvent loss to

influence final cross-sectional shape. In the case of a trian-

gular jet hole in melt spinning, the molten fiber leaves the jet

face with a triangular cross section but, being molten,

immediately tends to return to a circular cross section due

to surface tension forces. It is necessary, therefore, to quench

or cool the fiber as soon as possible in order to maintain the

desired cross-sectional definition. Some loss of this defini-

tion is unavoidable during the drawing step that normally

follows extrusion in a melt-spinning process.

Fibers of noncircular cross section can modify and

change both functional and esthetic properties in textile

structures. The triangular cross section is typical in those

respects; its shape leads to a stiffer fiber than circular fiber of

the same cross-sectional area, and in a fabric, this results in

less drapability and a crisper surface feel. Also, the flat

surfaces reflect light in a different way than do curved

surfaces and can create desirable lustrous effects. These

optical effects are subject to many subtle influences having

to do with the size of the reflecting surface and the amount of

internal reflection that takes place. Triangular or “Y” cross-

sectional fibers have greater specific surface areas per unit

weight than their circular counterparts, which accounts for

their use in aerosol filtration, where surface area is a major

factor in efficiency. Yarns made with triangular cross section

fibers are more voluminous than those from round cross

section fibers. Thus, when the two types are made into

fabrics of equal weight, the variant cross-sectional fabric

will transmit less light and be less permeable to air than

that made with round cross section fibers. In the spinning

of blended staple yarns, maximum strength is obtained

if the blend components have similar load/elongation

characteristics. The stiffness of polyester staple fibers can

be varied mainly by changing the draw ratio used to orient

the fiber after extrusion and thus producing fibers suitable for

blending with cotton, rayon, acrylic, or wool fibers, which
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possess markedly different properties. In many industrial

applications, fibers and yarns are used under conditions

where they bear a load while hot, as, for example, in tires

and power transmission belts, where it is important that they

do not grow or stretch significantly under these conditions.

Accordingly, industrial yarns are drawn to a greater extent

than other yarns to reduce as much as possible the stretch of

the final products. Relatively, these yarns have high

strengths, high stiffnesses, and low elongations at rupture.

Although in most instances it is desirable to have fibers

that are dimensionally stable, in some structures, it is advan-

tageous to use mixtures of fibers that are stable with fibers

that do shrink upon exposure to heat or steam. High shrink-

age potential usually is built into a fiber by stretching it and

not giving it a stabilization treatment. The yarn bulking that

occurs with blend yarns of high- and low-shrinkage acrylic

staples has already been described in the section on that

fiber. Using the same principle, feltlike structures can be

made by heat treatment of nonwoven battings containing

low- and high-shrink staple.

Chemical Variants

The use of titanium dioxide as an additive in the delustering

or dulling of manufactured fibers was discussed in the sec-

tion on viscose rayon. The addition of pigment particles

influences the processing and performance of the fiber,

along with changing its appearance. Because of the white-

ness of the delustered fiber, it requires more dyestuff to reach

a given shade than that needed in the case of a bright fiber.

The sliding friction of a delustered fiber is lower because the

pigment particles protruding from the fiber surface reduce

the contact area between a fiber and the surface it slides

against—a guide, for example. By the same token, some

pigments can accelerate the wear of contacted surfaces. It

has been suggested that the drawing and consequent orienta-

tion of delustered fibers proceeds more smoothly because the

pigment particles act as nucleation sites where molecular

motion is initiated. Unless specially treated, the surface of

anatase—one of the crystalline forms of titanium dioxide—

can accelerate the ultraviolet light degradation of acetate or

nylon fibers. It is postulated that the crystal surface catalyzes

the formation of peroxides from the water and oxygen under

the influence of ultraviolet light, and that peroxides are the

active species in the resulting polymer degradation. For this

reason, rutile—the other common crystalline form of tita-

nium dioxide—is used to deluster fibers when improved

sunlight resistance is needed.

The degree of polymerization or the molecular weight of

the polymers on which manufactured fibers are based can be

controlled as part of one of the early steps in the process.

The polymer molecular weight chosen for a fiber has a

strong influence on process economics, ease of conversion

to fiber, and end-use performance. Commercially accept-

able fibers are based on the best balance of these factors.

However, in fabrics that are open in texture and made from

standard polyester staple spun yarns of low twist, a condi-

tion known as “pilling” will develop as a result of wearing.

The pills are made up of fiber ends that have worked loose

from the yarn bundles as a result of surface rubbing and

have wrapped around themselves. In the case of fabrics

from natural fibers, which are generally less wear resistant

than manufactured fibers, these pills or fiber bundles will be

lost by attrition with continuing wear. Because the wear

resistance of a manufactured fiber is related to its molecular

weight in a general way, the pilling tendency of a polyester

staple can be reduced by lowering its degree of polymeriza-

tion. This compromises the tensile characteristics of the

fiber only to a small extent, and all the other desirable

properties such as minimum care characteristics are essen-

tially unaffected. When the molecular weight of a polyester

or a nylon polymer is increased above the standard, the

resultant fibers will have increased tensile properties and

fatigue resistance. The filament polyester and the nylon

yarns used in end products such as tires and conveyor

belts are based on such polymers.

The technology for “dope dyeing” or mass coloration of

fiber as part of the fiber manufacturing operation was

described in the sections on viscose rayon and cellulose

acetate. The use of this technology has decreased largely

because of problems of profitably managing the required

inventory of colors in rapidly changing fashion markets,

and for this reason, it is used extensively only if the fiber

cannot be dyed by any other means. PP fiber for use in

outdoor carpets is a good example of such a situation. How-

ever, if one regards “white” as a color, one finds that a

substantial portion of the polyester staple fiber produced

for blending with cotton or rayon contains an optical bright-

ener or a fluorescing agent. This is needed to overcome the

yellowing tendency of polyester following the absorption of

hydrophobic soils. The cotton or rayon fibers in a blend are

continually rewhitened by the fluorescing agents added to

laundry detergents for that purpose, but these agents are

without effect on the polyester blend component. Because

the polyester component usually is at least half of the blend,

the spun-in optical brightener it contains is vital for the

maintenance of overall whiteness.

In the cases of polyester, nylon, and acrylic fibers, their

manufacturers have developed fiber variants with a wide

range of dyeing behavior referred to as dye variant fibers.

Polyester fibers usually are dyed with what are described as
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disperse dyes. These dyes are only slightly soluble in boiling

water and are used in the form of dispersions. The dye in

aqueous solution is assumed to be in monomolecular form

and is absorbed from the dyebath into the polyester fiber by a

process often called solid solutioning. As this occurs, more

solid dye is dissolved to replenish that entering the fiber.

The overall rate of dyeing is a very complex phenomenon

but in part is determined by the molecular structure of the

fiber through which the dye must diffuse. Generally, the

more that the polymer molecules have been organized by

drawing and annealing into more geometrically perfect

domains or crystallites, the slower is the dyeing rate. The

ability of the molecules to be thus organized into compact

ordered structures can be reduced by polymerizing a small

amount of a foreign dibasic acid or glycol into the polymer.

Usually, 5–10 mol% is sufficient to prevent this regularity.

Adipic acid, isophthalic acid, and polyethylene glycols are

used to produce some of the comonomers for fast- or deep-

dyeing polyesters. In this way, these fibers are made more

economical to dye or print because special dyebath

additives, high dyeing temperatures, and high-pressure

steam-print fixation usually are not required.

Polyester fibers can be given an additional mechanism for

dyeing if an ionic comonomer is added during polymeriza-

tion. A common additive is an alkali metal salt of dimethyl-

5-sulfo-isophthalate, which gives sulfonic (anionic) groups

as part of the polymer structure. These groups allow the fiber

to absorb basic (cationic) dyes by a specific ionic mechanism.

The amount of cationic dye that can be absorbed by the fiber

is stoichiometrically related to the number of anionic sites

present in the fiber; this is quite distinct from the general solid

solutioning that takes place with disperse dyes and polyester.

A cationic dyeable polyester is useful for two main reasons in

fabric coloration. First, cationic dyes give brighter, clearer

shades than disperse dyes, and this can be important for both

solid-dyed shades and prints during ever-changing fashion

cycles. Second, fabrics containing arrangements of unmodi-

fied and cationic dyeable polyesters can be dyed in the

piece to a variety of color/white combinations by selection

of dyestuffs, as day-to-day changes in demand may require.

This is more economical than dyeing yarns to different

colors, holding them in inventory, and then weaving them

into fabrics, if and when they are required.

Nylon 66 can be dyed either with disperse dyes or with

acid (anionic) dyes, the former carried out by essentially

the same steps as described above for polyester, except that

nylon absorbs these dyes much more readily. The ability of

nylon to absorb acid (anionic) dyes is the result of a signifi-

cant number of accessible free amine (cationic) end groups

being present in the polymer. The dyeing of nylon with acid

dyes is analogous to the dyeing of wool or to the dyeing of

modified polyester with basic dyes, except that the

polarities of the interacting groups are reversed in the latter

case.

For best fastness to light and washing, nylon 66 is dyed

with acid dyes, and nylon dye variants thus are based on

manipulation of the level of acid dye uptake. By adding a

monobasic acid such as acetic acid to the reaction mix near

the end of the polymerization process, the amino end groups

are converted to amide groups which have no affinity for

acid dyes under normal dyeing conditions. This technique

creates light acid dyeing or acid reserve dye variants that can

have some capacity to absorb basic dyes at the carboxyl end

groups. Nylon dye variants with increased acid dye uptake

can be made by using a slight excess of diamine in the

polymerization. In this way, there are no free carboxylic

acid end groups. Nylon dye variants have found the greatest

acceptance in floor coverings where attractive patterns can

be piece-dyed using controlled dyebath conditions and

selected acid dyestuffs.

Acrylic fibers are dyed most frequently with basic dyes.

This is made possible by copolymerizing acrylonitrile with

an acidic monomer such as styrene-para-sulfonic acid.

Acrylic fiber suitable for acid dyeing can be made by using

a basic comonomer such as a vinyl pyridine or a vinyl

pyrrolidone.

Fibers not having inherent flame resistance often can be

given this property by incorporation of a suitable additive.

This may be done by copolymerization of the additive into

the polymer reaction of the additive with the polymer after

polymerization or by applying a polymeric or monomeric

noninflammable finish to the surface as a coating. These

additives usually contain bromine, nitrogen, or phosphorus

or a combination of these elements. Great care must be taken

in choosing the additive and its level of addition in order to

prevent loss of other desirable fiber properties and to avoid

any harmful effects to processors or ultimate consumers.

A wide variety of special durable surface treatments have

been used on manufactured fibers. These include treatments

for imparting such characteristics as soil resistance, anti-

static behavior, and wearer comfort through moisture wick-

ing and transport. Fiber finishes also have been used

successfully in promoting adhesion between two materials,

as, for example, between polyester tire cord and rubber, and

between glass fiber and polyester resin.

Polymers, Fibers, and Textiles in Medicine

Introduction

Over the past six decades, polymers, fibers, and fabrics have

found numerous applications in medicine. Starting from

their use as sutures over 4,000 years ago to their application
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as arterial, skin, hernia repair meshes, and other prostheses

in the present century, fibrous materials continue to be

selected and explored for new and novel products in the

healthcare field. This trend has its basis in a fiber’s ability

to be modified chemically and physically and easily

converted into a wide array of desired end products. Textiles

are unique materials with unique properties. They are known

to be lightweight and flexible, and, what is commonly not

realized is that on a weight-to-weight basis, they are very

strong, that is, usually two or more times stronger than steel.

Since the majority of fibers are extruded products of syn-

thetic or regenerated polymers, they can be manufactured in

different cross-sectional shapes and sizes to meet the design

needs of different applications. In addition, a given polymer

can be alloyed with another material and/or chemically or

physically modified to further vary its characteristics.

Accordingly, because of the outstanding inherent properties

of fibrous polymers, essentially unlimited potential one has

for tailoring their behaviors, and those of several different

types of assembly structures made from them, textiles have

been sought for designing and used in manufacturing a wide

range of medical products.

Examples of Medical Products and Fibers Used
to Produce Them

Broadly, the medical products available include absorbent

materials for blood and other fluids resulting from injury,

surgery, or incontinence (cotton, rayon); protective gowns,

masks, and covers for patients, nurses, and doctors (cotton,

polyester, polyolefin); dressings and bandages for caring for

and managing wounds (cotton, rayon, chitosan, alginate);

fabrics for repair of fractures and rehabilitation of injured

(fiber glass, polyester, polyolefin, cotton); and, most note-

worthy, many different types of implants, which include

sutures and ligatures for closing wounds and prostheses for

replacing or bypassing injured or failing organs. Polymer-

based fibers and textiles are particularly suited for making

implants as body tissues are themselves polymers and have

structures and properties that closely match those found in

fibers. Among the implants, some relatively well known are

surgical sutures (PET or polyester, polypropylene, ePTFE,

nylon, polybutester, and the aliphatic or biodegradable

polyesters, mentioned and discussed in the next section),

arterial and stent grafts (polyester, ePTFE), hernia and pro-

lapsed repair meshes (polypropylene, polyester), and tendon

and ligament prostheses (polyester). The examples of

products given are of textile-based structures that must be

largely flexible and able to stretch, bend, and twist. Used as

implants are also strictly polymer-based devices such as

those used for correcting vision (ocular lenses), filtering

blood (in kidney dialysis devices), and repairing or replacing

joints and bones. Additionally, fibrous polymers have drawn

interest for use as scaffolds for engineering tissues.

Special Fibers Developed Primarily
for Use in Medicine

Clearly, many different types of fibers (natural and

manufactured) have been used in medicine, some of these

(manufactured) have already been covered in detail earlier in

this chapter. There are several others that are more specific

to medicine and were in fact largely developed for this

application. These, along with their chemical structures,

are listed below. Out of these, the first six are polyesters

and the last two polysaccharides. Of these, the first, that is,

polybutester, is an aromatic block copolymer, which is non-

absorbable and has properties that are a compromise

between fibers and elastomers. The next five (polyglycolic

acid, polylactic acid, polyglactin, polydiaxanone, and poly-

carbonate) are aliphatic and biodegradable. The intermolec-

ular links being weak and the molecular weights being low,

these materials break down by the hydrolytic processes in

the body and get absorbed. Some (e.g., PGA) are absorbed

faster while some others (e.g., polyglyconate) are absorbed

more slowly, the rate controlled by the chemical constitu-

tion, molecular weight, and the degree of packing [38–41].

Although these materials were initially developed for use as

biodegradable sutures, they are now also being explored in

constructing implant devices. The general idea behind this

trend being that as the material biodegrades, the natural

tissues will infiltrate and fill the void, leading to a shaped

biological implant. The exploratory work along this direc-

tion is continuing with some success [42, 43].
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Polyglactin acid (Vicryl):
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Alginate:

The last two materials in the above list, that is, chitosan

and alginate, are polysaccharides. Both, derived from natural

polymer sources and biodegradable, are primarily used as

wound dressings for complex or bleeding wounds. Chitosan

is made from chitin by converting the pendant acetyl group

into amino group with a degree of substitution of about 80%.

This conversion makes the material highly reactive and

soluble. Due to its high hemostatic nature and ability to

promote healing, chitosan has been considered as a material

of choice for dressings for bleeding wounds [44]. Alginate,

which is a block copolymer of mannuronic and glucuronic

acids, is derived from seaweeds. Sodium alginate, extracted

from the crushed and washed raw material, is solubilized in

water and extruded into a calcium bath to produce calcium

alginate fiber. When a product, such as a web, comes

into contact with blood or body exudates, the sodium ions

replace the calcium ions, which makes the material highly

absorbent and soluble [45]. Desirable healing and antimicro-

bial compounds could be incorporated during the production

of the fiber. Accordingly, a primary use of the material is in

dressings for exuding and contaminated wounds.

Assembly Structures Used in Implants

The textiles used in body are in the form of either one-

dimensional structures (threads), plane or two-dimensional

structures (sheets), or three-dimensional structures (primar-

ily tubes) [46]. The first, or the thread, is usually braided and

used as a suture or ligature. The plane sheet (woven, knitted,

or braided) is used as a patch or skin graft, a part of hernia or

prolapsed repair device, cover for sewing ring for heart

valve, and base material for developing other products

(e.g., heart sac) that require a flexible and porous textiles

but for which a tubular structure will not serve the purpose.

The tubular structure (produced primarily by weaving or

warp knitting) is used as a bypass or stent graft for

alleviating blood flow disorders in natural vessels. Such

tubular devices could be straight, bifurcated, or even

trifurcated, depending on the region where corrective action

is required. Except the suture or ligature materials, the other

textile products are generally required to be porous for

healing. The porosity in a fabric is determined by the size

of the thread used in constructing the fabric and the thread

counts in the long and the cross directions of the fabric. If the

constituent thread is a multifilament yarn, then the porosity

can also be influenced by the size of the fiber and the bulk

given to the yarn, such as by a texturizing process. In ePTFE

materials, porosity is greatly influenced by the heating and

the stretching conditions used in forming the product.

A vast majority of the textile implants are made by the

conventional technologies of weaving, knitting, and braid-

ing, which produce desirably flexible (for conformation and

comfort) and porous (for tissue integration and healing)

structures. In some applications, however, such as the lenses

used for correcting vision and the dental products, tissue

integration is not required. For such uses, a molded or

machine-shaped product could be made directly from a

polymer.
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Dye Application, Manufacture of Dye
Intermediates and Dyes 13
H.S. Freeman and G.N. Mock

Introduction

Dyeing

It is difficult if not impossible to determine when mankind

first systematically applied color to a textile substrate. The

first colored fabrics were probably nonwoven felts painted in

imitation of animal skins. The first dyeings were probably

actually little more than stains from the juice of berries.

Ancient Greek writers described painted fabrics worn by

the tribes of Asia Minor. But just where did the ancient

craft have its origins? Was there one original birthplace or

were there a number of simultaneous beginnings around the

world?

Although it is difficult to determine just when each respec-

tive civilization began to use dyes, it is possible to date textile

fragments and temple paintings, which have survived the

ensuing centuries. The ancient Egyptians wove linen as

early as 5000 BC, and paintings on tomb walls infer that

colored wall hangings were in use by 3000 BC. By 2500 BC,

dyer’s thistle and safflower were used to produce red and

yellow shades. Egyptian dyers developed a full range of

colors by 1450 BC.

Another cradle of civilization was the Indian subconti-

nent where religious and social records dating to 2500 BC

refer to dyed silk and woven brocades of dyed yarn. Cotton,

first cultivated in the Indus valley of Pakistan was woven as

early as 2000 BC. A book written around 300 BC included a

chapter on dyes. It is believed that systematic dyeing

occurred in China as early as 3000 BC near the city of Xian

in the Huang (Yellow) River Valley, although there is no

conclusive proof. Empress Si-Ling-Chi is credited with the

discovery of silk about 2640 BC. Kermes and indigo were

used as dyes as early as 2000 BC. Fragments of silk have been

found in the corrosive patina of bronze swords of the Shang

dynasty (1523–1027 BC), but most assuredly these samples

are not the oldest [1].

The New World was similarly active in developing the

textile art. With help from the desert climate in the high

Andes of Peru, dyed samples of wool have been preserved

and recovered from burial sites. These fragments have been

dated to the millennium before the Christian era. The west-

ern and southwestern regions of the United States provided

homes for the Anasazi, or ancient ones, who dwelt in the

region of Mesa Verde National Park in southwestern

Colorado, northern Arizona and New Mexico, and eastern

Utah. Again the dry climate has helped to preserve samples

from these early civilizations.

Very little in the nature of large, intact textile samples has

survived in Europe. Remains of a large woolen robe, the

Thorsberg Robe, found in northern Germany and dated prior

to 750 BC, indicate a highly developed dyeing and weaving

technology [2]. Indirect evidence is more plentiful: for

example, a tombstone of a purpurarius, a Roman purple

dyer, was found near Parma, northern Italy, and a dyer’s

workshop excavated in Pompeii. This great center of the

Roman Empire was destroyed by the eruption of Mount

Vesuvius in 79 AD. Similar stone vats for dyeing have been

excavated in the tells of Israel and in present-day Turkey.

The Dark Ages following the fall of the Roman Empire

were dark indeed, with little development of the dyer’s art.

The robes of a number of the monastic orders were brown

and black, surely a dark age. By the end of the 1300s,

however, civilization began making the swift and certain

strides that have led to our present level of development. In

1371, the dyers of Florence, a city famous for its Renais-

sance art, formed a guild, or association of like merchants

and craftsmen, which lasted for 11 years. Other guilds were

being formed in other centers across Europe. Some of these

guilds exist to this day. The Worshipful Company of Dyers

was formed in 1471 in London. One of the legacies of this

guild is a Publications Trust, which has underwritten the
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publication of a number of books on dyeing in cooperation

with The Society of Dyers and Colourists (SDC).

The art and craft of dyeing was largely passed down from

father to son or from craftsman to apprentice by word of

mouth and example until the early 1500s. The Plictho of

Gioanventura Rosetti, a Venetian armory superintendent, is

believed to be the first published book on dyeing. It certainly

is the oldest surviving European text to have come down to

us in the twenty-first century. Five known Italian editions

were published between 1548 and 1672. A French edition

appeared in 1716. It is interesting that no known English

translation was made until 1968 [3] when Sidney Edelstein

of the Dexter Chemical Company and Hector Borghetty

collaborated to reproduce a facsimile of the original 1548

edition along with a complete translation into English. Dur-

ing his extensive travels, Rosetti collected dyeing recipes

and processes used in the flourishing city states of Venice,

Genoa, and Florence. He published: Plictho de L’arte de
Tentori che insegna tenger pani telle banbasi et sede si per

larthe magiore come per la comune or Instructions in the Art

of the Dyers, Which Teaches the Dyeing of Woolen Cloths,
Linens, Cottons, and Silk by the Great Art as Well as by the

Common or simply Instruction in the Art of Dyeing. The

book was divided into four sections: the first and second

sections were devoted to the dyeing of wool, cotton, and

linen; the third to the dyeing of silk and the use of fugitive

colors; and the fourth to the dyeing of leather and skins.

Approximately 160 complete recipes were preserved in the

first three sections. Edelstein and Borghetty labored dili-

gently in determining the meanings of terms in recipes

written in the dialect of sixteenth century Italy.

Synthetic Dyes

The father of modern synthetic dyes was William Henry

Perkin (1838–1907), who synthesized mauve, or aniline

purple, in 1856. The story behind this great story bears

telling. William’s father was a builder who wanted him to

become an architect, but like many others, Perkin did not

follow his father’s chosen profession. Perkin studied at the

City of London School where he became interested in

chemistry at the age of 12. A teacher, Mr. Hall, gave him

work in the laboratory, which in turn, inspired Perkin to

follow his natural curiosity. At age 15, Perkin entered the

Royal College of Science and listened to the lectures of the

great German chemist, August Wilhelm von Hofmann

(1818–1892). He was granted an assistantship under von

Hofmann at age 17. Because his work did not allow time

for his own research, he set up a separate laboratory at home

and it was there that he discovered aniline purple, the first

dyestuff to be commercially produced. Another dye, based

on naphthalene, and prepared in collaboration with Arthur

H. Church, actually preceded aniline purple, but was not

commercially produced before aniline purple. Aniline purple

was discovered at this home during Easter vacation while

looking for quinine, an antimalarial drug. After oxidizing

aniline with potassium dichromate and getting a black pre-

cipitate, extraction with ethanol gave a brilliant purple solu-

tion. Almost immediately, he sent a sample of this dye to a

dyer in Perth with a request to dye silk fabric. The dyer’s

report read: “If your discovery does not make the goods too

expensive, it is decidedly one of the most valuable that has

come out for a long time.” Trials on cotton were not as

successful because the need for a mordant was not realized.

Perkin later reported, “The value of mauve was first realized

in France, in 1859. English and Scotch calico printers did not

show any interest in it until it appeared on French patterns,

although some of them had printed cloth for me with that

colour.” [4]

Since that beginning, thousands of dyes have been

synthesized; some 1,500–2,000 are commercially successful

today. Until 1884, however, all synthetic dyes required a

mordant to give acceptable wash fastness on the textile

substrate. In 1884, Böttiger produced Congo Red, which

could dye cotton directly without a mordant. These dyes

were commonly called direct dyes. In order to improve

washfastness, the path taken in some synthetic dye chemistry

was to build the dye from two or more components, directly

in the fiber, or in situ. By building a large molecule without

solubilizing groups within the fiber, washfastness was mark-

edly improved. The first practical development along these

lines was by A. G. Green who synthesized primuline, a dye

that because of poor light fastness was not commercially

important but later led the way to many important commer-

cial dyes. Table 13.1 lists a number of classes of dyes along

with the date of discovery. Worldwide, 80% of all dyes go

into textiles and 20% into paper, leather, food, and the like.

The Development of the US Dyestuff Industry

The natural dyes industry was more than just a cottage indus-

try in Colonial America. Indigo was a very important cash

Table 13.1 Dyes in order of discovery

Basic: Mauve or Aniline Purple, Perkin, 1856; Fuchsin, Verguin, 1859

Acid: Alkali Blue, Nicholson, 1862

Vat: Alizarin, Gräbe and Liebermann, 1868

Indigo, von Bayer, 1880, discovered structure and synthesized indigo

Indanthrene, Böhn, 1901

Direct: Congo Red, Böttiger, 1884

Direct Developed: Primuline coupled with beta-naphthol, Green, 1887

Sulfur: Vidal, 1893

Azoics: Zitscher and Laske, 1911

Disperse: A simple azo dye, 1920s

Phthalocyanine: Linstead and Diesbach, 1928–1929

Reactive: commercialized, I.C.I., Rattee and Stevens, 1956
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crop in South Carolina among the coastal islands and for

some distance inland. Plantations existed well into the early

1900s despite the growth of the synthetic dyestuff industry.

The modern synthetic dye industry in the United States

dates from World War I. However, in 1864, Thomas

Holliday of Great Britain, and in 1868, the Albany (NY)

Aniline Company with participation of Bayer of Germany

began coal-tar dye manufacture. In the early 1900s, most

synthetic dyes used in the United States were imported from

Germany and Switzerland. With the outbreak of World War

I, the British naval blockade of Germany prevented export of

dyes from Europe. In spite of the blockade, the German

submarine, Deutschland, ran the British blockade and sailed

into American ports twice with dyestuffs and drugs. The

Germans needed critical war material and export moneys;

the United States and others needed dyes. Ironically, in

1914, German dyes were used by French dyers to dye the

official French Army uniforms. The outbreak of war and

ensuing blockade showed the United States how important

dyes were to the American economy. Several companies

began investigative work that would lead to dye synthesis;

they found that dyestuffs were very difficult to make; the

chemistry was much more complex than imagined. A real

boost to the US industry came after World War I, when the

German patents were given over to the Allies via the Alien

Property Custodian. According to Lehner, DuPont report-

edly spend $43 million, a tremendous sum of money in the

early twentieth century, before ever showing a profit [5].

Obviously, only financially strong companies could afford to

enter the business. The early pioneers included Allied

(formed by merging five companies), American Cyanamid,

and DuPont, to name only a few who survived to become

major factors later in the twentieth century. In 1938, others

included Dow, German-owned General Aniline and Film

(GAF), and Swiss-owned Cincinnati Chemical Company

(Ciba, Geigy, and Sandoz). In the 1960s, 50–60% of all US

manufacturing was in the hands of four principal US

companies:

• Allied Chemical (later sold to Bayer of Germany and to

independent investors as Buffalo Color, 1977)

• American Cyanamid

• GAF, the result of the break-up of the German cartel, I. G.

Farben, which was nationalized during World War II and

sold to BASF in 1978

• DuPont (sold in 1980–1981 with various lines going to

Crompton & Knowles, Ciba, and Blackman-Uhler)

Today, there are at least 42 dyestuff manufacturers,

distributors, and repackaging agents in the United States

[6]. Of the major companies, Swiss and German-based

companies tend to dominate the US market. Those

companies include:

• Ciba, formerly Ciba-Geigy, Switzerland

• Clariant (split off from Sandoz in 1995), Switzerland

• DyStar, formed by the merger of Hoechst and Bayer

(1995), acquisition of BASF textile colors which include

the former Zeneca, and Mitsubishi of Japan, Germany

• Crompton & Knowles sold to Yorkshire Group Plc and is

now Yorkshire Americas

There is no major surviving the US-based company.

Raghavan [7] and Mock [8] give an interesting description

of these mergers and the reasons behind them.

Most of the international companies have limited

manufacturing facilities in the United States and major

facilities in other countries where environmental laws are

not as stringent or where the parent companies have a mod-

ern integrated low-pollution facility. These facilities in the

USA minimize the tariffs paid and also allow quicker

response to the marketplace. Ciba has a manufacturing facil-

ity in St. Gabriel, LA; Clariant in Martin, SC; DyStar near

Charleston, SC; and Yorkshire Americas at Lowell, NC.

Today well over 1,500 dyes are produced in commercial

quantities, although only a select handful in each class are

the true “workhorse” colors found in virtually every

dyehouse dyeing a particular substrate for a particular end-

use. Approximately two-thirds of the dyes and pigments

consumed in the United States are used by the textile indus-

try. One-sixth of the dyes and pigments are used for coloring

paper, and the rest are used chiefly in the production of

organic pigments and in the dyeing of leather and plastics.

Dyes are catalogued and grouped under a set of rules

established by the Colour Index committee, consisting of

representatives from the SDC, Bradford, England, and the

American Association of Textile Chemists and Colorists

(AATCC), Research Triangle Park, NC. Table 13.2 shows

how over 9,000 dyes are enumerated in the current Index [9].

The Colour Index, now in its fourth edition, is updated

periodically with newly released information and is avail-

able in book form and on CD-ROM. Volumes 1–3,

published in 1971, contain the C. I. name and number,

chemical class, fastness properties, hue indication, applica-

tion, and usage. Volume 4, also published in 1971, contains

the structures of all disclosed structures. Volume 5, last

published as part of Volume 9 in 1993, contains the com-

mercial names of all known dyes and pigments. Volumes

6–8 are supplements with updates to information in Volumes

1–4 up to 1976, 1981, and 1987, respectively. An online

version of the Colour Index containing a significant number

of new entries was made available in 2002.

In addition to the Colour Index, AATCC publishes a

Buyer’s Guide annually in July [6]. Part A lists dyes,

pigments, and resin-bonded pigment colors available from

companies who choose to list this information.

The textile industry uses a large number of dyestuffs from

each of the dye categories, the choice depending on the

shade, fiber, and dyeing process, end-use of the textile prod-

uct, requirements for fastness, and economic considerations.
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To provide an understanding of the interrelationships that

exist among the various dye classes and fiber types, a brief

survey of the major fibers follows.

Textile Fibers

In this survey, commercially important textile fibers are

grouped by their origin. First there are the natural fibers

from plant sources, cotton and flax, and those from animal

sources, wool and silk. A second group consists of those

fibers that are regenerated or chemically modified natural

materials, the rayon and acetate fibers. The final group

consists of synthetic fibers, which include polyester, nylon,

acrylics, polyolefins, and elastane.

Natural Fibers

Cotton. Cotton fibers comprise mainly cellulose, a long-

chain polymer of anhydroglucose units connected by ether

linkages. The polymer has primary and secondary alcohol

groups uniformly distributed throughout the length of the

polymer chain. These hydroxyl groups impart high water

absorption characteristics to the fiber and can act as reactive

sites. The morphology of the cotton fiber is a complex series

of reversing spiral fibrils. The fiber in total is a convoluted

collapsed tube with a high degree of twist occurring along

the length of the fiber. This staple fiber occurs in nature in

lengths of ½ to 2 in., depending on the variety and growing

conditions. The diameter ranges from 16 to 21 mm (1 mm is

1 � 10�6 m).

Flax. Flax is also a cellulosic fiber but has a greater degree of

crystallinity than cotton. The morphology of flax is quite

different from that of cotton. Flax fibers have a long cylin-

drical shape with a hollow core. The fibers range in length

from ½ to 2½ inches, with a diameter of 12–16 mm. Flax

staple comprises bundles of individual fibers. Historians

believe that flax was among the first fibers to be used as a

textile fiber. In recent years, its commercial importance as

a textile fiber has decreased significantly.

Wool. Wool fibers comprise mainly proteins: the polypep-

tide polymers in wool are produced from some 20 alpha-

amino acids. The major chemical features of the polypeptide

polymer are the amide links, which occur between the amino

acids along the polymer chain, and the cystine (sulfur to

sulfur) cross-links, which occur in a random spacing

between the polymer chains. The polymer contains many

amine, carboxylic acid, and amide groups, which contribute

in part to the water-absorbent nature of the fiber.

The morphology of wool is complex. There is an outer

covering over the fiber, the cortical. There are also

overlapping scales having a ratchet configuration that causes

shrinkage and felting. The coefficient of friction in wool

fibers is vastly different between the tip and the root,

depending on which way the scales point. Wool can be

made washable by chemically abrading the scales or coating

the fibers with another polymer.

Wool fibers are not round but are oval in cross-section.

The cortical cells constitute the major component of the

fiber, and are aligned along the axis of the fiber. There is a

medulla section at the center region of the fiber. Each fiber

has a bicomponent longitudinal crystalline arrangement.

One side of the fiber contains alpha-keratin crystalline

Table 13.2 Dyes listed in the Color Index

Shade Yellow Orange Red Violet Blue Green Brown Black Sum

Acid 255 178 439 131 356 121 453 236 2,169

Direct 171 121 263 104 303 100 242 189 1,493

Disperse 243 155 371 102 371 9 27 31 1,309

Reactive 188 123 252 44 250 27 48 46 978

Pigment 194 69 262 50 74 52 42 32 775

Basic 108 68 115 50 164 6 23 11 545

Vat 48 29 61 17 74 44 84 65 405

Sulfur 23 5 14 – 20 37 96 18 213

Mordant 65 47 95 60 82 36 92 96 573

Natural 26 4 34 – – 5 13 – 82

Solvent 174 105 232 49 134 33 58 52 837

Food 15 8 17 – 5 4 3 3 55

Total 9,475
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regions, and the other contains beta-keratin crystalline

regions. Alpha-keratin and beta-keratin have different mois-

ture absorption characteristics, and this difference is what

gives wool fibers crimp and springiness. It is also the reason

why wool fibers kink in conditions of high humidity.

Wool fibers are sheared from about 30 major sheep

breeds. The length of the wool fibers varies from 1 to

14 in. and depends on the breed, the climate, and the location

on the sheep’s anatomy. The fibers can be very fine to very

coarse, ranging from 10 to 50 mm in diameter. The longer,

coarser fibers normally are used for woolen fabrics, whereas

the shorter finer ones are used for worsted fabrics.

Silk. Silk, like wool, is a protein fiber, but of much simpler

chemical and morphological makeup. It comprises six alpha-

amino acids, and is the only continuous-filament natural

fiber. Historians claim that silk was discovered in China in

2640 BC. Silk fiber is spun by the silkworm as a smooth

double-strand, each part having a trilobal cross-section. This

configuration helps give silk its lustrous appearance. The

fiber is unwound from the cocoon the silkworm spins as it

prepares its chrysalis. The filaments are smooth and have no

twists in their length, which can vary from 300 to 1,800

yards. The diameter of silk is very fine, ranging from 2 to

5 mm. Because of the labor-intensiveness of sericulture and

subsequent preparation of the fiber, silk remains a luxury

fiber.

Regenerated Fibers

Rayon. Viscose rayon, like cotton, comprises cellulose. In

the manufacturing process, wood pulp is treated with alkali

and carbon disulfide to form cellulose xanthate. Subse-

quently, the reaction mass is forced through a spinneret

and precipitated in an acid coagulation bath as it is formed

into a continuous filament. The fiber has a round striated

cross-section. Rayon staple is made by “breaking” the con-

tinuous strands into staple-length fibers. Viscose rayon is

conventionally produced in diameters varying from 9 to

43 mm.

Acetate. Triacetate and diacetate fibers are manufactured by

the chemical treatment of cellulose obtained from refined

wood pulp or purified cotton lint. Most of the hydroxyl

groups are acetylated (esterified) by treating the cellulose

with acetic acid. This determines the chemical configuration

of triacetate. Acetate or diacetate is made by the saponifica-

tion of one of the acetylated groups, thus restoring a

hydroxyl to each cellulosic monomer unit. Theoretically,

then, diacetate has two acetylated groups in each glycoside

unit. The conversion of the hydroxyl groups causes these

fibers to be hydrophobic and changes the dyeing

characteristics drastically from those of the normal cellu-

losic fibers. Triacetate fibers are spun by mixing the isolated

reaction product (flake) with methylene chloride and alco-

hol. The spinning solution (dope) is forced through a spin-

neret and dry-spun into continuous filaments.

An alternate way of wet spinning is also possible. Acetate

fibers are spun by mixing the isolated reaction product with

acetone and water. The spinning solution is formed into

filaments by evaporating the solvent and coagulating the

acetate in a manner similar to that for triacetate (i.e., by the

dry-spinning method).

Synthetic Fibers

Nylon. In 1939 the DuPont Company introduced the first

truly synthetic textile fiber. Dr. Wallace Carothers invented

nylon as a result of his basic research into polymer science.

Chemically, nylon is a polyamide fiber. The two major types

of nylon polymer are used in textiles: type 6,6 which is made

by using hexamethylene glycol and adipic acid, and type 6,

which is made by polymerizing e-caprolactam. Nylon fibers

are made by melt-spinning the molten polymer. The result is

a continuous filament fiber of indeterminate length. It is spun

in many deniers, with its diameter varying from 10 to 50 mm.

The cross-section usually is round, trilobal, or square with

hollow channels when used as carpet fiber.

Polyester. Polyester is made by the polymerization reaction

of a diol and a diester. The main commercial polymer is

formed by a condensation reaction using ethylene glycol and

terephthalic acid. Fibers are formed by melt-spinning. Com-

mercially introduced in 1953 by the DuPont Company as

Dacron, polyester fibers have high strength, and very low

moisture absorbance. The fiber is usually spun with a round

cross-section. Polyester is the most-used synthetic fiber

around the world.

Acrylics. The DuPont Company introduced the first com-

mercial acrylic fiber, Orlon, in 1950. Acrylics are made from

the polymerization of acrylonitrile and other comonomers to

allow dyeability and to open the internal structure. The fibers

are produced by either solvent-spinning (Orlon), or wet-

spinning (Acrilan). In the solvent-spinning process, the poly-

mer is dissolved in a low-boiling liquid solvent such as

dimethyl formamide and extruded in a warm air chamber.

In wet-spinning, the polymer is dissolved in a suitable
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solvent, extruded into a coagulation bath, dried, crimped,

and collected. Although the acrylic fibers are extruded as

continuous filaments, they subsequently are cut into staple-

length fibers. Acrylics have found a niche market as a sub-

stitute for wool or in wool blends (blankets, sweaters, etc.)

and in awnings and boat covers. The cross-section of the

filament varies among manufacturers, Orlon having a dog-

bone configuration and Acrilan having a lima-bean shape.

Acrylic fibers are quick drying and wrinkle resistant.

Polyolefins. Polyolefin fibers are produced from the poly-

merization of ethylene or propylene gas. The catalysis

research of Ziegler and Natta led to the development of

these polymers to form crystalline polymers of high molec-

ular weight. Hercules Inc. produced the first commercial

fibers in 1961. The fibers made from these polymers are

melt-spun. The cross-sections are round, and the fibers are

smooth. They have extremely low dye affinity and moisture

absorbance. Colored fiber is normally produced by mixing

pigments in the melt polymer prior to extrusion.

Elastane. The DuPont Company commercialized the first

manufactured elastic fiber, Lycra, in 1958. Originally

categorized as a spandex fiber, the name “elastane” has

become more common around the world. This specialty

fiber is described as a segmented polyurethane that contains

“hard” and “soft” segments; their ratio determines the amount

of stretch built into the fiber. Elastane fibers are formed by

dry-spinning or solvent-spinning. The continuous filaments

can be coalesced multifilaments or monofilaments, depending

on the manufacturer. Because most dyeings are applied from

water solutions or dispersions, the effect of water absorption

by the fiber is an important criterion. Table 13.3 shows the

hydrophobic/hydrophilic characteristics of the important

fibers. The cellulosic and natural fibers are the most hydro-

philic, and polyolefin is the most hydrophobic.

Microdenier fibers. The first commercial production of

microfiber in the United States was in 1989 by the DuPont

Company. Today microfibers are produced in a variety of

synthetic fibers (i.e., polyester, nylon, acrylic, etc.). A micro-

fiber is a fiber that is less than one denier per filament. Yarns

made from microdenier filaments are able to give silk-like

hand to fabrics.

Dye Classification

This section covers structural features that govern the clas-

sification and application of various dye classes. In this

regard, the chemistry of acid, azoic, basic, direct, disperse,

reactive, sulfur, and vat dyes is presented. With regard to the

application of synthetic yes to textiles, it is well known that

dyeing of textile fibers from an aqueous dyebath involves

four steps: exhaustion, diffusion, migration, and fixation. In

step 1, individual dye molecules move from the dyebath to

the fiber surface and in step 2, dye molecules move from the

fiber surface into the amorphous regions of the fiber. In step

3, dye molecules move from regions of high concentration to

regions of low concentration

Table 13.3 Hydrophobic/hydrophilic characteristics of various fibers

Fiber

Moisture content,

% (at 65% R.H.

�70 �F)

Water retention, %

(weight change

in water)

Swelling, %

(volume change

in water)

Acetate 6.5 20–25 NA

Acrylic 1.0–1.5 4.5–6 2

Cotton 7 45 45

Elastane 0.3–1.5 Low Low

Nylon 3.0–5.0 9–12 13

Polyester 0.3–0.5 3–5 0.5

Olefin 0.01–0.1 Very low Very low

Triacetate 3.2 12–18 NA

Viscose 13 90–100 95

Wool 13–15 42 42
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(i.e., migrate) to become uniformly distributed within the

polymer matrix. In step 4, dye molecules interact with

groups along the polymer chain via primary or secondary

valency forces. Dye–polymer interactions can involve ionic

bonding (e.g., acid dyes on nylon or wool), covalent bonding

(e.g., reactive dyes on cotton), mechanical entrapment (e.g.,

vat dyes and sulfur dyes on cotton), secondary valency

forces (direct dyes on cotton), or solid–solid solution (e.g.,

disperse dyes on polyester).

Acid Dyes

Acid dyes derive their name from the conditions associated

with their application, in that they are typically applied to

textile fibers from dyebaths containing acid [9]. Most acid

dyes have one or two sodium sulfonate (�SO3Na) groups

and, therefore, are water soluble and capable of bonding

with fibers having cationic sites (cf. Fig. 13.1). They give a

wide range of bright colors on textiles, especially when

monoazo and anthraquinone structures are used.
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Acid dyes vary widely in molecular structure and in the

level of acid required for dye application. They include

relatively low molecular weight dyes such as C.I. Acid

Orange 7 and C.I. Acid Blue 45, both of which are readily

applied to polyamide and protein fibers and are known as

level dyeing acid dyes. As the name suggests, these dyes are

characterized by good migration and, therefore, readily pro-

duce level dyeings with time. In addition they give

reasonably good lightfastness and barré coverage. The appli-

cation of level dyeing acid dyes to nylon and wool utilizes

weak acid and strong acid, respectively. For applications

requiring good washfastness, milling acid dyes or super-

milling acid dyes are employed. Both of these dye types

afford relatively poor barré coverage, however. The former

type dyes are applied from weakly acidic dyebaths whereas

the latter are generally applied at neutral pH, with molecular

size increasing as acid strength decreases. Examples of mill-

ing acid dyes are C.I. Acid Yellow 42 and C.I. Acid Red 151,

and supermilling acid dyes include C.I. Acid Blue 138 and

C.I. Acid Red 138.

Fig. 13.1 Ionic bond formation

between nylon 66 and C.I. Acid

Orange 7
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Because it is well known that azo dyes derived from

naphthol and pyrazolone intermediates exist predominantly

in the hydrazone form, this tautomeric form is given for Acid

Yellow 42, Acid Red 151, Acid Red 138, and for the appro-

priate dyes that follow in this chapter.

Acid dyes include metal-complexed azo structures, where

the metals used are cobalt, chromium, and iron [10, 11].

Examples are 1:1 and 2:3 chromium complexes and 1:2

cobalt complexes, where the numbers employed represent

the ratio of metal atoms to dye molecules. Metal-complexed

dyes can be formed inside textile fibers by treating suitably

dyed fibers with a solution containing metal ions [12]. In this

case, the metal-free forms of these azo dyes are known as

mordant dyes and contain mainly ortho, ortho0-bis-hydroxy
or ortho-carboxy, ortho0-hydroxy groups (e.g., C.I. Mordant

Black 11, Mordant Yellow 8, and Mordant Orange 6). When

the metal complexes are formed prior to the dye application

process, the resultant dyes are known as premetallized acid

dyes and vary in the acid strength required in the application
step [13]. The 1:1 chromium complexes (e.g., C.I. Acid Blue

158) are stable only in very strong acid, making them suit-

able for wool but not nylon. Neutral dyeing premetallized

acid dyes contain –SO2NH2 or –SO2CH3 groups in lieu of

–SO3Na groups (see Acid Black 172 vs. Acid Red 182). In

this case, dye–fiber fixation occurs because the combination

of trivalent metal ion (e.g., Cr3+) and four attached nega-

tively charged ligands gives the complex a net negative

charge.

Metallization of azo dyes enhances lightfastness, reduces

water solubility, causes a bathochromic shift in color, and

dulls the shade. Iron complexes generally give brown shades

(e.g., C.I. Acid Brown 98) and are most often used to dye

leather.

Azoic Dyes

Azoic dyes are mainly bright orange and red monoazo dyes for

cotton, with dull violet and blue colors also possible [14]. They

are water insoluble and consequently give high washfastness.

They are also referred to as azoic “combinations” rather than

“dyes” because they do not exist as colorants until they are

formed inside the pores of cotton fibers [15]. They are quite

important for printing on cotton and often give good lightfast-

ness in heavy depths. Their bleachfastness is better than direct

and sulfur dyes and good crockfastness requires efficient

soaping after the application step. The formation of these

dyes requires two constituents: an azoic coupling component

and an azoic diazo component, examples of which are shown

in Figs. 13.2 and 13.3. The azoic coupling components are

Fig. 13.2 Structures of C.I.

azoic coupling components 18

(a), 12 (b), 15 (c), and 13 (d)
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beta-naphthol and b-oxynaphthoic (BON) acid derivatives and
the azoic diazo components are substituted anilines.

Azoic dyes are also known as naphthol dyes, because all

employ a naphthol component in their formation, and they

can be produced in batch or continuous processes. Because

they have a limited shade range, they are best known for

their ability to provide economical wetfast orange and red

shades on cotton. A generic azoic dye structure is shown in

Fig. 13.4.

Basic or Cationic Dyes

Basic dyes were developed to dye negatively charged acrylic

fibers, forming ionic bonds in the fixation step (Fig. 13.5)

[16]. They owe their name to the presence of aromatic amino

(basic) groups, and in this case a cationic amino group is

present. Generally, they have excellent brightness and color

strength, especially among the triarylmethane types. How-

ever, their lightfastness is often low, when they are applied

to fibers other than acrylics. Basic dyes include those

containing a fixed cation, examples of which are C.I. Basic

Blue 22, and C.I. Basic Red 18. The triarylmethane dye C.I.

Basic Violet 3 has a mobile cation that produces resonance

structures of comparable energy.

Fig. 13.3 Structures of C.I. azoic diazo components 49 (a), 32 (b), 41 (c), and 20 (d)

Fig. 13.4 Generic structure for azoic dyes, where R and R0 ¼ alkyl, alkoxy, halo, and nitro groups

Fig. 13.5 Ionic bond formation between polyacrylonitrile and C.I. Basic Red 18
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Basic dyes are applied from weakly acidic dyebaths

(pH ¼ 4.5–5.5) and often require the use of anionic or

cationic retarding agents to control the rate of dye strike

and give level dyeing. Suitable retarding agents either form

a weak bond with dyesites along the polymer chain or

interact with the dye in the dyebath. In the former case, a

significant fraction of the cationic retarder employed is

displaced by the dye as dyeing progresses because the dye

has higher affinity for the fiber. When anionic retarding

agents are used, the dye–retarder bond is broken by increas-

ing the dyebath temperature, giving controlled release of dye

molecules to facilitate leveling.

To help determine which basic dyes can be combined for

shade matching, key dyebath parameters have been devel-

oped [17]. The first parameter pertains to the dyes them-

selves and is known as the combinability constant (k). This

value provides a measure of how fast a basic dye will dye the

fiber, and the dyes are rated on a scale of 1 (fast) to 5 (slow).

The second parameter pertains to the fiber type involved and

is known as the fiber saturation value (SF). This value

provides an indication of how much dye the fiber will hold

at the saturation point. In this regard, the dye used is C.I.

Basic Green 4 and typical saturation levels are 1.0–4.0%

based on the weight of the fibers (owf) for light to deep

dyeing. The third parameter is the dye saturation factor (f),

which is a measure of the capacity of a basic dye for

saturating a fiber. This factor is influenced by the molecular

size and purity of the dye. In this case, the goal is to avoid

placing more dye on the fiber than the number of dye sites,

and the standard is C.I. Basic Green 4 (f ¼ 1%).

Direct Dyes

Direct dyes are anionic colorants that have affinity for cellu-

losic fibers [18]. They were the first dyes that could be used

to dye cotton in the absence of a mordanting agent, giving

rise to the term direct-cotton dyes. Like acid dyes, direct

dyes contain one or more –SO3Na groups, making them

water-soluble. Unlike acid dyes, they interact with cellulose

(Cell–OH) chains via secondary valency forces (e.g.,

H-bonding and dipole–dipole interactions), as illustrated in

Fig. 13.6. The combined effects of these rather weak forces

and sulfonated structures cause direct dyes to have low

intrinsic washfastness. Direct dye structures are based on

four main chromophores: azo (e.g., C.I. Direct Red 81,

C.I. Direct Yellow 28, and C.I. Direct Black 22), stilbene

(e.g., C.I. Direct Yellow 12 and C.I. Direct Yellow 11),

oxazine (e.g., C.I. Direct Blue 106 and C.I. Direct Blue

108), and phthalocyanine (e.g., C.I. Direct Blue 86 and

C.I. Direct Blue 199). About 82% of all direct dyes have

disazo or polyazo structures, with stilbene and monoazo

structures occupying about 5% each and thiazole, phthalo-

cyanine, and dioxazine structures covering the remaining

few percent [19].

Fig. 13.6 H-bonding interactions between cellulose and polar groups

in direct dye molecules
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Suitably substituted direct dyes can be converted to metal

complexes. In this regard, Cu is the metal of choice and

examples are C.I. Direct Blue 218, C.I. Direct Red 83, and

C.I. Direct Brown 95. About 5% of all azo direct dyes are

metal complexes and unlike most direct dyes, these dyes

have good lightfastness, as would be anticipated.
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Direct dyes are subdivided into three classes (A, B, and

C), to assist the dyer in selecting appropriate combinations

for color matching [20]. Class A direct dyes give good

migration and leveling with time. The dyer employs

5–20% salt for their application and in this case all of the

salt may be added at the beginning of the dyeing cycle. An

example of this direct dye class is C.I. Direct Yellow 12.

Class B direct dyes have poor migration and leveling

properties and require the controlled addition of salt to

afford level dyeing. They are larger than the former types

and have better washfastness. An example is C.I. Direct Blue

1. Class C dyes are the largest of the direct dyes and,

consequently, have the best washfastness but poorest

leveling properties. Leveling requires careful control of the

rate of temperature rise during the dyeing process. Some salt

may be added but less than the amount used with classes A

and B. An example of this dye class is C.I. Direct Black 22.

The high temperature stability of direct dyes is an impor-

tant consideration if one wishes to use these dyes as the

colorant for cotton when dyeing a polyester/cotton blend at

130 �C [21]. The key to success is to choose dyes that are

resistant to hydrolysis. Suitable dyes include C.I. Direct

Yellow 105, C.I. Direct Orange 39, and C.I. Direct Blue

80, whereas unsuitable dyes include C.I. Direct Yellow 44,

C.I. Direct Red 80, and C.I. Direct Red 83. A quick exami-

nation of the structures of the unsuitable dyes reveals that

they have groups which are subject to hydrolysis. In the case

of Direct Red 83, hydrolysis essentially cuts the molecule in

half, eliminating fiber affinity (Fig. 13.7).

Because many direct dyes do not have good

washfastness and lightfastness, their dyeing on cotton are

often treated with a chemical agent, in what is commonly

known as an aftertreatment process. The most widely used

aftertreatment methods involve (1) cationic fixatives, (2)

copper sulfate, or (3) diazotization and coupling reactions.

The first and third methods are designed to enhance

washfastness and are illustrated in Figs. 13.8 and 13.9.

The use of cationic fixatives ties up sodium sulfonate

groups, reducing the water solubility of the treated dye.

Diazotization and coupling enlarges the size of the dye,

making desorption more difficult, and simultaneously

makes the dye less hydrophilic. This process requires the

presence of at least one diazotizable primary arylamino

(Ar–NH2) group in the dye structure. In this two-step pro-

cess, the amino group is diazotized by treatment with

nitrous acid (HNO2) and the resultant diazonium groups

are coupled with a naphthoxide to give new azo groups.

It should be pointed out that the addition of new azo

groups can also affect dye color. Therefore, this process is

most often used for navy and black shades, where the

differences in shade variations from batch to batch are

less objectionable.

Although copper sulfate aftertreatments are designed

mainly to enhance lightfastness, the reduction in water solu-

bility that accompanies Cu-complex formation can have a

beneficial effect on washfastness. This treatment also dulls

the fabric shade and causes a shift in dye color, so that the

resultant color must be the one the dyer is seeking.

The dye used as an example in Fig. 13.10 is C.I. Direct

Black 38. It is worthwhile to note that this dye is one of many

that were synthesized from benzidine, an established human

carcinogen [22]. Nowadays, such dyes are regarded as
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cancer-suspect agents because of their potential to generate

free benzidine upon metabolic breakdown [23]. With this

point in mind, regulations preventing the use of azo dyes

derived from benzidine and 20 other aromatic amines in

textiles have appeared [24]. This requires dye chemists to

consider the genotoxicity of potential metabolites in the

design of new azo dyes [25].

Disperse Dyes

Disperse dyes were invented to dye the first hydrophobic

fiber developed, namely cellulose acetate, and were initially

called acetate dyes [26]. The term disperse dyes is more

appropriate, because these dyes are suitable for a variety of

hydrophobic fibers and it is descriptive of their physical state

in the dyebath. Disperse dyes have extremely low water

solubility and to be applied from this medium they must be

(1) dispersed in water using a surfactant (dispersing agent)

and (2) milled to a very low particle size (1–3 mm). These

nonionic hydrophobic dyes can be used on acetate, triace-

tate, polyester, nylon, acrylic, and polyolefin fibers, and their

mechanism of fixation involves solid–solid solution

formation.

Disperse dyes provide a wide range of bright colors on

textiles and many have excellent build-up and barré cover-

age properties. In addition, they have good washfastness

properties but their lightfastness varies with structure. They

are suitable for continuous dyeing, a process that takes

advantage of their sublimation properties. Disperse dye

end-use applications are often based on their classification.

The classification system employed is shown in Table 13.4.

Low-energy disperse dyes are the easiest to exhaust under

atmospheric dyeing conditions but have the lowest

Fig. 13.7 High temperature

hydrolysis of Direct Red 83

Fig. 13.8 Use of a cationic

fixative to enhance direct dye

washfastness
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Fig. 13.9 Use of the two-step development process to enhance direct dye washfastness

Fig. 13.10 Metabolic breakdown of a direct dye by azo reductase enzymes
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thermostability, with the latter property making them unsuit-

able for automotive applications. They are used to dye ace-

tate, triacetate, and nylon fibers. On the other hand, the high

energy dyes are best applied under pressure (T ¼ 130 �C)
and are most appropriate for polyester body cloth for auto-

mobile interiors. Medium energy dyes are also used to dye

polyester and can be applied at atmospheric pressure using a

carrier.

Disperse dyes vary in the type of chromophore present and

include azo, anthraquinone, nitro, methane, benzodifuranone,

and quinoline-based structures. Examples of the first three

types are given in Table 13.4, and representative of the latter

three types are C.I. Disperse Blue 354, C.I. Disperse Yellow

64, and C.I. Disperse Red 356. Most disperse dyes have azo

(~59%) or anthraquinone (~32%) structures. Azo disperse

dyes cover the entire color spectrum, whereas the important

anthraquinone disperse dyes are mainly red, violet, and blue.

The azo types offer the advantages of higher extinction

coefficients (emax ¼ 30,000�60,000) and ease of synthesis,

and the anthraquinones are generally brighter and have better

photostability (lightfastness). The key weaknesses associated

with the anthraquinone dyes are their low extinction

coefficients (emax ¼ 10,000�15,000) and less environmen-

tally friendly synthesis.

To produce disperse dyes having the brightness of the

anthraquinone system and the color strength of the azo

Table 13.4 Disperse dye classification and examples

Class Molecular mass Sublimation temperature

Low energy <300 <150 �C

Medium energy 300–400 150–210 �C

High energy >400 >210 �C
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system, azo dyes based on heteroaromatic amines were

developed [27–29]. Examples are C.I. Disperse Red 145,

Disperse Blue 148, Disperse Red 156, and C.I. Disperse

Blue 339. These dyes employ aminated thiazoles,

benzothiazoles, benzisothiazoles, and thiadiazoles in their

synthesis. They have emax ¼ 50,000�80,000, good bright-

ness, and good washfastness. Another key feature of disperse

dyes with heteroaromatic systems is their less complex

structures. Compare, for example, the fewer number of sub-

stituent groups in the diazo component (left side of the azo

bond) of Disperse Red 167 vs. Disperse Red 156 and Dis-

perse Blue 165 vs. Disperse Blue 102. However, these dyes

are more expensive than disperse dyes derived from

benzeneamines, owing to their low reaction yields, and

have lower lightfastness than the anthraquinone dyes.

The use of disperse dyes in applications requiring high

lightfastness involves the coapplication of photostabilizers.

These agents enhance dye stability by quenching the excited

states of disperse dyes, probably via energy transfer, or by

preferential absorption (screening) of UV radiation. They

are also known as UV absorbers and exhaust from the

dyebath like disperse dyes. They encompass benzophenone,

benzotriazole, oxalanilide, and hindered amine/phenol

structures (see Fig. 13.11) [30].

Fig. 13.11 Structures of

disperse dye photostabilizers
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Reactive Dyes

Reactive dyes are used mainly as colorants for cotton,

although they are also suitable for nylon and wool [31].

They are water soluble, due to the presence of one or more

–SO3Na groups, and undergo fixation to polymer chains via

covalent bond formation. Reactive dyes have very high

washfastness and are used for leisure wear and other

applications requiring stability to repeating laundering.

Each dye is composed of five basic parts:

SG� C� B� RG� LG

In this regard, SG ¼ water solubilizing group (�SO3Na),

C ¼ chromogen (e.g., azo, anthraquinone), B ¼ bridging or

linking group (e.g., –NH–), RG ¼ reactive group (e.g.,

chlorotriazine, vinylsulfone), and LG ¼ leaving group (e.

g., –Cl, –F, –SO4H). These parts are illustrated for the

structure in Fig. 13.12. This structure also shows that reac-

tive dye structures can be quite small, much smaller in fact

than those characterizing direct dyes. As a consequence,

reactive dyes have significantly lower inherent affinity for

cotton and can require high levels of salt (200–300 g/L) in

their dyebaths to promote exhaustion [32].

In addition to giving high washfastness on cotton, reac-

tive dyes usually give bright shades. The latter property

arises from the fact that reactive dyes are often acid dye

structures linked to reactive groups, as shown in Fig. 13.13.

Reactive dyes have moderate-to-good lightfastness and fair-

to-poor chlorine fastness.

Although the most commonly used reactive systems

involve the halotriazine and sulfatoethyl sulfone (vinyl sul-

fone) groups, halogenated pyrimidines, phthalazines, and

quinoxalines are also available (Fig. 13.14). For all of

these systems, alkali is used to facilitate dye–fiber fixation,

and fixation occurs either by nucleophilic substitution or

addition (Figs. 13.15 and 13.16).

The requirement for alkali in the application of reactive

dyes to cotton leads to an undesirable side reaction, namely

hydrolysis of the reactive groups before dye–fiber fixation

can occur (Fig. 13.17). Because the hydrolyzed dye cannot

react with the fiber, this leads to wasted dye and the need to

treat the residual color in the wastewater prior to dyehouse

discharges. To improve percentage fixation, dyes with two

or more reactive groups were developed (Fig. 13.18). This

makes it possible for dye–fiber fixation to occur even when

one reactive group undergoes hydrolysis [33].

Sulfur Dyes

Sulfur dyes are water-insoluble dyes that are applied to

cotton [34]. They are used primarily for their economy and

high washfastness, are easy to apply, and give mainly dull

shades. Yellow, red, brown, olive, and blue colors can be

produced; however, sulfur dyes are most important for their

ability to delivery washfast black shades on cotton. In this

regard, C.I. Sulfur Black 1 is the main dye used commer-

cially. Sulfur dyes have acceptable lightfastness but poor

bleachfastness.

Fig. 13.13 Comparison of some acid dye and fiber-reactive dye structures. Acid Black 1: R1 ¼ H; R2 ¼ NO2; Acid Blue 25: R ¼ H; Reactive

Black 5: R1 ¼ R2 ¼ SO2(CH2)2OSO3Na; Reactive Blue 19: R1 ¼ SO2(CH2)2 OSO3Na

Fig. 13.12 Structures showing the basic parts of two fiber-reactive dyes
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Fig. 13.15 Reactive dye fixation

to cellulose via nucleophilic

substitution

Fig. 13.16 Reactive dye fixation

to cellulose via nucleophilic

addition

Fig. 13.14 Examples of reactive

groups found in fiber-reactive dye

chemistry, where

1 ¼ dichlorotriazine,

2 ¼ monochlorotriazine,

3 ¼ trichloropyrimidine,

4 ¼ sulfatoethyl sulfone,

5 ¼ dichlorophthalazine,

6 ¼ monofluorotriazine,

7 ¼ dichloroquinoxaline,

8,9 ¼ difluorochloropyrimidine
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Due to extremely low solubility, the precise structures

of most sulfur dyes remain unknown. Much of what we

know about sulfur dye structures arises from the character-

ization of certain degradation products or reaction

precursors [35]. Based on such work, it has been possible

to determine that structures of the type shown in Fig. 13.19

are covered in this dye class. A key common feature of

sulfur dyes is the presence of sulfide (�Sn–) bonds, and it is
this feature that makes dye application from an aqueous

medium possible.

Fig. 13.17 Competing reactions when reactive dyes are applied to cotton

Fig. 13.18 Examples of bireactive and polyreactive dyes for cotton
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The reaction of sulfur dyes with sodium sulfide (Na2S) at

pH >10 effects the reduction of the sulfide bonds, giving

their water soluble (leuco) forms. The reduced forms behave

like direct dyes, in that they exhaust onto cotton in the

presence of salt. Once applied, the reduced dyes are

reoxidized to their water-insoluble forms, giving dyeing

with good washfastness. This chemistry is illustrated in

Fig. 13.20. Although the oxygen in air can be used for the

oxidation step, an agent such as hydrogen peroxide is used

because it works faster. Sulfur dyes have also been marketed

in their prereduced form (Dye-S�Na+), as ready-to-use C.I.

Leuco Sulfur dyes. Dye exhaustion in the presence of salt is

followed by oxidation. Similarly, water-soluble sulfur dyes

containing thiosulfate groups are sold as C.I. Solubilized

Sulfur dyes. They are known as “Bunte salts” [36], have

better leveling properties than the C.I. Sulfur dyes, and are

attractive for package dyeing. The C.I. Solubilized sulfur

dyes are applied with Na2S and the chemistry associated

with their two-step application is summarized in

Fig. 13.21, along with a representative dye structure.

Vat Dyes

Like sulfur dyes, vat dyes are water-insoluble colorants for

cotton that must be reduced to their soluble “leuco” forms to

be applied from an aqueous dyebath [37, 38]. Their name

originates from their early application from wooden vessels

known as vats. The term “vatting” is used to refer to the

application of these dyes via chemical reduction followed by

oxidation. Vat dyes are easier to reoxidize than sulfur dyes

and the oxygen in air is often the agent used. As would be

anticipated, most vat dyes display high washfastness. As a

class, they have the best lightfastness and bleach fastness

among the dyes families suitable for cotton. Some cause

catalytic fading or phototendering on cotton [39].

Vat dyes have mainly anthraquinone (82%) or indigoid/

thioindigoid (9%) structures, with the former having much

better fastness properties. The anthraquinone vat dyes

exhibit a bathochromic color shift (lmax of higher wave-

length) upon reduction to their leuco forms, whereas the

Fig. 13.19 Examples of sulfur yellow (left) and red (right) dye structures

Fig. 13.20 Steps involved in the application of sulfur dyes to cotton

Fig. 13.21 Two-step chemistry employed in the application of C.I.

Solubilized Sulfur dyes (top) and a representative dye structure

(bottom)
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indigoids exhibit a hypsochromic shift. Examples of the two

structural types are shown in Figs. 13.13 and 13.22. Anthra-

quinone vat dyes having a single anthraquinone unit exist;

however, those with the best fastness properties seem to

have the equivalent of two anthraquinone units.

No doubt the best-known and biggest volume vat dye is

C.I. Vat Blue 1, indigo, the denim blue dye. Closely related

structures are the thioindigoids (4%), which have a sulfur

atom in lieu of the –NH– group (Fig. 13.23). The

thioindigoids are used mainly as colorants for printing and

give orange and red hues. A few dyes having the features of

both indigoid types are also known (e.g., Ciba Violet A).

The chemistry associated with the vatting process is

illustrated in Fig. 13.24. For the reduction step, a mixture

Fig. 13.22 Representative

anthraquinone vat dye structures:

CI Vat Red 13 (a), Vat Black 27

(b), Vat Orange 2 (c), Vat Blue 4

(d), and Vat Green 1 (e)

Fig. 13.23 Representative

indigoid and thioindigoid vat dye

structures: CI Vat Blue 1

(a), Food Blue 1 (b), Vat Red 1

(c), Vat Orange 5 (d), and

Vat Black 1 (e)
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of sodium hydroxide (caustic) and sodium hydrosulfite

(hydro, Na2S2O4) is used. Depending upon the amount of

caustic and hydro employed one or both of the anthraqui-

none rings may undergo reduction.

Vat dyes are also available in prereduced forms (3%), an

example of which is the leuco sulfuric acid ester C.I.

Solubilized Vat Blue 4. These water-soluble forms have

affinity for cellulose and exhaust like direct dyes. They are

oxidized to the insoluble form using hydrogen peroxide.

Vat dyes are brighter than direct and sulfur dyes but less

so than reactive dyes. They are the colorants of choice when

dye bleachfastness on cotton is important. They span the

entire color spectrum and can be applied to cotton using a

variety of methods. With regard to the latter point, they can

be further classified based on the temperatures involved in

their application. Accordingly, there are hot (50–60 �C),
warm (40–50 �C), and cold (25–30 �C) dyeing vat dyes.

The hot dyeing types are large planar leuco forms having

high affinity and no salt is required for their application. The

cold types are small molecules with low affinity and require

repeated application to get good build-up. Indigo falls into

the cold dyeing category.

The Application of Dyes

The process of dyeing may be carried out in batches or on a

continuous basis. The fiber may be dyed as stock, yarn, or

fabric. However, no matter how the dyeing is done, the

process is always fundamentally the same: dye must be

transferred from a bath—usually aqueous—to the fiber

itself. The basic operations of dyeing include: (1) prepara-

tion of the fiber, (2) preparation of the dyebath, (3) applica-

tion of the dye, and (4) finishing. There are many variations

of these operations, depending on the kind of dye. The

dyeing process is complicated by the fact that single dyes

seldom are used. The matching of a specified shade may

require from two to a dozen dyes.

Fiber Preparation

Fiber preparation ordinarily involves scouring to remove

foreign materials and ensure even access to dye liquor.

Some natural fibers are contaminated with fatty materials

and dirt, and synthetic fibers may have been treated with

spinning lubricants or sizing that must be removed. Some

fibers also may require bleaching before they are ready

for use.

Dyebath Preparation

Preparation of the dyebath may involve simply dissolving

the dye in water, or it may be necessary to carry out more

involved operations such as reducing the vat dyes. Wetting

Fig. 13.24 Chemistry involved

in the vatting of the CI Vat dyes

Blue 4 (top) and Blue 1 (bottom)
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agents, salts, “carriers,” retarders, and other dyeing

assistants also may be added. Carriers are swelling agents

that improve the dyeing rate of very hydrophobic fibers such

as the polyesters. Examples are o-phenylphenol and biphe-

nyl. Retarders are colorless substances that compete with

dyes for dye sites or form a complex with the dye in the bath

and act to slow the dyeing rate. Their use is necessary when

too-rapid dyeing tends to cause unevenness in the dyeings.

Finishing

The finishing steps for many dyes, such as the direct dyes,

are very simple: the dyed material merely is rinsed and dried.

Vat-dyed materials, on the other hand, must be rinsed to

remove the reducing agent, oxidized, rinsed again, and

soaped before the final rinsing and drying steps are carried

out. Generally, the finishing steps must fix the color (if

fixation has not occurred during application) and remove

any loose dye from the surface of the colored substrate.

Residual dyeing assistants such as carriers also must be

removed.

The types of textile structures that lend themselves to

continuous dyeing methods are woven and tufted carpets.

Continuous dyeing is designed for long runs of similar

product; it is a high-output method of dye application.

The first volume-yardage continuous process was the

continuous pad-steam process for vat dyes on cotton. The

vat dye dispersion was padded onto the cloth and dried; this

was followed by passage through a reducing bath, steaming

for 30 s, passage through an oxidizing bath and, finally,

washing. When it was discovered that disperse dyes could

be thermosoled into polyesters by treatment with dry heat for

60 s and 400 �F, this procedure was readily adapted to

continuous processing. The advent of large volumes of

dyed polyester-cotton-blend fabrics in the late 1960s made

it possible to combine these two processes into one

thermosol pad-steam system.

Tufted nylon carpet grew to be the number-one floor

covering in the United States in recent decades. Continuous

open-width ranges were developed but not without a great

deal of ingenuity to deliver the precise loading of liquid to

the tufted surface. This was accomplished by a dye applica-

tor that flooded the dye solution onto the carpet surface. The

advancing technology in continuous, metered dyeing

systems has created a need for dyes in liquid form, both

dispersions and solution. The dyes used in carpet dyeing, for

the most part, are supplied by the dye manufacturers as

liquids. See Fig. 13.25.

Dyeing Methods/Batch

Virtually all types of textile structures are dyed by batch (or

exhaust) methods of dyeing, such as stock, yarn, circular

knits, warp knits, woven fabrics, garments, carpets, and so

on. Batch methods include beck dyeing, jig dyeing, pad-

batch, beam dyeing, and others. These methods are dictated

primarily by the physical structure of the textile product and

the type of fiber(s) it contains. Each of these batch methods

employs a different type of machine. As an example, a

circular knit fabric comprises cotton could be dyed in a

beck, whereas the same structure comprises polyester most

likely would be dyed in a high-pressure jet machine, and a

garment constructed from the circular knit cotton likely

would be dyed in a garment machine.

Stock dyeing often is carried out in large heated kettles

made of stainless steel or other corrosion-resistant metal.

These kettles can be sealed and used for dyeing at

temperatures somewhat above the boiling point of water at

atmospheric pressure.

Yarns are dyed in package machines. In this arrangement

the yarn is wound onto perforated dye tubes and placed on

spindles that are fit into a closed kettle. The dye solution is

heated and pumped through the spindle and yarn package. A

cycle of inside-outside flow usually is used to provide level

Fig. 13.25 Fluidyer carpet range

dye applicator (Courtesy of Zima

Corporation)
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dyeing by equal exposure of the dye to yarns. Although the

basis of package dyeing has not changed, a number of

refinements have been introduced in recent years. Precision

winding of the yarn has improved quality by giving a more

uniform package density. Horizontal machines and valving

between chambers to allow reconfiguration of the dye

machine to control the size of the dyeing have changed the

way package dyehouses are built. Robotization has been

widely utilized to load and unload machines. Also lower-

ratio dyebaths with higher flow rates have improved the

energy efficiency of the newer machines.

Fabrics are dyed in machines that move them through the

dye liquor either under tension (jig) or relaxed (beck).

Fabrics also can be dyed in full width by winding them on

a perforated beam through which hot dye liquor is pumped.

This is the principle of the beam dyeing machine.

The pressure-jet dyeing machine is unique in that it has

no moving parts. The cloth, in rope form, is introduced into a

unidirectional liquid stream enclosed in a pipe. Liquor is

pumped through a specially designed xanthen jet imparting a

driving force that moves the fabric. The two fabric ends are

sewn together to form a continuous loop.

The first jet machine was introduced in 1965. There are

two major types of jet dyeing machines: the vertical kier and

the elongated horizontal kier (see Fig. 13.26). In general, the

kier uses small water volumes, whereas the elongated types

use larger-volume ratios in dyeing. The kier types normally

are used for more substantial fabrics, and the elongated types

are suited for fine or delicate fabric styles. Important features

in today’s machines are improved corrosion-resistant alloys

and the ability to operate at higher efficiencies with mini-

mum energy consumption. The control systems have been

refined; there is simultaneous loading and unloading.

Larger-capacity machines also are being built; a jet dye

machine has been developed for carpet dyeing.

Printing

Printing is a special kind of localized dyeing that produces

patterns. Four kinds of printing have long been recognized:

(1) direct, (2) dyed, (3) discharge, and (4) resist. In direct

printing, a thickened paste of the dye is printed on the fabric

to produce a pattern. The fabric then is steamed to fix the dye

and is finished by washing and drying. Dyed printing

requires that the pattern be printed on the fabric with a

mordant. The entire piece then is placed in a dyebath

containing a mordant dye, but only the mordanted areas are

dyeable. Washing then clears the dye from the unmordanted

areas, leaving the pattern in color.

In discharge printing, the cloth is dyed all over and then

printed with a substance that can destroy the dye by oxida-

tion or reduction, leaving the pattern in white. When a

reducing agent such as sodium hydrosulfite is used to destroy

the dye, the paste may contain a reduced vat dye. Finishing

the goods by oxidation and soaping then produces the pattern

in color. In resist printing, certain colorless substances are

printed on the fabric. The whole piece then is dyed, but the

dye is repelled from the printed areas, thus producing a

colored ground with the pattern in white.

Fig. 13.26 Millennium jet

dyeing machine (Courtesy of

Gaston County Dyeing

Machine Co.)
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Printing is most often done with rotary screens etched in

the design to be printed. Printing paste is fed constantly to

the center of the rotating screen from a nearby supply, and a

squeegee pushes the colored paste through the holes in the

screen, leaving the dye paste only in the intended areas, a

separate screen is required for each color in the pattern. See

Fig. 13.27.

An important recent advance in the pattern-coloring of

textiles is ink-jet or digital printing. Milliken’s Millitron and

Zimmer’s ChromoJet have been successfully used for carpet

and upholstery markets for over two decades. Finer-

resolution machines began to emerge in the late 1980s

when Stork introduced a prototype machine. During the

past 5 years a number of manufacturers have introduced

digital ink-jet printers that use either CYMK (Cyan, Yellow,

Magenta, and Black) to make a composite color or true-color

machines that use mixed pigment systems. The current

machines are very successful at furnishing one of a kind

and for use in rapid prototyping.

Pigment Dyeing and Printing

Pigment dyeing and printing are processes that compete with

the more conventional means of dyeing and printing

described above. These processes use water-insoluble dyes

or pigments that are bound to the surfaces of fabrics with

resins. A paste or an emulsion, containing pigment and resin

or a resin-former, is applied to the fabric. The goods then are

dried and cured by heat to produce the finished dyeing or

print. During the heating or curing, fabric, resin, and pigment

become firmly bonded together. This method of color appli-

cation is economical and produces good results. It should be

noted that the pigment is confined to the surface of the fabric

and can be selected without regard for fiber affinity.

Nontextile Uses of Dyes

Colorants for nontextile use have been developed mainly for

use in hair dyeing, photography, biomedical application, and

electronics and reprographics [34–41]. Dye application areas

involving the latter areas include ink-jet printing, thermal or

pressure dye transfer, laser printing, liquid crystal displays,

optical data storage, and nonlinear optics. In several

nontextile applications, dyes are not used for their ability

to deliver color. Instead, they are used because of their

potential electrical properties, such as photoconduction and

electrostatic charging of toners, and in some cases they are

used because they absorb IR radiation, which induces

heating effects. The latter property is important in optical

data recording.

Liquid Crystal Dyes

Dyes for liquid crystalline media typically have (1) nonionic

structures, (2) high purity, (3) solubility and compatibility

with the medium, (4) a transition dipole that is parallel with

the alignment axis of the molecular structure, and (5) good

alignment with the liquid crystal molecule [42]. Examples

include the disazo and anthraquinone dyes in Fig. 13.28.

Ink-Jet Dyes

Dyes used in this area must have the following properties:

(1) very good water solubility; (2) low toxicity; (3) good

stability to UV light, heat, and moisture; (4) quick fixation to

paper following application (deposition); and (5) good color

strength [43]. To achieve high resistance to removal by

water (wetfastness), ink-jet dyes often contain fewer sulfo-

nate groups and one or more carboxylate groups. This

change in structural features allows the dyes to have good

solubility in alkaline ink formulations but high wetfastness

following deposition. This change in solubility behavior is

known as differential solubility [44]. Structures in Fig. 13.29

illustrate the type changes made to the early ink-jet dye C.I.

Food Black 2 to enhance wetfastness.

New water-soluble yellow dyes for ink-jet printing are

similar to the initially used dye C.I. Direct Yellow 86, except

that they are smaller (Fig. 13.30). The size change is designed

to provide the solubility needed for high throughput ink

cartridge systems, without clogging the ink-jet nozzles.

Most of the new water-soluble magenta dyes are based on

H-acid. Examples include dyes that contain a fluorocya-

nophenyl group (Fig. 13.31). To improve the lightfastness

of magenta dyes, gamma acid can be used as the coupling

component. For very bright magenta prints, dyes based on

xanthene structures can be used. Examples include C.I. Acid

Red 52,

Fig. 13.27 Rotascreen V rotary

screen print machine (Courtesy of

Zimmer Machinery Co.)
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which has low photostability, and a carboxylated analog,

which has better photostability and wetfastness (Fig. 13.32).

The water-soluble cyan dyes continue to be based on the

copper phthalocyanine (CuPc) system. In this regard, C.I.

Direct Blue 199 has proved effective, due to its good color

strength and photostability. Carboxylated analogs of this

type of dye have been developed to enhance wetfastness on

paper (Fig. 13.33).

Thermal and Pressure-Sensitive Printing

In direct thermal printing, a color former (colorless) and a

developer (acidic) are brought into contact in the presence of

heat, to produce color on paper [45, 46]. The most important

color in thermal printing is black and the majority of the

color formers are fluorans (Fig. 13.34). The most important

application of direct thermal printing is in facsimile

machines.

In pressure-sensitive printing technology the color former

is dissolved in a solvent and encapsulated [47]. The use of

pressure (pen, typewriter key) ruptures microcapsules

containing the color former, which generates color upon

contacting a developer. Black prints are usually obtained

either from fluorans or from color former mixtures.

Compounds of the type shown in Fig. 13.35 can be used in

two- and three-component mixtures.

Organic Photoconductors and Toners

Photoconductors and toners are used in photocopiers and

laser printers to produce images [48]. Organic

photoconductors consist of a charge-generating layer and a

charge-transporting layer. The former comprises pigments

and the latter comprise electron-rich organic compounds that

are usually colorless. Suitable organic pigments for charge

generation include azo pigments, tetracarboxydiimides,

polycyclic quinones, phthalocyanines, perylenes, and

squarylium compounds (e.g., Fig. 13.36).

Colorants are used in toners to provide color and control

the electrostatic charge on toner particles. Diarylides and

monoarylides have been used as the yellow pigments in

colored toners. The magenta pigments are often quinacri-

dones and the cyan pigments are CuPcs.

Fig. 13.28 Azo and

anthraquinone dyes suitable for

liquid crystalline media

Fig. 13.29 Food Black 2 (top) and its wetfast analog (bottom)
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Fig. 13.32 Acid Red 52 (left) and a more lightfast analog (right)

Fig. 13.33 Direct Blue 199 (left) and a wetfast analog (right), where Pc ¼ phthalocyanine

Fig. 13.30 Examples of yellow ink-jet dyes (upper dye is Direct Yellow 86)

Fig. 13.31 Examples of magenta ink-jet dyes based on H-acid (left) and gamma acid (right)



Infrared Absorbing Dyes

Infrared dyes include indoleninecyanines and azulenium

compounds, both of which are used in optical recording

materials [49]. Other examples are metal (Mn, Fe, Co, Cd, Al,

Cu, Pd)-complexed phthalocyanines, quinones, quinonoids,

and imminium and diiminium compounds (Fig. 13.37).

Laser Dyes

Lasers in which dyes comprise the active medium have

become one of the most widely used types [50]. The key

virtue of these systems is their ability to cover virtually the

entire fluorescence spectral region. Accordingly, the most

commonly used dyes are highly fluorescent and include

coumarin, rhodamine, oxazine, and syn-bimane structures

(Fig. 13.38). Dye lasers are employed in liquid form,

which allows them to dispel excessive heat by recirculating

the dye solution. Good photostability and efficient laser

action under flashlamp excitation are important properties.

Biomedical Dyes

Dyes can be used clinically in bioanalysis and medical

diagnostics and in the treatment of certain diseases (cf.

Fig. 13.39). For instance, near infrared (NIR) and IR-

absorbing dyes can be used in automated DNA sequencing

(dye A), fluorescent dyes can be used in cancer detection

(dye B), and certain azo and heterocyclic dyes can be used in

virus (dye C), cell (dye D), and bacteria (dye E) detection.

An in-depth summary of dyes in this area has been published

recently [51].

Fig. 13.34 Acid-induced

conversion of a color former

to its colored form

Fig. 13.35 Color former

combinations suitable for

pressure-sensitive printing

Fig. 13.36 Azo (top) and
perylene (bottom) pigments

for charge generation
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Hair Dyes

About 80% of the dyes used in hair coloring are known as

oxidation hair dyes [52, 53]. The remaining 20% of the

available hair dyes are mainly synthetic dyes that have

affinity for protein substrates. Oxidation dyes are produced

directly on hair by oxidizing aromatic diamines (e.g., para-

phenylenediamine or 2,5-diaminotoluene) with a suitable

oxidizing agent. In this regard, the diamines have been

referred to as “primary intermediates” and the oxidizing

agents (e.g., hydrogen peroxide) as “developers.” Other suit-

able primary intermediates are aminodiphenylamines,

amino-methylphenols, and para-aminophenol.

When used alone, the primary intermediates give a quite

limited shade range following oxidation on hair. To enhance

the range of available hair colors, the primary intermediates

are oxidized in the presence of suitable “couplers.” Whereas

most couplers do not produce colors when exposed to

developers alone, they give a wide array of hair shades in

combination with primary intermediates. Suitable couplers

include 3-aminophenol, resorcinol, and a-naphthol.
The chemistry associated with the oxidation of primary

intermediates is now reasonably well known. For para-
phenylenediamine and para-aminophenol, this involves the

process outlined in Fig. 13.40. It can be seen that dye

formation is a two-step process involving oxidation and

self-coupling.

C.I. Basic dyes such as Yellow 57, Red 76, Blue 99,

Brown 16, and Brown 17 have been used in color refreshener

shampoos and conditioners. Similarly, C.I. Acid dyes such

Fig. 13.37 Structures of indoleninecyanine (a), azulenium (b), quinonoid (c), anthraquinone (d), imminium (e), and diiminium (f) IR-absorbing

dyes, where R ¼ alkyl or alkoxy

Fig. 13.38 Rhodamine (a), coumarin (b), oxazine (c), and syn-bimane (d) laser dye structures

13 Dye Application, Manufacture of Dye Intermediates and Dyes 505



as Yellow 3, Orange 7, Red 33, Violet 43, and Blue 9 have

been used in shampoos, in this case to deliver highlighting

effects [54].

Photographic Dyes

Color photography is still one of the most important and

interesting nontextile uses for synthetic dyes. The chemistry

employed is comparable to that described above for oxida-

tion hair dyes, in that an oxidizable substrate (e.g.,

phenylenediamine) is combined with a coupler to produce

the target colorant. In this case the diamine is referred to as

the “developer,” and it is oxidized by silver halide in the

photographic film. The oxidized developer then reacts with

the coupler to form the dye. This process produces a nega-

tive dye image consisting of yellow, magenta, and cyan dyes

in proportion to the amount of red, blue, and green light

absorbed by the film [55].

Some widely used developers are shown in Fig. 13.41.

They can be used to produce the yellow, magenta, and cyan

dyes shown in Fig. 13.42. These dye structures demonstrate

that acetoacetanilide, pyrazolone, and indoaniline inter-

mediates are useful for producing yellow, magenta, and

cyan colors, respectively.

Fig. 13.39 Examples of

experimental dyes used in

biomedical applications

Fig. 13.40 Oxidation of primary

intermediates, where X ¼ O, NH

Fig. 13.41 Structures of some

developers used in color

photography
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Dye Intermediates

The raw materials used to synthesize organic dyes are com-

monly referred to as dye intermediates. Largely, they are

derivatives of aromatic compounds obtained from coal tar

mixtures. The majority of these derivatives are benzene,

naphthalene, and anthracene-based compounds. This section

provides an overview of the chemical reactions used to

prepare the key intermediates employed in dye synthesis.

In this regard, emphasis is placed on halogenated, aminated,

hydroxylated, sulfonated, and alkylated derivatives of ben-

zene, naphthalene, and anthraquinone.

Most dye intermediates are prepared by reactions involv-

ing electrophilic or nucleophilic substitution processes. The

electrophilic processes include nitration, sulfonation, and

halogenation reactions, and the nucleophilic processes

include hydroxylation and amination reactions. Electrophilic

substitution reactions are of the form shown in Fig. 13.43. In

this regard, the incoming electrophile (electron-seeking

species) reacts with the more electron-rich positions. When

the aromatic ring contains ring-activating groups (e.g.,

hydroxy, alkoxy, amino, alkyl), the incoming group will

attack ortho/para positions. If ring-deactivating groups

(e.g., nitro, sulfonic acid, carboxylic) are present, the

positions meta to the deactivating groups will be attacked.

Other key dye intermediates are prepared by oxidation

and reduction processes. Examples of each of these pro-

cesses are covered in the sections that follow.

Nitration

For dye intermediates, this process involves the introduction

of one or more nitro (NO2) groups into aromatic ring

systems. Nitro groups serve as chromophores (color bearers,

precursors for amino groups, and as auxochromes (color

aiders). Because they are meta-directing groups they are

also useful in the strategic placement of another incoming

group.

Fig. 13.42 Structures of yellow (left), magenta (center), and cyan (right) photographic dyes

Fig. 13.43 Electrophilic attack of an aromatic ring containing deactivating and activating groups

13 Dye Application, Manufacture of Dye Intermediates and Dyes 507



Nitric acid (HNO3) is the chemical agent commonly used

in nitration reactions. Depending upon the degree of ring

activation, HNO3 may be used in combination with other

acids. In fact, nitrations are often conducted by using a

mixture of HNO3 and sulfuric acid (H2SO4). This combina-

tion is known as “nitrating mixture” or “mixed acid,” and it

is especially effective when deactivated ring systems are to

be nitrated. Dilute HNO3 or a HNO3/acetic acid (CH3CO2H)

mixture can be used for nitrating very reactive ring systems.

When the former is used there is also the potential for ring

oxidation to occur rather than the desired nitration,

depending upon the actual compound undergoing nitration.

Examples of nitration reactions are shown in Figs. 13.44,

13.45, and 13.46. The nitration of toluene (Fig. 13.44) is

selected because it illustrates what can happen when

monosubstituted benzenes having a ring-activating group

are used. In this case, the principal products reflect a statisti-

cal mixture of ortho and para isomers, with only a small

amount of the meta isomer obtained. Nitration is conducted

near 20 �C and the products are separated by distillation.

Nitration of naphthalene gives mostly the 1-nitro isomer

(~90%), initially. Introduction of a second nitro group takes

place in the opposite ring because the existing nitro group

reduces the reactivity of the ring to which it is attached.

Although, nitro groups are meta directors, in this case they

can also direct the incoming second (or third) nitro group to

a peri position. In the naphthalene ring system, the peri

positions are those that are 1,8 and 4,5 to each other

(Fig. 13.45).

The nitration of anthraquinone at 50 �C gives, initially,

the 1-nitro isomer, and if nitration continues at 80–90 �C, the
1,5 and 1,8 isomers are obtained. Further nitration is imprac-

tical and serves to point out that the anthraquinone ring is

appreciably less reactive than the naphthalene system. This

will be more evident as the chemistry reported in this section

continues to unfold.

Fig. 13.44 Nitration of toluene

using mixed acid

Fig. 13.45 Nitration of

naphthalene using mixed acid

Fig. 13.46 Nitration of anthraquinone using mixed acid
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The nitration of phenols and amines must be conducted

with care, as these systems are subject to ring oxidation if the

temperature gets too high. For instance, the nitration of

phenol itself is conducted near 0 �C using 5% HNO3. This

gives a mixture of ortho and para isomers that can be

separated by steam distillation (Fig. 13.47). Aromatic

amines are often protected by N-acetylation prior to nitra-

tion. This reduces both the potential for ring oxidation and

the amount of meta isomer that forms when the amino group

undergoes protonation. The protonated amino group

ð�NHþ3 Þ is a meta director, unlike the free amino (NH2)

and the acetylated amino (NHAc) groups. This chemistry is

illustrated in Fig. 13.47 for 1-naphthylamine. Following

nitration, the acetyl group can be removed by hydrolysis.

Reduction

The most important reduction reactions are those leading to

aromatic amines that are suitable for azo dye formation.

Although this usually involves the reduction of a nitro

group to an amino (NH2) group, the reduction of azo groups

to amino groups is also an important process. Agents that are

commonly used to effect chemical reductions include: Fe +

HCl or H2SO4; Na2S; NaSH; Zn + NaOH; H2 + transition

metal catalysts; and Na2S2O4. Examples of these reductions

are given in Figs. 13.48, 13.49, 13.50, and 13.51. While the

reduction of nitrobenzene can be conducted in a number of

ways, a key commercial process involves the method in

Fig. 13.48, where high-temperature hydrogenation is used.

The reduction of azo compounds using sodium

hydrosulfite (Na2S2O4) and NaOH is an important reaction,

as it provides an indirect method for the amination of

phenols and naphthols (Fig. 13.49). The reduction of nitro

groups in anthraquinone compounds works best when a mild

reducing agent (e.g., sodium hydrosulfide, NaSH) is used. In

this way one avoids reducing the quinoid system.

An example of an important reduction reaction involving

Fe + H+ is shown in Fig. 13.50. In this case the sequential use

of nitration and reduction is illustrated.

It must also be pointed out that the medium employed in

the reduction process can play a major role in the outcome of

the reaction. A good example is the reduction of nitroben-

zene in the presence of acid or alkali. One should expect the

reduction to follow the course shown in Fig. 13.48 under

normal conditions, however, in acidic media the product

obtained is mainly para-aminophenol. In fact, this has

long been the key step in the commercial route to acetamin-

ophen [55], which is obtained by N-acetylation of the reduc-

tion product. When the reduction is conducted in the

presence of alkali and Zn, the nitro compound is converted

to a hydrazo compound via azoxy and azo intermediates.

The hydrazo compound is important because it can be treated

with acid to form diaminobiphenyls known as benzidines.

These reactions are shown in Fig. 13.51. Because benzidine

(4,40-diaminobiphenyl) itself is known to be a human carcin-

ogen, its use as a dye intermediate is substantially curtailed in

the western world.

Fig. 13.47 Nitration of phenol

and 1-naphthylamine

Fig. 13.48 Commercial process for the reduction of nitrobenzene
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Amination

In as much as the previous section covers the reduction of

nitro and azo compounds as a method for introducing amino

groups, the focus of this section is direct aminations involv-

ing replacement reactions and examples of indirect

amination. In the former case, amination via the replacement

of activated halogens using an alkyl or arylamine is widely

used. The examples given in Fig. 13.52 show that halogens

positioned ortho to a nitro group or in an a-position on the

anthraquinone ring can replaced by amino groups. The for-

mer reaction also works well when the groups are para.
However, the reaction is difficult and usually impractical

when electron-donating rather than electron-attracting

groups are situated ortho and/or para to the halogen. In the

case of the anthraquinone system, a-sulfonic acid and a-
nitro groups can also be replaced.

An important amination reaction involves hydroxy-

substituted naphthalenes (Fig. 13.53). In a process known

as the Bucherer reaction, naphthols are heated under pres-

sure with a mixture of ammonia and sodium bisulfite. As the

second and third examples indicate, the reaction works with

aromatic amines and is selective. Note that the b-hydroxy
group reacts preferentially when an a-hydroxy group is also

present, and that two hydroxy groups in the same compound

can be replaced.

An alternative route to the synthesis of aminoanthra-

quinones is the two-step sequence shown in Fig. 13.54. In

this case, amination occurs via the condensation of para-

toluenesulfonamide with chloroanthraquinone followed by

hydrolysis of the sulfonamide bond. This method provides a

way to introduce an –NH2 group without the use of ammonia

gas and the associated high temperatures and pressures.

Fig. 13.49 Reduction of azo

(upper) and nitroanthraquinone

(lower) compounds

Fig. 13.50 Formation of Koch

acid via nitration and reduction

steps

Fig. 13.51 Reduction of nitrobenzene in acidic and alkaline media

Fig. 13.52 Amination reactions involving benzene and anthraquinone

compounds
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Another interesting reaction is shown in Fig. 13.55. In

this example, amination and sulfonation occur when a-
nitronaphthalene is reduced by heating it under pressure

with NaHSO3.

Sulfonation

The introduction of one or more sulfonic acid groups

(sulfonation) into dye intermediates is often conducted to

confer water solubility, to provide fiber affinity, and to direct

other incoming groups in the steps that follow sulfonation. In

most cases this process employs sulfuric acid but in difficult

cases, for example, deactivated ring systems, oleum (an SO3/

H2SO4 mixture) is used. This chemistry is illustrated in

Fig. 13.56 for benzene. Here we see that benzene can be

sulfonated using sulfuric acid and that the introduction of a

second sulfonic acid group requires oleum. When a more

reactive system is sulfonated, less stringent conditions are

required. For example, naphthalene (Fig. 13.57) is readily

sulfonated up to four times without using oleum. It is impor-

tant to note that it is not possible to have sulfonic acid groups

that are ortho, para, or peri to each other in the naphthalene

system.

By contrast, the sulfonation of anthraquinone requires

oleum and no more than two sulfonic acid groups can be

introduced. In this system, sulfonation in the a-position
requires the use of HgO as a catalyst. Examples of the

possible products are shown in the scheme in Fig. 13.58.

Fig. 13.53 Amination of

naphthalene compounds via the

Bucherer reaction

Fig. 13.54 An indirect

amination of the anthraquinone

ring system

Fig. 13.55 A one-step amination and sulfonation of naphthalene

Fig. 13.56 The mono and disulfonation of benzene
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The sulfonation of b-naphthol produces several important

dye intermediates, the nature of which depends upon the

conditions employed (Fig. 13.59). At low temperatures,

sulfonation occurs in the a-position to giveoxy-Tobias

acid. Under ambient conditions Crocein acid is produced

and at elevated temperatures three other products are

obtained, including two that are disulfonated.

The sulfonation of aromatic amines such as aniline can

give a mixture of products that must be separated prior to

dye synthesis. When a single product is sought, the “baking”

reaction is often employed (Fig. 13.60). In this process, the

sulfate salt of aniline is prepared, dried, and then “baked” in

an oven under vacuum. The product in this case is the

important dye intermediate, sulfanilic acid. Similarly, naph-

thylamine sulfonic acid can be produced, and if the para-

position is occupied, sulfonation of an ortho-position occurs

(Fig. 13.61).

Halogenation

For dye intermediates, halogenation most often involves the

incorporation of chloro groups. As pointed out earlier,

halogens are important as leaving groups in the amination

process, but they can also be used to enhance brightness and

influence color. Later, we show that halogens are important

as leaving groups in reactive dye chemistry, and in this

regard chloro and fluoro groups are used.

Figures 13.62, 13.63, 13.64, and 13.65 provide examples

of chlorination reactions. In the first example, the commonly

Fig. 13.57 Examples of

products obtained from the

sulfonation of naphthalene

Fig. 13.58 Typical products

produced from the sulfonation of

anthraquinone
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used agent FeCl3/Cl2 is employed for the chlorination of

benzene and naphthalene rings. This method is not practical

for the chlorination of anthraquinone. In this case the most

important reaction is the tetrachlorination process shown in

Fig. 13.63.

Because the chlorination of phenols and aromatic amines

can be difficult to control, chlorination of these systems

usually employs agents that will give a single chloro group

when this is the desired outcome. In this regard, NaOCl and

Fig. 13.59 Dye intermediates

prepared from the sulfonation of

b-naphthol

Fig. 13.60 Direct sulfonation of aniline (upper) vs. the baking reac-

tion (lower)

Fig. 13.61 Additional examples of the baking reaction

Fig. 13.62 Halogenation of benzene and naphthalene rings

Fig. 13.63 Synthesis of the dye intermediate 1,4,5,8-

tetrachloroanthraquinone
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SO2Cl2 are quite useful chlorinating agents (see Fig. 13.64).

In cases involving amines, often such compounds are

protected by acetylation prior to chlorination. If the reactiv-

ity of the ring has been reduced by the presence of a

deactivating group (e.g., –NO2), acetylation may not be

needed.

Halogens are also introduced via indirect methods, three

examples of which are shown in Fig. 13.65. In the first case

(sequence “A”), aniline is diazotized and the resultant dia-

zonium compound is heated with cuprous chloride to give

chlorobenzene, in a process known as the Sandmeyer reac-

tion [56]. Alternatively, the diazonium compound can be

converted to the tetrafluoroborate salt, which in turn is

heated to give fluorobenzene. In sequence “B,” anthraqui-

none-2-sulfonic acid is converted to the corresponding

chloro compound by treatment with NaClO3/HCl. All three

reactions can be used to prepare a wide array of halogenated

aromatics.

Chlorination is also an important step in the synthesis of

oxygenated aromatic compounds. In this case, chlorination

takes place at alkyl groups attached to the rings and is

conducted in the absence of iron. The use of UV light speeds

up this reaction, which is illustrated for toluene in Fig. 13.66.

This free radical chlorination of toluene gives a mixture of

benzyl chloride, benzal chloride, and benzotrichloride,

which in turn can be hydrolyzed to benzyl alcohol, benzal-

dehyde, and benzoic acid.

Hydroxylation

The introduction of hydroxy groups is important in dye

chemistry because it opens the door to azo dye formation,

using phenols and naphthols, and provides an important

auxochrome. Hydroxylation methods include alkali fusion,

replacement of labile groups, and the reverse Bucherer reac-

tion. In the alkali fusion reaction, naphthalene sulfonic acids

are reacted with molten NaOH, KOH, or combinations of the

two, as illustrated in Fig. 13.67. When disulfonated

naphthalenes are used, the reaction can be stopped at the

mono-hydroxylation stage if this is the desired outcome. The

second example shows that the a-sulfonic acid group reacts

faster.

When sulfonated anthraquinones are used, hydroxylation

is conducted with Ca(OH)2 to avoid over oxidation that

occurs when hot NaOH is used. Example reactions are

shown in Fig. 13.68.

The short sequence in Fig. 13.69 shows that aqueous

alkali can also be used in hydroxylation reactions. In both

cases, however, elevated temperatures are required.

Fig. 13.64 Chlorination of phenol and anilines

Fig. 13.65 Three important indirect halogenation reactions

Fig. 13.66 Free radical chlorination of toluene and hydrolysis of the

products

514 H.S. Freeman and G.N. Mock



Other important hydroxylation reactions are shown in

Fig. 13.70. Here it can be seen that the Bucherer reaction is

reversible, that the fusion reaction works for sulfonated

benzene compounds, and that diazonium compounds

undergo hydrolysis to produce phenols/naphthols.

Oxidation

Although the oxidation of aromatic methyl groups can be

conducted via the two-step sequence shown in Fig. 13.66, a

convenient alternative process involves potassium dichromate.

Fig. 13.67 Sodium hydroxide

fusion as a hydroxylation process

Fig. 13.68 Hydroxylation of the

anthraquinone system

Fig. 13.69 Synthesis of two key dye intermediates using hydroxyl-

ation steps

Fig. 13.70 Other examples of hydroxylation reactions
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In this case, the ring system involved must be stable to the

conditions of the reactions. Another important oxidation reac-

tion involves the conversion of naphthalene to phthalic anhy-

dride, which can be accomplished using hot KMnO4 or V2O5.

These two reactions are illustrated in Fig. 13.71. Later we

show that the oxygen in air can be used as the oxidant for

certain organic dyes.

Other Important Reactions

Diazotization. The conversion of a primary aromatic amine

to a diazonium compound is known as diazotization.

Although this process is covered in more detail in our dis-

cussion of azo dye synthesis, it is worthwhile to point out

that the diazonium group ð�Nþ2 Þ is used to produce a wide

range of intermediates. As indicated in Fig. 13.72 diazotiza-

tion is often achieved through the action of nitrous acid

(HNO2) and the resultant diazonium group can be replaced

by various groups or reduced to give arylhydrazines.

Carboxylation. The introduction of carboxyl groups into the

structures of phenols and naphthols produces some impor-

tant dye intermediates, including salicylic acid and BON

acid. This process is conducted under pressure at elevated

temperatures using the sodium salts of phenols/naphthols

and in the case of b-naphthol, the carboxyl group enters

the 3-position (cf. Fig. 13.73). The free acid (�CO2H)

group is produced by acid treatment in the final step.Fig. 13.71 Oxidation of naphthalene (top) and a methylated anthra-

quinone (bottom)

Fig. 13.72 Diazotization of

aniline and its conversion to other

types of intermediates

Fig. 13.73 Carboxylation

of phenol and b-naphthol
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Dye Manufacture

In this section, we summarize the principal methods of

synthesis for different dye classes. Emphasis is placed on

dyes presently in commerce and the industrial methods

suitable for making them. Before doing so, we review the

important principles that set dyes apart from other classes of

organic compounds.

Unlike other organic compounds dyes possess color

because they (1) absorb light in the visible spectrum

(400–700 nm), (2) have at least one chromophore (color

bearing group), (3) have a conjugated system (system of

alternating double and single bonds), and (4) exhibit reso-

nance (a stabilizing force in organic compounds). Table 13.5

shows the relationships between wavelength of visible light

and color absorbed/seen and the other three factors are

illustrated in Fig. 13.74, 13.75, and 13.76.

Concerning the various factors responsible for color in

organic compounds, it is worthwhile to point out that the

chromophore must be part of a conjugated system. This is

illustrated through the examples in Fig. 13.77. When the azo

group is connected to methyl groups the resultant compound

is colorless. When it is attached to aromatic rings, the com-

pound possesses color. Similarly, the structures in Fig. 13.75

illustrate the importance of having an extended conjugated

system. In this case, doubling the length of the conjugated

system for Vitamin A to give b-carotene causes the lmax

value to shift from 325 nm to 466 and 497 nm.

Nitro Dyes

As the name suggests, this very small class of organic dyes

has at least one nitro group as the chromophore. Nitro dyes

invariably are yellow or orange and are important for their

economical cost and good lightfastness. Examples include

the dyes shown in Fig. 13.78—C.I. Acid Orange 3 (a), C.I.

Disperse Yellow 42 (b), C.I. Acid Yellow 1 (c), and C.I.

Disperse Yellow 70 (d). A key disadvantage of nitro dyes is

their low color strength (emax ¼ 5,000–7,000).

Improvements in color strength have been achieved by

incorporating an azo group, as illustrated in dye D.

Representative syntheses are shown in Figs. 13.79 and

13.80. In the first example, C.I. Disperse Yellow 42 is

prepared by condensing two molecules of aniline with one

molecule of 4-chloro-3-nitrobenzenesulfonyl chloride, using

ethanol as the solvent. In the second example, C.I. Acid

Orange is prepared in a 3-step synthesis, starting from 2-

chloro-5-nitrobenzenesulfonic acid.

Table 13.5 Wavelength of light vs. color

Wavelength absorbed Color absorbed Color seen

400–435 Violet Yellow-green

435–480 Blue Yellow

480–490 Green-blue Orange

490–500 Blue-green Red

500–560 Green Purple

560–580 Yellow-green Violet

580–595 Yellow Blue

595–605 Orange Green-blue

605–700 Red Blue-green

Fig. 13.74 Chromophores

commonly found in organic dyes
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Azo Dyes

Azo dyes are by far the largest family of organic dyes. They

play a prominent role in acid, direct, reactive, azoic, and

disperse dye structures, as shown previously, and include

structures that cover the full color spectrum. Generally, the

synthesis of azo dyes involves a process known as diazo

coupling. In this process, a diazotized aromatic amine is

coupled to a phenol, naphthol, aromatic amine, or a com-

pound that has an active methylene group, as illustrated in

the two-step synthesis in Fig. 13.81. Step 1 is the conversion

of aniline to benzenediazonium chloride, a process known as

diazotization, and step 2 is the reaction of the diazo com-

pound with phenol to produce the corresponding azo dye, a

process known as diazo coupling.

Diazotizations are normally conducted in an aqueous

medium containing nitrous acid, generated in situ from

HCl + NaNO2, and a primary aromatic amine. When weakly

basic or heteroaromatic amines are used in azo dye synthe-

sis, H2SO4 is often used as the reaction medium, forming H

(NO)SO4 (nitrosylsulfuric acid) as the diazotizing agent

[57]. The stoichiometry associated with this reaction is

given in Fig. 13.82, and although only 2 moles of acid per

mole amine are required, in practice 2.2–2.5 moles are used.

Diazotizations are most often conducted at 0–10 �C because

the resultant diazo compounds are usually unstable at higher

temperatures.

Examples of aromatic amines that can be diazotized are

shown in Fig. 13.83. This extremely abbreviated list is

designed to show that a wide variety of amines can be

used, including hydrophobic, weakly basic, hydrophilic,

and heterocyclic compounds. ortho-Diamines are not typi-

cally used because of their propensity to undergo triazole

formation (Fig. 13.84).

Examples of compounds that can be used as coupling

components in azo dye synthesis are shown in Figs. 13.85,

13.86, and 13.87. The first group comprises phenols and

naphthols, the second group comprises amines that couple,

and the third contains couplers that have an active methylene

group (see Fig. 13.87). Compounds in the first and third

groups require ionization using alkali, to give sufficient

reactivity for diazo coupling, and the pH employed is usually

8–9. Because aromatic amines are appreciably more reac-

tive, they couple at pH 5–6. Arrows have been used to

indicate the coupling positions for the various couplers.

Compounds such as 1-naphthol or 1-naphthylamine give a

mixture of monoazo dyes by coupling in the 2-position or the

4-position. When couplers containing –OH and –NH2

groups are employed (see Fig. 13.85), coupling may occur

twice, giving disazo dyes. In such cases, coupling is first

conducted in acid, ortho to the –NH2 group, and then in

alkali. This is important because the introduction of the first

azo group decreases the reactivity of the coupler. The ability

to ionize the –OH group provides sufficient ring activation

for the second coupling. In the case of gamma acid, one has

the lone option of coupling under acidic or alkaline

conditions.

When primary amines are used as couplers, coupling can

occur on the ring or at the amino group itself unless the

amino group is blocked. One good way to block this group is

by converting it to the N-sulfomethyl group, as illustrated in

Fig. 13.86. The products formed are also known as omega

salts [58]. The blocking group can be removed following the

coupling step, by treating the resultant azo dye with an

alkaline solution.

There are also important examples of phenolic

compounds that do not couple (see Fig. 13.88). In these

examples, the required coupling positions are blocked, the

ring is too deactivated, or the compounds undergo oxidation

in the presence of the diazo compound.

Fig. 13.76 Resonance structures

for Malachite Green (C.I. Basic

Green 4)

Fig. 13.75 Comparison of the conjugated systems in Vitamin A (top)
and b-carotene (bottom)
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The synthesis of azo dyes can be illustrated using the

following letter designations:

• A ¼ Diazotizable amine

• D ¼ Tetrazotizable diamine

• E ¼ Coupler that couples once

• M ¼ 1� Amine that couples once and is diazotized and

coupled again
Fig. 13.77 Impact of having a chromophore apart from (left) or part of
(right) a conjugated system

Fig. 13.78 Examples of nitro

dye structures

Fig. 13.79 Synthesis of

Disperse Yellow 42

Fig. 13.80 Synthesis of Acid

Orange 3

Fig. 13.81 Two-step synthesis

of an azo dye from aniline and

phenol

Fig. 13.82 Summary of the

diazotization process
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• Z ¼ Coupler that couples twice

• Z�X�Z ¼ Binuclear coupler that couples twice

These designations are used to provide an indication of

how a given dye has been assembled, and will be used in

describing the azo dye syntheses covered in the subsections

that follow.

Monoazo Dyes

Azo dyes of this type are manufactured predominantly by

the reaction between a diazotized amine (“A”) and a type

“E” or “Z” coupler. The synthesis can be as simple as

coupling diazotized aniline to H-acid, in an A! E process,

to produce C.I. Acid Red 33. An example of a reactive dye

that is manufactured via an A ! E process is C.I. Reactive

Red 1. In this case, the target dye is manufactured as shown

in Fig. 13.89, which shows that the reactive group can be

Fig. 13.83 Representative aromatic amines used in azo dye synthesis

Fig. 13.84 Triazole formation from the diazotization of an ortho-
diamine

Fig. 13.85 Examples of phenol and naphthol-based couplers

520 H.S. Freeman and G.N. Mock



introduced prior to (sequence 1) or after (sequence 2) the

coupling step. Similarly, monoazo bireactive dyes are made

by this process (Fig. 13.90). This illustrates that a quite

complex arylamine can be used as the diazo compound.

Other examples of monoazo dyes that are synthesized via

an A ! E process are shown in Fig. 13.91, further

illustrating the wide range of structural types that can be

manufactured this way.

Disazo Dyes

There are four often-used methods for synthesizing dyes

containing two azo linkages, each of which requires two

diazo coupling reactions. A nontraditional “disazo” dye

involves 1:2 metal complex formation.

Type A1! Z! A2 synthesis. Dyes of this type include those
shown in Fig. 13.92 (C.I. Acid Black 1 (7), C.I. Mordant

Brown 1 (8), and C.I. Acid Black 17 (9), C.I. Direct Orange

18 (10)), in which couplers such as H-acid, resorcinol, and

meta-phenylenediamine are coupled twice. Although A1 and

A2 are different in the present examples, they need not be

different. As pointed out above, coupling ortho to the amino

group of H-acid is usually conducted first, under weakly

acidic conditions, followed by coupling with diazotized ani-

line under alkaline conditions. This is also true for the

structurally similar dye 9, which is prepared from S-acid.

In the case of dye 10, however, coupling with aniline under

slightly acidic conditions is the second step. For dye 8, both

couplings are conducted under acidic conditions, with 2-

amino-4-nitrophenol introduced first.

Type E1! D! E1 synthesis. Dyes of this type require the

conversion of an aryldiamine to a tetrazonium compound

(one that has two diazonium groups) in a process know as

tetrazotization. See Fig. 13.93 which involves environmen-

tally friendly alternatives to benzidine. Following

tetrazotization, one tetrazonium molecule reacts with two

coupler molecules to produce the target dye, examples of

which are provided in Fig. 13.94 (11: C.I. Direct Red 28

(Congo Red), 12: C.I. Direct Yellow 12, and 13: C.I. Acid

Yellow 42). Disazo dyes prepared this way include dye 14

Fig. 13.86 Examples of

aromatic amine couplers

Fig. 13.87 Examples of

couplers having an active

methylene (�CH2–) group

Fig. 13.88 Examples of compounds that do not couple
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(C.I. Direct Blue 15), which is converted to the important

bis-copper complex, C.I. Direct Blue 218 (see Fig. 13.95).

Type A!M! E synthesis. This is one of the largest groups
of disazo dyes, as they include acid, disperse, direct, and

reactive dye structures. A representative synthesis is shown

in Fig. 13.96. The second diazotization and coupling steps

can be conducted inside certain textile fibers. For instance,

disperse black dyes are produced in the presence of cellulose

acetate by conducting the chemistry shown in Fig. 13.97

after dyeing cellulose acetate with the monoazo dye.

Examples of dyes made via an A!M! E synthesis are

shown in Fig. 13.98. Although most azo disperse dyes are

based on monoazo structures, disazo structures such as 15

(C.I. Disperse Orange 13) and 16 (C.I. Disperse Orange 29)

are manufactured. An important direct dye of this type is 17

(C.I. Direct Red 81), a reactive dye is 18 (C.I. Reactive Blue

40), and acid dyes include 19 (C.I. Acid Red 151) and 20 (C.

I. Acid Blue 116).

Type A1 ! Z�X�Z  A1 synthesis. Disazo dyes of this type

are produced from coupling twice to dye intermediates such

as those shown in Fig. 13.99, and are largely direct dyes for

cotton. A representative synthesis is shown in Fig. 13.100,

for C.I. Direct Red 83. In this case the target dye is prepared

by metallization after the coupling step.

Disazo dyes such as C.I. Direct Yellow 44 are prepared

according to the sequence shown in Fig. 13.101. In this

example, a pair of monoazo dyes is reacted with phosgene.

1:2 Metal complexes. Although somewhat different from

the previous examples and methods, dyes containing two

azo groups can also be synthesized by forming 1:2

metal complexes of suitably substituted monoazo dyes.

Fig. 13.89 Two approaches to

the synthesis of Reactive Red 1

Fig. 13.90 Synthesis of a

monoazo dye containing two

different reactive groups
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The resultant dyes are mostly acid dyes for protein and

polyamide substrates and the metals employed are Cr, Co, and

Fe. Examples shown in Fig. 13.102 are for C.I. Acid Black 172

(21) and C.I. Acid Yellow 151 (22). In these examples, the

corresponding monoazo dye is treated with one-half the molar

amount of Cr2(SO4)3 or CoCl3, respectively.

Polyazo Dyes

In this section, we cover the synthesis of dyes containing

three or more azo linkages. In this regard, methods for pro-

ducing trisazo dyes (those having three azo linkages) include

E  D ! Z  A and A ! M1 ! M2 ! E syntheses.

Fig. 13.91 Monoazo cationic (1), disperse (2–4), 1:1 chromium complexed (5), and mordant (6) dyes prepared via an A! E process

Fig. 13.92 Disazo dyes prepared by coupling twice to H-acid (7), meta-phenylenediamine (8), S-acid (9), and resorcinol (10)
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Examples are shown in Fig. 13.103 for C.I. Acid Black

234 (23) and C.I. Direct Blue 71 (24). In the synthesis of

dye 23, an unsymmetrical dye can be made from

diamine 25 because the end of the tetrazonium com-

pound (cf. 26) that is para to the –SO2 moiety is more

reactive than the one that is para to the –NH moiety

(Fig. 13.104).

Dyes containing four azo linkages are direct dyes for

cotton and can be prepared in several ways, including via

A! M! Z D! E, A1! Z1 D! Z2 A2, E1 
M1 D!M2! E2, E1 D1! Z D2! E2, and E1 

D ! M1 ! M2 ! E2 sequences. Examples of the second

and third methods are shown in Fig. 13.105. Note that both

are symmetrical molecules, the first of which (C.I. Direct

Brown 44) employs meta-phenylenediamine as a type “Z”

coupler and a type “D” diazo component. In the second

example (C.I. Direct Black 22), gamma acid is twice used

as the “M” moiety, and the dye is synthesized by (1) cou-

pling tetrazotized benzidine disulfonic acid to two molecules

of gamma acid, (2) diazotizing the amino groups on the

gamma acid moieties, and (3) coupling to two molecules of

meta-phenylenediamine.

Fig. 13.93 Tetrazotization of a

di-n-propoxybenzidine (top) and
a diaminostilbene disulfonic acid

(bottom)

Fig. 13.94 Examples of disazo

dyes (11–13) prepared via a type

E1 D! E1 synthesis
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Triphenylmethane Dyes

Triphenylmethane dyes are usually prepared in two steps: (1)

condensation of an N,N-dialkylaniline with a benzaldehyde

compound and (2) oxidation of the resultant leuco base (27).

The synthesis of C.I. Basic Green 4 (Malachite Green) is

given as an example in Fig. 13.106. Alternatively, C.I. Acid

Green 50 is prepared in three steps: (1) condensation of N,N-

dimethylaniline and para-(N,N-dimethylamino)benzaldehyde

to produceMichler’s hydrol (28), condensation with R-acid to

give an intermediate leuco base (29), and (3) oxidation to give

the target dye. Historically, PbO2 has been used as the

oxidizing agent. However, concerns about its toxicity have

led to the use of a more environmentally friendly agent such

as tetrachloro-para-benzoquinone (chloranil).
In another synthetic variation, C.I. Acid Violet 17 is

prepared in the four steps shown in Fig. 13.107. The differ-

ent steps in this process are the synthesis of the N-arylmethyl

intermediate 30 and the diphenylmethane intermediate 31.

Oxidation to the intermediate hydrol and condensation with

N,N-dimethylaniline produce the target dye.

Fig. 13.95 Formation of Direct

Blue 218

Fig. 13.96 Disazo dye synthesis

via an A! M! E process
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Structurally related dyes are synthesized by condens-

ing phenols with phthalic anhydride to give a colorless

intermediate lactone (32) that reacts with alkali to

give the colored form. An example of this dye type is

phenolphthalein, the synthesis of which is shown in

Fig. 13.108.

Xanthene Dyes

Like phenolphthalein, xanthene dyes are prepared in a con-

densation reaction involving phthalic anhydride. However,

resorcinol is employed instead of phenol. The simplest

Fig. 13.97 Disazo disperse black dye synthesis conducted inside cellulose acetate fibers

Fig. 13.98 Examples of disazo dyes prepared by a type A! M! E synthesis
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representative of this family is C.I. Acid Yellow 73 (fluores-

cein), which is made via the sequence of steps shown in

Fig. 13.109. Similarly, C.I. Acid Red 92 is made by the

condensation of tetrachlorophthalic anhydride and resor-

cinol followed by bromination.

Anthraquinone and Related Dyes

The commercial preparation of anthraquinone dyes begins

with the synthesis of anthraquinone itself. In this regard, the

three-step synthesis involves: (1) the oxidation of
Fig. 13.99 Structures of J-acid imide (top) and J-acid urea (bottom)

Fig. 13.100 Synthesis of Direct

Red 83 via an A1! Z�X�Z A1

synthesis and metallization

Fig. 13.101 An alternative route

to type A1! Z�X�Z A1 disazo

dyes
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naphthalene to phthalic anhydride, (2) Friedel–Crafts acyla-

tion of benzene to give a keto acid, and (3) cyclodehydration

using H2SO4. See Fig. 13.110. The preparation of 1,4-

disubstituted anthraquinones utilizes the intermediates

prepared in Fig. 13.111, where R ¼ OH corresponds to

quinizarin.

The reduction of quinizarin using sodium hydrosulfite

produces leuco quinizarin, which, in turn, undergoes conden-

sation with alkyl- or arylamines and reoxidation to produce

blue and green disperse and solvent dyes. Although chemical

oxidation can be used, air oxidation is normally sufficient.

See steps “A” and “B” in Fig. 13.112 for the general reaction

scheme. The use of boric acid in the reduction step follows

the course outlined in Fig. 13.113, where the synthesis of C.I.

Solvent Green 3 is given as an example [59].

Anthraquinone Disperse Dyes

Examples of dyes prepared using the above methods are

shown in Fig. 13.114. The C.I. disperse dyes Red 15, Violet 1,

Fig. 13.102 Representative 1:2

bisazo metal complexed dyes

Fig. 13.103 Examples of trisazo

dyes

Fig. 13.104 Structures of compounds 25 and 26
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Blue 3, Violet 27, Blue 19, and Blue 23, are prepared from

leucoquinizarin. When unsymmetrical dyes such as Disperse

Blue 3 are made, the use of a mixture of two amines in the

condensation step gives the corresponding symmetrical dyes

as by-products. In this case, Disperse Blue 23 would be one

of the by-products.

The synthesis of Disperse Red 4 employs the dibromoan-

thraquinone intermediate 33, which is hydrolyzed to

Fig. 13.105 Representative polyazo dyes prepared via the A1! Z1 D! Z2 A2 (top) and E1 M1 D! M2! E2 (bottom) methods

Fig. 13.106 Two-step synthesis of Malachite Green (Basic Green 4). Three-step synthesis of Acid Green 50
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compound 34 and converted to the target dye upon

alcoholysis. See Fig. 13.115. The synthesis of Disperse

Violet 26 is conducted in two steps: (1) chlorination of

Disperse Violet 1 in the 2, 3-positions using SO2Cl2 and

(2) condensation with phenol.

Disperse dyes containing substituents in both anthraquinone

rings are often prepared from dinitroanthrarufin (DNA) and

dinitrochrysazin (DNC), the structures of which are shown in

Fig. 13.116. Examples of these dyes are C.I. Disperse Blue 56

and Blue 77. The former dye is made by reduction of DNA

followed by bromination, and the latter is made by condensing

aniline with DNC. The DNC condensation shows that nitro

groups in the a-position can be displaced like a halogen.
The dichlorinated precursor for Disperse Violet 26 can be

used to make turquoise blue dyes such as C.I. Disperse Blue

60, as shown in Fig. 13.117. In this sequence, the chloro

groups are replaced by cyano groups, using NaCN, and the

resultant intermediate (35) is hydrolyzed to give the

corresponding imide (36), which in turn is alkylated to

give the target dye.

Fig. 13.107 Synthesis of Acid Violet 17 via diarylmethane intermediate 31

Fig. 13.108 Synthesis of phenolphthalein via colorless lactone 32
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Anthraquinone Acid Dyes

A key intermediate in the synthesis of anthraquinone acid

dyes is bromamine acid. This compound is made via the

sequence shown in Fig. 13.118. Acid dyes made from this

intermediate include C.I. Acid Blue 25, C.I. Acid Blue 40,

and C.I. Acid Blue 127.

The synthesis of C.I. Acid Blue 127 takes place according

to the route shown in Fig. 13.119. A key step in the synthesis

is the formation of diamine 37, which is produced in two

Fig. 13.110 Synthesis of the anthraquinone ring system

Fig. 13.111 Synthesis of key substituted anthraquinone intermediates, where R ¼ Cl, OH

Fig. 13.109 Synthesis of Acid Yellow 73, a xanthene dye
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steps from N-sulfomethylaniline: (1) condensation with ace-

tone and (2) hydrolysis to remove the protecting group. At

this point, one molecule of diamine 37 is condensed with

two molecules of bromamine acid to form the dye.

Another important dye is C.I. Acid Green 25. This dye is

made by the sulfonation of C.I. Solvent Green 3

(Fig. 13.113). Because the benzene rings are more reactive

than the anthraquinone system, sulfonation occurs there

preferentially.

Anthraquinone Basic Dyes

Dyes of this type include C.I. Basic Blue 22 and Basic Blue

47. The synthesis of Basic Blue 22 is shown in Fig. 13.120,

as an example of the type of chemistry required. The

sequence begins with the preparation of N,N-dimethylpro-

pylenediamine, which in turn is combined with methylamine

and condensed with leucoquinizarin. Oxidation gives the

key intermediate 38, which is alkylated using methyl chlo-

ride to produce the dye.

Anthraquinone Reactive Dyes

Three examples of dyes of this type are C.I. Reactive Blue

19 (39), Reactive Blue 2 (40), and Reactive Blue 4 (41). All

three dyes can be synthesized by condensing the appropriate

arylamine with bromamine acid. In the case of the high-

volume dye Reactive Blue 19, arylamine 44 is the key

Fig. 13.112 General reaction scheme for the synthesis of 1,4-diaminoanthraquinone dyes

Fig. 13.113 Boric acid catalyzed synthesis of Solvent Green 3
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Fig. 13.114 Representative 1,4-

disubstituted anthraquinone dyes

Fig. 13.115 Synthesis of

Disperse Red 4



intermediate, and its synthesis is shown in Fig. 13.121.

Chlorosulfonation and then reduction of the intermediate

sulfonyl chloride produce the sulfinic acid 42 Alternatively,

the reduction step can be conducted with Na2S2O4. Alkyl-

ation of the sulfinic acid with 2-chloroethanol or ethylene

oxide (a more toxic agent) produces Compound 43.

Treatment of this compound with hot H2SO4 gives simulta-

neous hydrolysis of the acetamido (�NHAc) group and

sulfonation of the hydroxyethyl (�CH2CH2OH) group to

give key intermediate 44.

Similarly, dyes 40 and 41 are prepared by condensing

2,5-diaminobenzenesulfonic acid with bromamine acid,

Fig. 13.116 Formation of DNA and DNC

Fig. 13.117 A three-step synthesis of Disperse Blue 60

Fig. 13.118 A two-step synthesis of bromamine acid
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which reacts first at the less hindered amino group, followed

by a reaction with cyanuric chloride to introduce the reactive

group. These steps produce dye 41 and dye 40 is formed by

reacting 41 with a mixture of sulfonated anilines. See

Fig. 13.122.

Vat Dyes

The synthesis of vat dyes covers the full gamut of simple to

complex chemistry. We have chosen examples to illustrate

the broad spectrum of possible structures and synthetic

methods. Emphasis is placed on anthraquinone vat dyes,

because they dominate the number of commercial dyes.

Anthraquinone

The simplest anthraquinone vat dyes are benzoylated amines

such as C.I. Vat Yellow 3 (45) and Vat Yellow 33 (46). The

syntheses are shown in Figs. 13.123 and 13.124.

Anthraquinone vat dyes containing a thiazole ring include

C.I. Vat Yellow 2, the synthesis of which is shown in

Fig. 13.125. In this case, at least two approaches are

Fig. 13.119 Synthesis of Acid

Blue 127

Fig. 13.120 Synthesis of Basic

Blue 22
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possible. In the first, 2,6-diaminoanthraquinone is condensed

with benzotrichloride in the presence of sulfur and the initial

product is oxidized without isolation to give the target dye.

Alternatively, the starting diamine can be chlorinated and

converted to the corresponding dithiol (47). At this point

condensation with benzaldehyde followed by oxidation

(e.g., air or dichromate) gives the dye.

Important vat dyes containing a carbazole moiety include

C.I. Vat Brown 3 and Vat Black 27. These dyes are made

according to themethod shown in Fig. 13.126 forVat Brown 3.

Fig. 13.121 Synthesis of three reactive blue dyes from bromamine acid

Fig. 13.122 Structures of Reactive Blue 19 (39). Reactive Blue 2 (40), and Reactive Blue 4 (41)
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The synthesis employs an Ullmann-type condensation

reaction between compounds 48 and 49 followed by

acid-induced cyclization using H2SO4.

Vat dyes that do not contain all of the elements of the

anthraquinone moiety include benzanthrone-based vat dyes

such as C.I. Vat Orange 1 and Vat Green 1, which are made

according to the routes shown in Figs. 13.127 and 13.128.

The first synthesis is a three-step process: (1) dibenzoylation

of naphthalene, (2) Lewis acid-induced cyclization to the

benzanthrone system, and (3) dibromination. The second

Fig. 13.123 Two approaches to the synthesis of Vat Yellow 3

Fig. 13.124 Synthesis of Vat Yellow 33, where AQ ¼ anthraquinone

13 Dye Application, Manufacture of Dye Intermediates and Dyes 537



Fig. 13.125 Alternatives to the synthesis of Vat Yellow 2

Fig. 13.126 Synthesis of carbazole-based anthraquinone vat dyes

Fig. 13.127 Three-step synthesis of Vat Orange 1
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synthesis is a four-step process: (1) oxidative-coupling of

benzanthrone in the presence of alkali to give compound 50,

(2) H2SO4-induced ring closure to give compound 51, (3)

reduction to compound 52, and (4) methylation to give the

target dye.

Other important anthraquinone vat dyes belong to the

family known as indanthrones. Important examples of this

structural type are C.I. Vat Blue 4 and Vat Blue 6. Vat Blue 4

is made by heating 1-amino or 2-aminoanthraquinone at

220–230 �C in a KOH/H2O mixture. The Vat Blue 6 synthe-

sis is a much longer process that requires the synthesis of 2-

chloro-3-aminoanthraquinone [60]. The resultant amine is

brominated and converted to the target dye via an Ullmann

reaction.

Indigoid and Thioindigoid

By far the most important member of these vat dye families

is C.I. Vat Blue 1 (indigo). Its synthesis can be achieved via

the four-step method shown in Fig. 13.129. The method

Fig. 13.128 Synthesis of Vat

Green 1 from benzanthrone
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shown is known as the Heumann–Pfleger synthesis [61],

where the key intermediate, N-carboxymethylaniline, is

fused with NaNH2. The cyclic product of the fusion step

undergoes air oxidation to give indigo.

Thioindigoids are similarly prepared, in that the synthesis of

carboxymethyl intermediates is conducted. The resultant cyclic

ketones are much less air sensitive, making oxidation with a

chemical agent important. However, this also means that

unsymmetrical thioindigoid systems can be synthesized (see

Fig. 13.130). Although many have been made, few are in

commerce today. Examples are C.I. Vat Red 1 and Vat Red 41.

Sulfur Dyes

Earlier we mentioned that sulfur dye chemistry, although

quite old, is still much less well defined than for the other

classes of dyes. It is clear, however, that many sulfur dyes

are produced by the sulfur bake process and that compounds

containing the benzothiazole group (e.g. 53) are formed

in route to the final dyes. For instance, the synthesis of

C.I. Sulfur Yellow 4 follows a course of the type outlined

in Fig. 13.131. In this regard, heating a mixture of

Fig. 13.129 Commercial

preparation of synthetic indigo

Fig. 13.130 Synthesis of

thioindigoid dyes

Fig. 13.131 Synthesis of Sulfur

Yellow 4 by the sulfur bake

process
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para-toluidine and sulfur produces a 2-(para-aminophenyl)

benzothiazole. The sulfur bake

process has also been used to make C.I. Sulfur Orange 1,

where benzothiazone intermediate 54 is produced along the

way [62]. See Fig. 13.132.

Sulfur blue dyes are often made using an organic solvent

such as n-butanol, in what is known as the solvent reflux

process. Examples are C.I. Sulfur Blue 9 and Sulfur Blue 13.

In this case, intermediate structures are indophenols (e.g.,

55). See Fig. 13.133. Similarly, sulfur dyes containing

benzothiazine groups can be made from tetrahalogenated

benzophenones. See Fig. 13.134.

Fig. 13.132 Synthesis of Sulfur

Orange 1 by the sulfur bake

process

Fig. 13.133 Synthesis of blue

dyes by the solvent reflux process
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Sulfur black dyes are synthesized according to the

methods shown in Fig. 13.135. In these examples sodium

polysulfide is the sulfurizing agent employed.

Phthalocyanine Dyes

The synthesis of the CuPc system is achieved as shown in

Fig. 13.136. Here it can be seen that any of four precursors

can be used. Disulfonation gives C.I. Direct Blue 86 and

tetrasulfonation gives C.I. Acid Blue 249.

The chlorosulfonation of the CuPc system opens the door

to the synthesis of reactive dyes, as shown in Fig. 13.137. In

this case, aminochlorotriazine 56 reacts with a CuPc–SO2Cl

intermediate to give a monochlorotriazine reactive dye

(57), which in turn can be used to make the cationic reactive

dye 58.

Fluorescent Brighteners (Colorless “Dyes”)

Many fluorescent brighteners are derivatives of 4,40diamino-

stilbene-2,20-disulfonic acid (59), an example of which is C.

I. Fluorescent Brightener 32 (Fig. 13.138). In this case,

successive reactions involving diamine 59 with two

molecules of cyanuric chloride and two molecules of aniline

followed by hydrolysis of the final chloro groups give the

target compound.

Structurally related fluorescent brighteners containing a

benzotriazole moiety are made according to the route shown

in Fig. 13.139. In this case, diamine 59 is tetrazotized,

coupled to 2 molecules of 1,6-Cleve’s acid, and the interme-

diate disazo stilbene structure (60) is oxidized to C.I. Fluo-

rescent Brightener 40. Nowadays, monosulfonated

benzotriazole brighteners are more important [63].

Fig. 13.134 Sulfur dye synthesis from tetrachlorobenzoquinone

Fig. 13.135 Synthesis of sulfur black dyes
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The synthesis of one example is shown in Fig. 13.140 for

C.I. Fluorescent Brightener 46.

Examples of hydrophobic fluorescent brighteners include

C.I. Fluorescent Brighteners 199, 130, 236, and 162. The

synthesis of these compounds is shown in Figs. 13.141,

13.42, 13.43, and 13.144. In the first of these examples, a

bis-stilbene structure is made in two steps from bis-

chloromethyl-xylene, using the traditional reaction of a

phosphorus ylide with an aldehyde as the key step in the

sequence.

In the second example, the synthesis of a coumarin-type

fluorescent brightener is illustrated. Here, meta-hydroxy-N,

N-diethylaniline is condensed with ethyl acetoacetate

followed by cyclization of the intermediate keto ester 61.

The latter compound undergoes acid-catalyzed cyclization

and dehydration to give C.I. Fluorescent Brightener 130. See

Fig. 13.142.

A fluorescent brightener containing coumarin and triazole

groups is made according to the method shown in

Fig. 13.143. The synthesis begins with the preparation of

amino-coumarin 62, which in turn is coupled to Tobias acid

with concomitant loss of the SO3H group and then oxidized

to give C.I. Fluorescent Brightener 236.

The final example is for a naphthalimide structure that is

made from acenaphthene (63) in the four-step sequence

shown in Fig. 13.144: (1) sulfonation, (2) chromate oxida-

tion to give the naphthalic anhydride (64), (3) condensation

with N-methylamine, and (4) replacement of the sulfonic

acid group in a reaction with methoxide. This process

gives C.I. Fluorescent Brightener 162.

Fig. 13.136 Synthesis of

phthalocyanine and sulfonated

derivatives

Fig. 13.137 Synthesis of CuPc-

based reactive dyes
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Fig. 13.138 Synthesis of

fluorescent brightener 32

Fig. 13.139 Synthesis of

fluorescent brightener 40
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Production and Sales

During the 1990s, the large international companies began to

form alliances with producers around the world. Hoechst

AG, which had done little research on disperse dyes since

the 1970s, signed an agreement in 1990 with Mitsubishi of

Japan and gained access to a strong line of disperse dyes.

BASF AG and Mitsui signed agreements for vat dyes. ATIC

resulted from a joint venture between ICI and Atul of India.

Finally, a major break came in January 1995, when Bayer

AG and Hoechst AG, the parent companies in Germany,

Fig. 13.140 Synthesis of fluorescent brightener 46

Fig. 13.141 Synthesis of fluorescent brightener 199

Fig. 13.142 Synthesis of fluorescent brightener 130
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announced the formation of DyStar, a worldwide consolida-

tion of their textile dye businesses, which included the US

Hoechst Celanese, and Bayer. Within a short time, BASF

acquired the textile dyes business of ICI/Zeneca. Swiss

companies Ciba and Clariant (derived by consolidating

Sandoz and portions of Hoechst in 1995) announced a

merger of the textile dyes business but canceled the venture

in 1998. Crompton & Knowles (C&K) emerged as the sole

US-based major company, but the company struggled during

the late 1990s and was sold to Yorkshire Group PLC of the

United Kingdom. Yorkshire Pat-Chem and C&K became

Yorkshire Americas.

Globalization and establishment of NAFTA meant fewer

textile dyes were needed and manufactured in the United

States during the late 1990s. The market shrank from 232

million pounds ($955 million) in 1994 to 214 million pounds

($689 million) in 1998 with further cuts expected. Imported

dyes expanded but prices fell. Some 1.1 million pounds of

disperse dyes were brought in with a value of $5 million in

1992. In 1999, 5.7 million pounds with a value of $10

Fig. 13.143 Synthesis of fluorescent brightener 236

Fig. 13.144 Synthesis of fluorescent brightener 162
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million were imported. For each class of dyes, you can find

expansion of imports for fewer and fewer dollars. The latest

year when consumption was publicly revealed is given in

Table 13.6.
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Introduction

Adhesives have been used successfully in a variety of

applications for centuries. Today, adhesives are more impor-

tant than ever in our daily lives, and their usefulness is

increasing rapidly. In the past few decades there have been

significant advances in materials and in bonding technology.

People now routinely trust their fortunes and their lives to

adhesively bonded structures and rarely think about it.

At the same time, the subject of adhesives and adhesion

continues to receive much attention by both industrial and

academic researchers as evidenced by many measures

including the continued growth of membership and atten-

dance at the annual meeting of TheAdhesion Society [1]. The

scientific literature continues to grow at a rapid pace. New

books devoted to general and specialized aspects of adhesion

and adhesives continue to appear [2–23]. New patents on

adhesive compositions and processes are granted almost

daily. Figure 14.1 shows U.S. Patent activity for the past 10

years as discerned by specifically claimed text. There are

more patents that mention the use of one of these types of

structural adhesives elsewhere in the patent for assembly of

some type of article or use other wording with equivalent

meaning. Figure 14.2 shows a sample of the most active

world patenting organizations irrespective of adhesive chem-

istry. There are scientific journals devoted to the science and

technology of adhesives and their use (Table 14.1).

Specialized Internet sites have also appeared in recent years

(Table 14.2). A significant portion of the publications dealing

with adhesives is concerned with epoxy, urethane, and

acrylic structural adhesives as they are used in a wide variety

of commercially important applications. This chapter

reviews some of the chemistry of these adhesive types as it

applies to structural applications, that is, to those applications

where the adhesive bond must carry a load while being

resistant to dimensional changes, also known as creep.

Adhesion

Materials are generally defined as adhesives by what they

do. Almost any organic polymer and even many inorganic

materials can function as adhesives in some situations. How-

ever, whether they are organic polymers or inorganic, or

perhaps even solders or brazing alloys, all adhesives share

common traits in performing their functions.

1. An adhesive, by surface attachment only, transfers and

distributes mechanical loads among the components of an

assembly.

2. At some time in the course of the bond formation, the

adhesive must be liquid or behave as a liquid in order to

wet the adherends.

3. An adhesive carries some continuous, and often variable,

load throughout its life.

4. An adhesive must work with the other components of the

assembly to provide a durable product that is resistant to

degradation by elements of the environment in which it

will be used.

The expectations of the user are extremely important in

determining whether an adhesive is “good” or “bad.”

Adhesives are judged on the ability of the whole assembly

to meet the user’s expectations, which will, in turn, depend

on the way the assembly is loaded and tested and on what

and where the weakest points of the assembly are located

[8]. Adhesion is not an intrinsic property of any polymer but

is rather a property of the whole assembly. Structural

adhesives are distinguished from nonstructural adhesives

by the magnitude of the load that they carry.
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Curing

The chemistry of a structural adhesive is designed to do at

least two important things. First, the adhesive must at some

time pass through a fluid state in order to wet the adherends.

Second, the adhesive in its final state in the bond line must be

a solid, high-molecular-weight polymer that is able to carry

and transfer mechanical forces. In almost all cases, the

polymer matrix of a structural adhesive will be cross-linked.

The chemistry must make possible some manufacturing

process for the assembly that allows for the liquid state,
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Table 14.1 Journals devoted to adhesion and adhesives

Title Publisher

The Journal of Adhesion Taylor & Francis, Inc.

Journal of Adhesion Science and
Technology

Brill Academic Publishers

International Journal of Adhesion and
Adhesives

Elsevier

CA Selects Plus: Adhesives American Chemical

Society

Adhesives & Sealants Industry Business News Publishing

Co.

550 K.J. Abbey and D.J. Zalucha



and there must be some mechanism for passing from the

liquid to the solid, load-bearing state. The process of going

from the liquid to the solid state is usually termed “curing.”

There are three general ways in which adhesives are

cured. In the first “hot-melt” method, the adhesive can be

applied in a molten state and allowed to cool and solidify in

the bond line. In the second method, the adhesive can be

applied as a solution or dispersion and the carrier liquid

allowed to evaporate, leaving behind the high-molecular-

weight polymer. In the third method the adhesive consists

of a low-viscosity fluid containing reactive groups that

undergo polymerization in the bond line to build the molecu-

lar weight sufficiently to carry a load, entailing in most cases

forming a cross-linked network. This method is the one most

commonly used with epoxy, urethane, and acrylic structural

adhesives. The chemistry, methods, and mechanisms for

accomplishing this polymerization will be covered in more

detail in the following sections.

Adhesion Mechanisms

Focusing on the third cure method, once the liquid adhesive

has been applied to the adherends and intimate contact and

wetting have been established, the liquid mass is cured by

polymerizing it to a solid, high-molecular-weight, load-

bearing state. It now transfers load among the components of

the assembly. The mechanisms of adhesion can be grouped

into three or four categories. Kinloch identifies four categories

and devotes an entire chapter to elaborate these in detail [7]. In

this review, three mechanisms will be invoked to explain the

adhesion of one material to another: (1) mechanical

interlocking, (2) electrostatic attraction, and (3) the formation

of chemical bonds across the interface. All three mechanisms

may play some role in any given bonding situation although

often one contributes much more than the others.

Mechanical interlocking is usually invoked when describ-

ing the adhesion of ice to glass. Silver amalgam dental

fillings are held in place largely by mechanical interlocking.

Although there probably are some exceptions, mechanical

interlocking usually is not a major factor in bond formation

with structural adhesives because, unlike water freezing,

most materials contract on cooling or curing. Interdiffusion

of polymer chains (i.e., entanglements) may also be

considered to be mechanical interlocking at the atomic

scale, but it requires mutually compatible and essentially

uncross-linked compositions to occur. This is likely to be

most important in the welding of plastics.

The other extreme in bonding is the formation of direct

covalent chemical links across the interface. These bonds

would be expected to be quite strong and durable, but they

require special attention not only to the chemistry of the

adhesive, but also to that of the substrate. It is necessary

that there be mutually reactive chemical groups tightly

bound on the adherend surface and in the adhesive. There

is evidence that such bonds can be formed under controlled

conditions. Silane coupling agents are one example of using

specific reactive groups to promote the formation of direct

chemical bonds.

R
O

Si X
O

R

O
R X = -OH, -NH2, -SH, etc.

By far the dominant adhesion mechanism, particularly in

the absence of covalent linkages, is the electrostatic attraction

of the polar groups of the adhesive to polar groups of the

adherends. These aremainly forces arising from the interaction

of permanent dipoles, including the special cases of hydrogen

bonding (10–25 kJ/mol) and Lewis acid–base interactions

(<80 kJ/mol) [25, 26]. These forces provide much of the

attraction between the adhesive and the adherend and also

provide a significant portion of the cohesive strength of the

adhesive polymer. These interactions are generally classified

as attractive long-range forces that drop off inversely to the

sixth power of the distance, 1/r6,when r is very large compared

to the dipole charge separation distance; that is, r > 1.5 nm.

However, at shorter distances attractive interactions rise more

rapidly especially when dipoles are aligned.

In two articles on the cohesive and adhesive strengths of

polymers, Mark [27, 28] derives some estimates of what

adhesive bond strengths might be achievable with covalent

bonds or polar forces across an interface. He concludes that the

bonds actually achieved in real life are only a small fraction of

what he estimates for the situation in which covalent chemical

bonds are the main contributors to adhesion. He further

proposes that even if there are a significant number of covalent

chemical bonds across the interface, the failing strength of the

bond still will depend on the strength of the polar bonds. The

polar bonds will fail at a lower strength than the covalent

bonds, and the applied load then will be concentrated on the

covalent bonds. The measurable mechanical strength of a

partially covalent adhesive bond still will be dominated by

the polar forces. The implication is that although increasing

the proportion of covalent bonds across the interface can

enhance durability, the ultimate load-carrying capacity proba-

bly will not be significantly affected.

Table 14.2 Internet web sites focused on adhesives

Web address Publisher

http://www.adhesivesandsealants.

com

VertMarkets, Inc.

http://www.adhesiveshq.com Verdex Group, Thomas

Publishing

http://www.specialchem4adhesives.

com

SpecialChem, S. A.

http://www.adhesionsociety.org The Adhesion Society
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Surfaces

Adhesives must function solely through surface attachment.

Therefore, the nature and the condition of the adherend

surface are crucial to the formation of strong and durable

bonds. By “surface” we usually mean that region of a mate-

rial which interacts with its surroundings. There is some

region of a bonded assembly where the adhesive and

the adherend interact, but only rarely is this a sharp bound-

ary. Usually it is a very diffuse, somewhat ill-defined region

of interaction that has become known as an interphase rather

than an interface. For example, the interaction with a freshly

cleaved single crystal of zinc might occur over only a

few atomic layers or a few nanometers. Rough or porous

surfaces present more surface area than smooth ones of the

same dimensions, and the adhesive might reach a depth of

several hundred nanometers on a porous adherend such as

wood or paper.

One very important aspect of surfaces is that they rarely

have the same chemical composition as the bulk material

and often seem to be entirely unrelated to the bulk. The

surface usually consists of several regions having no clear

boundaries. A metal alloy might have a well-defined bulk

composition, but at the surface there probably will be a

region that is still metallic but is of different chemical

composition because of alloying elements or impurities

that have segregated at the surface. On top of this region

there probably will be a layer of oxides and hydroxides

formed by reaction with the atmosphere. There also will

be many other contaminants such as nitrogen, sulfur, and

halogen compounds formed by interaction with the

pollutants in the atmosphere. Finally there will be several

layers of adsorbed water. The surface of a metal also might

be contaminated with rolling oils, cutting lubricants, draw-

ing compounds, or corrosion inhibitors. Mechanical working

of the metal might even mix these contaminants with the

other surface materials to create something like an inhomo-

geneous “frosting” on the surface.

Engineering plastics display some of the same surface

phenomena as metals, in that the surface is very different

from the bulk. The manufacturing process often introduces

anisotropy so that the mechanical properties of the material

are different in different directions. In addition, it is common

to find that components of the plastic have accumulated at

the surface. Low-molecular-weight polymers or oligomers,

plasticizers, pigments, mold release agents, shrink control

agents, and other processing aids as well as adsorbed

contaminants often are present.

The nature of the surface of an engineering plastic can

change rapidly in response to its surroundings. The bulk of

the material might be in the glassy state, but because of the

concentration of low-molecular-weight material and

contaminants, the surface region can be quite mobile.

Exposure of the surface to a polar environment, such as by

wiping with a polar solvent, can cause polar groups in the

plastic surface to preferentially orient themselves outward.

Exposure to a nonpolar medium can bring out the nonpolar

nature of the surface.

The cured adhesive itself can be expected to be inhomo-

geneous particularly when arising from a formulated compo-

sition containing fillers, rubber-toughening agents, and other

additives. Low-molecular-weight materials can be drawn

into the surface of a porous adherend, leaving higher-weight

polymer and fillers behind. The polar or nonpolar nature of

the adherend influences the orientation and morphology of

adhesive polymers in the interphase. Compounds at the

adherend surface can catalyze or inhibit polymerization.

Solvents in the adhesive can swell the adherend or dissolve

portions of the adherend surface.

The interphase region is complex, and its composition is

usually unknown. Primers or surface treatments often are

used to improve control of the interphase and provide

increased adhesion, durability, and resistance to aggressive

environments. The chemistry of primers and surface

treatments is as varied as the chemistry of the adhesives,

but they will not be considered further in this chapter.

Any bonded construction consists of at least two

adherends and one adhesive and contains at least two inter-

phase regions. It is important to remember that the perfor-

mance of the construction, its durability, its mechanical

properties, and its response to tests and challenges, are all

properties of the entire assembly. The successful use of

adhesives depends on taking account of all parts of the

construction and the process. Whereas the adhesive is just

one part of the assembly, its chemistry plays an important

role in the bonding process.

The following sections discuss the chemistry of some

major classes of thermosetting, structural adhesives.

Epoxy Structural Adhesives

Introduction

Epoxy adhesives command a large portion of the structural

adhesives market. Many people are probably familiar with

epoxy structural adhesives, as these are the typical two-part

adhesives found in hardware stores and supermarkets. Epoxy

adhesives owe their popularity with both the general public

and industry to their ease of use, their relative safety, and

their compatibility with many adherends (Fig. 14.3). The

various chemical reactions involving the epoxy ring provide

a fertile field for the development of a wide range of

properties [29]. Even a half century after the first epoxy

patents were issued [30], new patents on epoxy adhesive

technology continue to appear every month (Fig. 14.1).
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Epoxy adhesives get their name from the portion of

the adhesive containing 1,2-epoxy, epoxide, or oxirane

ring. This three-member ring consists of two carbon atoms

joined to an oxygen atom. The highly strained geometry of

this moiety with a strain energy of 114 kJ/mol accounts

for its reactivity with many nucleophilic or electrophilic

compounds.

O
C C

Epoxy Ring

Typical epoxy resins used to formulate epoxy adhesives

have at least two epoxy rings, usually at the ends of a

relatively short-chain prepolymer. The epoxy groups then

are reacted with other epoxy groups in a chain-growth poly-

merization or with another curative in a step-growth poly-

merization to produce a polymer network, which can be

either thermoplastic or thermoset. The polymer linkages

created by reaction of the epoxy ring are polar and provide

adhesion to a variety of polar surfaces. With the proper

backbone polymers and curing agents, cured epoxy

adhesives can be very tough and resistant to chemical deg-

radation. Bonded assemblies can have a high degree of

durability and environmental resistance. Epoxy adhesives

are widely used in the transportation industry where they

can greatly reduce the amount of welding required.

Commercial Epoxy Resins

Epichlorohydrin, or 1-chloro-2,3-epoxypropane, is the key

raw material in the manufacture of the most widely used

epoxy resins known as glycidyl ethers, amines, and esters.

The most commercially important epoxy resins for structural

application, for coatings, or for adhesives are the diglycidyl

ether of bisphenol A (DGEBA, also referred to as bisphenol

A diglycidyl ether, BADGE) and its higher homologues. Pure

DGEBA crystallizes after a short time in storage, melting

point 42 �C. Because of this, most liquid grades used in epoxy

adhesives contain 10–15% higher oligomers, average

n � 0.15–0.20 as well as some side products. Typical com-

mercial resins have molecular weights of about 370 and

epoxide equivalent weights in the range of about 180–190,

and will have some small percentage of material that is less

than difunctional. Various grades of liquid DGEBA resins

are manufactured by several companies including Dow

Chemical (D.E.R.™) [31], Momentive Specialty Chemicals

(formerly, Hexion Specialty Chemicals, Resolution Perfor-

mance Products, and Shell Chemical, EPON™) [32],

Reichhold (Epotuf™) [33], Polystar (ChemRes™) [34], and

Huntsman (Araldite™) [35].

Epichlorohydrin derived epoxy resins

Cl
O

O
O

O
O

O

R ro Ar

R ro Ar

O

N

O

Ar

The higher-molecular-weight epoxy resins can be produced

commercially either through the direct reaction of bisphenol

A, NaOH, and epichlorohydrin or by chain extension of the

DGEBAwith bisphenol A. For resins with n > 2, the number

of secondary hydroxyls exceeds the number of oxirane groups.

They are often used as the reactive site for coatings. The value

of n can be as high as 90 [36]. The higher-weight polymers

give greater toughness but with a greater tendency for swelling

by solvents. Their high Tg’s and higher melt viscosity make

them less suitable for most adhesive applications.

Fig. 14.3 Construction of a bicycle frame from carbon fiber composite

tubing using an Araldite™ epoxy adhesive (Courtesy of Huntsman

Advanced Materials)

Bisphenol A resin
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Another important class of aromatic epoxy resins is the

epoxy novolac resins. Novolacs are polymers made by con-

densing phenol or cresol with formaldehyde in the presence

of an acid catalyst. The result is a chain of phenol or cresol

groups held together by methylene bridges in a mixture of

ortho and para isomers. The hydroxyl groups then can be

reacted with epichlorohydrin and dehydrohalogenated with

base to produce an epoxy functional novolac. The simplest,

containing only two rings, is the diglycidyl ether of

bisphenol F. It is a liquid resin having an epoxy equivalent

weight (EEW) of about 165.

Epoxy phenol novalac

CH2 CH2
O

O

O
O

O

O

n

CH2
O

OO

O

Diglycidyl ether of bisphenol F

Unlike that of the higher molecular weight bisphenol A

resins, the EEW of the epoxy novolac resins remains rela-

tively constant with increasing molecular weight because all

of the aromatic rings contain hydroxyl groups that can be

epoxidized. Higher-molecular-weight epoxy novolac resins

can produce adhesives with higher cross-link densities.

The value of n for epoxy novolac resins used in adhesives

is usually in the range of about 0.2–3.5.

Various aliphatic and aromatic monoglycidyl ethers are

available that can be used as reactive diluents of many

formulated epoxy structural adhesives. They are used to

lower the viscosity of the composition without introducing

low-molecular-weight unreactive species that might migrate

out of the adhesive after it is cured. These compounds are

made in much the same way that the polyfunctional epoxy

resins are made. Some of the common reactive diluents are

given in Table 14.3.

Butyl glycidyl ether has the lowest viscosity and gives the

greatest viscosity reduction for the same weight concentra-

tion. However, it has a higher vapor pressure than either

cresyl glycidyl ether or the higher alkyl glycidyl ethers, and

is more likely to cause problems with skin sensitivity and

toxicity. The cresyl glycidyl ether is particularly effective at

reducing the tendency of liquid epoxy resins to crystallize on

storage. For safety reasons the higher-molecular-weight,

Table 14.3 Select examples of monofunctional epoxy diluents

Composition Nominal structures Trade name

n-Butyl glycidyl ether

O
O Heloxy Modifier 61a

6741b

2-Ethylhexyl glycidyl ether

O
O

Heloxy Modifier 116a

6746b

o-Cresyl glycidyl ether

O
O

Heloxy Modifier 62a

6742b

Araldite® DY-Kc

Phenyl glycidyl ether

O
O Heloxy Modifier 63a

6740b

Glycidyl ester of neodecanoic acid

O
O

O

Cardura™ Glycidyl Estera

6770b

Glydexx™ N 10d

aMomentive Specialty Chemicals (formerly Hexion Specialty Chemicals/Resolution Performance Chemicals/Shell Chemicals)
bPacific Epoxy Polymers, Inc.
cHuntsman
dExxonMobil Chemical
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lower-vapor-pressure materials find more use even though

they might be less efficient than those with a higher vapor

pressure.

Aliphatic and other specialty aromatic polyfunctional

glycidyl ethers are also widely used either for viscosity

reduction or improving one or more particular properties.

Table 14.4 lists examples of some of these.

The diglycidyl ether of 1,4-butanediol is a low-viscosity

difunctional epoxy that is a somewhat less efficient diluent

than the monoepoxides but does offer the advantage of

having two reactive sites. Neopentylglycol diglycidyl ether

and cyclohexane dimethanol diglycidyl ether impart greater

rigidity than the 1,4-butanediol diglycidyl ether. Resorcinol

diglycidyl ether is a very reactive material useful for reduc-

ing viscosity and gives higher cross-link densities than

bisphenol A resins themselves.

Epoxidized oils such as soybean oil or linseed oil,

which are made by oxidizing the internal unsaturation in

the fatty acid chain, find much use as plasticizers, particu-

larly in vinyl resins. An internal epoxy ring is much

less reactive than a terminal epoxy ring and usually does

not take part in typical epoxy curing reactions under mild

conditions. These materials can be used as plasticizers in

epoxy adhesives but cannot really be considered reactive

diluents.

The cycloaliphatic compounds such as 30,40-epoxycyclo-
hexylmethyl 3,4-epoxycyclohexane carboxylate (TGY-6110

from Tyger Scientific, Inc. or Uvacure 1500 from Cytec) are

made by direct epoxidation of the corresponding

cyclohexene with peracetic acid. They produce high Tg
polymers too brittle for use as the sole epoxy compound in

adhesives. They are marketed towards the ultraviolet cat-

ionic cure coatings applications.

C O CH2

O

OO

3’,4’ Epoxycyclohexylmethy

3,4-epoxycyclohexane carboxylate

Tougher polymers of somewhat lower Tg are obtained

from glycidyl esters such as the diglycidyl ester of

hexahydrophthalic acid (Epalloy* 5200, Emerald Perfor-

mance Materials Co.). The glycidyl esters are prepared by

reacting the corresponding cycloaliphatic carboxylic acid

with epichlorohydrin and dehydrohalogenating with NaOH.

Table 14.4 Select polyfunctional diluent resins

Composition Nominal structures Trade name

Trimethylolpropane triglycidyl ether

O
O

3

6752a

Heloxy™ Modifier 48b

Neopentylglycol diglycidyl ether

O O
OO

Araldite DY-Tc

6749a

Heloxy™ Modifier 68b

1,4-Butanediol diglycidyl ether

O
O

O

O

6749a

Heloxy™ Modifier 67b

Araldite® RD-2c

Cyclohexane dimethanol diglycidyl ether

OO
O

O

6757a

Heloxy™ Modifier 107b

Resorcinol diglycidyl ether

O

O

O

O

6769a

aPacific Epoxy Polymers, Inc.
bMomentive Specialty Chemicals (formerly Hexion Specialty Chemicals/Resolution Performance Chemicals/Shell Chemicals)
cHuntsman
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O
O

O
O

O

O

Diglycidyl ester of hexahydrophthalic acid

There is also a variety of other specialty epoxy resins

used in limited quantity for applications demanding some

specific performance property. Tri- and tetra-functional

materials such as triglycidyl-p-aminophenol, triglycidyl

isocyanurate, or N,N,N0,N0 tetraglycidyl-4,40-diaminophenyl

methane (tetraglycidyl methylene dianiline, Huntsman MY

720) have been used in adhesives requiring high heat resis-

tance and good chemical resistance.

Tetrglycidyl methanedianiline

CH2 NN
OO 2 2

A typical sales specification for an epoxy resin used in

adhesives will include the epoxy equivalent weight (EEW),

also sometimes called the weight per epoxy (WPE), viscos-

ity, and density at some specified temperature and the aver-

age functionality or number of epoxy groups per molecule.

Sometimes a specification on total chlorine is included,

which gives some indication of bound chlorine not removed

by the NaOH in the dehydrohalogenation process. This

bound chlorine is the result of epichlorohydrin side reactions

during the epoxy synthesis. A high chlorine content indicates

that there will be a large number of molecules of low func-

tionality because each chlorine remaining represents one

epoxy ring not formed in the dehydrohalogenation step.

Epoxy Cure Chemistry

Epoxy structural adhesives rely on the chemical reactions of

the epoxy group with other reactants to pass from a liquid,

wetting state to a solid, load-bearing state. There are a

number of ways in which this is done, but all fall under

one, or some combination, of three general schemes: step-

growth polymerizations through reaction with curing agent,

chain-growth polymerizations initiated by Lewis acids, or

chain-growth polymerizations initiated by Lewis bases.1

Often the cure times of the slower step-growth curing

adhesives are shortened by including Lewis acid or Lewis

base catalysts.

It would be tempting to consider the step-growth and

chain-growth polymerization reactions as if they were inde-

pendent and one could have the choice of either in any

particular situation. The truth is that there are aspects of

both types of polymerization in the cure of almost every

epoxy structural adhesive. Such multiple-cure reactions

often make it difficult to calculate the stoichiometry of an

epoxy adhesive formulation. One type might predominate,

depending on the formulation and cure conditions, but the

effects of the other could not be completely discounted. The

significance of this statement can be seen by looking at the

two generalized reactions.

A typical step-growth reaction is one in which a single

epoxy ring reacts with the active hydrogen of the curing

agent. The general reaction is:

Model epoxy reaction
H2C CHR

O
CH2 CHR

OH
+R XH

R X

In order to form a high-molecular-weight polymer, both

the epoxy-containing material and the curative must be at

least difunctional. If both behave as difunctional materials,

the resulting polymer is linear, and then it is necessary to

drive the reaction nearly to completion to obtain a high-

enough molecular weight to be useful. Neither of the

reactants can contain a significant amount of mono-

functional material. Monofunctional impurities or reactive

diluents will act as chain terminators and limit the ultimate

molecular weight obtainable.

Chain-growth polymerizations occur through the reaction

of epoxy rings with the active site on a growing chain and

not with each other or with a second curing agent. After

being initiated by a Lewis acid or a Lewis base, the growing

chain will continue to consume epoxy groups and can reach

a high molecular weight very rapidly. Because the epoxy

groups are reacting with the growing chain, even a

monofunctional epoxy compound can be polymerized. If

A* is the initiator and M the monomer unit, the general

reaction is:

A� þ nM! A�Mn�1M�

Chain-growth reaction

where the asterisk indicates the active site of the growing

chain.

Lewis bases initiate anionic chain-growth

polymerizations, the generalized reaction being that of a

propagating alkoxide anion.

Anionic chain growth

H2C CHR
O

A- +
n

A
O

O-
R

R
n

1 Lewis acids and Lewis bases are discussed in “Chain-Growth

Polymerizations.”
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Lewis acids initiate cationic chain-growth

polymerizations. There are several possible chain propaga-

tion reactions, and the mechanism of cationic chain growth is

still open to some debate. However, the propagating species

is likely to be an alkylated epoxy cation, or oxonium ion.

O

O
O

Lewis Acid

O

O

In chain-growth polymerizations, epoxy reactants

containing more than one epoxy ring per molecule can

form tightly cross-linked, three-dimensional networks, as

each epoxy group acts as a difunctional reactant.

Step-Growth Polymerization. Only a relative few of the

dozens of active hydrogen compounds that undergo

reactions with the epoxy ring find widespread use in epoxy

structural adhesives. The most common are amines, acid

anhydrides, phenols, thiols, and carboxylic acids.

Primary and secondary amines react with epoxy groups to

form secondary or tertiary amine linkages. The uncatalyzed

reactions proceed at room temperature with the glycidyl

ethers and glycidyl esters over many hours with handling

strength of >50 psi being achieved in about 2–3 h. The

resulting polymer depends on the structure of the reactants

and the degree of cure, and thus a variety of final adhesive

properties can be had. The reaction is susceptible to general

acid catalysis, that is, by hydrogen bonding. Indeed, the

reaction is autocatalytic as secondary alcohols are generated

during the ring opening reaction. Better hydrogen-bond

donors, such as phenols, are commonly used [37–39]. The

reaction of the secondary amine with the epoxy group

produces a tertiary amine, which can in turn be the Lewis

base that initiates an anionic chain-growth polymerization of

the remaining epoxy groups, depending on cure conditions.

Epoxy amine reaction

H2C CHR'
O

+RNH2 RHN
OH

R'

The simple linear aliphatic diamines, H2N(CH2)nNH2,

can be used as curatives in adhesives. For small values of

n, the short distance between the amine groups can hinder

the reaction of the second amine and slow the cure process.

Also, the resulting products tend to be brittle for values of n

less than about 6.

More flexible, tougher products can be obtained by using

liquid diamines or polyamines having more flexible

backbones. For example, Jeffamine T-403 (Huntsman) is a

low-viscosity liquid (70 mPa/s) having a molecular weight

of about 440 and an amine hydrogen equivalent weight of

about 81. It is a poly(propylene oxide) triamine made from

the polyether initiated by trimethylol propane, and is pro-

moted as a flexible cross-linker for epoxy systems. Their

lower reactivity relative to other aliphatic amine may be a

consideration in their usage.

Various polyamines also are useful as curatives for epoxy

adhesives. An example of a simple polyamine is diethylene-

triamine (DETA).

H2NC2H4NHC2H4NH2

Diethylenetriamine (DETA)

Its higher-weight homologues also are quite useful and

are made by adding (CH2CH2NH) groups, leading to a

homologous series of the form.

H2N�(C2H4NH)n�C2H4NH2

where n is two, the material is triethylenetetraamine

(TETA), and for n ¼ 3 it is tetraethylenepentamine

(TEPA), and so on. These three are the most important

members of this series for adhesive applications, and are

used more often than the simple aliphatic diamines. They

often are used in combination with some other curative.

Calculating stoichiometry can be difficult with these

polyamines. All the active hydrogens might not be available

because of steric factors introduced by the first reactions, or

because once the first one or two active hydrogens are

reacted with epoxy rings, the molecule is anchored into the

chain and cannot readily diffuse to other epoxy groups.

Therefore, a modest excess of polyfunctional amine

is often added to the adhesive formulation. If the amine is

used in too much excess, as with any other imbalanced

stoichiometry, the final composition may have too many

dangling chain ends, that is, be soft and cheesy, or even

have unreacted amine that can leach from the product.

Other series of polyamines can be made too. For example,

propyl groups can replace some or all of the ethyl groups, or

the compound might be modified by reaction with an excess

of a monoepoxide to give a hydroxy functional amine. Such

modifications are made to improve adhesive properties and

sometimes to lower toxicity of the curing agent or make it

easier to handle.

Among the most important amine functional epoxy cur-

ing agents are the polyamidoamine resins. These are made

from dimerized unsaturated fatty acids by reaction of the

dimer acid with a polyamine such as DETA.
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HO C34 OH

H2N
N
H

NH2

H2N

H
N

N
H

C34 N
H

H
N

N
H

O O
+ -H2O

O O
H

n
Polyamide Polyamine synthesis

These polyamidoamines are available from several

suppliers worldwide (Cognis (Veramide®), Arizona Chemi-

cal (Uni-Rez®), Air Products (Ancamide™), and others) and

are among the most common curatives in the general-

purpose, “do-it-yourself” two-package epoxy adhesives.

They have a distinctive odor somewhat like popcorn and

are easily recognized in adhesive formulations. The polyam-

ide backbone does contribute to the overall good mechanical

properties of the polyamide amine cured adhesives.

The polyamidoamines are very high-viscosity liquids,

some having viscosities over 50,000 mPa/s. Typical amine

equivalent weights are 100–150. The polyamidoamines react

with bisphenol A epoxy resins at room temperature although

the adhesives usually require several hours to reach suffi-

cient molecular weight to carry a load. Cure times can be

shortened to a few minutes at about 150 �C.
Epoxy adhesives cured with polyamidoamines are flexible,

tough, durable adhesives useful on a wide variety of adherends.

They probably have contributed heavily to making the words

“epoxy” and “adhesive” equivalent for many people.

A variety of aromatic polyfunctional amines is also used

in curing epoxy adhesives. They generally are slower to

react than the aliphatic amines and require a heat cure to

be practical. They do provide generally better high-

temperature properties than the aliphatic amines. The most

commonly used aromatic amine curatives are m-
phenylenediamine (MPDA, DuPont), methylenedianiline

(MDA, Bayer), and diaminodiphenyl sulfone (DDS,

Aceto). Albemarle Corporation’s Ethacure® 100 is claimed

to be a more user-friendly curative that can be used in place

of MPDA or MDA.

H2N NH2

m-Phenylenediamine

Methylenedianiline

H2N NH2CH2

H2N NH2S

O

O

Diaminodiphenyl sulfone

All of the curatives described so far are used to make

two-package adhesives in which the curing agent is pack-

aged separately from the epoxy resin. Once they are mixed,

they have a limited pot life, usually less than a few hours.

It is possible to make one-package epoxy adhesives

that can have very long shelf lives at room temperature

but cure rapidly when heated. One amine curative widely

used to make single-package heat-cured epoxy adhesives

is dicyandiamide (cyanoguanadine), commonly known

as dicy.

Dicyandiamide

H2N N
H

C
N

NH

It is made by dimerizing cyanamide in basic aqueous

solution, and is a colorless solid melting at 208 �C.
Dicyandiamide is soluble in polar solvents, but at room

temperature is insoluble in bisphenol A epoxy resins.

It can be made into a very fine powder and milled into

epoxy resins to form stable dispersions. Because the dicy

is insoluble in the epoxy, the only possible reaction sites

are at the particle surfaces. Although some reaction cer-

tainly occurs over a short time, the adhesives easily can

have a useful shelf life of 6 months. On heating to about

150 �C, the dicyandiamide becomes soluble in the epoxy

resin, and the adhesive polymerizes rapidly. Cure can be

accelerated by incorporation of tertiary aromatic amines or

substituted ureas.

Carboxylic acids can be used to cure epoxy adhesives

or otherwise modify epoxy adhesives. The reactions can

be complex. If no hydroxyl groups are present initially,

the first reaction will be that of the active hydrogen with

the epoxy ring to form an ester. This will produce a

hydroxyl group on the backbone and allows for competing

reactions. The organic acid can catalyze the etherification

reaction with the hydroxyl group or undergo a condensa-

tion esterification reaction directly with the hydroxyl

group.

Epoxy acid reaction

R OH
R O

OH

O

O
H2C

O
+

R

CHR
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Etherification reaction

R O
OH

O
H2C

O
+ H+

R O
O

O

OH

R

CHR

R

R

Condensation reaction

R O
OH

O

+

R O
O

O

R

R

R

O

+ H2O

R OH

O

These reactions usually are slow at room temperature,

and the adhesives must be cured with heat. Tertiary amines

or amidines can be used to catalyze the reaction whereby the

carboxylate anion is the nucleophile and the ammonium or

amidinium ion act as hydrogen-bond donors. Dusek et al.

have shown that transesterification only occurs after essen-

tially complete consumption of the carboxylic acid in

compositions initially having equivalent amounts of acid

and epoxy groups [40, 41]. The transesterification leads to

an equilibrium sol–gel composition.

Acid anhydrides also can be used to cure epoxy adhesives

although they usually are used only where good service at

high temperatures is required. Most of the anhydride-cured

epoxy adhesives are cured at high temperature. Because

most of the anhydrides are relatively small molecules, the

products tend to be tightly cross-linked and can be somewhat

brittle.

The first step in the anhydride cure in the absence of a

tertiary amine catalyst is ring opening of the anhydride by

active hydrogen, perhaps from water or hydroxyl groups

already present on the epoxy resin. The resulting acid then

reacts as a typical organic acid. In the presence of a tertiary

amine, the initial formation of a zwitterionic acylammonium

carboxylate salt is possible. The carboxylate anion then

reacts with the epoxide as a nucleophile.

Anhydride ring opening by hydroxyl

O

O

O

O

O

+ ROH
OR

OH

An interesting class of curatives, but with more limited

usage, is that of thiols (also known as mercaptans). Thiols

react with terminal epoxide groups quite rapidly when a

tertiary amine catalyst is present even at temperatures

below 0 �C. The reaction is similar to that found with

hydroxyl groups and produces a polythioether product.

These are the familiar “five-minute” epoxy adhesives and

have the characteristic odor of thiols. The rapid cure can be

controlled so as to give very good open, or handling, time by

the incorporation of very minor amounts of weakly acidic

components such as chlorophenol, paraben esters, or carbox-

ylic acids [42]. One limitation on wider application is the

commercial availability of suitable polythiols. CapCure™
(Cognis) or GPM™ (Gabriel Performance Products)

trifunctional thiols are widely used, but give cured products

with low Tg’s unsuitable for many structural applications.

Chain-Growth Polymerizations. Chain-growth polymeriza-

tions are very important to many commercially successful

epoxy structural adhesives. They can be extremely rapid and

contribute to the fast cure times needed for high productivity

in many manufacturing operations.

A Lewis base is a compound that contains an unshared pair

of electrons capable of undergoing chemical reactions. Ter-

tiary amines are examples of Lewis bases, and often are used

in epoxy curing agents. In an anionic epoxy polymerization

the propagating species is the alkoxide anion generated by the

reaction of the Lewis base with an epoxy ring.

Formation of anionic chain initiator

R3N + H2C
O

R3N
OCHR

R

This anion can continue to react with epoxy rings, adding

them to the chain until the anion is destroyed in some side

reaction.

Anionic chain propagation

+ H2C
O

R3N
O

R3N
O

O
CHR

R
R

R

The product is a polyether, which can be tightly cross-

linked when polyfunctional epoxides are used, as each epoxy

ring can become part of a different chain.

Lewis acids, compounds with empty orbitals capable of

accepting electron pairs, initiate cationic polymerization of

epoxy resins. In this case the propagating species is a posi-

tive ion. The most commonly used Lewis acids are the boron

trihalides, particularly BF3 and BCl3. They usually are used

in the form of complexes because both are gases at room

temperature and are so reactive with epoxy resins that they

can be difficult to control. Lewis base complexes with the

boron trihalides have much lower reactivity at room temper-

ature but can react quickly on relatively mild heating,

depending on the particular complex. Boron trifluoride read-

ily forms complexes with ethers, alcohols, and amines, and

several of these complexes are commercially available.
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A boron trifluoride ethanolamine complex can be included in

the curative portion of a two-package epoxy adhesive. When

the two packages are mixed at the time of use, the mixture

can have a pot life of hours at room temperature but poly-

merize in minutes at temperatures of 100–150 �C.
One very interesting new application of Lewis acids in

curing epoxy adhesives has appeared within the last 30

years. The Lewis acid initiator for the cationic polymeriza-

tion is formed by the heat or ultraviolet light-induced

decomposition of Lewis acid:Lewis base salts. Several

patents by Crivello and coworkers [43–47] describe

compounds containing aromatic onium salts such as

iodonium or sulfonium, in which the cation is stabilized by

the aromatic rings. The field is covered in more detail in a

recent review [48].

Diphenyl iodonium salt

I+ PF6
-

The counterion generally is a large stable anion such a

[SbF6]
�, [AsF6]

�, [PF6]
�, or, [BF4]

�. The more stable

anions are less likely to terminate the growing cationic

chains than are typical anions. The salts can be dissociated

with heat to release the cation, which appears capable of

initiating cationic polymerization of many materials in addi-

tion to epoxy rings. If the proper dye sensitizers are added,

the cation can be liberated by ultraviolet light to initiate the

polymerization. The cations persist for quite some time after

the light source is removed. Acids of the form H+SbF5X
�,

where X is a halogen, also have been used to catalyze epoxy

reactions [49].

Evolution

Themain advances being made on the chemical structure and

manufacture of epoxy resins is being driven by microelec-

tronic applications, which are not typically thought of as

“structural.” For these applications where failure is often

induced by mismatched thermal expansion coefficient and

fatigue on cycling in temperature, extremely low halide con-

tent is essential. The epichlorohydrin route to epoxy resins

generally imparts too much residual chlorine content that is

not easily removed by subsequent purification steps. A num-

ber of alternative routes using hydrogen peroxide have been

proposed with various catalysts or coreactants. The patent by

Khan et al. [50] proposes one improvement and the patent’s

background section provides a good review of related

processes. The direct oxidation of olefins by molecular

oxygen, while limited in scope, can be done to prepare

monofunctional epoxies used as reactive diluents [51].

Formulations continue to investigate methods to improve

toughness. Several studies of nano-fillers have recently

appeared showing improvements with different curing

agents and temperatures [52–55]. Nano-dispersed triblock

copolymers were also obtained under certain cure

temperatures that yielded toughening [56]. Hyperbranched

resins terminated with epoxy groups show improvements

over linear liquid rubber including lower viscosity at similar

toughness [57–60].

Summary

Epoxy structural adhesives have proven to be versatile and

reliable compositions. Their widespread use and acceptance

is in part due to the varied chemistry of the epoxy ring and

the skill of scientists and adhesive formulators in developing

high-quality compositions that can produce reliable, repro-

ducible structural joints even when applied by relatively

unskilled users. New compositions and chemical reactions

continue to be disclosed, and it is certain that the knowledge

of epoxy chemistry will continue to grow. Many of the new

discoveries will find their way into new epoxy structural

adhesives.

Urethane Structural Adhesives

Introduction

The term “urethane adhesive” as it is generally used

encompasses a lot of chemistry that is not necessarily ure-

thane chemistry. “Urethane” is the common name for the

compound ethyl carbamate. In common usage, “urethane

adhesive” generally means an adhesive polymer derived

from isocyanate chemistry and reactions of isocyanates

with active hydrogen compounds. However, isocyanate

reactions do not always lead to urethane linkages, and

there are ways of arriving at urethane linkages without

involving isocyanates. In this section the common approach

is taken; that is, an adhesive that uses reactions of the

isocyanate group to bring about polymerization in the bond

line is considered a urethane adhesive.

The study of industrial applications of isocyanate chem-

istry and polymers derived from isocyanates received much

attention in Europe, particularly Germany, in the 1930s and

during World War II. Patents on aspects of urethane chem-

istry appeared as early as 1937 [61]. The effort going into

understanding isocyanate chemistry and commercializing

urethane products continues [62–66].

The isocyanate group consists of a linear arrangement of

nitrogen, carbon, and oxygen atoms.
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�N¼C¼O

Several possible electronic configurations can be drawn,

most of which involve a positive charge on the central carbon

atom. This partial positive charge on the carbon atom

accounts for much of the reactivity of the isocyanate group

with nucleophilic groups. Not only does the isocyanate group

react with a variety of potential curing agents, but also it is

very reactive with many of the adherend surfaces on which

urethane adhesives are used.

The same high reactivity that makes the isocyanate a

desirable reactant for structural adhesives also renders the

unreacted isocyanate more acutely toxic than, for instance,

epoxy adhesives. Only a few isocyanates are safe enough

and easy enough to handle that they find widespread use in

urethane structural adhesives.

Isocyanate Preparation

Organic isocyanates are the major building blocks of

urethane structural adhesives. They can be synthesized by

a variety of routes, but most of the commercially available

isocyanate compounds used in adhesives are made by the

reaction of a precursor primary amine or amine salt with

phosgene, followed by dehydrohalogenation. The reaction

with phosgene usually is carried out at a relatively low

temperature of less than 60 �C. The temperature then is

raised to 100–200 �C to remove the HCl.

Isocyanate synthesis by phosgenation

RNH2 + COCl2

RNHCOCl + HCl RNCO + 2 HClheat

There are many possible side reactions, and the yield

depends on the reaction conditions, which usually are spe-

cific to the starting materials and desired product. Much

work has gone into determining the reaction conditions for

manufacturing as clean a product as possible.

The amount of isocyanate in a commercial isocyanate or

isocyanate-containing formulation usually will be specified

as weight percent isocyanate (as NCO) or as an amine

equivalent weight, which is the weight of material

containing sufficient isocyanate to react with 1 mol of

amine hydrogen.

Isocyanate Reactions

Organic isocyanates can undergo a large number of reactions

with active hydrogen compounds. One test commonly used

to determine the presence of active hydrogen atoms and the

number of active hydrogens per molecule is the

Tschugaeff–Zerewitinoff analysis or, more commonly, the

Zerewitinoff test. An excess of a Grignard reagent, methyl

magnesium iodide, is added to the sample to be tested, and

the amount of methane evolved in measured.

CH3MgIþ RH! CH4 þ RMgI

Zerewitinoff reaction

Urethane adhesives take their name from the product of

the most common step-growth polymerization reaction used

to generate the adhesive polymers. Isocyanates react with

hydroxyl groups to create urethane (or carbamate) linkages:

Urethane formation

R NCO
R

H
N

O
+

OR
R OH

If both the isocyanate and the hydroxyl-containing mate-

rial are difunctional, if the mixture is made up to have one

isocyanate per hydroxyl, if there are no side reactions, and if

the reaction can be driven to completion, a single linear

thermoplastic polymer should result. If one or more of the

reactants is more than difunctional, it is possible to create an

infinite three-dimensional network.

In general, primary hydroxyl groups are faster to react

than secondary hydroxyls, which are in turn faster than

tertiary hydroxyls, absent catalysts. When reacted with

hydroxyl-containing compounds, aliphatic isocyanates tend

to be more sluggish than their aromatic counterparts. Ure-

thane linkages made with tertiary hydroxyls tend to be less

stable and at high temperature can dissociate into an olefin

and an amine with loss of carbon dioxide. Metal compounds,

particularly tin compounds such as dibutyl tin dilaurate, and

various amines catalyze the isocyanate–hydroxyl reaction.

Isocyanates will react with amines to produce substituted

ureas, primary amines being faster than secondary amines.

Urea formation from 1° amine

R NCO
R

H
N

O
+

NHR
R NH2

Urea formation from 2° amine

R NCO
R

H
N

O
+

NR R
R R NH

The ureas are more rigid linkages than the urethane struc-

ture, but they also are generally more resistant to heat and

chemical degradation. The reaction of isocyanates with

amines is generally so rapid that it is nearly impossible to

control the reaction well enough to make it useful in

formulating urethane adhesives. What usually happens is

that the reaction takes place faster than it is possible to mix

the adhesive. If it is necessary to include urea linkages in the
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final production, it can be done by making a prepolymer that

has the urea linkages in it already or by taking advantage of

the slower reaction of isocyanates with water.

Small (much less than stoichiometric) amounts of

diamines sometimes are added to the hydroxyl portion of

the adhesive to provide a rapid but limited molecular

weight increase as soon as the components are mixed

[67, 68]. In this way a two-package adhesive can be

made that will flow easily before mixing but will not

readily flow after mixing. Such adhesives can be applied

to vertical surfaces or overhead, and will remain in place

until the bonds are closed and cured.

The reactions of amines and isocyanates are important in

adhesives because of the possible reaction of isocyanates

with water. Because isocyanates react readily with water,

raw materials used in formulating adhesives must be

dry, and the compositions must be protected from moisture,

including atmospheric humidity, during storage. The first

reaction with water is the formation of a carbamic acid,

which rapidly loses carbon dioxide to form a primary

amine.

Water NCO reaction

R NCO
R

H
N OH

O
+ H2O RNH2 + CO2

The primary amine then can react with another isocya-

nate to produce a urea. Thus 1 mol of water consumes at

least two equivalents of isocyanate, builds molecular

weight, and liberates carbon dioxide in the process. If this

happens in a closed container such as a drum of adhesive,

the result can be explosive, particularly as the reaction

mass rises in temperature because of the exothermic

reactions. On the other hand, these reactions can be useful

in a bond line because under the proper conditions desir-

able urea linkages can be introduced into the curing adhe-

sive through the reactions of small amounts of water

normally present on the adherend surfaces.

The hydrogen atom attached to the nitrogen atom of the

urethane group is active enough that it can react with another

isocyanate group to produce an allophanate. This is an addi-

tional cross-linking mechanism for urethane polymers and

can disturb the stoichiometry of the system by consuming an

additional isocyanate group for each allophanate formed.

Elevated temperatures usually are needed to produce

allophanates in uncatalyzed systems; allophanation

reactions can be catalyzed by tertiary amines.

R
H
N

O H
N N

O O

OR
R ORR NCO +

R

Allophanate formation

In a similar fashion, a urea hydrogen atom can react with

an additional isocyanate group to produce a biuret.

Biuret formation

R
H
N

H
N

O H
N N

O
H
N

O

+

R

RR NCO
R

R

Isocyanate groups also will react with themselves to form

a variety of compounds. Two isocyanate groups can react to

form a dimer or uretidinedione.

Isocyanate dimerization

R NCO R NCO+ N N

O

O

RR

These dimers can be dissociated to regenerate the original

isocyanates with heat, and some of the dimers, such as the

dimer of toluene diisocyanate (TDI), have become commer-

cially important.

Three isocyanate groups can react to form a trimer or

substituted isocyanurate ring. Phosphines or bases such as

sodium acetate or sodium formate can catalyze this reaction.

The isocyanurate ring is thermally stable, has good chemical

resistance, and can enhance the resistance of a urethane

adhesive to aggressive environments.

R NCO3
N N

N OO

O

R

R R

Isocyanates also can react with each other to produce

carbodiimides with the loss of carbon dioxide. This reaction

requires high temperatures unless catalyzed by specific

phosphorus compounds. Formation of carbodiimides

normally is not an important cross-linking mechanism in

polyurethane adhesives. However, carbodiimides are sold

by Angus Chemicals, a division of Dow Chemical

(ZOLDINE™ XL-29SE), Nisshinbo Industries

(Carbodilite™), and Picassain Polymers, a division of

Stahl USA (XL-701). They have been recommended as

water scavengers, cross-linkers, and stabilizers for carboxyl

functional polyurethanes. The carbodiimide can react with

water to give a urea, which still can react with additional

isocyanate to produce a biuret.

Carbodiimide formation

R NCO R NCO+ R N C N R + CO2
catalyst

Carbodiimide reaction with water

R N C N RH2O +
R

H
N C

H
N R

O
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Carbodiimides can react with additional isocyanate

groups to form uretone imines, which sometimes are used

to modify polyisocyanates used in urethane structural

adhesives.

Important Isocyanates

Dozens of isocyanate functional compounds have been

synthesized, but only a few find much use in urethane struc-

tural adhesives. The choices are largely dictated by a com-

bination of performance, price, and safety considerations.

Most of the materials used in adhesives are derived from

the aromatic isocyanates, toluene diisocyanate (TDI) and

4,40-diphenylmethane diisocyanate (MDI).

CH3

NCOOCN

CH3

NCO

NCO

2,4-Toluene diisocyanate 2,6-Toluene diisocyanate

(TDI)

4,4’-Diphenylmethane diisocyanate

4,4-Methylene bis(phenyl isocyanate) (MDI)

CH2 NCOOCN

Where color and light stability of the adhesive are impor-

tant, and cure speed or cost is less important, aliphatic

isocyanates are frequently used. Adhesives derived from

isophorone diisocyanate (IPDI), hexamethylene diisocyanate

(HDI), or 4,40-dicyclohexylmethane diisocyanate (H12MDI)

are available.

Isophorone diisocyanate (IPDI)

H3C
H3C

NCO

H3C CH2NCO

Hexamethylene diisocyanate (HDI)

OCN
NCO

CH2 NCOOCN

4,4-Dicyclohexylmethane diisocyanate (H12MDI)

The common commercial TDI is an 80/20 mixture of the

2,4- and 2,6-isomers. The pure 2,6-isomer is available also

and is sometimes called TDS. To make TDI, toluene first is

nitrated to produce a mixture of the 2,4- and 2,6-dinitro

isomers. The dinitrate is reduced to the diamine and reacted

with phosgene, which is followed by dehydrohalogenation to

give the diisocyanate. Because of its relatively high vapor

pressure and toxicity, adhesives rarely contain TDI mono-

mer. Typically, excess TDI is reacted with another material

such as trimethylolpropane or a polyester diol or polyether

diol to produce a higher-molecular-weight isocyanate func-

tional compound, which is safer and easier to handle than the

free TDI. Still, there will be some free TDI present in the

adduct, and much work has gone into finding synthesis

schemes to minimize the free TDI in prepolymers and

adducts [69, 70].

MDI can be considered the first member of a series of

polyisocyanates of the general form:

Aromatic polyisocyanates

CH2 CH2
NCO

NCO
OCN

n

MDI is the most important member of the series although

materials with n of 1 or more also are available. The

precurser amine is made by condensation of aniline hydro-

chloride with formaldehyde, followed by reaction with phos-

gene and dehydrohalogenation. When the aniline is present

in excess, the diamine and consequently the diisocyanate are

produced in greatest yield, with nearly all of this being the

4,40-isomer.

MDI is a solid at room temperature with a melting point

of about 38�C, which usually is stored and shipped in the

molten state for convenience. However, on standing in the

liquid state, the MDI slowly dimerizes, and the liquid MDI

becomes saturated with dimer at about 1% dimer by weight.

The dimer then begins to precipitate. The isocyanate content

of the remaining liquid will then remain constant.

HDI can be used as an aliphatic cross-linker in urethane

adhesives but presents significant health risks because of its

toxicity and high vapor pressure. HDI is more commonly
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used in the form of its biuret, which is much safer and easier

to handle than HDI.

HN

N

HN

O

O

NCO

NCO

NCO

Biuret of hexamethylene diisocyanate

IPDI is another low-viscosity aliphatic diisocyanate that

is useful in formulating light-stable polyurethane adhesives,

and is somewhat lower in cost than HDI. IPDI has a low

vapor pressure at room temperature but, like most low-

weight isocyanates, still can present a health hazard.

Higher-molecular-weight adducts of IPDI, such as its

isocyanurate trimer, are available. The trimer is a high-

melting solid (100–115 �C), and one loses the advantage of

the low-viscosity liquid in using it but gains in safety and

easy handling.

In IPDI, the two isocyanate groups are not equivalent.

One is attached directly to the aliphatic ring, and a methy-

lene group separates the other from the ring. Because their

environments are different, the reactivity of the two groups

are different; and the reactivity can depend on the choice of

catalyst. For instance, Ono et al. [71] have shown that when

IPDI is reacted with a primary hydroxyl group, the primary

NCO is most reactive when the catalyst is 1,4-diazabicyclo

[2.2.2]octane. The secondary NCO attached to the ring is the

most reactive when dibutyl tin dilaurate is the catalyst.

The saturated analogue of MDI, H12MDI, has found lim-

ited use as an aliphatic isocyanate in adhesives. This material

is known by a variety of names including Desmodur W™
(Bayer), hydrogenated MDI (or HMDI or H12MDI), reduced

MDI (RMDI), and saturated MDI (SMDI). It is a low-

viscosity liquid with a fairly high vapor pressure, so it too

must be handled with care. In adhesive compositions, the

diisocyanate usually is used to make an isocyanate functional

prepolymer by reacting excess diisocyanate with a hydroxyl

or amine functional polymer such as a polyester diol.

Because it contains two saturated six-member rings,

H12MDI can exist in three isomeric forms, in which the

orientations of the NCO groups with respect to the rings

and each other are different. The trans–trans isomer is a

solid at room temperature so that over time this isomer can

precipitate from the remaining liquid isomers. Samples of

H12MDI that have been stored at cool temperatures for a

while often have a solid layer of trans–trans precipitate in

the bottom.

An offering by Cytec Specialty Chemicals, the meta

isomer of tetramethyl xylene diisocyanate (TMXDI), is

interesting because it contains an aromatic ring, but the

NCO groups themselves are aliphatic isocyanates and have

reaction characteristics typical of aliphatic diisocyanates.

It reacts even more sluggishly than the more standard ali-

phatic isocyanates because of steric interactions, making the

reactions easier to control. Compounds such as dimethyl tin

dilaurate, lead octoate, or tetrabutyl diacetyl distannoxane

have been shown to be effective catalysts for the isocyana-

te–hydroxyl reaction. The manufacturer claims that it is less

toxic than many other isocyanates.

NCOOCN

m-TMXDI

Blocked Isocyanates

Blocked isocyanates are compounds formed by the reaction

of an organic isocyanate with an active hydrogen compound

where the reaction is reversible with moderate heat. The

blocked isocyanate can be used in formulating adhesives or

other reactive compositions even in the presence of materials

that normally would react rapidly with the isocyanate. Phe-

nol is one example of a blocking agent used with

isocyanates. There are many other blocking agents in use,

including lactams, oximes, and malonates. Even isocyanate

dimers such as TDI dimer could be considered blocked

isocyanates because they will dissociate with heat to regen-

erate the isocyanates.

Phenol blocking reaction

OH R NCO O
H
N R

O
+

There are two major limiting factors to the use of blocked

isocyanates in urethane structural adhesives. First, the

adherends must be sufficiently heat resistant to withstand

the temperatures needed to cause rapid dissociation of the

blocked isocyanate. Second, the blocking agent is present to

continue competition with the intended curing agent for reac-

tion with the isocyanate. After the adhesive is cured, the

blocking agent remains trapped in the bond line and could

contribute to poor mechanical properties in the bond, poor

resistance to harsh environments, or exude or extract into the

environment. Applications on porous substrate, such as wood,

or where de-blocking occurs before closure of the bond, such

as laminating, are compatible with some of these limitations.

Evolution

Urethane adhesives have also received much attention. New

processes are being developed for the phosgene-free
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production of isocyanate-containing raw materials from

formamides through reaction with organic carbonates [72,

73]. Methods of stabilizing isocyanate compositions con-

tinue to be developed [74, 75]. Formulators continue to

produce new mixtures and intermediates from standard

materials (Fig. 14.4) [76–78]. New blocking agents for

isocyanates are being developed to facilitate the formulation

of stable urethane adhesives compositions rapidly curable

when heated [79, 80].

Summary

Urethane structural adhesives have proved quite successful

in bonding applications that take advantage of their tough-

ness, particularly when the adhesive must function at low

temperatures. The reactivity of the isocyanate group may

require some extra care in handling and storing the

adhesives but the same reactivity provides many

opportunities for the polymer chemist and adhesive formu-

lator. The principal reaction used in curing urethane struc-

tural adhesives is the reaction of the isocyanate group with

primary and secondary hydroxyl groups. Both the isocya-

nate groups and the hydroxyl groups can be carried on a

wide variety of low-molecular-weight oligomers such as

polyesters, polyethers, polybutadienes, polyurethanes, and

polymer blends so that many of the desired properties of the

final adhesive can be built into the polymer before the

adhesive is cured.

Acrylic Structural Adhesives

Introduction

Acrylic structural adhesives are more recently developed

products compared to epoxy or urethane adhesives. They

first appeared in Europe in the mid-1960s and were

commercialized in the United States a few years later [81].

They share many similarities to anaerobic adhesives that

preceded them by a few years.2 The first offerings were

rather brittle products of use in limited applications where

toughness and flexibility were not critical. However, because

these new acrylic structural adhesives polymerized in

the bond line through a free-radical chain-growth polymeri-

zation mechanism, they did have the big advantage of curing

rapidly at room temperature. This polymerization mecha-

nism offered a variety of potential advantages in manu-

facturing. Bonded structures could be assembled relatively

rapidly without the need of curing ovens. Assemblies did not

need to be stored for long periods while room-temperature

cures were completed. The adhesives could be made at very

low viscosities for easy handling and dispensing. In the past

40 years there has been much creative work done with the

chemistry of acrylic adhesives so that now they are available

in many forms with a wide range of properties.

Acrylic Monomers

All acrylic structural adhesives consist basically of a solution

or a mixture of polymers and unsaturated, low-molecular-

weight, free-radical-polymerizable monomers with other

materials added as needed for the particular intended use.

In addition, some precursor of the polymerization initiator

will be present. The most common monomers used are

methacrylic acid (2-methyl propenoic acid) and its esters or,

less commonly, acrylic acid (propenoic acid) and its esters.

Several processes for making acrylic acid have been

developed [82]. Since the 1980s manufacturers have almost

exclusively used a two-step, vapor-phase oxidation of pro-

pylene that proceeds through acrolein. The acrylic acid then

Fig. 14.4 Assembly of an aircraft headliner using an Araldite™ two-

part urethane adhesive (Courtesy of Huntsman Advanced Materials)

2 See the discussion in [6], pp. 217.
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can be esterified with the appropriate alcohols. If current

shifts in petroleum prices continue, one of the alternative

routes to acrylic acid may become economically preferable.

Unlike acrylic acid, methacrylic acid continues to be

produced by a variety of processes including oxidation of

ethylene, propylene, or isobutylene [83]. The older commer-

cial process for making methacrylic acid based on propylene

proceeded through acetone cyanohydrin. This process is

steadily declining in usage because of high waste costs.

Rapid development of specialty catalysts in the 1980s by

several Japanese companies has moved isobutylene-based

production to the forefront. Also, for companies with inter-

nal synthesis gas (syngas) production, routes based on ethyl-

ene are economically viable.

Direct esterification of methacrylic acid with alcohols

using sulfuric acid or other catalysts can be used to prepare

methyl methacrylate (MMA) and other esters. Commercial

routes for the direct preparation of MMA and some

lower alkyl esters also exist. In the 1990s, researchers at

Shell developed a direct route to MMA from propyne

(methylacetylene), carbon monoxide, and methanol using a

Pd(II) catalyst. The limited availability of propyne may slow

the expansion of this highly efficient route to high purity

MMA. Transesterification of MMA is often the preferred

route for the preparation of other esters.

Transesterification of MMA to other methacrylate esters

O

O

O

O

R
catalyst+ ROH + CH3OH

The choice of monomers that are useful in acrylic struc-

tural adhesives is rather limited. Cost always is an important

factor, and because acrylic structural adhesives consume

only a very small portion of the world’s output of acrylic

monomer, the formulator usually must rely on acrylic

monomers that are made in large quantity for other uses. In

addition, the monomers must polymerize readily at room

temperature. If a mixture of monomers is to be used, the

monomers must copolymerize easily. Finally, the monomers

must be good solvents or dispersants for the polymers used

in formulating the adhesive. The acrylic monomers finding

most use in acrylic structural adhesives are methyl methac-

rylate and tetrahydrofurfuryl methacrylate. The later, albeit

more expensive, has a much higher flashpoint and a gener-

ally perceived low odor, yet maintains good solvency.

Curing

The curing reaction of an acrylic structural adhesive is the

chain-growth polymerization of the acrylic monomer.

The monomer units are not reactive with each other but

react only with a growing chain having an active site on

one end. In order to begin a chain, one must generate an

initiator in the monomer solution. In the case of acrylic

structural adhesives, this initiator nearly always is a free

radical, a species having an unpaired, reactive electron.

After chains have been initiated, there are three general

types of reaction that can occur: propagation, chain transfer,

and chain termination. If “*” represents the active site, “A*”

represents the initiator, and M is a monomer unit, then the

four reaction types are:

Initiation A� þM! AM�

Propagation AM� þ nM! AMnM�

Chain transfer AMnM� þM! AMnMþM�

Termination RM� þ R’M� ! RMMR’ (combination)

RM� þ R’M� ! RMC ¼ CH2 þ RMCHCH3

(disproportionation)

In addition, a growing chain might undergo chain transfer

or be terminated by reaction with a variety of unknown

impurities invariably present in any mixture.

The initiating radical is usually created in a redox reac-

tion. Common reactions involve the reduction of an organic

peroxide by some reducing agent such as an amine or an ion

capable of undergoing a one-electron transfer reaction.

Anaerobic adhesives generally rely on metal ions derived

from the surface to be bonded as part of the redox system.

Acrylic adhesives generally embody the reducing agent in

the monomer mixture and place the oxidizer in a monomer

free package.

One example of an efficient free-radical initiator

generating reaction is the reduction of diacyl peroxides

such as benzoyl peroxide (BPO) by tertiary aromatic amines

such as N,N-dimethyl aniline (DMA).

O O

O O
N(CH3)2

N(CH3)2

+

OO

OO
+ +

initiates

Benzoyl peroxide reaction with N,N-dimethyl aniline
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The condensation products of amines and aldehydes have

often been used as the reductant. The most common com-

mercial example is that arising from aniline and butyralde-

hyde for which the active ingredient has been identified as

3,5-diethyl-1,2-dihydro-1-phenyl-2-propylpyridine (DHP).

A high purity grade, >85% active, has become available in

recent years (Vertellus Specialties Inc., formerly Reilly

Industries, Reilly PDHP™ Adhesive Accelerator; R. T.

Vanderbilt Company, Vanax™ 808 HP).

N

DHP

H

The free-radical polymerization of methacrylate adhesives

may show four stages, Fig. 14.5: inhibition, solution polymer-

ization, “gel” polymerization, and glassy polymerization. All

commercial monomers have inhibitors added to help prevent

premature polymerization during storage. During the inhibi-

tion stage, the redox system generates radicals and some

minor addition to monomer may occur, but the inhibitors

and any dissolved oxygen, a very potent inhibitor of free-

radical polymerization, will prevent the formation of polymer

and any significant consumption of monomer. Once the oxy-

gen and inhibitors are consumed, very high-molecular-weight

polymer will form, 0.1–1 � 106, if no efficient chain transfer

agents are present. As the reaction progresses, the

polymer–monomer solution becomes increasingly viscous

and the termination process is retarded. At about 25–30%

monomer consumption, the polymer entanglements (gel)

become so profound that a rapid rise in observed rate of

polymerization is noted as the rate of termination reactions

plummets. This rapid acceleration is referred to as the

Trommsdorff effect. Because the diffusion of monomer

molecules is not appreciably retarded by the “gel,” there is

no significant reduction in the propagation rate. Eventually,

the polymer–monomer solution will approach the glassy state

and even small molecules such as monomer and the redox

components cannot move easily. For all practical purposes,

the reaction comes to a halt soon thereafter as the smaller,

more rapidly diffusing oxygenmolecules reenter the bondline

and quench the remaining polymer radicals.

Another consequence of oxygen inhibition of free-radical

reactions is that the adhesive surface exposed to air will

contain a higher concentration of lower-molecular-weight

species than the bulk of the adhesive. This can result in the

surface being soft, tacky, or even remaining fluid.

Formulation

Although the free-radical chain-growth polymerization

brings processing advantages, it also brings limitations.

The product of the polymerization of the monofunctional

acrylic monomers is a linear thermoplastic polymer. In the

case of a copolymer that is largely MMA, the glass transition

temperature of the polymer will be well above room temper-

ature if the polymer has been driven to a high-enough

molecular weight. The resulting adhesive is brittle, and

although its shear strength might be quite high, its ability

to withstand peeling forces or impacts will be low. One

could use monomer mixtures yielding copolymers having

lower glass transition temperatures and expect that the adhe-

sive might be somewhat tougher. However, this parameter is

difficult to control because when curing the acrylic adhesive

in the bond line, one really is doing a bulk polymerization

under uncontrolled conditions and trying to produce a spe-

cific polymer with a specific set of material and performance

properties. The approach taken by most adhesive manu-

facturers or formulators is to use “prepolymers,” high-

molecular-weight oligomers that can be made under

controlled conditions and then dissolved or dispersed in the

acrylic monomer. By forming key elements of the polymer

chains under controlled conditions, many of the desired

properties of the final product can be built into the adhesive

when it is formulated and before the material is cured. The

prepolymer can cause the solution polymerization stage of

polymerization to be skipped, thereby decreasing the cure

time substantially.

The simplest approach to improving toughness is to

dissolve or disperse a nonreactive rubbery polymer in the

Fig. 14.5 Four stages of free-radical polymerization in bulk
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monomer mixture that is to be polymerized. Examples of

such materials are nitrile rubbers, polyethers, and acrylic

rubbers. The choice will depend on cost, desired properties,

and the solubility of the polymer in the monomer. As the

monomer polymerizes, it will lose its solvating ability for

the dissolved polymer. Eventually, when enough of the

monomer has been consumed, it can no longer hold

the polymer in solution, and the polymer precipitates. The

polymer then can segregate as a totally separate phase or as

distinct domains heterogeneously dispersed throughout the

acrylic polymer matrix, or it can be homogeneously trapped

in the acrylic matrix, depending on the rates of reaction, the

compatibility with the acrylic polymer, and the relative

mobility of the dissolved polymer.

One way of influencing the way in which the added

oligomer is distributed in the final cured produce is to pro-

vide reactive sites on the oligomer so that it can be

incorporated into the acrylic matrix as it forms. For instance,

if the added oligomer contains terminal, active, acrylic, or

methacrylic unsaturation, it can be easily incorporated into

the growing acrylic polymer chains as the adhesive cures.

Then it is unable to precipitate as a separate phase and must

remain more or less uniformly distributed throughout the

matrix. On the other hand, incompatible polymers can be

added to deliberately encourage the formation of reinforcing

domains. If the oligomer has two or more functional groups

capable of participating in the polymerization, there is at

least the possibility of forming cross-links in the poly-

acrylate matrix. Particular advantage has been claimed for

combinations of reactive and nonreactive rubbers with atten-

tion to their molecular weights [84].

A technology developed at du Pont [85] combines the use

of reactive sites on the oligomers with the initiation reaction.

The resulting family of acrylic structural adhesives has

become popularly known as “second generation acrylics.”

They consist essentially of solutions of chlorosulfonated

polyethylene (formerly made by du Pont as Hypalon, but

discontinued in 2010; available from Tosoh Chemical as

Toso-CSM™) in acrylic or methacrylic monomers. The

chlorosulfonyl groups present on the polymer will react

with amine aldehyde condensation products, DHP above, to

generate free-radical initiators, at least some of which are

claimed to be on the oligomer backbone. The speculation is

that the adhesive polymer chains then grow by graft polymer-

ization from various sites on the rubber oligomer. Peroxides

and metal ions can be added to accelerate the initiation and

polymerization. One of the significant advantages of this type

of acrylic structural adhesive is the ability to bond oily or

dirty metals with only minimal surface preparation, although

some surface preparation usually is necessary to improve

bond durability (Fig. 14.6).

Other acrylic structural adhesives can be used on poorly

prepared metal surfaces. Inclusion of reactive monomers

having phosphate groups can lead to significant improve-

ments in primary bonds to many unprepared metals [86].

Kowa American supplies one such monomer,

2-hydroxyethylmethacrylate acid phosphate.

Many other modifications to acrylic adhesives are useful.

Improved heat resistance of acrylic adhesives can be

achieved by incorporating small amounts of epoxy resin

into the formulations [87], or by including cyanate esters

and organometallic compounds to provide an additional

cross-linking mechanism [88]. Lower sensitivity of oxygen

can be achieved by incorporation of a wax that migrates to

the monomer–air interface providing a diffusion barrier or

by using more efficient initiators [86, 89]. Innovations in

acrylic adhesive have led to new initiator reactions that

provide rapid initiation and cure while at the same time

allowing for improved shelf life [90]. Acrylic adhesives

cured by ultraviolet light have been made from mixtures of

acrylic functional urethane prepolymers mixed with free

radically polymerizable monomers and photo initiators

[91–93]. Refined formulations with significantly improved

peel strength have recently been introduced [94].

Organoborane initiators for acrylic adhesives have

received much attention arising from the observation that

they give exceptional adhesion to low energy surfaces, such

as polyethylene and polypropylene without surface prepara-

tion [95]. Earlier use of tributylborane–amine complexes in

MMA and activated with isocyanates, acid chlorides, or

sulfonyl chlorides for a dental resin was reported in 1969

[96]. In the mid-1990s, 3M became active in the area of

amine-blocked organoboranes with a focus on polyolefin

Fig. 14.6 Applying Fusor™ adhesive for repair of a steel automobile

hood (Courtesy of Lord Corporation)
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bonding [97]. A commercial product appeared in the

mid-1990s that was later twice improved, Scotch-Weld™
DP-8010 [98]. By 2005, more than 30 patents had since

appeared covering particular blocking groups, de-blocking

agents, and additives to improve adhesive performance.

Later Dow Chemical made a push into this field with more

than 16 patents on adhesive composition as well as others in

specific automotive applications [99]. It has been

commercialized under the LESA trademark [100]. The

amine-blocked organoborane adhesives generally require

refrigeration for good shelf live. A family of more robust,

internally coordinated organoboranes has been disclosed

[101, 102].

Summary

Acrylic structural adhesives have the advantage of easy

handling and processing and rapid cure at room temperature.

The ability of some compositions to adhere to unprepared

metal surfaces or low surface energy substrates can allow

substantial cost savings in manufacturing processes. The

brittleness of the polymers made from the monomers often

can be overcome by formulating to include tough, reactive

oligomers in the liquid adhesive. The variety of possible

initiators and mechanisms for generating them has brought

many innovative compositions to market.

Hybrid Adhesives

Adhesives usually are classified as epoxy, urethane, or

acrylic, based upon the chemistry used to bring about the

polymerization of the liquid adhesive. However, the distinc-

tion among the various types of adhesives is not always

clear, and many hybrid adhesives have been developed and

marketed. The objective usually is to take advantage of the

desirable mechanical properties or chemical resistance of

one polymer while retaining the processing attributes of a

different cure system [103].

It is common in acrylic structural adhesives to use

oligomers that have a desirable backbone and are terminated

with free-radical-polymerizable bonds. A variety of

isocyanate-terminated polyurethanes can be adapted for

use in acrylic structural adhesives by reacting the terminal

isocyanates with a hydroxy functional acrylic monomer such

as 2-hydroxyethyl methacrylate [86, 104, 105]. A recent

acrylic/siloxane hybrid adhesive using a trialkylborane initi-

ator has recently been described [106].

Sometimes the system is formulated so that multiple-cure

mechanisms are possible and can occur sequentially or

simultaneously. Compositions that rely on both epoxy and

urethane chemistry are examples [68, 107, 108]. These are

compositions containing the DGEBA, an isocyanate or

isocyanate-terminated prepolymer, amines or other reactants

for either epoxy or isocyanates, and catalysts.

Some of the more interesting and innovative work has

occurred in areas combining aspects of more than one chem-

istry type. For instance, moisture-curable thermoplastic

adhesives have received much attention. Hot-melt adhesives

have been developed that contain active, moisture-curable

isocyanate groups. The compositions provide rapid

processing on assembly lines because a reasonable bond is

formed as soon as the thermoplastic adhesive cools from the

melt. However, bond strength and performance improve

with time as the composition is slowly cross-linked to a

thermoset by reaction of the isocyanates with atmospheric

moisture [109, 110].

Evolution

The fundamental chemistry of the structural adhesives

described here can change very little. Vinyl and acrylic

monomers polymerize by chain-growth polymerization

initiated by free radicals or ions. Isocyanate and epoxy

compounds react with compounds containing active hydro-

gen in step-growth polymerizations. Epoxy-containing

compounds undergo chain-growth polymerization initiated

by certain Lewis acids and Lewis bases. These reactions will

remain the most important ones for the polymerization of

these raw materials.

Most of the raw materials used in large quantities in

structural adhesives are used because they are widely avail-

able, relatively safe, and inexpensive. Quite often they are

made in large quantities for uses other than adhesives and the

adhesive manufacturers have taken advantage of supply and

price. Few new basic raw materials are being developed

specifically for the adhesive industry although the traditional

raw materials are being combined in new ways to enhance

desired adhesive properties. New initiators, adhesion

promoters, primers, and specialty chemicals are being devel-

oped for use in small quantities to provide wider application

latitude and improved performance.

The evolution of structural adhesives will certainly con-

tinue. Each increment in strength, durability, processing

speed and ease, safety, reliability and reproducibility opens

new commercial markets, not only to displace older joining

methods but also to allow for the manufacture of new

structures not possible without adhesives. One area receiv-

ing much academic as well as patent activity is “self-

healing” systems. One such epoxy system is described by

Wu et al. where the healing chemistry can be the same or

different such as olefin methathesis [111].
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Conclusion

Epoxy, urethane, and acrylic structural adhesives have been

commercially successful because each can be used, under

the proper conditions, to make reliable, durable, and useful

adhesively joined assemblies. The adhesives are classified

according to the polymerization reactions used to bring the

liquid adhesive to a high-molecular-weight load-bearing

state. The reactive sites on the uncured adhesive and the

overall polarity of the cured adhesive are important in the

adhesion of the polymer to any specific material. The poly-

merization reactions determine the processing requirements

and are important to the mechanical properties and environ-

mental resistance of the cured adhesive. Through the use of

specific reactive oligomers it is possible to build certain

molecular structures into the composition that will remain

in the cured adhesive to provide desired mechanical or

chemical properties.

The successful use of adhesive joining in producing any

assembly depends on viewing the assembly as a whole from

the very beginning of its design. The key is remembering

that the adhesive is only one component of the assembly.

Adhesion is a property of the whole assembly.
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Synthetic Resins and Plastics 15
Rudolph D. Deanin, Joey L. Mead, Ming Wei, and Bridgette M. Bludhlall

Introduction

Definition

Plastic (adj.) is defined by Webster [1] as “capable of being

molded or modeled (e.g., clay) . . . capable of being

deformed continuously and permanently in any direction

with-out rupture.” Plastic (n.) a plastic substance; specifi-

cally: any of numerous organic synthetic or processed

materials that are mostly thermoplastic or thermosetting

polymers of high molecular weight and that can be made

into objects, films, or filaments.

History

Commercial plastics began in 1868 when John and Isaiah

Hyatt plasticized cellulose nitrate and molded it into billiard

balls, and later into combs, brushes, and other useful articles.

Commercial synthetic plastics began in 1908 when Leo

Baekeland reacted phenol, formaldehyde, and wood flour

and molded them into electrical insulators and a growing

variety of other product specialties. During the next

30 years, a variety of plastics appeared as interesting

specialties. During World War II the U.S. and German

governments met the severe demands of advanced military

technology by supporting vast research, development, plant

construction, and manufacturing of a number of major

polymers for plastics and rubber applications. With the end

of the war in 1945, all of this technology and production

capacity converted to civilian products, and commodity

plastics began their tremendous growth, first polyvinyl chlo-

ride and polystyrene, then polyethylenes, polypropylene,

polyesters, and polyurethanes, along with a constantly

expanding range of specialized polymers for more demand-

ing applications.

Advantages of Plastics over Conventional
Materials

We have had conventional structural materials—metals,

ceramics, glass, wood, leather, textiles, and paper—for

thousands of years, during which time we have been able

to explore and exploit them thoroughly to full maturity. By

comparison, plastics are relatively new so that we are still

learning to develop and use them. Their rapid growth is due

to the fact that they offer many advantages over conven-

tional materials.

Processability and Product Design. It is much easier to

convert plastic materials into an almost unlimited range of

products.

Modulus. Plastics cover a broad range from extremely rigid

to stiffly flexible to very soft and rubbery, sometimes even

within a single chemical family.

Elasticity. Plastics recovery from deformation is superior to

almost all conventional materials.

Impact Strength. Plastics are much less brittle than ceramics,

glass, and paper, and some families can be made nearly

unbreakable.

Lubricity and Abrasion Resistance. Specific plastic materials

offer outstanding self-lubricating performance and abrasion

resistance.

Thermal Insulation. Plastics offer very good insulation

against heat and cold, and can be foamed to increase their

insulating qualities.
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Flame-Retardance. Many plastics are less flammable than

wood and paper, and most can be formulated to make them

much more resistant to burning.

Electrical Insulation. Plastics are generally excellent electri-

cal insulators, however, they can also be formulated to

provide semi-conductivity, and high or low dielectric con-

stant and loss.

Transparency/Opacity. Some plastics can approach or equal

the transparency of glass. All can be formulated to a wide

range of translucency to opacity.

Color and Appearance. Most conventional materials have a

very limited color range governed by the material. In con-

trast, plastics can be produced in an almost infinite range of

colors, transparent or opaque, and can have textured surfaces

to simulate a variety of other materials (e.g., leather).

Chemical Resistance. Plastics are generally far superior to

metals in corrosion resistance. Among the 100 families of

commercial plastics, they offer a wide variety of chemical

resistance, or solubility/reactivity, as desired for different

types of products.

Water Resistance. Plastics are far superior to wood and

paper.

Permeability. Different families of plastics offer a wide

range from highly impermeable barrier materials to

membranes of different separation abilities.

Weathering. Some plastics are very resistant to weather.

Others have moderate resistance. Still others can be

designed to degrade to alleviate collection of solid waste.

Cost. Contrary to popular belief, plastics are not “cheap,” but

their superior processability often makes the finished

product less expensive.

This economic advantage, plus all the other advantages

listed above, accounts for the success of plastics as

replacements for conventional materials and in leading to

new products not previously possible.

Markets for Plastics

The U.S. plastics market has grown past 98.7 billion pounds/

year [2, 3]. The largest share (39%) goes to packaging, both

rigid packages and film. Close behind is building and con-

struction (26%) mainly piping, plywood, siding, insulation,

and flooring. Smaller, more specialized amounts go into

agriculture, aircraft, appliances, autos and trucks, electrical

and electronics, furniture, glazing, housewares, luggage,

marine, medical, office equipment, optical, tools, toys, and

miscellaneous industrial and consumer products. Thus,

taken as a whole, plastics is one of the largest and fastest

growing industries in the United States.

Major Classes of Plastic Materials

The primary classification is the distinction between

thermoplastics and thermosets. Thermoplastics are stable

large molecules, typical molecular weights of 104–106,

which soften on heating to permit melt processing, and solid-

ify on cooling to give solid finished products; the process is

reversible, so they are essentially recyclable within the limits

of their thermal stability. Thermosetting plastics are reactive

lowmolecularweight polymers, whichmay bemelted or even

poured, shaped into final products, and then reacted further

into cross-linked molecules of essentially infinite molecular

weight; the process is essentially irreversible, so they are

difficult or impossible to recycle. Thermoplastic processing

is simpler and more economical, thus thermoplastics account

for more than 70% of all polymers. On the other hand, ther-

mosetting plastics permit many special processes and offer

outstanding final properties, which accounts for the health of

their share of their more specialized markets.

Another important distinction is based on: (1) filled and

reinforced plastics and (2) foams.

1. When any family of polymers is combined with particu-

late inorganic fillers, this produces a major increase in

density, modulus, dimensional stability, heat transfer,

dielectric constant, opacity, and frequently a decrease in

cost. When the fillers are reinforcing fibers, they can

further produce a great increase in strength, impact resis-

tance, and dimensional stability. Thus, these properties

may depend more upon the use of fillers and fibers, than

upon the choice of the particular polymer in which they

are used. Recently, numerous nanoscale fillers, including

nanoparticles, nanotubes, and nanoclays have been used

to reinforce the polymer at relatively low loadings com-

pared to conventional fillers. In this case, good dispersion

is very important to produce high quality materials.

2. When a polymer is liquefied, foamed, and solidified to

trap the air spaces within it, the material exhibits drasti-

cally different properties compared to the base polymer.

The most outstanding effects are flotation by closed-cell

foams, softness in open-cell foams, impact cushioning,

thermal and electrical insulation, and permeability in

open-cell foams.

Following these introductory remarks, we turn to a study

of the fundamental aspects of Polymer Chemistry (Part I),

followed with a discussion of Commercial Plastic Materials

(Part II), and conclude with Plastics Processing (Part III).
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Part I: Polymer Chemistry

Materials can be broadly classified as ceramics, metals, or

polymers. Compared to metals and ceramics, polymers

exhibit lower moduli, thermal conductivities, and densities.

A wide range of products can be manufactured using plastic

materials. Polymeric materials are used in automotive, pack-

aging, and consumer goods, just to name a few. The

requirements for these diverse applications vary greatly,

but through proper control, plastic materials can be

compounded or synthesized to meet these varied product

requirements. Their lower density offers an advantage over

other materials in applications requiring lighter weight.

Molecular Weight

A polymer is prepared by linking a low molecular weight

species, called a monomer (such as ethylene), into a long

chain, called a polymer (such as polyethylene), similar to

stringing together beads to make a necklace (see Fig. 15.1).

As molecular weight increases, the properties of the material

change. Looking at the alkane hydrocarbon series with the

general structure H–(CH2)n–H, we can see the material

change from a gas for values of n ¼ 1–4, a liquid for

n ¼ 5–11, a high viscosity liquid from n ¼ 16–25, a crys-

talline solid for n ¼ 25–50, to a tough plastic solid for

n ¼ 1,000–5,000 [4]. The molecular weight affects both

the mechanical and processing behavior of the polymer. In

general, higher molecular weights result in improved

mechanical properties, but more difficulty in processing. In

contrast to low molecular weight species, polymeric

materials do not possess one unique molecular weight, but

rather a distribution of molecular weights as depicted in

Fig. 15.2. Polymer molecular weight can be characterized

using two different molecular weight averages, the number

average molecular weight, Mn, and the weight average

molecular weight, Mw. These averages are:

Mn ¼
X1
i¼1

niMi

ni

Mw ¼
X1
i¼1

niM
2
i

niMi

where ni is the number of moles of species i and Mi is the

molecular weight of species i.

Chain Structure

Polymerization can produce linear chains, but other

structures can also exist. As shown in Fig. 15.3 branched

and cross-linked structures can be formed. Linear and

branched structures can be shaped and reshaped simply by

heating and are called thermoplastics. In the case of a cross-

linked structure a three-dimensional network is formed that

cannot be reshaped by heating. This type of structure is

called a thermoset.

Macromolecular conformations describe the positions of

the atoms that occur due to rotation about the single bonds in

the main chain [5]. Polymer chains in solution, melt, or

amorphous state exist in what is termed a random coil. The

chains may take up a number of different conformations,

varying with time. Figure 15.4 shows one possible confor-

mation for a single polymer chain. In order to describe the

chain, polymer scientists utilize the root mean square end-to-

end distance (<r2>1/2), which is the average over many

conformations. This end-to-end distance is a function of

Fig. 15.1 Polymerization

Fig. 15.2 Molecular weight distribution

Linear Branched Crosslinked

Fig. 15.3 Polymer structures

15 Synthetic Resins and Plastics 575



the bond lengths, the number of bonds, and a characteristic

ratio, C, for the specific polymer.

Chemical Structure

The chemical characteristics of the monomer will control the

properties of the final polymer. Along the chain axis, primary

bonds hold the atoms together and determine molecular

properties, such as flexibility and glass transition temperatures.

Flexibility of the chain is governed by the ease of rotation

about main chain bonds. The presence of methylene units or

carbon–oxygen single bonds acts to increase the flexibility of

the chain. Groups or interchain interactions (described below)

that restrict rotation will decrease the flexibility of the mole-

cule. An extreme example of this principle is the rigid rod

polymers. Figure 15.5 shows the structures for two rigid rod

polymers. The aromatic groups along the backbone act to

stiffen the polymer chain and restrict rotation, causing the

polymer to remain straight, much like a log [6]. Materials

such as these may exhibit liquid crystalline behavior.

The forces holding the many individual chains together

(interchain forces) are determined by secondary bonds, except

in the case of thermosets where primary bonds hold the chains

together. The type and strength of the secondary bonds (often

termed van derWaals forces) [7] will depend on the chemical

structure of the polymer. In the case of hydrocarbon polymers,

such as polyethylene, the secondary bonds are dispersion

forces. For polymers containing carbon and oxygen groups,

such as the polyesters, the presence of the –C¼O bond results

in a dipole from the different electronegativities of the carbon

and oxygen atoms. The presence of polarity in the polymer

acts to increase the intermolecular forces. In the case of

polyamides, hydrogen bonding between the polymer chains

leads to high intermolecular forces. The strength of the inter-

molecular forces affects polymer properties including: vis-

cosity, solubility, miscibility, surface tension, and melting

point. As discussed above, interchain forces also affect the

flexibility of the chain if they restrict free rotation.

Morphology

Polymer chain structure and processing conditions control

the morphology of the solid polymer. Amorphous polymers

show no order to the arrangement of the chains. The chains

are entangled with each other, much like the strands of

spaghetti on one’s plate. Polystyrene is an example of an

amorphous polymer. If the polymer backbone has a regular,

ordered microstructure, then the polymer has the potential to

crystallize, however, the material will generally be only

semicrystalline. Polyethylene and polypropylene are typical

semicrystalline polymers. The amorphous and crystalline

chain structures are depicted in Fig. 15.6.

The exact makeup and architecture of the polymer

backbone will determine the ability of the polymer to

crystallize. Figure 15.7 shows the different types of micro-

structure that can be obtained for a vinyl polymer. Isotactic

and syndiotactic structures are considered stereospecific

End to end distance

Fig. 15.4 Random coil chain
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Fig. 15.5 Rigid rod type

polymers
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Fig. 15.6 Amorphous and semicrystalline structures
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polymers, and their highly regular backbone structure allows

them to crystallize. The atactic form is irregular and would

produce an amorphous material. This nature of the polymer

microstructure can be controlled by using different synthetic

methods. As will be discussed below, the Ziegler–Natta

catalysts are capable of controlling the microstructure to

produce different types of stereospecific polymers.

Transition Temperatures

Glass Transition Temperature (Tg)
Chain flexibility is governed by molecular structure, but is

also affected by temperature. As the temperature is reduced,

amorphous polymers reach a temperature where large-scale

(20–50 chain atoms) segmental motion ceases [8]. This

temperature is called the glass transition temperature or Tg.
Volume–temperature plots can be used to indicate the Tg. At

the glass transition temperature, a several decade change in

the modulus occurs and the material changes from a rigid

solid to a rubbery material. At higher temperatures, provided

the material is a thermoplastic, it becomes a liquid, which

can flow and be processed. The behavior in the glass transi-

tion region is depicted in Fig. 15.8.

The location of the glass transition temperature will

depend on the nature of the polymer. A rubbery material is

distinct from a plastic material as a result of the location of

its glass transition temperature (Tg). The Tg of a plastic is

above room temperature and the Tg of rubber is below room

temperature. The flexibility of the chain affects the value of

Tg. Flexible groups tend to lower the Tg, while stiffening

groups act to increase it. Side groups can also affect the

value. The effect of various factors on the value of Tg is

shown in Table 15.1. Addition of aliphatic side groups show

decreasing Tg’s as the length of the side chain increases;

however, rigid side groups increase the Tg. Increased polar-

ity of the polymer also increases the glass transition temper-

ature as shown by the polymers polypropylene, polyvinyl

chloride, and polyacrylonitrile. Symmetry about the back-

bone can act to decrease the Tg as illustrated by the pairs

polypropylene and polyisobutylene, and polyvinyl chloride

and polyvinylidene chloride.

Increases in number average molecular weight, Mn, and

cross-link density both act to increase the Tg. The addition of
plasticizers, as in the case of polyvinyl chloride, decreases

the value of the glass transition temperature. The glass

Fig. 15.7 Syndiotactic, atactic,

and isotactic structures

Temperature Temperature
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Fig. 15.8 Behavior of volume

and modulus at the glass

transition temperature

Table 15.1 Effect of chain structure on Tg [9]

Tg (
�C)

Side groups
Polypropylene �10
Polystyrene 100

Polarity
Polypropylene �10
Polyvinyl chloride 85

Polyacrylonitrile 101

Symmetry
Polypropylene �10
Polyisobutylene �70
Polyvinyl chloride 87

Polyvinylidene chloride �19
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transition temperature of the plasticized material can be

estimated if the glass transition temperature of the two

components (A and B) and their weight fractions are

known by [10]

1

Tg
¼ WA

TgA
þ WB

TgB

where TgA and TgB are the glass transition temperatures of

components A and B, respectively, and WA and WB are the

weight fractions.

One difficulty in obtaining values for the glass transition

temperature is its dependence on measurement rate. When

experiments are conducted a slow rates, the measured values

will be lower than those measured at more rapid rates. Other

difficulties include experimental problems and many

definitions and interpretations on how to measure the values.

Measurement of the temperature at which a step change in

the volumetric thermal expansion coefficient occurs, when

heating and cooling rates are 1�C/min, is one of the methods

[11]. The measured value of the glass transition temperature

will increase approximately 3�C (volumetric measurements)

to 7�C (maximum in tan d from dynamic mechanical analy-

sis) for a decade change in rate.

Crystallization and Melting Points (Tm)
A number of polymers may exhibit the ability to crystallize.

Such polymers are semicrystalline, meaning they will have

regions of amorphous and crystalline material dispersed

throughout the part. Both the morphology and degree of

crystallinity can be affected by the processing conditions

used to manufacture the part. These changes can greatly

affect the mechanical behavior of the material. The degree

of crystallinity and the melting point are often measured

using differential scanning calorimetry (DSC).

The general structure of the crystalline regions is rather

complex. Polymer chains appear to fold back and forth into a

lamellar structure as shown in Fig. 15.6. These lamellae

form layers of ribbon like structures, tied together with

amorphous regions.

Semicrystalline polymers do not exhibit a single sharp

melting point, but rather melt over a range of temperatures.

In addition, the melting point of the material will be higher

the greater the lamellar thickness, which can be controlled

by the crystallization temperature [12]. Higher crystalliza-

tion temperatures generally lead to greater lamellar

thickness.

The chemical structure of the polymer affects the melting

point. Polymers containing polar groups will have higher

melting points. Polymers with hydrogen bonding would be

expected to have even higher melting points. For example,

polyethylene has a melting point of 135�C, while polyamide

6 has a melting point of 265�C. The presence of chain

stiffening groups in the backbone will act to raise the melting

point of the polymer; contrast the melting point of polyeth-

ylene (135�C) with poly-p-xylene (400�C). In general,

polymers with high interchain forces and rigid chains will

tend to have the highest melting points.

In addition to the melting point, the degree of crystallinity

influences the behavior of the polymer. DSC can be used to

determine both the melting point and the % crystallinity.

Figure 15.9 shows a representative DSC curve for a melting

point. The area under the melting peak is related to the %

crystallinity of the polymer sample. The percent crystallinity

may have a dramatic effect on the mechanical behavior of

the material. Above the Tg of the material, the presence of

crystalline regions increases the rigidity of the polymer,

resulting in an increasing modulus with increasing percent

crystallinity [13].

The kinetics of crystallization are a function of the crys-

tallization temperature [14]. As the crystallization tempera-

ture is decreased the rate of crystallization increases, up to a

maximum. When the crystallization temperature is lowered

beyond this point the rate begins to slow down as the molec-

ular motion of the chains is reduced. At temperatures below

the Tg crystallization is suppressed.

Polymerization

The two major polymerization approaches are step-reaction

and chain-reaction polymerization [15].

Step-Reaction Polymerization
In step-reaction polymerization (also referred to as conden-

sation polymerization) any two polyfunctional (typically

bifunctional) monomers of the correct chemical species

E
nd

ot
he

rm
ic

Temperature

TM

Fig. 15.9 Differential scanning calorimetry (DSC) curve of a melting

point
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can react. Higher molecular weight species are produced as

longer and longer polyfunctional groups react together dur-

ing the course of polymerization. Monomers may react to

form a dimer, then combine to form a tetramer, expressed as

x-mer + y-mer ! (x + y)mer, where x and y are the number

of monomer units for each reactant. Monomer functionalities

of two will produce linear polymers, while functionalities of

greater than two give branching or cross-linking. The poly-

mer molecular weight increases with time and in order to

produce high molecular weight polymers high conversions

are usually required. Atoms other than carbon are often

found in step-reaction polymers as seen in polyesters and

polyamides, which are typical step-reaction polymers.

A typical step-growth reaction is shown in Fig. 15.10.

Molecular weight control can be accomplished by stop-

ping the reaction; however, further heating may result in

changes in the molecular weight. A stoichiometric imbal-

ance (excess of one of the reactants over another) or a

monofunctional reagent can also be used to control the

molecular weight [16].

Chain-Reaction Polymerization
In contrast to the slow step-reaction polymerizations, chain-

reaction polymerizations are fairly rapid [17]. An initiator is

required to start chain-reaction polymerizations (often

referred to as addition polymerizations). Free radical,

anionic, or cationic species can be used as initiators. The

initiator opens the double bond of a vinyl monomer and the

reaction proceeds as shown in Fig. 15.11 where * may be a

radical, cationic or anionic species. Chain-reaction polymers

normally have only carbon in their backbone. Typical chain-

reaction polymers are polystyrene and polyvinyl chloride.

Once initiated, the chain will continue to add monomer until

a termination reaction stops the growth. Termination gener-

ally occurs in radical type reactions, but in anionic and some

cationic polymerizations termination reactions may not be

present and the polymerization is termed a “living polymer-

ization.” This has important commercial implications in that

a second monomer may be added to the living end to form

block copolymers.

Radical Polymerization. Free radical polymerization

consists of three steps, initiation, propagation, and termina-

tion or chain transfer. Initiation consists of two steps, decom-

position of the initiator to form a radical species, followed by

addition of the initiator to the first monomer unit.

R

H2C CHR

Cl

+

I

CH2 C

H

Cl

R

Typical initiators include benzoyl peroxide or azobisiso-

butyronitrile, but other radical generating methods, such as

high-energy radiation or photolytic decomposition of

compounds, may also be used [12].

The next step in the reaction is propagation

Propagation continues until the radical is terminated.

Termination occurs when two radical species meet and

react either by coupling or by disproportionation as shown

in Fig. 15.12.

In radical polymerizations other reactions occur to pre-

maturely stop chain growth. These reactions are termed

chain transfer and when they occur they reduce the molecu-

lar weight of the chain. Chain transfer acts to transfer the

HO C CH2

O

HO CH2C OH

O

+ OH

x y
O C CH2

O

C O

O

x
CH2 OH

y

H

n

Fig. 15.10 Step-growth polymerization

H2C C

H

CH2 C

H

+ RR* *

Fig. 15.11 Addition polymerization

H2C CH
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+ CH2 C

H

Cl

CH2 C

H

Cl

R CH

Cl

CH2R
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radical from the growing end of the chain to another species.

This may include solvent, initiator, polymer, or a deliber-

ately added chain transfer agent. Propagation now begins

from the new radical generated, while the original chain is

terminated. When chain transfer to polymer occurs this

produces branching along the polymer backbone. Low-

density polyethylene (LDPE) is produced via free radical

processes, with considerable transfer to polymer. Branching

along the polyethylene backbone suppresses the degree of

crystallinity, resulting in a lower density material.

Cationic Polymerization. Cationic polymerization follows

similar steps as with free radical polymerization. Initiator

types are typically acids, such as H2SO4 and H3PO4, and

Lewis acids, such as AlCl3, BF3, TiCl4, and SnCl4. Lewis

acids generally require the presence of a proton source, such

as trace amounts of water [18]. Monomers exhibit consider-

able selectivity in their ability to be polymerized via ionic

mechanisms. The nature of the substituent (Y) will influence

the electron density of the double bond and thus its ability to

polymerize [19]. Substituents that are electron donating,

such as alkoxy, phenyl, or alkyl, will increase the electron

density of the double bond and allow for polymerization by

cationic methods.

CH2=CH

Y d+

d-

Typical monomers that may be polymerized by cationic

methods include styrene, isobutylene, and vinyl ethers.

Unlike radical polymerizations, solvent polarity can influ-

ence the rate of polymerization. This is due to the presence

of the counterion (see Fig. 15.13). For example, more polar

solvents can increase the degree of separation between the

growing end and the counterion during the propagation step,

increasing the rate of propagation [20]. Chain transfer is the

most common chain terminating reaction in cationic

polymerization and can include transfer to monomer, sol-

vent, and polymer. Termination by combination with the

counterion can also occur in some systems. In some cases,

cationic polymerization may be used to prepare stereoregu-

lar polymers. Although the exact mechanism is unclear, it is

known that stereoregularity varies with initiator and solvent

[21]. Lower temperatures also tend to favor more stereoreg-

ular polymers.

Anionic Polymerization. Anionic polymerization is similar

to cationic polymerizations, except that the propagating

species is anionic. Initiator types are typically alkali

metals or their compounds. In the case of anionic

polymerizations, electron withdrawing substituents, such

as cyano, nitro, carboxyl, vinyl, and phenyl, facilitate

polymerization by anionic means. Termination in anionic

polymerization is generally by chain transfer. If the system

is purified so that chain transfer is suppressed, the

propagating species may remain active resulting in what

is termed “living polymerization” [22]. This allows for the

preparation of block copolymers, where one monomer is

CH2 C

H

Y

CH2C

H

Y

+ CH2 C

H
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H
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H
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Fig. 15.12 Termination mechanisms
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Fig. 15.13 Active cationic propagating species
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polymerized, followed by addition of a second monomer to

the living end.

As with cationic polymerization the propagation rate is

highly dependent on the solvent. Solvents that reduce the

association between the growing chain end and the counter-

ion result in faster rates of propagation [23].

In anionic polymerization of vinyl monomers (nondiene),

low temperatures and polar solvents favor the preparation of

syndiotactic polymers [24]. Nonpolar solvents tend to favor

isotactic polymerization. In the case of diene monomers

such as butadiene and isoprene, the use of lithium-based

initiators in nonpolar solvents favors preparation of the cis

1,4 polymer (see Fig. 15.14).

Coordination Polymerization
In the 1950s, Karl Ziegler discovered a way to polymerize

ethylene in a linear structure to produce high-density poly-

ethylene (HDPE) using transition metal compounds and

organometallic compounds. Using similar catalysts, Giulio

Natta polymerized alpha-olefins, for example propene, with

controlled stereoregularity. These catalyst systems are called

Ziegler–Natta catalysts, and are widely used for the synthe-

sis of a number of commodity plastics, such as high-density

polyethylene and polypropylene [25]. Ziegler–Natta

catalysts may be either insoluble (heterogeneous) or soluble

(homogeneous) systems.

Ziegler–Natta Catalysts (Heterogeneous). These systems

consist of a combination of a transition metal compound from

groups IV toVIII and an organometallic compound of a group I

to III metal [26]. The transition metal compound is called the

catalyst and the organometallic compound the cocatalyst. Typ-

ically the catalyst is a halide or oxyhalide of titanium, chro-

mium, vanadium, zirconium, or molybdenum. The cocatalyst

is often an alkyl, aryl, or halide of aluminum, lithium,

zinc, tin, cadmium, magnesium, or beryllium [27]. One of the

most important catalyst systems is the titanium trihalides or

tetrahalides combined with a trialkylaluminum compound.

The catalyst system is prepared by mixing the two

compounds in the solvent, usually at low temperatures.

Polymerization occurs at specific sites on the catalyst sur-

face. There are several proposed mechanisms for polymeri-

zation, but the important aspect of both is that the

polymerization occurs in coordination with the catalyst.

The pi bond of the monomer complexes with the transition

metal and is then inserted in between the transition metal and

the carbon of the coordinated polymer chain. One of the

proposed mechanisms is shown in Fig. 15.15. Isotactic

polymers are generally formed with the insoluble catalysts.

Syndiotactic polypropylene has been formed with both het-

erogeneous and homogeneous catalysts.

Metallocene Catalysts (Homogeneous Ziegler–Natta). Solid

Ziegler–Natta catalysts suffered from several problems,

including the presence of multiple polymerization sites on

the catalyst surface and catalyst residue in the final polymer,

requiring a secondary purification step [28]. The use of

soluble catalysts offered an answer to some of these

problems. These catalysts are composed of a metal atom

(the active site), a cocatalayst, and a ligand system. Zirco-

nium is the most commonly used metal although other

metals such as Ti, Hf, Sc, and Th have been used. The

most commonly used ligand is cyclopentadienyl.

Methylalumoxane is typically the counterion. Figure 15.16

shows a proposed structure for methylalumoxane and a

generalized metallocene structure.

The soluble catalysts can prepare polymers with very

good stereospecificity and narrow molecular weight

distributions, as a result of the uniformity of the active

sites. In fact, these catalysts are often referred to as “single

site catalysts” [29]. The polydispersity (Mw=Mn), which is a

measure of the molecular weight distribution, is about 2–2.5

for the soluble catalysts and 5–6 for the heterogeneous

Ziegler–Natta systems. By proper selection of the catalyst,

syndiotactic, atactic and isotactic polypropylene, and higher

alpha-olefins can be synthesized. In addition, it has been

possible to prepare polypropylene with alternating blocks

of isotactic and atactic chains. The resulting material

exhibits elastomeric properties.

Polymerization Methods

While polymerization by ionic methods is usually performed

in solution, free radical polymerizations can be performed in

solution, bulk, suspension, or emulsion [30]. Each of these

methods is described below.

Bulk Polymerization
Bulk polymerization is one of the simplest methods of poly-

merization. It is often used in the polymerization of step-

growth polymers [31]. In these types of systems the viscosity

remains low for a large portion of the reaction and heat

transfer is easily controlled. Chain-growth polymers are

more difficult to polymerize by this method due to the

rapid and highly exothermic reactions. As the viscosity

increases, thermal control becomes more difficult and may

result in thermal runaway or localized hot spots.

CH2

C C

CH3

H2C

H

Fig. 15.14 cis 1,4 Polyisoprene
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Commercial use of bulk polymerization for vinyl polymers

is rather limited for those reasons. Bulk polymerization may

be either homogeneous or heterogeneous, as in the case

where the polymer is insoluble in the monomer [32].

Solution Polymerization
Solution polymerization offers improved heat transfer over

bulk polymerizations. Proper selection of the solvent is

critical to avoid chain transfer reactions. Coupled with
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environmental concerns over organic solvents, the complete

removal of solvents from the polymer also poses a potential

problem. Recent work has been performed on the use of

supercritical carbon dioxide as a solvent, which is easy to

remove and poses less environmental concerns [33].

Suspension Polymerization
From an environmental standpoint, the use of water as a

solvent is desirable. Unfortunately, many of the monomers

of interest are insoluble in water, but suspension polymeri-

zation offers a way to utilize water. Suspension polymeriza-

tion is performed by mechanically dispersing a monomer in

an incompatible solvent, most often water. The system is

heterogeneous and when polymerization is complete the

polymer is collected as granular beads. This method is not

suitable for tacky materials, such as elastomers, as the beads

will tend to clump together [32].

Monomer droplets are suspended in the water through the

use of agitation and stabilizers, such as methyl cellulose,

gelatin, polyvinyl alcohol, and sodium polyacrylate [34].

Typical droplet sizes are 0.01–0.5 cm. A monomer soluble

initiator is added to begin the polymerization. The kinetics

of suspension polymerization are the same as for bulk poly-

merization, but suspension polymerization offers the advan-

tage of good heat transfer. Polymers such as polystyrene,

polyvinyl chloride, and polymethyl methacrylate are

prepared by suspension polymerization.

Emulsion Polymerization
Superficially, emulsion polymerization resembles suspen-

sion polymerization, but there are a number of important

differences. Water is used as the continuous phase and heat

transfer is very good for both suspension and emulsion

polymerization. In contrast to suspension polymerization,

the polymer particles produced in emulsion polymerization

are on the order of 0.1 mm in diameter [35]. Another

important difference is the presence of an emulsifying

agent or soap. At the beginning of polymerization the

soap molecules aggregate together in a group of about

50–100 molecules to form what is called a micelle. Some

of the monomer enters the micelles, but most of it is

contained in monomer droplets. A water-soluble initiator

is added, which migrates to the micelles as a result of their

large surface to volume ratio and initiates polymerization

primarily in the micelles. As polymerization continues, the

micelles grow by addition of monomer from the water. The

monomer droplets provide additional monomer to the aque-

ous phase as polymerization continues. Polymerization

continues in the micelles until a second radical enters to

terminate the reaction. As a result, very high molecular

weight polymers may be synthesized [36]. Figure 15.17

shows an overall view of the emulsion polymerization

process. Emulsion polymerization is a widely used tech-

nique, especially useful for making synthetic rubber, latex

paints, and adhesives.

Copolymerization

In many cases the properties of a single type of polymer

cannot meet the demands of a particular application. One

approach to solving this problem is to combine two

monomers into a single polymer through copolymerization.

The properties of the resulting copolymer will then depend

on the chemical nature of the monomers used and the micro-

structure of the chain. Monomers may be placed in the chain

in a variety of ways, including random, block, and graft

copolymers as depicted in Fig. 15.18.
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Random Copolymerization
Copolymerization can occur through any of the chain-

reaction polymerization mechanisms described above; how-

ever, the reactivity of a given monomer toward the second

monomer can vary. Thus, not all combinations of monomers

may be copolymerized. Each active end will exhibit differ-

ent reactivity toward each monomer, which can be expressed

as reactivity ratios, r1 and r2 [37]. These reactivity ratios (r1
in this example) show the tendency of a given active end, for

example M1*, to add its own monomer (M1) over the other

monomer (M2). The copolymer composition at any instant

can be determined by the composition of the feedstock and

the reactivity ratios by

F1 ¼ r1 f
2
1 þ f1 f2

r1 f 21 þ 2 f1 f2 þ r2 f 22

where F1 is the mole fraction of monomer 1 in the copoly-

mer, f1 and f2 are the mole fractions of monomer 1 and 2 in

the feedstock, and r1 and r2 are the reactivity ratios. In

general, the copolymer composition will not be the same as

the feed composition.

The properties of random copolymers are often a

weighted average of the two polymers. For example, the

glass transition temperature (Tg) of a single-phase copoly-

mer typically falls somewhere in between the Tg’s of the two

homopolymers. This can be estimated using [38]

a1c1ðTg � Tg1Þ þ a2c2ðTg � Tg2Þ ¼ 0

where Tg1 and Tg2 are the glass transition temperatures

for the pure homopolymers, a1 and a2 depend on the mono-

mer type, and c1 and c2 are the weight fractions of monomer

1 and 2. For crystalline polymers, the degree of crystallinity

and melting point decrease as the second monomer is

added [39].

Block and Graft Copolymers
As mentioned above, the ability to have “living

polymerizations” offers the potential to make block

copolymers. In the preparation of a block copolymer the

sequence of addition can be important to ensure that the

second monomer is capable of adding to the living end. An

example is the formation of a polystyrene—polymethyl

methacrylate block copolymer [40]. In this case polystyrene

is polymerized first, followed by addition of the methyl

methacrylate. The block copolymer could not be formed if

methyl methacrylate were polymerized first, as styrene will

not add to the methyl methacrylate living end. An important

example of block copolymerization is the synthesis of ABA

triblock copolymers from styrene and diene monomers to

form thermoplastic elastomers. They may be prepared by

sequential polymerization from one end or from the middle

using a difunctional initiator. Block copolymers may also be

prepared with polymers containing functionalized end

groups that are linked together.

There are three basic methods to produce graft

copolymers [41]. In the first method a monomer is

polymerized in the presence of a polymer and chain transfer

provides the branching. Initiator, monomer, and polymer are

combined to prepare the copolymer. The initiator may func-

tion by polymerizing the monomer, which then reacts with

the polymer to form the graft, or by forming a reactive site

on the polymer, which then polymerizes the monomer onto

the polymer.

The second method of forming a graft copolymer is to

polymerize a monomer with a polymer containing a reactive

functional group (or sites that may be activated). Irradiation

is commonly used to form active sites for graft copolymeri-

zation, but other methods may also be used. When irradia-

tion is used the grafting mechanism is free radical in nature.

In cases where the monomer is present when the polymer is

irradiated homopolymerization may also occur. If

homopolymerization is a concern, then the polymer may be

irradiated in presence of air (or oxygen) to form hydroper-

oxide groups. The pretreated polymer is then mixed with

monomer and heated to initiate the grafting reaction by

decomposition of the peroxide groups.

The third method of preparing a graft copolymer is to

combine two polymers with functional groups that can react

together. An example is the reaction of oxazoline-substituted

polystyrene with polymers containing functional groups

such as alcohols, amines, and carboxylic acids.

Unlike the random copolymers, block and graft

copolymers separate into two phases, with each phase

exhibiting its own Tg (or Tm) [42]. The modulus-temperature

behavior of a series of triblock copolymers prepared from

styrene and butadiene (SBS) is shown in Fig. 15.19. With

increasing styrene content the modulus in the plateau region

(between the two glass transition temperatures) increases.
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Mixing of the two phases may shift the values of the two

transition temperatures.

Mechanical Properties

Many factors influence the mechanical behavior of polymers

including molecular weight, polymer type, processing

conditions, and test procedures. Modulus values may be

determined from a standard tensile test with a given rate of

crosshead separation. The elastic or Young’s modulus, E, is

found from the initial part of the curve. Unlike many other

materials, polymeric material behavior is affected by factors,

such as test temperature and rates. When a product or mate-

rial is used or tested at temperatures near the glass transition

temperature, this becomes particularly important as the

properties show dramatic changes (orders of magnitude) in

properties (see Fig. 15.8).

Viscoelasticity
Polymer properties may exhibit considerable time-

dependent behavior, depending on the polymer type and

test conditions. The material appears rigid with an increase

in testing rate or decrease in temperature and appears softer

with an increase in temperature or decrease in rate. Visco-

elastic response of a polymer to changes in testing rate or

temperature is shown in Fig. 15.20. Long-term effects such

as stress relaxation or creep [43] are the result of this time-

dependent behavior. Creep and stress relaxation are shown

in Fig. 15.21. A specimen held under a fixed load will

continue to elongate with time, a process called creep. A

spring and dashpot in parallel is often used as a simple model

to predict the creep behavior (see Fig. 15.22). This model

predicts the time-dependent strain to be

eðtÞ ¼ eoe�t=t

where t is the characteristic relaxation time (�/k).

Stress relaxation is the decrease in load of a material held

at a fixed displacement. Figure 15.22 shows the spring and

dashpot in series that can be used to model the stress relaxa-

tion behavior. Using this model one obtains the following

equation for the stress behavior.

sðtÞ ¼ soe�t=t

These models are useful for understanding the general

concept of viscoelasticity, but are typically unable to
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accurately model the time-dependent behavior. More accu-

rate prediction can be obtained by using models with more

elements.

If stress relaxation curves are obtained at a number of

different temperatures, it is found that these curves can be

superimposed by horizontal shifts to produce what is called a

“master curve” [44]. This concept of time–temperature

equivalence is very important to understanding and

predicting polymer behavior. As an example, a polymer at

very low temperatures will behave as if it were tested at

higher temperatures at much higher testing rates. This prin-

ciple can be applied to predict material behavior under other

rates or temperatures that are difficult to test experimentally

by the use of shift factors (aT).

ln aT ¼ ln
t

to

� �
¼ � 17:44ðT � TgÞ

51:6þ T � Tg

where Tg is the glass transition temperature of the polymer.

This has practical applications where one may be interested

in the mechanical properties of a material at low

temperatures under high rate (perhaps impact rate)

conditions. The design engineer should recognize that mate-

rial properties measured at room temperature may not ade-

quately reflect the material behavior at much lower

temperatures or higher rates.

Failure Behavior
Part design requires the avoidance of failure without overde-

sign of the part, which leads to increased part weight and

cost. Failure behavior depends on material type, service

temperature, and rates. A tensile stress strain test can be

used to gather some information on material strength and

behavior, for example, stress (or strain) at break, sB.

Figure 15.23 shows some different types of failure behavior.

Brittle failure is when a materials fails at low elongations

(1% strain or less) as exhibited by general purpose styrene

and acrylics [45]. Failure initiates at a defect where stresses

are concentrated. Once formed, a crack will continue to

grow from the stress concentrations at the crack tip. Amor-

phous polymers can also show will what appear to be cracks,

but are load bearing with fibrils of material bridging the two

surfaces (Fig. 15.24). These structures are termed “crazes.”

Crazing enhances the toughness of a material and is a form

of yielding.

Polymers also exhibit ductile failure by yielding of the

polymer or slip of the molecular chains past one another.

This is found by a maximum in the tensile stress–strain test

or the yield point, sY (see Fig. 15.23). With further extension

the sample may show lateral contraction, called necking

[46]. In the necked regions, molecules are oriented in the

direction of deformation, resulting in increased stiffness in

the necked region. As a result of this localized stiffness

increase, material adjacent to the neck is deformed and

the neck region continues to grow, known as cold-drawing

(see Fig. 15.25). Elongations of several hundred percent can

occur with cold-drawing.

As might be expected, temperature will influence the

behavior of the material. The effect of temperature on mod-

ulus has been discussed above. Very different behavior may

be seen in a single polymer simply by changing the temper-

ature [47]. Beginning at temperatures well below the Tg, the
stress–strain behavior will show very low elongations, with

no yield point. As the temperature is raised, the material will

exhibit a yield point and elongation increases. The yield

point is typically seen at temperatures near the glass transi-

tion temperature of the polymer. The higher the testing rate,

the higher the temperature must be for yielding to occur.

A material may fail at stresses well below the single-cycle

failure stress found in a typical tensile test under repeated

cyclic stress, a process called fatigue [48]. Fatigue behavior

is usually plotted as the maximum stress vs. the number of

Strain

S
tr

es
s

Ductile

Brittle

sY

sB

sB

Fig. 15.23 Types of stress–strain behavior

s

Crack

s

Craze

Fibrils

Fig. 15.24 Crazes and cracks

586 R.D. Deanin et al.



cycles to failure. The exact conditions of the fatigue test can

be varied and are specified by the service requirements. Type

of loading (compression, tension, shear), load or displace-

ment control, frequency, waveform (typically sinusoidal),

and ratio of maximum to minimum stress may all be varied.

The fatigue life is also influenced by the presence or absence

of cracks and thermal effects.

Part II: Commercial Plastic Materials

Classes of Families of Commercial Plastics

Commercial plastic materials may conveniently be divided

into five major classes. Commodity thermoplastics are

families, which are produced in volumes of a billion pounds

or more per year. Engineering thermoplastics are generally

designed to withstand use at higher temperatures. Specialty

thermoplastics are designed for a greater variety of perfor-

mance and applications. Thermoplastic elastomers can be

processed like thermoplastics, and give many of the

properties of conventional thermoset vulcanized rubbers.

Thermoset plastics are permanently cross-linked during

processing, generally to give higher performance than

would be possible with linear thermoplastics.

Commodity Thermoplastics
Seven families of thermoplastics exceed a billion pounds per

year in the United States: polyethylenes, polypropylene,

PVC, polystyrene and its copolymers, polyethylene tere-

phthalate, acrylonitrile-butadiene-styrene (ABS), and nylon.

Polyethylenes. The major members of the polyethylene fam-

ily are distinguished primarily by the amount of side-

branching, which decreases regularity, crystallinity, density,

melting point, modulus (rigidity), and strength (Table 15.2).

High-Density Polyethylene (HDPE). Polymerization of eth-

ylene to polyethylenes is most often carried out at low

temperature and pressure, using either the Ziegler aluminum

triethyl plus titanium tetrachloride catalyst system, the Phil-

lips chromic oxide plus silica plus alumina system, or more

recently the newer metallocene single-site catalyst systems.

This produces a regular, linear polymer which is 50–90%

crystalline, making it rigid and strong. Its largest use is blow-

molded bottles for milk, water, juice, noncarbonated drinks,

laundry detergent, antifreeze, and motor oil. Other large uses

are large molded containers, pipe and conduit, and shopping

bags. For detergent bottles, environmental stress-crack resis-

tance is increased by increasing molecular weight, adding

ethylene/propylene rubber (EPR), or copolymerization with

a small amount (1–2%) of L-butene to reduce crystallinity.

For auto gasoline tanks, impermeability may be increased by

dispersing nylon in the polyethylene. For extreme abrasion

resistance in materials-handling machinery, and in hip and

knee bone replacement, Ultra-High Molecular Weight

(UHMWPE: MW 3–6 � 106) is outstanding.

Low-Density Polyethylene (LDPE). Polyethylene was origi-
nally made by polymerization at high temperature and pres-

sure; during the polymerization, side-reactions produced

several percent of short-chain branching (ethyl and butyl

groups), which reduced regularity/crystallinity (e.g., to

30–40%) and gave a stiffly flexible plastic material; chain

transfer reactions also produced some long-chain branching,

which gave pseudoplastic melt processability, important in

the production of extruded blown film. The largest use is in

packaging film; the second largest is for coating and

laminating on cardboard, paper, and foil.

Table 15.2 Major members of the polyethylene family: typical

properties

Polyethylene HDPE LLDPE LDPE

Density 0.96 0.93 0.92

Melting point (�C) 130 124 108

Modulus (MPa)a 1,400 450 180

Tensile strength (MPa)a 26 14 12

a To convert to psi, multiply by 145
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view

Fig. 15.25 Cold-drawing
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Linear Low-Density Polyethylene (LLDPE). Ziegler and

metallocene polyethylene can be modified by copolymeriza-

tion with several percent (e.g., 10%) of butene, hexene, or

octene, to reduce the regularity/crystallinity and modulus,

and thus produce LDPE at low temperature and pressure.

The resulting LLDPE is stronger than the original LDPE,

and therefore preferred for packaging film and trashcan

liners. Lack of long-chain branching makes it difficult for

extrusion-blown film, so processors add enough LDPE to

improve processability.

Very Low Density (VLDPE) and Ultra Low Density
(ULDPE) Polyethylenes. These are made by copolymeriza-

tion with increasing amounts of comonomers, especially 1-

octene, reducing the regularity/crystallinity (density

0.91–0.86) down toward EPR. These are soft and flexible

enough to compete with plasticized polyvinyl chloride and

thermoplastic elastomers in some applications.

Ethylene/Vinyl Acetate Copolymers (EVA). LDPE is easily

internally plasticized by copolymerization with increasing

amounts (2–20%) of vinyl acetate comonomer. This reduces

the regularity/crystallinity (melting points 108–70�C),
resulting in increasing softness/flexibility (modulus

138–19 MPa), transparency, and polar adhesion, again com-

peting with plasticized PVC and thermoplastic elastomers,

particularly in packaging film, coatings, and adhesives.

Ionomers are generally ethylene copolymers with 5–10%

of methacrylic acid, partially-neutralized by sodium or zinc.

This reduces the regularity/crystallinity, increasing the soft-

ness/flexibility (modulus 250 MPa) and transparency.

The ionic groups increase strength (20 MPa) and polar

adhesion, again competing with plasticized PVC and ther-

moplastic elastomers, particularly in packaging films and

sporting goods.

Polypropylene. Polymerization of propylene to polypropyl-

ene (Table 15.3) produces an asymmetric carbon atom,

which can be either right-handed or left-handed. Peroxide

initiation of free radical polymerization produces a random

(“atactic”) mixture of right- and left-handed carbon atoms,

which is too irregular to crystallize, so the resulting polymer

is a soft gummy rubber. Ziegler triethyl aluminum plus

titanium chloride catalysis of polymerization pre-orients

each monomer unit before inserting it into the polymer

chain, and produces an all-right-handed or all-left-handed

(“isotactic”) polymer, which is very regular and therefore

able to crystallize (e.g., 60%). This is a high-melting

(165�C), rigid, strong, low-cost commodity plastic, very

competitive with more costly polystyrene and ABS. Another

unique quality is its ability to form an “integral hinge,” so

that a rigid packaging container plus lid can be molded as a

single part.

Table 15.3 Typical properties of polypropylenes

Type General purpose High impact 40 % Talc 40 % Glass fiber

Modulus (MPa) 1,450 1,100 3,100 7,000

Tensile strength (MPa) 36 32 70

Ultimate elongation (%) 500 10 2

Notched Izod impact strength (J/cm) 1.1 5.6 1.3 3.9

Heat deflection temperature (�C at 1.82 MPa) 57 53 79 149
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Polypropylene has two major weaknesses: (1) Methyl

branching leaves tertiary hydrogen atoms, which are sensi-

tive to thermal oxidative aging.

(2) Bulky methyl groups cause steric hindrance and

stiffen the polymer molecule; while this increases modulus,

it also causes embrittlement below room temperature.

The polypropylene industry has successfully retarded aging

by adding phenolic and aliphatic sulfide antioxidants; and it

has reduced low-temperature embrittlement by adding or

grafting ethylene–propylene–diene (EPDM) rubber. A third

common improvement is the addition of fillers to increase

rigidity, making it even more competitive with polystyrene.

With these problems solved, polypropylene use has been

growing rapidly. Extrusion and stretch orientation produces

excellent synthetic fiber for carpeting and synthetic turf, and

excellent film for packaging. Other large uses are rigid packag-

ing (replacing polystyrene), automotive parts (replacing ABS),

and a great variety of injection-molded consumer products.

Polyvinyl Chloride (Table 15.4). This is the most versatile of

the commercial thermoplastic polymers. It is used mainly for

rigid and flexible plastics, for rubberlike products, for

coatings on steel, cloth, and paper, and in smaller amounts

for specialty fibers. It is processed mainly by extrusion and

calendering, and in smaller amounts by injection, compres-

sion, and blow molding, thermoforming, rotomolding, plas-

tisol/organosol technology, casting, pouring, and foaming.

This extreme versatility comes primarily from the use of

plasticizers, aided by a host of other types of additives.

Vinyl chloride is polymerized primarily by peroxide-

initiated polymerization in aqueous suspension, producing a

fine porous powder which is easy to blend with compounding

ingredients. A smaller amount is polymerized in emulsion

and spray-dried for plastisols and organosols and an even

smaller amount is copolymerized with vinyl acetate in

organic solution, to produce a uniform copolymer which

precipitates at a constant composition and molecular weight.

Rigid PVC is polymerized at 55–70�C and then

compounded with an organotin stabilizer, acrylic processing

aids, lubricants, and optionally with a rubbery impact

modifier.

The polymer has high modulus, strength, and resistance

to creep, weathering, and chemicals; and compounding with

rubbery impact modifiers produces high resistance to brittle

failure. It is mainly extruded into pipe, house-siding, and

window and door frames, while smaller amounts are injec-

tion molded into pipe fittings and blow-molded into bottles

for detergents and other chemicals.

Flexible PVC (Table 15.5) is made by polymerizing at

40–55�C and then compounding with 20–80 PHR (parts per

hundred of resin) of dioctyl phthalate and/or other monomeric

liquid plasticizers (e.g., dioctyl adipate for low-temperature

flexibility, oligomeric polyesters for permanence, organic

phosphates for flame-retardance), plus a synergistic stabilizer

system usually composed of barium or calcium soap, zinc

soap, epoxidized fatty ester, and organic phosphite.

This flexible-rubbery material is most often calendered

into film and sheet for clothing, luggage, raincoats, uphol-

stery, and flooring, or extruded into garden hose, wire and

cable insulation, and medical tubing.

For plastisol/organosol technology, high molecular

weight PVC powder is slurried in liquid plasticizer, and

poured, dip- or spread-coated onto metal, fabric, or paper

to produce dishwasher racks, upholstery, and wallpaper,

respectively.

The excellent combustion resistance is one of the most

important properties of PVC. The good flame resistance

results from the releasing of HCl gas during the combustion

of PVC, which is denser than air thus restricts air from

reaching the flame. Therefore, PVC occupies around 60%

Table 15.4 Typical properties of rigid PVC

Type General purpose High impact 30 % Glass fiber Chlorinated PVC

Modulus (MPa) 3,300 2,900 8,300 2,800

Tensile strength (MPa) 48 43 90 56

Ultimate elongation (%) 145 130 2 35

Notched Izod impact strength (J/cm) 0.32 8.56 0.70 0.91

Heat deflection temperature (�C at 1.82 MPa) 67 66 76 103

Table 15.5 Typical properties of flexible PVC

Plasticizer Dioctyl phthalate Dioctyl adipate

Parts/hundred of resin 30 50 75 30 50 70

Shore A hardness 95 79 62 90 74 60

Tensile strength (MPa) 31 21 14 27 20 14

Ultimate elongation (%) 220 300 400 270 395 410

Flex temperature (�C) +20 0 �26 �15 �48 �75
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of the flame resistant wire and cable plastic market. The good

weatherability, easy processing, and high combustion resis-

tance contribute to PVC occupying around 70% of the con-

struction market for plastics. Also, PVC’s outstanding

capabilities in the plastisol process allow them to serve

25% of the coating market, such as the metal structure coat-

ing for dishwasher racks and flooring for wet kitchen and

bathroom areas. PVC also has excellent resistance to acids,

bases, oils, and other hydrocarbons. This property permits

PVC to be widely used in parts for the chemical processing

industries. Again, because of the excellent combustion

properties, PVC has a large share of the market in electrical

enclosures, which requires the materials have the flame resis-

tance with UL 94V-0 ratings [49].

Regardless of their excellent combustion resistance,

which can be used to protect people to avoid the loss of

life in a fire, the environmentalist groups would like to

eliminate the halogen products. Although European market

has increasing demand for halogen-free flame-retardant, the

fires caused by television set have increased in Europe [50].

There are many suppliers of PVC compounds. The major

suppliers include Shin-Etsu, Formosa Plastics Corp., Solvay,

Atofina, Georgia Gulf, LG Chem etc.

Polystyrene and Its Copolymers. Polystyrene (Table 15.6) is

made by continuous bulk polymerization, initiated by

peroxides and heat, with temperature rising continuously to

keep the system molten, and optionally adding solvent

(“solution polymerization”) to facilitate the process. It was

the first commodity thermoplastic, combining easy melt pro-

cessability, rigidity, and glass-like transparency for major

applications in packaging, toys, and housewares. When

swollen with 10% pentane and heated, it expands to rigid

closed-cell foams with densities as low as 0.01 (expanded

polystyrene or EPS), which are popular for packaging hot and

cold foods, delicate instruments and appliances.

The major weaknesses of polystyrene are brittleness and

softening in hot water. Brittleness is remedied by dissolving

2–10% of rubber in styrene monomer before polymerization,

producing “high-impact styrene” (HIPS), in which 10-mm
rubber particles improve impact strength by an order of

magnitude, with some sacrifice of other mechanical

properties and transparency; this accounts for more than

half of the total “polystyrene” market.

Heat resistance is improved by copolymerization with

15–30% of acrylonitrile, producing styrene/acrylonitrile

(SAN). Polarity and hydrogen bonding stiffen the polymer

molecule, improving mechanical properties and especially

resistance to hot water. This improvement is useful in house-

hold products, autos, and appliances.

Acrylonitrile/Butadiene/Styrene (ABS). The benefits of

impact styrene and SAN are combined in ABS (Table 15.7).

Typically, 15–30% acrylonitrile and 45–75% styrene are

copolymerized in the presence of 5–30% of polybutadiene

rubber, producing some graft terpolymer, and dispersing 1-m
m rubber domains in an SAN matrix.

This balance of properties has found particular usefulness

in appliances, autos, electronic equipment cabinets, and rain-

waste-vent (DWV) pipe.

Table 15.6 Typical properties of polystyrenes

Polymer Polystyrene

Impact styrene

Styrene acrylonitrileModerate Very high

Modulus (MPa) 2,900 1,700 1,100 3,500

Tensile strength (MPa) 46 21 13 73

Notched Izod impact strength (J/cm) 0.17 1.28 3.70 0.26

Heat deflection temperature (�C at 1.82 MPa) 83 81 81 100

Table 15.7 Typical properties of acrylonitrile-butadiene-styrene

(ABS)

Type

Moderate

impact

Very high

impact

Modulus (MPa) 2,500 2,000

Tensile strength (MPa) 46 38

Notched Izod impact strength (J/cm) 3.5 9.0

Heat deflection temperature (�C at 1.82 MPa) 94 88
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Other styrene-based copolymers. The commercial success of

ABS has led to the development of other styrene-based

copolymers to overcome the disadvantages of ABS, such

as poor weathering resistance and lack of transparency. For

example, methacrylate-butadiene styrene (MBS) is another

typical styrene-based copolymer. In MBS, methyl methac-

rylate and styrene are grafted onto the polybutadiene back-

bone. This structure results in two advantages over ABS:

higher clarity and better resistance to the discoloration in the

presence of ultraviolet light. The disadvantages of MBS over

ABS are lower tensile strength and heat deflection

temperatures (HDT). The better aging of MBS comes from

the inhibition or retardation of methyl methacrylate on the

oxidative attack at the double bonds in the polybutadiene

backbone. The further improved weathering resistance of

styrene polymers has been developed by replacing butadiene

rubber with an ethylene-propylene terpolymer rubber of the

EPDM type. EPDM rubber has a small amount of a diene

monomer in the polymerization formulation. In addition to

the higher clarity of MBS, transparent polystyrene polymers

with high impact strength are produced by blending polysty-

rene and styrene-butadiene-styrene (SBS) block copolymers.

The SBS block copolymers can be either star or linear

shapes. The optical properties depend on the ratio of poly-

styrene to SBS, the presence of additives, and the processing

conditions etc. 1,2-Polybutadiene can also be blended with

polystyrene to achieve high impact materials with a degree

of transparency. The careful control of processing conditions

has to be done to avoid excess cross-linking [51].

Styrenic poly(phenylene oxides) (PPO) is another impor-

tant styrene-based engineeringmaterial. Its production is about

one-tenth that for ABS. This material has useful characteristics

similar to polystyrene including good dimensional stability,

low water absorption and excellent dielectric properties.

In addition, it has higher heat distortion temperatures than

PS. Some grades have heat distortion temperatures up to

160�C. More interestingly, it has lower price than heat-

resistant materials, such as polycarbonate and polysulphones.

Styrenic PPO has applications in the areas, such as autos,

electronics, pumps and other plumbing applications [51].

Polyethylene Terephthalate. PET (Table 15.8) is produced by

continuousmelt condensation polymerization of ethylene gly-

col plus terephthalic acid, followed by solid-state finish to

reach high molecular weight and high purity. It was originally

developed for synthetic fibers, replacing cotton as the leading

textile fiber worldwide. Later it became popular in packaging

film (e.g., boil-in-bag) and magnetic tape because of its high

strength, cling, melting point, impermeability, and clarity.

Finally, it became the basic material for blow-molding bottles

for carbonated beverages, after which it proved completely

recyclable into bulk fiber for bedding, furniture, and clothing.

More specialized engineering grades for solid molding

applications are generally reinforced by short glass fibers.

Although PET has achieved commercial significance for

the bottles, films, and fibers etc., it is also being increasingly

modified by copolymerizing with isophthalic acid (IPA),

cyclohexanedimenthanol (CHDM) or other components to

improve the toughness, clarity, water and weathering resis-

tance, and barrier properties. Such commercial products

include Kodar, Vestan, and A-Tell.

Nylon. Nylons (Table 15.9) are made of repeating amide

units and are frequently referred to as polyamide (PA). The

general reaction is the condensation polymerization of

diamine and dicarboxylic acid. They can also be polymerized

by the self-condensation of an amino acid or ring-opening

polymerization of a lactam. A nylon made from diamine and

dicarboxylic acid is called Nylon x,y, where x and y represent

the number of carbons in the diamine chain and dicarboxylic

acid chain, respectively. A nylon made from either an amino

acid or a lactam is designated Nylon x, where x is the carbon

numbers in the repeating units [52].

Table 15.8 Typical properties of PET

Form Fiber Film Bottles

Reinforced molding

15 % Glass fiber 55 % Glass fiber

Modulus (MPa) 3,600 3,200 5,900 18,000

Tensile strength (MPa) 550 200 120 110 200

Ultimate elongation (%) 29 125 2 1

Notched Izod impact strength (J/cm) 0.64 1.07

Heat deflection temperature (�C at 1.82 MPa) 210 229
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Nylon contains the polar –CONH– groups spaced at

regular intervals, which give rise to nylon crystalline

structures with a high intermolecular attraction. The ali-

phatic chain segments give nylon flexibility in the amor-

phous regions. This combination leads to nylon being

characterized by high toughness, modulus, strength, abra-

sion resistance, flexibility, rigidity, and good hydrocarbon

resistance. Because the polar –CONH– group absorbs water,

they are generally not suitable for applications in humid

conditions but they are quite good electrical insulators at

room temperature in dry conditions and low frequencies.

There are a variety of commercial nylons available. In the

nylon family, Nylon 6,6 is the most common commercial

grade of nylon and Nylon 6 is the most common commercial

grade of molded nylon. Nylons are most often used in the

form as fibers, which account for almost 90% of the nylon

production in the world. Nylon 6,6 and nylon 6 account for

almost all of the polyamide in fiber applications. Nylon fibers

are used in many applications including fabrics, bridal veils,

carpets, hose and belt reinforcement, musical strings, tire cord

and rope. The other 10% of nylon production goes into

plastics applications. The largest application of solid nylon

is for mechanical parts, such as machine screws, gears, cams,

bearings, bushes, and other low- to medium-stress

components previously cast in metal. Other applications for

nylons include sterilizable nylon moldings in medicine and

pharmacy, fishing line, package film, and brush bristles.

Because of their excellent properties, nylons have found

increasing applications in specialty purposes in spite of their

relatively higher cost compared to the general purpose

materials, such as polystyrene and polyethylene. Glass fiber

reinforced nylons occupy the largest market among the glass

filled variety of thermoplastics. Glass fiber reinforced nylons

have high rigidity, heat deflection temperature and creep

resistance, low coefficient of friction, good low-frequency

electric insulation properties and nonmagnetic characteristics.

All of these excellent properties enable them to be widely

used in a range of applications including housings, casings,

car components, domestic appliances, and the aerospace and

telecommunications fields [54].

In summary, commodity thermoplastics are manufactured

readily at low cost, and offer a combination of processability,

mechanical, thermal, optical, and chemical properties that

are useful in a wide range of mass markets and products.

Engineering and Specialty Thermoplastics
Many present and future applications of thermoplastics

make greater demands for higher properties and especially

combinations of properties, than are available from the com-

modity materials. To satisfy these demands, organic polymer

chemists and chemical engineers have developed and

commercialized over four dozen major types of polymers,

offering many improved properties to meet these demands.

They may be listed as follows, and then compared in their

abilities to satisfy these requirements.

Table 15.9 Typical properties of nylon [53]

Type Nylon 11 Nylon 12 Nylon 46 Nylon 6 Nylon 610 Nylon 612 Nylon 66

Flexural modulus (MPa) 152–1,570 110–1,760 350–11,600 1,560–3,130 1,820–2,080 300–8,490 1,500–3,750

Tensile strength (MPa) 30–70 25–59 30–214 37–98 47–66 26–173 42–91

Tensile elongation (%) 2–56 0.60–200 0.6–53 0.40–25 2.4–100 2.0–32 0.7–19

Rockwell hardness 77–109 79–115 90–100 110–123 112–116 113–118 79–122

Notched Izod impact (J/m) 16–110 16–160 40–100 10–98 35–50 29–89 10–95

DTUL at 1.8 MPa (�C) 39–177 44–167 155–291 44–215 54–68 51–207 56–256
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The leading materials, in terms of market volume, are:

nylon, polycarbonate, polybutylene terephthalate, poly-

phenylene ether, polyoxymethylene, and polyethylene

terephthalate.

Perhaps even more important than their structures, most

of these polymers are frequently reinforced by glass fibers or

even carbon fibers, which contribute tremendously to their

properties, and must be considered in any comparison of

their practical performance. Reinforcing fibers generally

raise modulus two to fourfold and usually increase breaking

strength somewhat. In crystalline plastics, they often raise

maximum use temperatures dramatically.

Maximum Use Temperature. The most frequent

requirement for higher engineering performance is

retention of properties at higher temperatures. Whereas

most commodity thermoplastics soften and distort in boiling

water, engineering thermoplastics are most often characterized

by their ability to stand much higher temperatures. This is

measured most often by the short-term HDT under a load of

1.82 MPa, less often but perhaps more practically by an

estimated Continuous Service Temperature (CST) in long-

term use (Table 15.10).

Major applications are primarily in electrical and elec-

tronic products, auto parts, industrial products, and

appliances.

Impact Strength. When plastics are compared with metals

and wood, they often fail under high-speed impact. Flexible

molecules, such as nylons have some inherent impact

strength. Of the rigid molecules, only polycarbonate and

polyphenyl sulfone combine inherent rigidity and high

impact strength. Most plastics can be reinforced with long

fibers to increase their impact strength, but processing

becomes much more difficult. Some plastics have been

toughened by dispersing tiny rubber domains in them, and

this technique is currently expanding with the development

of compatibilization technology. One unique material is poly

(1-butene), whose high creep- and puncture-resistance make

it particularly desirable in pipe and tubing.

Transparency. Some applications of plastics require trans-

parency. Amorphous plastics should be able to transmit

light. Some factors which prevent transparency include

unsaturation/light absorption, crystallinity, fillers and

reinforcing fibers, and use of rubber particles to increase

Table 15.10 Typical temperature resistance of engineering thermoplastics

Polymer Reinforcing fiber HDT (�C) CST (�C)
Liquid crystal polyester 347 355

Polyetheretherketone 30 % Glass 316 250

Polyamideimide Filled 280 80

Polyphthalamide 15% Glass 277

Polyphenylene sulfide 30% Glass 265 220

Perfluoroalkoxy ethylene 20% Carbon 260 260

Nylon 6,6 33% Glass 250 130

Nylon 6,10 30% Glass 215 110

Polyaryl sulfone 30% Glass 213

Nylon 6,12 33% Glass 210 110

Nylon 6 33% Glass 210 121

Polyetherimide 210 170

Polyethylene terephthalate 30% Glass 210 140

Ethylene/tetrafluoroethylene 25% Glass 210 177

Polyether sulfone 204 179

Polybutylene terephthalate 33% Glass 204

Polyphenyl sulfone 190

Polysulfone 10% Glass 183 160

Nylon 11 23% Glass 176 90

Fluorinated ethylene/propylene 20% Glass 176 204

Polyvinylidene fluoride 20% Carbon fiber 173 121

Polyarylate 172

Polyoxymethylene 30% Glass 160 105

Nylon 12 23% Glass 160 100

Polyphenylene ether 146 105

Ethylene/chlorotrifluoroethylene 20% Glass 136 150

Polycarbonate 130
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impact strength. The plastics most often used for their trans-

parency are poly(4-methylpentene-1) (TPX), poly(methyl

methacrylate) (almost equal to glass), cellulose acetate, pro-

pionate, and butyrate, polycarbonate, and polysulfones

(slightly yellow). The advent of nanoscale fillers offers the

potential for transparent filled materials, provided the fillers

are adequately dispersed.

Processability. Engineering performance generally requires

rigid molecules to give maximum rigidity, strength, and high

temperature performance. Melt processability, on the other

hand, generally requires flexible molecules to give a fluid

melt. Several polymers that manage to combine easy melt

processability with high rigidity/strength/heat resistance,

include nylons, polyoxymethylene (polyacetal), and liquid

crystal polymers. The first two combine flexible molecules

in the melt, plus high crystallinity in the solid form. The

molecular rigidity of liquid crystal polymers explains their

high modulus and strength, but they also have easy melt

processability.

Lubricity. Plastic gears and bearings are less polar thanmetals

and therefore are relatively self-lubricating, without the need

for lubricating oil. Ultra-high molecular weight polyethylene,

fluoropolymers, polyoxymethylene (polyacetal), and nylons

are the best. To improve other plastics even further, adding

powdered polytetrafluoroethylene to them can produce an

even greater increase in lubricity, and simultaneously also

an increase in abrasion resistance.

Barrier Plastics. When plastics replace metals and glass in

packaging, their permeability is often a limiting property.

Barrier performance generally increases with density and

crystallinity. The most promising barrier plastics include

ethylene/vinyl alcohol, polyvinylidene chloride, polyacrylo-

nitrile, and polyethylene naphthoate. These are used most

efficiently by laminating them to commodity plastics such

as polyethylene and polyethylene terephthalate. The use

of nanoclay fillers has also shown improved barrier

materials.

Weather-Resistance. For long-lived outdoor products, most

plastics can be stabilized somewhat by opaque UV reflectors

or at least dissolved UV stabilizers. For inherent resistance

to sunlight, rain, and other components of weather, some

preferred plastics include acrylonitrile/styrene/acrylic rub-

ber, acrylonitrile/styrene/ethylene-propylene rubber, polyvi-

nyl chloride, fluoropolymers, and polymethyl methacrylate.

Chemical Resistance. Plastics are generally superior to

metals in resistance to aqueous inorganic environments.

Their resistance to organic solvents depends mainly on crys-

tallinity and difference in polarity: nonpolar polymers are

more resistant to polar organics, while polar polymers are

more resistant to nonpolar organics.

Individual Specialties. There are a number of special

plastics, which are used for their individual special

properties and applications. TPX combines rigidity, impact

resistance, heat resistance, transparency, and chemical resis-

tance, making it a unique replacement for glass in chemical

equipment. Poly-p-xylylene is an extreme specialty coating,

applied by vapor deposition to produce thin uniform films

for electrical insulation. Polyvinyl formal is used in specialty

wire coating. Polyvinyl butyral offers high toughness, adhe-

sion, and clarity, which make it the critical component in

safety glass. Phenoxy resin was one of the first engineering

plastics, offering a combination of processability, rigidity,

strength, toughness, transparency, adhesion, and chemical

resistance; its present use is primarily in coatings and

adhesives. Cellulose nitrate was the first commercial plastic;

its present uses are primarily as high quality coatings on

wood furniture and leather goods. Ethyl cellulose is a very

tough transparent adhesive material, mainly used in coating

bowling pins and specialty papers. Many other commercial

polymers are more important in nonplastic applications such

as rubber, textiles, paper, coatings, and adhesives (see

Table 15.11).

Biopolymers
An alternative source for plastics is animal and vegetable

matter. These biobased feedstocks are viable because

plastics, chemicals, and petrochemicals currently account

for only 2.1% of fossil fuel usage. Therefore, unlike biofuels,

they will not affect food prices. Moreover, using biodegrad-

able, biobased plastics (biopolymers)—along with improved

recycling systems—can reduce the reviled plastics trash,

especially in packaging. In the long term, the potential

production of plastics from algae can also reduce green

house gases.

Biopolymers, however, create new issues for the

scientists and engineers who will use them. First, not all

Table 15.11 Major end use market, 2008

Market Millions of pounds

Transportation 2,751

Packaging 24,097

Building and construction 12,313

Electrical/electronic 1,755

Furniture and furnishings 2,671

Consumer and institutional 15,461

Industrial/machinery 834

Adhesives/inks/coatings 937

All other 1,375

Exports 11,962

Total 74,156
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biobased polymers are biodegradable. Second, these

bioplastics are far behind petroleum-based plastics in terms

of performance and processibility. Third, the properties of

biobased polymers tend to vary with the source matter,

process, location, and year. Fourth, most biobased polymers

are currently more expensive than their fossil fuel-based

counterparts; so, noneconomic factors must be considered

when specifying these materials for a product.

Depending on the synthesis process and sources, biobased

and biodegradable polymers can be classified into four dif-

ferent categories [55]: (1) polymers from biomass such as the

agro-polymers from agro-resources; (a) polysaccharides,

e.g., starches (wheat, potatoes, maize) [56], ligno-cellulosic

products (wood, straws, . . .) [57] and others (pectins,

chitosan/chitin, gums) [58]; (b) protein and lipids, e.g.,

animals (casein, whey, collagen/gelatin) [59–63], and plants

(zein, soya and gluten) [64]; (2) polymers obtained by micro-

bial production, e.g., polyhydroxyalkanoates (PHA) such as

poly(hydroxybutyrate) (PHB) and poly(hydroxybutyrate

cohydroxyvalerate) (PHBv); (3) polymers chemically

synthesized using monomers obtained from agro-resources,

e.g., poly(lactic acid) (PLA); (4) polymers whose monomers

and polymers are both obtained by chemical synthesis

from fossil resources, e.g., polycaprolactones (PCL),

polyesteramides (PEA), aliphatic co-polyesters (e.g.,

PBSA), and aromatic co-polyesters (e.g., PBAT). While all

of the categories are biodegradable only the first three

categories are obtained from renewable resources.

Until recently, biobased were the product of a biosyn-

thetic process. That is, either from natural sources such as

plants, animals or microorganisms (e.g., algae) by an extrac-

tion process. Today, chemical synthesis can be used on a

biopolymer as a starting material leading to a monomer

which is then again transformed to a biopolymer by a chem-

ical polymerization process. PLA, a thermoplastic that is

derived from corn, as produced by Cargill-Dow Inc. is a

well-known example [65]. The plastic coffee mug shown

in Fig. 15.26 is produced from PLA.

Companies such as Natureworks LLC and Metabolix

have manufacturing facilities capable of producing 300 mil-

lion pounds (140,000 metric tons) of PLA. Natureworks is

the first company to offer a family of commercially available

low carbon footprint polymers derived from 100% annually

renewable resources with cost and performance that compete

with oil-based plastics and fibers. Although both synthetic

and biobased routes are known to produce resins of fairly

consistent properties, the variability in properties with

biobased sources is much higher than resins made from

petroleum-based sources. As such, these biobased polymers

are not fully competitive with conventional thermoplastics

since their properties maybe too weak and/or are difficult to

process. Therefore to extend the range of their applications,

many biobased polymers are reformulated to include

nanoclay fillers for the development of biorenewable

nanocomposites with improved properties (e.g., stiffness

and permeability) and processability [66].

In summary, biopolymers have moved beyond the

limitations of first generation products and technologies

with improved processability and compostability, better

cost positions, and an expanding customer base. Today’s

biobased and biodegradable polymers are proving to be

economically feasible and environmentally advantageous.

They have already succeeded in packaging and fibers, and

are entering the automotive, medical, and consumer elec-

tronics markets. Global demand for these polymers is

expected to reach $6 billion by 2015.

Thermoplastic Elastomers
Soft flexible-rubbery behavior depends on long flexible

polymer molecules in the form of random coils. Strength,

heat, and chemical resistance depend on attachment between

the coils. Conventional rubber chemistry uses vulcanization,

permanent thermoset primary covalent cross-links, usually

by sulfur or peroxide, to hold the chains together; but this

makes processing and recycling more difficult. In the past 40

years, this technology has been supplemented by the devel-

opment of thermoplastic elastomers. These are based mainly

on block copolymers, in which long flexible blocks form the

continuous rubbery matrix, and short glassy or crystalline

blocks form the thermoplastic “cross-links,” secondary

attractions that give strength, heat, and chemical resistance.

Once heated these blocks (domains) melt and can be

processed. Upon cooling the materials phase separate and

Fig. 15.26 Poly(lactic acid) (PLA), a thermoplastic derived from corn
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the glassy or crystalline domains solidify and act as tie points

or physical cross-links. These are much more attractive to

the plastics processing industry, offering easy thermoplastic

processing and good recyclability. They are the fastest

growing sector of the elastomers market. There are six

major families of commercial thermoplastic elastomers

(Table 15.12).

The classes are divided by the type of hard block (seg-

ment) used to act as a physical cross-link. In each of the

families, the ratio of rubbery soft block to glassy or crystal-

line hard block, can be varied to give a wide range in

properties. The lower temperature range is dependent on

the type of elastomer block used, while the high temperature

properties are controlled by the hard block type [68].

Styrenic Block Copolymers. These (“styrenic”) thermoplas-

tic elastomers are block copolymers of styrene with butadi-

ene (SBS) or isoprene (SIS) in about 30/70 monomer ratio.

The elastomer segment give the rubbery properties and

the glassy polystyrene domains hold the rubber chains

together up to the softening point of polystyrene. Since the

unsaturation in these elastomers is sensitive to oxygen and

ozone aging, SBS is often saturated by hydrogenation

(SEBS) to improve age resistance. They are typically

compounded with other additives and used mainly in

adhesives, shoe soles, wire and cable insulation, kitchen

utensils, and auto parts.

Rubber-Polyolefin Blends. These thermoplastic elastomers

are blends of olefins (semicrystalline) with elastomers. The

most common blend is polypropylene (PP) with ethylene-

propylene rubber (EPR), but other combinations can be

used. They have the elastomeric nature of the EPR rubber

matrix and the crystalline polypropylene (PP) domains hold

them together. The morphology of the blend is important to

properties, typically an interpenetrating polymer network is

required. The saturated elastomers will have natural resis-

tance to oxygen and ozone aging. They are used in the

automotive and wire and cable sectors.

Thermoplastic Vulcanizates. These materials are composed

of a blend of polyolefin and an elastomer that is cross-linked

during the mixing process (dynamic vulcanization). The

most common combination is polypropylene and ethylene/

propylene/diene (EPDM) rubber. In this process very small

cross-linked rubber particles are dispersed in the thermoplas-

tic matrix. The vulcanized rubber has higher heat and chem-

ical resistance than ordinary EPR, and the PP matrix

provides thermoplastic processability. In more specialized

grades, the vulcanized rubber may be nitrile rubber for

greater oil resistance, or butyl rubber for impermeability.

They are used where greater heat and/or chemical resistance

are required, for example, in oil wells, mechanical goods,

and building and construction.

Thermoplastic Polyurethanes. These elastomers aremulti-block,

composed of hard polyurethane hard segments and soft

polyether or polyester elastomer blocks. The polyether

grades offer better stability to hydrolysis, while the poly-

ester grades give better abrasion resistance. They are used

in applications ranging from auto parts, wire and cable,

medical products, mining screens, shoe soles and caster

wheels.

Thermoplastic Co-polyesters. These thermoplastic

elastomers are typically block copolymers of polyoxybut-

ylene rubber with polybutylene terephthalate crystalline

domains. They are creep resistant, chemically resistant and

can sustain high loads. They are used in automotive and other

mechanical parts requiring dynamic properties, flexibility,

and strength.

Thermoplastic Polyamides. These thermoplastic elastomers

are multi-block copolymers of and elastomer with nylon

Table 15.12 Typical properties ranges of thermoplastic elastomers [67]

TPE type

Shore

hardness

Tensile

strength (MPa)

Ultimate

elongation (%)

Low temperature

limit (�C)
High temperature

limit (�C)
Styrenics 5A-60D 1.7–12 400–1,840 �60 to �90 95

Rubber-polyolefin blends 50A-65D 5.4–15 80–940 �60 165

Thermoplastic vulcanizates (TPV) 35A-80D 4–12 375–650 �60 165

Thermoplastic polyurethanes 60A-85D 14–52 250–870 �40 to �60 190

Thermoplastic co-polyesters 90A-72D 14–46 250–550 �40 to �60 185–220

Thermoplastic polyamides 25D-63D 29–49 300–680 �40 to �60 220–275
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crystalline domains. They combine the soft flexible

properties of polyether or polyester elastomers with the

high strength, heat-, oil-, and gas-resistance of nylons, and

thus find use in auto parts, wire and cable, and sporting

goods.

Thermoset Plastics
Whereas difunctional monomers produce linear thermo-

plastic polymers, monomers with higher functionality can

react further during processing, cross-linking up to infinite

molecular weight. Such thermosetting processing may be

more difficult, but infinite cross-linking produces extreme

increases in rigidity, creep resistance, dimensional stabil-

ity, heat resistance, and chemical resistance, which are

valuable in many demanding engineering applications.

Thus, thermoset plastics account for about 15% of the

total plastics market. The major thermoset plastics families

may be ranked in order of market size as shown in

Table 15.13.

Polyurethanes. Most polyurethane chemistry may be

simplified down to three basic reactions:

Polyols are usually aliphatic polyethers or polyesters.

Polyisocyanates are usually toluene diisocyanate (TDI) or

diphenylmethane diisocyanate.

When the polyols are linear (difunctional) they form

thermoplastic polyurethanes.

When the polyols are trifunctional or higher, they form

thermoset polyurethanes.

In most processes, the reactive liquids are mixed and

poured, and polymerized and cured rapidly to the final

products (Table 15.14).

Most polyurethane is foamed during the polymerization/

cure reaction.

Flexible Foam. This is made by mixing long trifunctional

polyol with isocyanate to form the polyurethane, and adding

a little excess isocyanate and water to the reaction to produce

carbon dioxide, which produces the foam. The largest use is

in furniture, with smaller amounts in auto seating, mattresses,

rug underlay, textiles, and packaging.

Rigid Foam. This is made by mixing a short polyfunctional

polyol with di- or higher polyisocyanate, and foaming either

with volatile liquid or with isocyanate and water. The largest

use is in building insulation, with smaller amounts in refrig-

eration, industrial insulation, packaging, autos, and marine

flotation.

Table 15.13 Thermoset plastics market

Family Percent of thermoset market

Polyurethane 36

Phenol–formaldehyde (phenolic) 29

Urea–formaldehyde 19

Polyester 10

Epoxy 4

Melamine–formaldehyde 2

Table 15.14 Polyurethane markets

Form

Percent of

polyurethane market

Flexible foam 48

Rigid foam 28

Reaction injection molding (RIM) 6

Rubber, spandex, sealants, adhesives, coatings 17
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Reaction Injection Molding (RIM). RIM mixes polyol, poly-

amine, polyisocyanate, and a strong catalyst, and injects the

mixture rapidly into a mold, where it cures rapidly to form

large parts very economically. It is used primarily for pro-

ducing front ends and other large parts of autos.

Phenol–Formaldehyde. Phenolic plastics were the first com-

mercial synthetic plastics in 1908, and were the leading

commodity plastic for 40 years, until the growth of vinyl

and styrenic thermoplastics. Now quite mature, they remain

the second largest family of thermoset plastics.

While their largest use is as adhesives for outdoor

plywood and glass wool insulation, they provide a group of

compression molding fiber-reinforced plastics, which meet

high engineering performance requirements (Table 15.15).

For performance under severe conditions, they compare

very favorably with more expensive engineering thermo-

plastics as shown in Table 15.16.

The chemistry of phenolic molding powders begins with

the reaction of phenol with formaldehyde.

The high reactivity of the methylol groups makes it easy

to polymerize and cure phenolic polymers, and also to copo-

lymerize them with melamine and furan plastics, and with

cellulosic reinforcements such as wood, cotton, and paper.

It is generally a three-stage process: (1) initial reaction to

A-stage resin produces low molecular weight oligomers,

which are still soluble, fusible, and reactive. (2) Melt

compounding advances them to B-stage resins, which are

fairly fusible to doughy melts, and still reactive. (3) Molding

them into finished products advances them to C-stage resins,

which are fully cross-linked to stable thermoset plastics of

three-dimensional infinite molecular weight, high modulus

and strength, and very resistant to heat and chemical

environments.

Urea–Formaldehyde. These plastics became commercial

about 1929. Urea and formaldehyde react very readily to

form methylol compounds, mainly dimethylol urea.

The methylol groups are very reactive, condensing with

each other, with the N–H groups in urea, and with the –OH

groups in cellulose.

Table 15.15 Typical properties of molded phenolic plastics

Grade General purpose Engineering

Fibrous filler Wood flour Glass

Modulus (MPa) 9,000 18,000

Flexural strength (MPa) 76 275

Notched Izod impact

strength (J/cm)

0.20 5.3

Heat deflection temperature

(�C at 1.82 MPa)

168 240

Maximum continuous use

temperature (�C)
149 194

Table 15.16 Phenolics as engineering plastics

Property Phenolic

Engineering

thermoplastics

Creep modulus, 100 h/14 MPa (MPa) 28 5.5–10

Compressive creep, 14 MPa/50 �C (%) 0.02 0.1–1.4

Heat resistance (�C) 315 121–260
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Thermosetting cure produces highly cross-linked three-

dimensional molecules of infinite size. The largest use is for

binding fibrous and granulated wood into indoor composi-

tion board. Smaller uses are for wet-strength paper and

permanent-crease textiles. About 4% of urea–formaldehyde

resin is combined with alpha-cellulose to make molding

powders (Table 15.17). These find use mainly in electrical

parts such as switches, wall plates and receptacles, circuit

breakers, electric blankets, handles and knobs.

Unsaturated Polyesters. The chemistry of unsaturated

polyesters was developed in the 1930s, and manufacture of

glass–fiber-reinforced polyesters began in the early 1940s.

They matured early, and form about 10% of the present

thermosetting plastics market.

Their chemistry is fairly complex. The most common

material is made from propylene glycol plus maleic anhy-

dride plus phthalic anhydride. When these are cooked

together, maleic anhydride isomerizes to fumaric acid, and

they condense to form low molecular weight propylene

fumarate phthalate copolyester oligomers. These are mixed

with styrene monomer, reinforced by glass fibers, usually

extended with low-cost fillers, and cured by peroxide to form

rigid strong products which are very resistant to impact and

heat (Table 15.18).

The mechanics of processing are carried out by a number

of techniques. Hand lay-up or spray-up produces large

shapes such as boat hulls, recreational vehicles, mobile

homes, truck cabs, and tub-shower units. Continuous panel

processing produces room dividers and skylights. Compres-
sion molding of sheet molding compound (SMC) and bulk

molding compound (BMC) produces auto body parts,

bathtubs, septic tanks, trays, tote boxes, and equipment

housings. Pultrusion produces flagpoles, archery bows, and

park benches. Filament winding is highly engineered to

produce maximum strength in pipes and storage tanks.

Epoxy Resins. These were developed in the 1940s and

offered a unique combination of engineering performance,

which made them a popular family of thermoset plastics: fast

low-temperature cure with low pressure and low shrinkage;

high adhesion to polar surfaces; hardness, heat- and chemi-

cal resistance (Table 15.19). Their largest use is in coatings

for corrosion protection and electronic equipment. The sec-

ond largest is in printed circuit boards. Three other important

uses are adhesives, flooring, and high performance fiber-

reinforced plastics.

Table 15.17 Typical properties of urea–formaldehyde-alpha-

cellulose moldings

Flexural modulus (MPa) 10,000

Flexural strength (MPa) 100

Notched Izod impact strength (J/cm) 0.16

Heat deflection temperature (�C at 1.82 MPa) 132

Table 15.18 Typical properties of glass–fiber-reinforced thermoset polyesters

Process BMC SMC Woven cloth Filament wound

Modulus (MPa) 14,000 11,000 14,000 6,000–24,000

Strength (MPa) 121 159 414 283–586

Notched Izod impact strength (J/cm) 4.0 7.8 9.4

Heat deflection temperature (�C at 1.82 MPa) 182 225 205þ
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Epoxy chemistry is complex. Most epoxy resins are made

by reaction of epichlorohydrin with bisphenol A.

While they are called “resins,” they are really monomers

to low molecular weight oligomers, liquids to soluble fusible

solids, with high reactivity in the epoxy rings, and fair

reactivity in the internal hydroxyl groups. They are cured

most often by room-temperature reaction with polyamines or

polyamide amines.

For higher temperature cure and heat resistance, they are

cured most often by acid anhydrides.

There are also many more types of epoxy resins and

curing agents for more specialized applications.

Melamine–Formaldehyde. These resins became commercial

in the 1930s. Their combination of high thermosetting reac-

tivity, cured hardness, and resistance to heat, weather, and

chemical environments made them particularly valuable for

their good appearance and durability (Table 15.20). Their

largest use is in coatings, where they are used to cure acrylic

automotive coatings and polyester appliance coatings. Their

second largest use is in countertops, where they protect the

decorative surfaces against abrasion, heat, and chemical

attack. Their third use is in dinnerware, where their light-

weight, impact resistance, and attractive appearance are

very competitive with china.

Melamine chemistry begins with the addition of 2–3 mol

of formaldehyde to form methylol melamines.

These are very reactive with each other, with the

remaining N–H bonds on melamine, with the hydroxyl

groups in acrylic and polyester coatings, and with the

hydroxyl groups in paper for countertops and in alpha-

cellulose for molded dinnerware.

The combination of resonance stabilization in the mela-

mine heterocycle, and the high cross-linking between

methylol melamines and with the other polymers, all pro-

duce the outstanding properties which make it a valuable

specialty member of the thermoset plastics spectrum.

General Considerations

Structure–Property Relationships
When plastics engineers want to improve properties in an

existing product, or when they want to select the optimum

material for a new product, a routine search of existing tables

Table 15.19 Property ranges for cured epoxy resins

Flexural modulus (MPa) 14,000–34,000

Flexural strength (MPa) 55–655

Notched Izod impact strength (J/cm) 0.16–21.0

Heat deflection temperature (�C at 1.82 MPa) 93–288

Table 15.20 Typical properties of cellulose-filled melamine–

formaldehyde

Flexural modulus (MPa) 9,000–11,000

Flexural strength (MPa) 70–124

Notched Izod impact strength (J/cm) 0.13–0.21

Heat deflection temperature (�C at 1.82 MPa) 127–143
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of properties may sometimes be sufficient. For more profes-

sional judgment and problem-solving, however, and for

planning development of new materials, they need to under-

stand the basic relationships between polymer structure and

practical properties. Here are some starting guidelines.

Molecular Weight. Low molecular weight gives lower melt

viscosity for injectionmolding, and easier solution processing

in general. High molecular weight is preferred for extrusion,

and particularly for blow molding, thermoforming, stretch

orientation, and thermoplastic foaming. In finished

products, high molecular weight generally gives higher

mechanical strength and chemical resistance.

Molecular Flexibility/Rigidity. Flexible molecules generally

give lower melt viscosity for easier processing; softer, more

flexible, more extensible products; and higher impact

strength, friction, and acoustic absorption. Rigid molecules

generally give higher rigidity, strength, creep resistance,

heat deflection temperature, and impermeability; and

lower coefficient of thermal expansion, and dielectric

constant and loss.

Crystallinity. When polymers crystallize, their melting

points are much higher and sharper than the softening points

of amorphous plastics. This requires higher processing

temperatures, but gives higher maximum use temperatures

in the final products. Increasing crystallinity generally

increases rigidity, strength, creep resistance, dimensional

stability, impermeability, and chemical resistance; but

decreases impact strength and transparency.

Orientation. Stretch orientation of extruded fibers and films

greatly increases modulus, strength, transparency, and

impermeability. It is also useful for producing shrink-

packaging; conversely, a disadvantage is thermal dimen-

sional instability. When orientation occurs accidentally in

injection molding, calendering, thermoforming, and other

processes, it generally produces undesirable anisotropy of

final structure and properties.

Polarity and Hydrogen Bonding. Whereas hydrocarbon

polymers are nonpolar and have weak intermolecular attrac-

tion, introduction of negative atoms into the polymer mole-

cule—oxygen, nitrogen, chlorine—produces permanent

polarity, giving strong intermolecular attractions. Increasing

polarity generally requires higher processing temperatures,

and gives higher modulus, strength, creep resistance, heat

deflection temperature, crystalline melting point, dielectric

constant and loss, and gasoline and oil resistance.

When the polymer contains oxygen and especially nitro-

gen, polarity also produces hydrogen bonding, which is an

even stronger intermolecular attraction, and produces all the

same effects to an even greater extent. Another effect of

hydrogen bonding is water absorption. In fabrics this

produces greater comfort; but in plastics it decreases modu-

lus, strength, and dimensional and chemical stability. These

effects are most noticeable in nylons and cellulosics.

Cross-linking. Thermoplastics are stable linear molecules

which are softened by heat and soluble in solvents of similar

polarity; this makes for easy processability. Primary cova-

lent cross-linking in thermosets converts them into three-

dimensional molecules of infinite size, with tremendous

changes in properties: insolubility and infusibility; higher

modulus, creep resistance, maximum use temperature, and

chemical resistance; and lower extensibility, impact

strength, thermal expansion, dielectric constant and loss,

solvent swelling, and permeability. Cross-linking produces

shrinkage strains, which embrittle the polymer, so most

thermoset plastics must be reinforced with fibers; the result

is synergistic improvement of modulus, strength, impact

resistance, and dimensional stability, producing enhanced

engineering performance.

Additives
Polymers are rarely used in pure form. They are almost

always improved by use of additives to enhance specific

properties. The major classes of additives may be briefly

summarized as follows.

Stabilizers. Organic polymers are not perfectly stable. Spe-

cific polymers and specific products require additives to

improve their stability during processing and/or long-term

use of finished products.

Antioxidants are added to polyolefins and rubber-

modified impact plastics to protect against atmospheric oxy-

gen; these are primarily hindered phenols and polyphenols,

sometimes synergized by aliphatic sulfides or organic

phosphites, used in fractions of a percent up to several

percent.

Thermal Stabilizers must be added to PVC to prevent

dehydrochlorination, discoloration, and cross-linking during

melt processing: organotin esters are strongest, used as a

fraction of a percent for processing rigid PVC; barium/zinc

soaps plus epoxidized fatty esters plus organic phosphites,

total concentration several percent, form a synergistic stabi-

lizer system for plasticized flexible PVC; and basic lead

oxide compounds, several percent, are best for wire and

cable insulation.

Ultraviolet light Stabilizers are needed in products for

outdoor applications: cyclic hindered amines and o-hydroxy

benzophenones and benzotriazoles are used at a fraction of a

percent in clear products, while carbon black and especially

aluminum flake are extremely effective in opaque products.
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Biostabilizers are used to protect natural polymers and

monomeric additives against attack by microorganisms;

these are chemicals which require a delicate balance

between toxicity to microorganisms vs. safety for

macroorganisms like ourselves.

Fillers are inorganic powders added in large amounts to

increase modulus, dimensional stability, and opacity, and

often to reduce cost.

Reinforcing Fibers are mostly glass, occasionally carbon

or organic fibers, typically added in concentrations of

10–40%, to increase modulus, strength, impact strength,

creep resistance, and dimensional stability; long and contin-

uous fibers give the greatest improvement in properties,

while short chopped fibers (1/16–2 in.) permit fairly conven-

tional melt processing.

Coupling Agents are chemical surface treatments applied

to fibers, and sometimes to fillers, to strengthen the interface

between inorganic fillers and fibers and organic polymer

matrixes, to improve dispersion and stress transfer across

the interface. Most common are organosilicon compounds of

the type (RO)2�3SiX2�1, where RO is typically methoxy or

ethoxy to react with the silanol surface of glass fibers, and X

is an organic group designed to react with a thermosetting

polymer matrix, or at least to be attracted toward a thermo-

plastic polymer matrix.

Plasticizers are typically organic liquids of very low

volatility, which are miscible with a polymer, and are

added to it to improve processability and, in larger amounts

(20–80 PHR), to make it soft and flexible, or even rubbery

and/or adhesive. The major portion of the plasticizer market

(80%) is aliphatic and aromatic esters, which go to convert

rigid PVC into flexible PVC. The remainder goes to improve

the processability of cellulosics, and for a variety of

specialized uses in other polymers.

Lubricants are a variety of proprietary additives, which

are used either to improve melt flow, release from steel

process equipment, or self-lubricity in final products such

as gears and bearings.

Flame-Retardants may be built into the polymer during

polymerization or cure, or they may be physical additives

to the finished composition. Organic phosphorus

compounds are the most effective, typically requiring

about 2% of phosphorus to prevent burning.

Organobromine (10–20%) and chlorine (10–40%) are

effective when used in larger amounts. Antimony oxide,

and some other metal oxides, can synergize the action of

bromine and chlorine, reducing total flame-retardant

concentrations to 5–10%. Alumina trihydrate and magne-

sium hydroxide, which release water when heated, are

becoming increasing popular when used in large enough

amounts to be effective (40–60%).

Colorants. One third of plastic materials are used in their

natural color. The other two thirds are colored for esthetic

and/or functional reasons, typically using about 1% of col-

orant. Inorganic minerals and synthetic colors give greater

stability and opacity; while organic colors are available in

greater variety, miscibility, and efficiency, and less likely to

raise questions of toxicity. Thus use of inorganics is decreas-

ing, while use of organics is increasing.

Organic Peroxides are used to initiate free radical poly-

merization of ethylene, butadiene, styrene, vinyl chloride,

vinyl acetate, and methyl methacrylate. They are also used

to cure unsaturated polyesters, occasionally to cross-link

thermoplastics such as polyethylene and polyacrylates, and

increasingly for grafting and compatibilization of polymer

blends. A variety of organic peroxides offer useful reactiv-

ity over a temperature range from 0 to 130�C or more, for

different polymers and different processes.

Polymer Blends. Blending of polymers with each other

accounts for approximately 40% of the present plastics mar-

ket, and the practice is continually growing, because it

permits the development of improved properties without

the cost of inventing new polymers. When polymers are

fairly miscible, as in the case polyethylenes and in

polyphenylene ether plus polystyrene, blending can be

used to produce a balance of properties. Most polymer

blends are not miscible, and separate into microphases; if

these can be strongly bonded at the interface, it is often

possible to produce synergistic improvement of properties,

particularly the balance between rigidity and heat deflection

temperature on the one hand, plus ductility and impact

strength on the other; or between soft, flexible, rubbery

properties on the one hand, plus the strength of “thermoplas-

tic cross-linking” on the other. Some of the newer blends are

used to produce barrier properties and other valuable

improvements.

Critical Properties: Challenges to the Plastics
Industry
There have been numerous accomplishments of the plastics

industry, but there still remain areas where major

breakthroughs could open major new markets and uses for

plastics in the future. It may be stimulating to explore some

of these here.

One-Step Conversion of Monomer to Finished Product
could reduce processing steps and costs dramatically. Epoxy

cure and polyurethane RIM are examples of very fast

reactions producing finished products. Monomer casting of

acrylics and nylon 6 are commercial one-step processes.

Polymer chemists have many more polymerization reactions

which can rapidly convert monomers into high molecular

weight or even thermoset polymers. What is needed are

strong cooperative programs between polymerization

chemists and plastics process engineers to develop these

possibilities into commercial realities.
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Continuous-Fiber Reinforcement gives plastic products

which are superior to most present commercial practice.

Most plastic processing is limited to conventional melt

flow of short-fiber reinforcements, which sacrifices much

of the potential benefits of reinforcement. There are a few

processes for incorporating continuous-fiber reinforce-

ment—filament-winding, pultrusion, and mixed fabrics of

reinforcing fibers and plastic fibers. More vigorous develop-

ment of such techniques could rapidly produce plastics

products with far superior properties.

Modulus and Creep Resistance of plastics are still inferior

to metals, ceramics, and glass, which means there are areas

where they cannot compete. We know that molecular rigid-

ity, crystallinity, polarity, and reinforcing fibers can all go a

long way toward closing the gap.

Abrasion-Resistance of transparent plastics still cannot

equal that of glass. We have ways of improving or coating

the polymer, but there is still a long way to go.

Coefficient of Thermal Expansion of organic polymers is

1–2 orders of magnitude higher than metals, ceramics, and

glass, which gives serious difficulties in product design, and

especially in mating plastics parts with inorganic parts in an

assembled product. Molecular rigidity, crystallinity, fillers,

and especially fibrous reinforcement can go a long way

toward bridging the gap, but there remains room for

improvement.

Thermal Conductivity of plastics is very low, which

makes them excellent insulators against heat and cold. On

the other hand, there are times when high thermal conduc-

tivity is preferred, for example, in processing, cooking, and

heating equipment. Inorganic fillers can help, in proportion

to their volume concentration. New developments in nano-

scale fillers may help improve these properties.

Heat Resistance of organic polymers is far lower than that

of metals, ceramics, and glass. There have been major

improvements, based on aromatic and heterocyclic reso-

nance, ladder structures, and other mechanisms, and we

may see further improvements in the future. One of the

more serious limitations is the high cost of synthesis and

the difficulty of processing these polymers into the desired

final products. This is an area where the polymer chemist

could use more help from the plastics engineer.

Electrical Conductivity of polymers is very low, making

them very useful as insulation. On the other hand, there are

products where conductivity would be very desirable.

Semiconductivity is fairly easily achieved by adding semi-

compatible hydrophilic organic compounds, and fairly high

conductivity can be achieved by metallic fillers, especially

fibers. Several polymers are available, that are inherently

conductive due to conjugated unsaturation, plus doping with

inorganic electron donors.

Dielectric Breakdown occurs when high voltage drop

across an insulator causes some current to leak through,

turning to heat, and ultimately decomposing the polymer

and burning a conductive carbon track right through the

insulator. Practically, some polymers are more resistant

than others; but more theoretical understanding is needed

in order to design polymer structures which will offer supe-

rior resistance to dielectric breakdown.

Outdoor Weathering of plastic products has been the

subject of both theoretical and practical study. Some plastics

can last for many years, others for more limited times, and a

few can actually be designed to self-destruct rapidly.

Mechanisms involve ultraviolet light, atmospheric oxygen,

water, transition metals, acid rain, wind-blown dust, and

microbiological action. Polymer structure and additives

respond to these mechanisms in various ways. Whereas

there presently exist a fair theoretical understanding and

practical control measures, there remains much to learn in

order to achieve the ultimate goals of long-term weather

stability and efficient control of solid waste.

Solvent-Resistance of organic polymers varies with polar-

ity, crystallinity, and cross-linking, so it is usually possible

to solve solvent-attack problems by proper choice of poly-

mer; but it is important to remember that they do not easily

compete with metals, ceramics, and glass.

Barrier Properties of organic polymers cannot equal

metals and glass. Plastics offer so many other advantages

that we often try to compromise or laminate to optimize

overall balance of properties. It is known that molecular

rigidity and crystallinity improve barrier performance, and

from practical experience we can identify several very high-

barrier polymers; new developments in nanoclay filled

materials are helping in this arena.

Cost of engineering performance is a major factor

retarding growth. Organic polymer chemists can easily

design and synthesize polymer structures with higher

properties, but the cost of synthesis and difficulty of

processing often inhibit their use for many years. Closer

cooperation between chemists and engineers should be the

optimum route to more efficient development.

Fire Performance
Wood burns. Most of the fires throughout history, causing

death and destruction, have been caused by wood. It is rare

that anyone will say “Ban wood.” Plastics are also carbon

compounds, and they also burn. When plastics are involved

in a fire, even to the slightest degree, there is often an outcry,

“Ban plastics.” Thus the use of plastics in building and

transportation is seriously restricted by this prejudice.

Plastics are not all equally flammable. Some burn as

readily as fuels. Some do not burn spontaneously; but when

exposed to a severe fire, they can be burned. Some require

enriched or pure oxygen environment before they will burn.

Most plastics can be made more resistant to burning, by

incorporating flame-retardant elements—phosphorus,
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bromine, chlorine, antimony, even water—either in the poly-

mer molecule or in physical additives.

Related problems must be considered in individual

products. Bromine, chlorine, and antimony add to the

smoke of a fire, while phosphorus and water do not, and

some metal oxides can actually reduce it. Toxicity of com-

bustion gases is a major concern; but oxidation of carbon

compounds in an enclosed space—indoors—produces car-

bon monoxide, no matter whether the carbon compounds are

wood or plastics. Other problems include concern over the

effect of brominated flame-retardants on the environment

and legislation against their use as an additive, the cost of

flame-retardants, difficulties in processing, and loss of

mechanical or thermal properties. The designer must balance

all of these in each product, and choose the optimum solu-

tion to the problem.

Health and Environment
Whenever new chemistry is introduced into the environ-

ment, there arises the question of its effect on our health.

On the positive side, plastics packaging of food prevents

contamination and spoilage, and prolongs its useful life;

and use of plastics in medicine has made major contributions

to health and longevity. On the negative side, there have

been several occasions where plastics chemistry has caused

health problems; whenever these have been identified, they

have been solved successfully and quickly.

Recycling
Modern science and industry have provided a growing sup-

ply of material products. When they reach the end of their

useful life, they become solid waste, and disposing of it has

become a growing problem. Over-packaging to stimulate

sales has been a major contributor to this solid waste. It

would be desirable to remove them from solid waste by

recycling.

Since 85% of the plastics market is thermoplastic, it is

theoretically recyclable. In industry, individual thermoplas-

tic materials are almost always recycled immediately for

purely economic reasons. Postconsumer waste, on the other

hand, presents serious problems. Voluntary recycling of PET

soda bottles has been most successful, because they are

easily separated, cleaned, and converted into bulk fiber

products. Voluntary recycling of HDPE milk and water

bottles has been fairly successful, because they are easily

separated and cleaned, but development of markets has been

slower in coming. Most other plastics occur in smaller

amounts and more diversity, so voluntary efforts have been

very limited. The greatest problem is that, when several

materials are combined in a single product, separation is

difficult. Ultimately, the success of recycling will depend

very much on greater cooperative efforts by government,

industry, and consumers.

Recycling rarely reproduces virgin plastic materials.

With repeated recycling, quality decreases, and potential

uses decrease. At some point, the final step should be incin-

eration. This produces useful energy, returns carbon dioxide

and water to the ecocycle, and reduces final solid waste to an

absolute minimum. Present incineration technology suffers

from old inefficient equipment and non optimal operation.

New methods to recycle or incinerate waste will help solve

this problem.

Part III: Plastic Processing

Rheology

Fundamental Concepts
Plastic processing involves the he flow and shaping of vis-

cous liquids. The scientific study of this flow is called rheol-
ogy. Assuming laminar shear flow, viscosity is defined as the

ratio of shear stress to shear rate.

� ¼ s
g

If this ratio is constant, it indicates a simple Newtonian

fluid. For most plastic materials, however, increasing shear

rate disentangles polymer molecules and aligns them in the

direction of flow, so increasing shear rate decreases resis-

tance to flow (viscosity) (Fig. 15.27), and this non-

Newtonian behavior is defined as pseudoplastic.

With increasing temperature, viscosity decreases in a

manner approximately described by the Arrhenius equation,

� ¼ Ke�E=RT

where K is a constant characteristic of the polymer and the

test method, E is activation energy, R is the gas constant,

and T is absolute temperature (K). With increasing pressure,

free volume between polymer molecules decreases, flow

becomes more difficult, and viscosity increases. A major

factor in polymer viscosity is molecular weight, M, as

shown by

� ¼ KMa

Beyond a critical molecular weight, Mc (typically

5,000–40,000), molecules become entangled and the viscos-

ity increases more rapidly (see Fig. 15.28).

Instrumental Measurement of Flow Properties
Capillary Rheometers measure the effect of pressure on

volumetric flow through a cylindrical capillary. They are

popular in practical work because shear rate and flow
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geometry are similar to conditions in extrusion and injection

molding. They cover a wide range of shear rates, and they

give practical information on die swell, melt instability, and

extrudate defects. Their main disadvantage is that they

require a number of mathematical corrections to convert to

true viscosity.

Cone and Plate Rheometers provide a constant shear rate.
They can also be designed to measure torque, dynamic

properties, normal stresses, and forces in other directions.

A disadvantage is that they are limited to low shear rates.

Parallel Plate Viscometers are used for very high

viscosities at low shear rates. Measurement of shear rate is

difficult.

Coaxial (Concentric) Cylinder Viscometers provide

nearly constant shear rate. A disadvantage is that they are

limited to liquids of low viscosity.

Extensional Viscometers are useful to measure tensile

viscosity in processes such as stretch orientation.

Dynamic or Oscillatory Rheometers measure viscous and

elastic modulus in shear or tension. Energy dissipation

produces a phase difference, so stress, strain, and phase

angle can be used to characterize complex viscosity

behavior.

Practical Effects of Flow Properties
Melt Viscosity is the most critical practical property for the

process engineer. When stiff molecules give high viscosity

and slow flow rates, higher temperature and/or shear sensi-

tivity (pseudoplasticity) can often be used to decrease the

melt viscosity and thus increase processability.

Extrusion Defects are primarily due to melt elasticity.

When shear rate occurs faster than polymer molecules can

disentangle from each other, they stretch elastically and

store potential energy. As the molecules exit from the die,

they release this energy and recover elastically. The

resulting extrudate diameter is then greater than the die

diameter. This is called die swell. The effect is aggravated

by high molecular weight, high pressure, low temperature,

high shear rate, and short L/D ratio. Two practical ways to

compensate for die swell are to: (1) reduce the die diameter,

or (2) pull the extrudate away from the die at a velocity at

least as great as it went through the die.

Melt Fracture is the occurrence of distorted extrudate

coming from the extruder. It is caused by flow disturbance

at the point where flow cross-sectional area is rapidly

reduced from the large diameter of the melt feed to the

much smaller cross-sectional area of the die orifice. Here

again it is aggravated by melt elasticity.

Land Fracture is a fine surface roughness on the extruded
product. It is caused by friction between the melt and the

wall (land) of the die. It is solved by addition of lubricants to

reduce melt/die adhesion (see Table 15.21).

Extrusion

Extrusion is the process of forming a material continuously

through an opening, forming two-dimensional shapes.

Fig. 15.28 Effect of molecular weight on viscosity

Fig. 15.27 Polymer rheology
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Most extruders do this by rotating a screw inside a stationary

heated cylindrical barrel, to melt the polymer and pump the

melt through a suitably shaped orifice (Fig. 15.29). This is

used for direct manufacture of finished products such as film

or pipe. It may also be used to feed a second process such as

injection molding, blow molding, coating, laminating, or

thermoforming. It is also important in compounding—

blending polymers with additives to improve the overall

balance of properties—and in recycling plastics out of

solid waste.

Basic Functions
The extruder generally performs six successive functions:

solids conveying, melting (“plasticating”), melt conveying

(pumping), mixing, devolatilization (venting), and forming.

While a complete process may involve all six, some pro-

cesses may omit one or more of these steps.

Solids Conveying is carried out in two steps: the feed

hopper and the back (entrance) portion of the screw. The

feed hopper is an inverted cone or pyramid, in which solid

pellets or powder flow downward from the force of gravity.

If they flow poorly (“arcing” or “bridging”), the problem

may be solved by installing a vibrator or a stirrer (“crammer/

feeder”) in the hopper, or by coating the particles with a

small amount of a chemical that acts as an “external

lubricant.”

Once the solid particles enter the back end of the screw,

they are carried forward and compressed by the rotation of

the screw and the friction between the solids and the barrel.

Friction can be increased by roughening the surface of the

barrel, and particularly by grooving the internal surface of

the barrel.

Melting of the solid polymer is the result of heat from two

sources: conduction from the heated barrel, and friction

between the barrel and the polymer. Most of the heat

comes from friction between the barrel, the viscous melt

film, and the remaining solid polymer. This frictional

heating is most efficient when the melt viscosity is high,

and when the melt film is thin. Thinness of the melt film

depends on designing and maintaining a very small clear-

ance between the screw flights and the barrel surface.

Melt Conveying is the forward motion of the molten

polymer through the extruder, due to the pumping action

of the rotating screw. This simple “drag flow” is propor-

tional to melt density, down-channel velocity, and cross-

sectional area of the screw channel. In most cases, however,

there is also a pressure gradient as the melt moves

downstream, either positive pressure approaching the exit

die, or negative pressure following the solid/melting zones;

so this “pressure flow” must be subtracted from the drag

flow to calculate the net output of the extruder. Since pres-

sure flow is inverse to melt viscosity, which is non-

Newtonian and temperature sensitive, this complicates the

calculation considerably.

Mixing in the extruder is important for homogenization of

temperature and pressure, and especially for uniform blend-

ing with additives. In a simple single-screw extruder, melt

flow is fairly linear and provides little mixing. A variety of

modifications of screw design have been developed to build

in mixing elements. Some improve distributive mixing of

the liquid melt, to homogenize temperature and pressure

Table 15.21 Plastics processes

Process Use in industry (%)

Extrusion 34

Injection molding 31

Blow molding 13

Calendering 6

Thermoforming 6

Coating 5

Compression molding 3

Rotomolding 2

Fig. 15.29 Extruder. (http://www.theadvancedteam.com/AdvancedTeamCapabilitiesStatement.pdf, Accessed 4 Nov 2011)
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fluctuations. Others build in higher shear (dispersive

mixing), to break down particles of additives and blend

them uniformly into the molten polymer, while still others

combine the two types of action.

Twin-screw extruders permit much wider variation in

design and performance. The screws may be non-

intermeshing, just touching (“tangential”), partially or fully

intermeshing. They may be corotating or counter-rotating.

They are assembled (“programmed”) of different sections

(“elements”), designed for feed, melting, conveying, distrib-

utive melt mixing, dispersive shear for additives mixing, and

sealing pressure or vacuum at the vent or the die. The barrels

are also programmed of elements to provide functions such

as feed ports, venting, and abrasion resistance. Their higher

mixing efficiency makes them particularly useful in

compounding with additives, processing polyvinyl chloride,

reactive extrusion, and devolatilization.

Devolatilization can be used to remove up to 5% of

volatile impurities from the plastic melt. The first melt

conveying (metering) zone builds up melt pressure. Then

channel depth is increased abruptly in the vent zone, the melt

is decompressed, and volatiles escape through the vent.

After devolatilization, the melt enters a second metering

zone, which builds up melt pressure again, and feeds it to

the die.

Die Forming forces the melt into the shape and

dimensions desired in the final product. Temperature, pres-

sure, viscosity, die design, flow rate, and flow patterns must

all be optimized and controlled closely to make a suitable

product. Typical guidelines include small approach angles,

land length ¼ 10 � land clearance, avoid abrupt changes in

geometry, no dead spots, generous radii, and thin uniform

wall sections.

Calibration is a technique for maintaining the shape and

dimensions of the product from the time the melt exits from

the die until it can be cooled enough to solidify and stabilize

it. Depending on the size and shape of the product,

calibrators can use water-cooled plates, internal mandrel,

internal air pressure, external vacuum, or a post-extrusion

die to change the shape of the molten extrudate before it

solidifies.

Major Processes and Products
Blown Film is produced from a single-screw extruder by

extruding a tube, cooling it with external and/or internal air

streams, stretching it in the machine direction by pulling it

away from the die (“draw-down”), stretching it in the trans-

verse direction (typically 2–4� “blow-up” ratio) by internal

air pressure up to 34 kPa (5 psi), flattening it by passing

through nip (pinch) rolls, and winding it onto a cylindrical

roll. Optional post-stretching operations may include flame

or corona surface treatment for wettability/adhesion, sealing,

slitting, and bag-making.

Flat Film, Sheet, and Coating are produced from a single-

screw extruder with a high L/D ratio (27–33/1), which feeds

the molten polymer through a flat die. The die opening is

adjusted to control the thickness of the film, and the film is

solidified in a cold water bath, or preferably, for transpar-

ency and gloss, over two or more water-cooled steel chill

rolls. Compared to air-cooled blown film, water-cooled flat

film generally has higher clarity. The take-off and wind-up

line may include automatic feedback thickness control, sur-

face treatment, and/or slitting.

For extrusion-coating, the substrate—paper, plastic, or

metal foil—is preheated, and may be pretreated, before the

extruder deposits a layer of molten polymer onto its surface.

Low molecular weight and high temperature help the poly-

mer to flow into a uniform adhesive coating. The laminated

layers pass between pressure and chill rolls, and optionally

through surface treatment, printing, and slitting before

collecting on the final wind-up rolls.

Coextrusion produces multilayer laminates in a single

process step. Two or more extruders feed different molten

polymers into a multi-manifold die, which layers them

directly, or into a modular feedblock which layers them

before feeding them into the die. This is used primarily in

the packaging field, to sandwich an impermeable barrier

layer between two commodity outer-film layers, and often

includes adhesive tie layers to bond the barrier layer to the

outer layers.

Pipe, Hose, and Tubing are extruded through an annular

(ring) die. L/D ratio is typically 24/1 or greater. Rigid vinyl

is the leading material, and often requires a conical twin-

screw extruder. The molten pipe is solidified by water-

cooling. Pipe dimensions are controlled initially by the die,

but then finally calibrated by pull-off rate, internal mandrel,

vacuum, or compressed air. Flexible tubing is collected on a

wind-up unit; while rigid pipe is hauled off by a caterpillar

puller to a cut-off saw and stacker.

Profile Extrusion of siding, window frames, gasketing,

and other shapes is complicated by the effects of their

asymmetry on heating, viscosity, cooling, and dimensional

control. This generally requires modification of the die, and

vacuum-driven calibration of the extruded product.

Wire Coating extrudes plastic insulation around electri-

cal wire and cable as it passes through a T-shaped cross-

head die. The entire process line includes pay-off and

capstan to feed and preheat the wire, extrusion-coating,

water-cooling, spark testing, diameter and eccentricity

controls, and take up capstan and wind-up. The most com-

mon “pressure-coating” die applies the plastic coating

inside the die; whereas, for larger wire and cable, the

“tubing (tool) die” applies the coating as wire and plastic

exit from the die, using internal vacuum to pull the molten

coating onto the wire. A fine wire coating line can run at

speeds up to 10,000 ft/min.
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Injection Molding

Introduction
Extrusion and injection molding are the two leading methods

of converting plastic materials into solid products. Extrusion

produces continuous products with a fixed cross-section;

injection molding produces discrete products with more

complex shapes. Modern injection molding is a very fast,

automated process for large-scale manufacture of complex

products at minimum cost. An injection molding machine

can be used for many different jobs and for many years, so

the amortization per job can be very low. On the other hand,

it requires a different mold to make each product, so the cost

of the mold must be amortized over the life of its individual

production run.

Injection Molding Cycle (Fig. 15.30)

The injection molding cycle involves a sequence of

events:

• Closing the mold

• Melting the plastic material

• Injecting the melt into the mold

• Filling the mold cavity to form the product

• Cooling the molten product to solidify it in the mold

• Opening the mold and ejecting the solid product

The entire cycle is usually completed within a minute

or less.

Closing the Mold. One half of the mold is attached firmly to

the melting/feeding end of the injection molding machine.

The other half slides horizontally to open or close the mold.

The moving half is driven mechanically or hydraulically.

When it closes the mold, it is held firmly by clamping action

to withstand the injection pressure.

Melting the Plastic Material. The plastic pellets are fed

through a hopper into an extruder screw, typically with an

L/D ratio of 20/1. The first half of the screw compresses the

pellets and squeezes out air. The third quarter of the screw

melts the pellets, 70% by friction, 30% by conduction from

heater bands on the extruder barrel. This is called

“preplastication.” The fourth quarter of the screw pumps

the melt forward to the front of the extruder, where it goes

through a one-way valve to prevent backflow. As the molten

plastic accumulates at the front of the screw, this pushes the

screw back to form a reservoir of molten material.

Injecting the Melt into the Mold. When the reservoir contains

the desired (preset) volume of molten material, hydraulic

force pushes the screw forward rapidly, injecting the melt

into the mold cavity. For this reason it is called a

“reciprocating screw.” In order to fill the mold completely,

and make up for shrinkage during cooling with or without

crystallization, the screw and the one-way valve maintain

high “boost” (“hold”) pressure during this part of the cycle.

An important auxiliary function is “venting,” tiny openings

to allow air to escape from the mold, so that the molten

material can fill the mold completely and flawlessly.

Filling the Mold Cavity to Form the Product. The mold

cavity is designed and machined to form the shape of the

finished product. Some major considerations are fast,

uniform flow, avoidance of degradation, minimization of

orientation/anisotropy, fast cooling/solidification, shrinkage

and dimensional tolerances, and of course, final properties of

the product.

Cooling the Molten Product to Solidify it in the Mold. The
molten product must be solidified before it can be removed

from the mold. This is accomplished by flowing cold water

Fig. 15.30 Injection molder.

(http://hicksplastics.com/

Injection_Molding_Hicks_Plastics_MI.html, Accessed 4 Nov 2011)

15 Synthetic Resins and Plastics 609

http://hicksplastics.com/Injection_Molding_Hicks_Plastics_MI.html
http://hicksplastics.com/Injection_Molding_Hicks_Plastics_MI.html


through channels machined into the mold. Computerized

design of the cooling channels and refrigeration of the

cooling water to speed the cooling process, are major

considerations. Since heat transfer through organic polymers

is slow, the design favors thin-wall products, generally under

1/4 in. Polymers which can crystallize rapidly offer promise

of faster, more economical molding cycles. Polymers which

crystallize slowly, and amorphous polymers which stiffen

gradually, often require longer molding cycles.

Opening the Mold and Ejecting the Solid Product.When the

plastic product has cooled sufficiently to be solid and retain

its shape, the moving half of the mold is opened automati-

cally. Some products will eject from the mold spontane-

ously; this depends on design of the mold and the product,

low polarity of the plastics vs. the high polarity of the metal

mold, and the use of external lubricants to help release the

product from the mold. In most cases, however, the moving

half of the mold is fitted with “knockout pins.” When the

mold is opened, the knockout pins automatically project into

the mold cavity, and press gently on the product to force it

away from the mold surface. Then, as the mold closes for its

next cycle, the knockout pins automatically retract again.

Variations and Details
Drying. Although most plastics are quite resistant to water,

the powder or pelletsmay still absorb or adsorb small amounts

of moisture during storage and handling. In the heat of mold-

ing, this moisture evaporates, causing microscopic voids

(“blushing”) or macroscopic voids (bubbles), or even hydro-

lysis to lower molecular weight and less desirable properties.

Thus many plastics require pre-drying before molding. They

may be dried on shallow trays in a circulating-air oven, or by

passing hot dry air through the hopper as they are fed into the

extruder. They may be dried by opening a vent midway down

the extruder screw to allow the steam to escape.

“Two-Stage” Injection Molding Machine. Instead of using a

reciprocating screw to melt the plastic and to push the melt

into the mold, the extruder screw may feed the molten plastic

into a separate reservoir, and then a separate plunger can

feed the melt into the mold.

Electric Drive. This may replace the hydraulic drive in some

injection molding machines.

Multicavity Molds. While the mold can be machined with a

single cavity to produce a single product, in most cases it is

more efficient to machine multiple cavities into the mold and

fill them all with a single shot of molten material. This

requires a system of runners (tunnels) to distribute the melt

to all the cavities, which in turn requires much more sophis-

ticated engineering design to balance them all equally.

Hot Runners. When the molten plastic is pumped into the

water-cooled mold, the cooling system solidifies both the

plastic product in the mold cavities and also the plastic

material in the runners. Later the solid runners must be

separated, reground, and reused. This is an extra burden on

the process. An alternative is to avoid cooling the runners,

and keep them hot, so that the molten polymer in runners

remains fluid for the next shot into the mold.

Thermosetting Plastics. While injection molding is used

primarily for thermoplastic polymers, it is so efficient and

economical that processors working with thermosetting

plastics may find it attractive. This has led some of them to

adapt the injection molding process to thermosets. This may

involve some modification of the reactivity of the thermo-

setting plastics and/or the injection molding machinery, gen-

tle heating to melt the reactive materials without curing them

prematurely, and use of warm or hot molds to finish the

curing process quickly and thus speed the molding cycle.

In-Plant Recycling. Injection molding produces a certain

amount of scrap: runners, gates, flash, and rejects of imper-

fect products. In theory, thermoplastic polymers should be

perfectly recyclable. In practice, in-plant scrap can be kept

clean, reground, and recycled. While 100% recycle is theo-

retically conceivable, most processors simply determine how

high a percent of recycle they can blend with their next batch

of virgin material without any harm to their process or prod-

uct. In most cases they reuse all of their scrap internally,

without any contribution to solid waste. This is both good

economics and good environmental practice.

Reaction Injection Molding

Overview
RIM is a fast, low-pressure, low-temperature, low-cost pro-

cess for one-step conversion of reactive liquids into large

finished solid plastic products. Liquid polyol and liquid

diisocyanate are mixed by impingement, pumped instantly

to fill a large mold cavity, and polymerized/cured rapidly to

form a thermoset polyurethane product. The cured polymer

may be a stiffly flexible product such as automotive bumper

covers, front ends, and trim; or a rigid foamed product such

as furniture and housings (cabinets) for computers, business

machines, TV, and radio.

Ingredients
The basic reaction to form polyurethanes is the polyol, which

may be a polyether or a polyester: Long polyols (high n) give

flexible polyurethanes; short polyols give stiff, rigid, and/or

crystalline polyurethanes. Branched polyols, with three or

more –OHgroups, give cross-linked thermoset polyurethanes;
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short multi-branched polyols give rigid products. Replacing

part or all of the polyol by a Polyamine

gives faster reaction and therefore shorter cure cycles; and

also contributes increased hydrogen bonding, which

produces higher rigidity and strength.

The diisocyanate is generally toluene diisocyanate (TDI)

or methylene diphenyl isocyanate (MDI) or oligomers based

on them.

Foaming Agents are either volatile liquids or a trace of

water. For flexible products, only a trace of foaming is

needed to optimize the product. For rigid products, a higher

degree of foaming is used to produce light-weight products.

Other ingredients include catalysts to control/balance the

polymerization/cure reactions, surfactants for foam unifor-

mity, fillers for stiffening, pigments for coloration, flame-

retardants where needed, and short glass reinforcing fibers

to increase strength and dimensional stability in Reinforced

RIM (RRIM).

Equipment and Process
Raw material holding tanks are warmed to 30–38�C
(85–100�F) to keep them at optimum viscosity. The raw

materials are measured and pumped by piston pumps, to

deliver exactly equivalent amounts of the two reactants,

bring them up to 14–21 MPa (2,000–3,000 psi), and shoot

them into the mixing head. Here they are mixed by high-

speed impingement. The mixed liquid system is very reac-

tive, so it must be pumped into the mold cavity to fill it as

rapidly as possible. Molding itself is a low-pressure process,

rarely more than 0.7 MPa (100 psi), so the mold can be rather

light construction; but since molds and products are

generally large, the total force needed to clamp the mold is

still considerable. The reaction is exothermic, and the

temperature rise could over-cure the product, so mold

cooling is required. The entire process is rapid, and can be

accelerated further by use of polyamines and catalysts

to speed the polymerization/cure reactions. It has proved

particularly attractive for mass production of large polyure-

thane parts.

Structural Foam

Definition
When a solid plastic is expanded to moderately lower its

density, it is called a “structural foam.” Bone and wood are

natural structural foams, which benefit from this moderate

degree of expansion. Most plastic materials can similarly be

expanded during melt processing, and also gain many

benefits as a result.

General Description
A blowing agent is added to the plastic material, to compress

gas into the melt during processing. It can be compressed

nitrogen gas, which is inexpensive but difficult to disperse;

or it can be a “chemical blowing agent,” usually an organic

azo compound RN¼NR, which gives much more uniform

dispersion in the melt, and reacts to produce compressed

gases in the hot melt.

In extrusion, when the hot melt exits from the die, the

compressed gas expands and foams the extrudate. In injection

molding, the hot melt is injected into themold, but the quantity

is reduced (“short shot”) so that there is not enough melt to fill

the mold; the compressed gas expands, and the melt foams and

fills themold. Either way, the foamedmelt cools and solidifies,

producing a productwith a solid skin and a somewhat expanded

internal foam structure. It appears to be a solid product, but

it is lighter in weight and offers a number of advantages.

Degree of Expansion
Plastics with solid densities of 0.9–1.2 are generally expanded

13–25%, giving foamed densities of 0.75–0.9. At this modest

degree of expansion, they look and perform like solid

products.
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Benefits
Use of 13–25% less material is an obvious economic

advantage. Low pressure in the mold (1.4–3.4 MPa,

200–500 psi) permits construction of a lighter mold and

operation at lower pressure, both which provide further

economic advantage. A low degree of foaming is enough

to expand the molding against the walls of the mold,

eliminating any accidental “sink marks.” Higher degree of

foaming increases rigidity 3–4� over a solid part of equal

weight. Low-pressure molding also eliminates molded-in

stresses, which would weaken the product and could

also cause post-molding warpage. This in turn permits

design and production of more complex parts in a single

molding step, eliminating need for later machining and

assembling.

Problems in Structural Foaming
Foamed products tend to be thicker, and contain gas bubbles.

Both of these factors reduce heat transfer, taking longer to

cool and solidify the product, and thus lengthening the

manufacturing cycle.

Tiny foam bubbles in the skin of the product tend to form

swirl patterns which are unsightly in consumer products.

Several modified injection molding processes offer promise

for reducing or eliminating this problem: (1) The Farrel/
USM Process injects the melt into an expandable mold at

high pressure, then expands the mold to lower the pressure

and permit foaming. (2) The Coinjection Process uses two
reciprocating screws to feed the mold; the first feeds a

nonfoamable short shot, which will form the solid skin,

and then the second feeds a foamable second short shot

which expands, pushing the skin ahead of it and filling the

interior with foam. (3) The Gas Counterpressure Process
seals the mold, compresses nitrogen gas into it, injects a

short shot of melt containing blowing agent, and then uses

gradual controlled venting to release the nitrogen gas and

allow the foamable melt to expand, forming a solid skin and

a foamed core.

Low-Density Foams

When plastics are foamed to low densities, containing more

air than polymer, they have unique properties and

applications. Major uses are in crash padding and thermal

insulation. Closed-cell foams are outstanding for flotation,

rigidity, and insulation; while open-cell foams are outstand-

ing for softness, resilience, and comfort.

While foam production and properties may all belong to

one unified theoretical basis, commercial practice is differ-

ent for each of the major polymer families; so it is best to

review them individually.

Polyurethane
The largest quantity of low-density foam is polyurethane,

made by mixing liquid polyols with liquid diisocyanates,

pouring the mixed liquid and allowing it to foam, polymer-

ize, and cure rapidly into its finished form. The auxiliary

ingredients—foaming agent, tertiary amine and organotin

catalysts, surfactant, and optionally flame-retardant—are

mixed with the polyol prior to mixing with the diisocyanate.

The two liquid streams are metered by piston or gear pumps,

and fed at high pressure into an impingement chamber where

they mix by turbulence. This mixture is very reactive, so it is

poured rapidly into the desired form or location, and allowed

to polymerize, foam, and cure into the finished product. The

largest amount is open-cell soft flexible foam; a smaller

amount is closed-cell rigid foam for thermal insulation.

Flexible Foam is made from long-chain diols with a small

amount of triols for cross-linking togive strength and resilience.

Foaming is producedby reactionbetweenmeasured amounts of

isocyanate and water to liberate carbon dioxide. Molded

products are made by pouring the reactive liquid mixture into

a mold cavity at 50�C. They foam and cure in 2–10 min, after

which they are temporarily crushed or vacuum-shocked to open

the cell walls and insure softness. Then they are allowed to

condition for several hours to finish the cure. The major

products are auto seating and headrests, and furniture cushions.

Large slabstock is made by pouring the reactive liquid

mixture into a moving paper form, up to 8 � 5 � 50 ft long,

which takes up to 5 min. Polymerization, foam rise, and cure

are exothermic, and the interior of the slab can reach

140–170�C. The rough surface is trimmed off, and the slab

is conditioned 12–24 h to finish the cure. The finished slab is

sliced to the desired thickness for furniture, mattresses,

public transportation seating, textile backing (sportswear),

carpet backing, and packaging.

Rigid Foam is made from short-chain polyols with a typical

average functionality of four hydroxyls per molecule, to give

high cross-linking for rigidity. Foaming is produced byvolatile

organic solvents, which are boiled by the exothermic polymer-

ization/cure reaction. Sheet, slab, and block are made by

pouring the reactive liquid mixture onto a moving paper

form, or directly onto facing panels for laminated structures.

The Pour-in-Place technique is used to fill the wall cavities of

refrigerators and freezers, holding them at about 40�C to con-

trol the reaction. Spray coating insulation is applied to

buildings, tanks, and pipes in the field, using a highly catalyzed

mixture that will foam and gel in less than 10 s, so that it

will stay in place without running down; the coating can be

built up to 2 in. thick in a single pass, more by repeated passes.

Rigid polyurethane foam is used primarily as thermal

insulation for buildings, trucks, rail cars, shipping

containers, tanks, pipelines, cold-storage warehouses, and

frozen food display cases.
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Polystyrene
Polystyrene is foamed by swelling with pentane, heating to

soften the polymer and vaporize the pentane, and allowing it

to expand at atmospheric pressure. Extrusion produces

foamed sheet and board stock, which are used mainly as

thermal insulation in commercial refrigerators and freezers,

and also in food packaging, roof and wall insulation, and

pipe insulation.

Moldable beads are produced by suspension polymeriza-

tion, swelling with pentane, warming to soften and “pre-

expand” the beads, pouring them into a mold, and steaming

to expand them fully, soften them, and fuse them together

into a finished product. This produces drinking cups, molded

packaging, board stock, and display and novelty products.

Loose fill for packaging is produced by extruding and

chopping polystyrene into various shapes, swelling with

pentane, and steaming to expand them into “peanuts.”

Polyvinyl Chloride
Flexible PVC foams are generally laminated to layers of

cloth and/or solid vinyl, and used for leather-like clothing

and luggage, upholstery in autos and furniture, and resilient

flooring. They are made by polymerizing vinyl chloride in

emulsion, spray-drying to a fine powder, mixing into liquid

plasticizer at room temperature to form a viscous paste,

compounding with stabilizers/catalysts and azodicar-

bonamide foaming agent, roller-coating onto a moving belt

of textile or paper or solid vinyl film, oven-heating to dis-

solve the resin in the plasticizer and activate the foaming

agent, and cooling to room temperature to gel the plasticized

vinyl and stabilize the flexible foam. An alternative for

large-scale production is to compound general purpose

PVC with plasticizer, stabilizer/catalyst, and foaming

agent, calender and/or laminate sheet below the activation

temperature of the azodicarbonamide, and then pass it

through a hotter oven to foam the sheet.

Polyethylene
Polyethylene foam sheet is used mainly in package cushion-

ing, and also in roof insulation. Extruded profile is also used

as construction sealants and pipe insulation. It is made

mainly by tandem extrusion. The first extruder melts the

polyethylene and blends in liquid volatile organic foaming

agent. The second extruder cools it to the optimum foaming

temperature, and pumps it through a die into room-

temperature air, where it expands into foamed sheet.

For higher performance, cross-linked foamed sheet can

be produced by radiation or chemical cross-linking. For

radiation cross-linking, polyethylene is melted in an extruder

and mixed with powdered chemical foaming agent, extruded

into sheet, cross-linked by electron beam radiation, and

foamed in an oven. For chemical cross-linking, polyethylene

is melted in an extruder and mixed with peroxide cross-

linking agent and chemical foaming agent, extruded into

sheet, and passed through a two-stage oven for cross-linking

and foaming.

Molded foam for package cushioning, flotation devices,

and sports equipment is made from foamed pellets. Polyeth-

ylene pellets are foamed with volatile organic liquid and

cross-linked by peroxide or electron beam. The foamed

pellets are poured into a mold, the mold is closed, and the

pellets are softened and expanded further to fuse into a

molded foam product.

Blow Molding
Blow molding uses compressed air to blow and expand a hot

plastic tube (“parison”) in a female mold cavity, until the

plastic conforms to the walls of the mold. This has devel-

oped into a major way to produce plastic bottles, and also

more specialized hollow shapes such as fuel tanks, seat

backs, tricycles, surfboards, etc. The leading material is

HDPE for milk, water, and household chemicals. Second

largest is PET for carbonated beverages. A number of

other thermoplastics are blow-molded in smaller amounts

for more specialized uses.

There are twoways to produce the plastic tube (“parison”):

injection molding and extrusion. For injection blow molding,

a test-tube shape is first injection molded, then transferred

into a bottle mold and blown. For extrusion blow molding,

the extruder produces the tube continuously, and a rotating or

alternating series of bottle molds take turns clamping around

the tube and blowing it. Injection blow molding is used

for bottles up to 500 mL in size, while extrusion blow

molding is used for bottles 250 mL and larger.

Stretch blow molding holds the parison above its glass

transition temperature (Tg) and stretch-orients it to increase

modulus, strength, impact resistance, transparency, and

impermeability. This is most important for PET, and is

also used for PVC, polypropylene, and polyacrylonitrile.

Multilayer blow molding uses a parison containing two or

more polymers in concentric layers, and produces a multi-

layer laminated bottle or fuel tank. In general this can com-

bine the best properties of each layer. Sandwich structure

food packaging, with a mid-layer of ethylene/vinyl alcohol

copolymer (EVOH), provides impermeability to oxygen.

Sandwich structure fuel tanks of HDPE/nylon/HDPE gain

impermeability to gasoline.

To speed the cooling portion of the blow-molding cycle,

chilled air can help. For more extreme action, liquid carbon

dioxide or nitrogen can give even faster cooling.

Surface fluorination has been claimed to make polyethyl-

ene less permeable to gasoline and nonpolar solvents in

general. Fluorine gas can be used to blow the container,

which treats only the inside surface or the finished container

can be fluorinated both inside and outside in a single post-

treatment. This produces a fluorinated layer 20–40 nm thick.
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Thermoforming

Thermoplastic sheet can be softened by warming, placed in

or on a mold, pressed gently but swiftly to conform against

the walls of the mold, cooled to solidify, and trimmed to

separate the product from the surrounding unused sheet.

Sheet can be produced by extrusion or calendering. For

use in thermoforming, the sheet must be extremely uniform.

For improved properties, the sheet may be biaxially stretch

oriented up to 300%. For large automatic production runs, it

is fed continuously off a roll; for short runs, large, and/or

specialty jobs, it may be cut into individual sheets and fed

one at a time.

The sheet must be preheated to make it soft and pliable

(“rubbery melt”). For fastest processing and best final uni-

formity and properties, it should be as hot as possible,

without losing melt strength or beginning thermal

degradation.

There are three methods of preheating. (1) Convection

oven is slow, but very uniform. (2) Conduction heating is

done with electrically heated Teflon-coated aluminum

plates. (3) Radiant heating is most efficient, especially

when the infrared wavelengths are chosen to match the

maximum absorption frequencies of the plastic material.

There are three ways to press the warm sheet gently and

swiftly against the surface of the mold. (1) Vacuum forming

is the most popular, pulling the soft sheet against the mold

surface, with atmospheric pressure applying the driving

force. The vacuum must be at least 25 in. Hg to give the

fastest possible cycle. (2) Pressure forming (compressed air),

at pressures of 140–860 kPa (20–125 psi), is faster and gives

better final properties. (3) Mechanical force (tensile, flex-

ural, or compressive) can also drive the warm sheet to

conform to the mold surface. In some cases, two or all

three of these methods may be combined for optimum

performance.

The best molds are made of aluminum with water-cooling

channels cut into them. Tooling costs are low, and heat

transfer is high. The formed plastic sheet must be held

against the mold surface until it is cooled to the solid state.

This is often judged by the HDT at 455 kPa (66 psi).

Whether the process uses continuous sheet or individual

sheets, the product is formed from the center of the sheet,

and the edges must be trimmed off to give the final product.

Die cutting knives are common, but a variety of other

mechanical and thermal techniques are also in use. The trim

may be 10–70% of the original sheet. It is reground, blended

up to 50% with virgin resin, and recycled directly into the

same process. Considering the variability of recycle and

blending, this requires careful control to maintain quality.

Overall, thermoforming is a very useful method of fast

low-cost production for a great variety of plastic products,

from packaging to building to automotive parts.

Rotational Molding (“Rotomolding”)

Hollow products can be made by placing powdered plastic in

a closed mold, tumbling and heating it until the plastic has

coated the walls of the mold, cooling it to solidify the

product, and opening the mold to remove the product.

Polyethylene is by far the most popular material. Others

used occasionally include vinyl plastisol (liquid rather than

powder), nylon, polypropylene, and polycarbonate. The

powder is usually ground to 35 mesh.

The most popular machine is a carousel design with 3–4

arms operating independently, providing separate stations

for loading, heating, cooling, and unloading. Molds are

generally made of aluminum, two-piece plus clamps.

Slow rotation gives the most uniform products. The pat-

tern of biaxial rotation must be determined by trial and error.

Heating is best done in a gas-fired oven with a fan for

circulation.

Cooling is a two-stage process, first a fan and then a cold

water spray or mist. Advantages are low capital investment,

design freedom, strain-free products, and little or no post-

molding secondary operations. For initial costing, multiply

the cost of the raw material by 5. Blow molding is faster and

uses a wider variety of plastics.

Typical products are tanks (20–85,000 L, 5–22,500 gal),

containers for packaging and materials handling, portable

outhouses, battery cases, light globes, vacuum cleaners, gar-

bage cans, surfboards, toys, traffic barricades, display cases,

and ducting.

Powder Coating

A solid plastic may be ground to a solid powder and then

used to apply a plastic coating to a metal product, either for

decorative reasons (color) or for functional performance

such as insulation or corrosion resistance. Plastics most

often used in this way include nylon, vinyl, acrylic, polyeth-

ylene, polypropylene, and epoxy. Coating without solvents

is beneficial both economically and environmentally, and

100% utilization of material eliminates waste. After the

powder is bonded to the metal surface, it is often reheated

to flow into a more uniform coating and, in the case of

thermosetting resins, to complete the cure reaction.

There are three techniques for applying the powder coat-

ing to the surface of the metal product: fluid bed, electro-

static fluid bed, and electrostatic spray.

Fluid Bed Coating
The equipment is simply a horizontal box with a finely-

porous shelf near the bottom. Powdered plastic, ground to

20–200 mm, is poured above the shelf. Compressed air is fed

in below the shelf, percolating up through the pores, and
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percolating the powder so that it rises and flows much like a

liquid. Sometimes the box is also vibrated to produce greater

uniformity.

The metal product to be coated is preheated to a tempera-

ture which will melt the powder. Then the product is dipped

into the fluid bed. The powder particles melt and flow onto

the metal surface. Coatings up to 2.5 mm (0.1 in.) thick can

be applied in a single dip.

Typical products are electric motors, electronics,

transformers, valves, pumps, refinery equipment, and

appliances.

Electrostatic Fluid Bed
In a modification of the fluid bed technique, the product to be

coated, instead of being preheated, is passed over the bed,

and the powder is attracted to it by a static charge. Then it is

passed through a heating oven to fuse it into a finished

coating. This process can be used for either discrete or

continuous products.

Electrostatic Spray
Conventional electrostatic spray coating pumps a liquid

coating formulation through a spray gun, which puts an

electrostatic charge on the liquid, and sprays charged

droplets toward a grounded metal product. The droplets are

attracted to the product, where they discharge and adhere to

the metal surface.

Plastic powders can be applied in a similar way. The solid

plastic is ground to a 30–200 mm powder, fluidized, and

conveyed by compressed air through a spray gun which

uses high voltage to apply an electrostatic charge to the

particles, and then sprays them at the grounded metal prod-

uct. Spraying is normally done in a hood, to protect the

worker and to collect and recycle the excess powder. The

charged powder is attracted to the metal product, attaching a

coating 50–75 mm thick on a cold product, or up to 250 mm
on a preheated product. A post-fusion step melts and flows

the powder into a uniform coating and, in the case of ther-

mosetting resins, also completes the cure reaction.

Calendering

In calendaring a viscous bank of excess thermoplastic or

rubber is pressure-formed between a pair of parallel

corotating rolls to form a thin “film” or a thicker “sheet.”

Most calenders consist of four rolls in L- or Z-shape, plus

additional feed rolls and post-calender laminating, pattern-

ing, and/or wind-up rolls.

PVC is a commonly calendered plastic, especially in

plasticized flexible form. Other materials often calendered

are rubber, ABS, polyurethane, and thermoplastic

elastomers.

The plastic material delivered to the calender must be

molten, homogeneous in composition and temperature, and

at optimum viscosity for the calendering operation. For rigid

vinyl, optimum temperature may be 180–190�C; for flexible
vinyl, 10–20�C lower. Nip pressures between the rolls are

typically 160–1,050 kN/m (900–6,000 lb/in.) of roll face.

A surface pattern can be applied by the calender roll or by

a post-embossing operation. Feeding hot sheet to a cold

embossing roll works well. The pattern is measured by a

profilometer. Calendering can also be used to apply a plastic

surface to a substrate web such as metal, cloth, or paper.

Capital investment for a calender line may be about $5

million. Operating cost may be about $500/h. Calendering is

a very high-speed method of producing plastic film and

sheet, but high-speed economy must be balanced against

quality of the finished product.

Vinyl Plastisol Processing

Plastisol processing is a specialized technique for making

flexible vinyl products. It is also sometimes called “paste”

or “dispersion” technology. In this method powdered PVC

is stirred into liquid plasticizer at room temperature to form

a viscous liquid or spreadable paste. This can be poured or

spread into the shape of the final product, heated to fuse,

and cooled to gel into the final solid product. Simple

pouring or gentle spreading requires no heavy equipment,

and does not damage delicate substrates, such as paper and

cloth. Consequently, this accounts for about 10% of all

vinyl production.

About 90% of PVC is made by suspension polymeriza-

tion and processed as viscous melt at high pressure in heavy-

duty equipment. Some 10% of PVC is made by emulsion

polymerization and spray-drying, for use in plastisol

processing. The resin is stirred into liquid plasticizer at

room temperature, along with stabilizer and other optional

additives, to form a viscous liquid or easily spreadable paste.

This is poured or spread into the form of the desired final

product. It is then heated, passing through several phases. At

first the resin particles absorb the liquid plasticizer, swell,

and form a gel. On further heating, the resin melts and

dissolves in the hot plasticizer, forming a hot solution. On

cooling, the resin crystallizes somewhat, turning the hot

solution into a hot gel. On cooling to room temperature,

the gel solidifies to a firm rubbery plastic.

If the plastisol is too viscous for pouring at room tempera-

ture, it may be thinned with a volatile solvent; on

heating, the solvent evaporates, leaving a firmer final

product. This is called “organosol” technology. Alternatively,

a polymerizable plasticizer may be added to thin the plastisol;

on heating, it polymerizes to a solid ingredient, giving a

firmer final product. This is sometimes called a “rigisol.”
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If molds are required to shape the plastisol into a finished

product, they are generally light-weight low-cost molds of

aluminum, electroformed nickel, or ceramic. Oven-heating

is slow, but common. The major handicap is slow heat

transfer, so overall production cycles may take 4–20 min.

Several different methods are described below for

converting plastisols into finished products.

Dip Coating. A product is preheated and dipped into the

plastisol. The plastisol gels onto the surface of the product. It

is withdrawn from the liquid, allowed to drain off excess

liquid, and then placed in a 191–204�C oven to heat it in a

few seconds to about 177�C and fuse the gel to a homoge-

neous solution. It is then cooled in air or water to solidify the

material into the final rubbery coating. Typical products are

tool handles, kitchen implements, and electrical insulation.

Dip Molding. Instead of a heated product, a heated male

mold is dip-coated in the same way. In this case, the final

flexible vinyl product is stripped off of the mold. A typical

product is medical gloves.

Slush Molding. This is the reverse of dip molding. A female

mold is used to give any desired surface finish on the prod-

uct. The mold is preheated, plastisol is poured into it, and

gels onto the surface of the mold. The excess liquid plastisol

is poured out, and the internally coated mold is heated to gel,

cooled to solidify the rubbery product, and the product is

stripped out of the mold. Typical products are arm rests,

head rests, road safety cones, anatomical models, dolls, toys,

and auto parts.

Hot–Melt Molding. Hot molten plastisol is injected into a

cooledmold tomake products like fishing baits and novelties.

Rotational Casting. Like rotomolding, the plastisol is poured

into a cold mold, which is rotated and heated to gel the

plastisol onto the walls of the mold. It is then heated to fuse,

cooled to solidify, opened, and the product removed. Typical

products are volley balls, basketballs, dolls, and auto parts.

Open Molding. The plastisol is poured into an open mold,

heated to gel and fuse, cooled to solidify, and stripped out

from the mold. Typical products are auto air filters, oil

filters, truck flaps, and place mats.

Closed Molding. In this process, the plastisol is filled into a

closed mold, heated to gel and fuse, then cooled to solidify.

A typical product is switch mats for automatic door openers.

Spray Coating. Liquid plastisol can be spray coated up to

1.25 mm (50 mils) in a single pass. The plastisol is

formulated to be liquid enough to spray, then firm enough

to hold on a vertical surface without running down. It is

heated to gel and fuse, then cooled to form the final rubbery

coating. A typical product is tank linings.

Continuous Coating. Doctor blade or roll coating applies

plastisol continuously to a moving web of metal or cloth,

or two successive coatings apply a solid vinyl skin and a

foamable vinyl core to a fabric backing. Typical products are

house-siding, conveyor belting, and resilient flooring.

Silk-Screen Inks. Plastisol coatings can be applied a few mils

thick on cloth to produce T-shirts and athletic uniforms.

Organosol Coatings. The low viscosity of organosol

formulations permits coatings under 10 mils thick, particu-

larly for chemical resistance.

Liquid Casting Processes

Reactive liquids may be mixed and poured to form a solid

plastic product. They may be two co-reactive monomers or

prepolymers, or one monomer/prepolymer, plus a catalyst or

curing agent. They are primarily thermosetting plastics and

elastomers. Rigid plastics are primarily epoxy, polyester,

and acrylic. Elastomers are generally room-temperature

vulcanizing (RTV) polymers: polysulfide, polyurethane,

and silicone. They are used mostly to provide electrical

insulation and mechanical and environmental protection

for delicate electrical/electronic products, such as resistors,

coils, solenoids, capacitors, transformers, printed circuit

boards, optoelectronics, and light-emitting diodes. There

are a number of such liquid casting processes, generally

carried out at room temperature with or without a later

heating step for complete cure.

Casting. The reactive liquid mixture is poured into a mold,

and allowed to polymerize and cure. This is used to make

solid tires for industrial vehicles, and to make decorative

items, such as simulated wood trim, furniture, picture

frames, and lamp bases.

Potting. Delicate electronic devices are placed inside an

empty shell, and the space is filled by pouring the reactive

liquid mixture into it and curing it.

Encapsulation/Embedment. After potting is completed, the

outer shell is removed, and the solid plastic is the container.

Conformal Coating. Using a thixotropic reactive liquid, the

product is dipped into the liquid and removed with a coating

of the liquid on it. This is then heat-cured to solidify the

coating and make it permanent.
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Impregnation. A porous product can be dipped into a fluid

reactive liquid, which soaks into the pores and fills them

completely. The liquid is then cured to leave the product

completely filled with solid polymer in the pores.

Syntactic Foam. Hollow glass, ceramic, or plastic spheres

are dispersed in the reactive liquid system before it is cast.

When the liquid is polymerized and cured, the hollow

spheres make it a unicellular foam. The air “bubbles” in

the cells make it low-density, low dielectric constant and

loss, and very resistant to compressive forces such as hydro-

static head in deep-sea equipment.

Aside from simply casting at atmospheric pressure, vacuum

is often used to remove air bubbles and volatiles, which would

give an imperfect casting, or to help promote porous impreg-

nation. Small specialty runs can be done manually, with no

capital investment but high labor cost; larger production runs

can be automated with only modest capital investment. Since

many of these liquid systemsmay be volatile and unpleasant to

work with, worker protection often includes ventilation and/or

protective clothing for eyes, skin, and lungs.

Compression Molding and Transfer Molding

Thermosetting plastics and rubber are heated to soften

(“plasticate”) them, and then pressed at 14–28 MPa

(2,000–4,000 psi) to cross-link (“cure”) them. Then the

mold is opened and the finished product is removed.

Properties. Compared to engineering thermoplastics,

thermosets can offer equal or superior properties at lower

cost. Major advantages include rigidity, creep resistance,

dimensional stability, impact strength, heat resistance, and

chemical resistance.

Typical Applications. Common compression molded ther-

moset products include electrical equipment, appliance

handles and knobs, dinnerware, distributor caps, under-the-

hood parts, automatic transmissions, brakes, and pumps.

Compression Molding. This press has two horizontal platens
facing each other. The upper one is generally stationary; the

lower one moves vertically, driven by mechanical, hydrau-

lic, or pneumatic power. The upper mold half is fastened to

the upper platen, the lower mold half to the lower platen.

Most molds are electrically heated. In semiautomatic opera-

tion, the operator puts the granular molding powder in the

lower half of the mold, and presses a button which closes the

press, holds it till cure is complete, and opens the press

again; then the operator removes the molding from the

mold, and repeats the cycle. In fully automatic molding,

the entire cycle is automatic and does not require an

operator.

Transfer Molding. This preheats the molding powder in the

upper part of the mold. Then a plunger pushes the fluid

material down into the (lower) mold cavity and holds it

there until cure is complete. This gives more fluid flow

than compression molding, and avoids damage to delicate

molds or molded parts.

Additional Considerations. Compared to injection molding

of thermoplastics, compression molding is less capital inten-

sive, more labor-intensive, and takes a longer molding cycle.

Transfer molding can equal injection molding cycle times.

Compression and transfer molding do less damage to

reinforcing fibers, so they can give more impact-resistant

products.

The molding cycle can be shortened by preforming and

preheating. The granular molding powder is cold-pressed

into a pill of the desired weight, and then preheating brings

it to near molding temperature before it is inserted into the

mold. This gives better flow and faster cure.

“Venting” and “breathing” must often be included in the

molding cycle. Venting allows trapped air to escape through

small grooves as the molding powder is compressed and flows

into a solid part. Breathing opens themold about 3mm (in.) for

a second or two, early in the molding cycle, to allow escape of

water and other volatiles from the condensation cure reaction.

This permits production of bubble-free parts. Ejector pins help

to separate the finished molding from the mold cavity. These

are driven mechanically during the mold-opening stage of the

cycle. Post-cure ovens may be used to help complete the cure

cycle, especially to control gradual cooling of the molded part.

Deflashing is often required to remove excess trim (“flash”)

from the edges of the molded product. This may be done by

tumbling in a rotating drum, or by an air-blast grit.

Reinforced Plastics Processing

Adding short-fiber reinforcements to thermoplastics can pro-

duce major increases in modulus, strength, and dimensional

stability; it makes melt processing more difficult. Adding

fibrous reinforcement to thermosetting plastics produces

outstanding modulus, strength, impact strength, dimensional

stability, and heat and chemical resistance; but requires

entirely new methods of processing to convert them into

finished products.

The polymers most often used are unsaturated polyesters

and epoxy resins; for ultra-high performance, polyimides

and other specialty resins are also used in small amounts.

The reinforcing fibers are primarily glass; for ultra-high

performance, aramid, carbon/graphite, and metallic fibers

are also used.

The polymers are generally polymerized to low molecu-

lar weight “A-stage” resins, which are still liquids or fusible

solids, and potentially very reactive. In pure form they can
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be stored for months to years. The liquids are easily mixed

with reinforcing fibers and other ingredients, and shaped into

the form of the ultimate products. Addition of peroxide

initiators to polyesters, or amine or anhydride curing agents

to epoxies, liberates their high reactivity to permit fast cure

cycles to completely cure products. Some processes use heat

and/or pressure to complete the shaping and cure cycle,

while others are carried out simply at ambient conditions.

These variables offer a wide variety of processes which can

be used to manufacture reinforced thermoset plastic

products.

Matched Die Molding Processes
By analogy with compression molding, thermosetting resins,

plus fibrous reinforcement can be pressed between matching

mold halves, with heat and moderate pressure, and cured

directly into finished products. A typical cure cycle is about

a minute. Half of all reinforced thermoset products are made

in this way. Major applications are in the automotive, elec-

trical/electronics, appliance, and business machine

industries.

Bulk Molding Compound (BMC). Liquid resin, 1/4–1/2 in.

long glass fiber, and a simple filler (typically calcium car-

bonate or clay) are mixed in a dough mixer or cold extruder.

A group II metal oxide is added to gel the liquid resin

(Table 15.22). This doughy mix (“premix”) is placed in a

hot mold, pressed to flow and fill the mold cavity, and held

until cured.

Sheet Molding Compound (SMC). The SMC machine pours

liquid resin and 1-in. glass fiber onto a moving belt, passes it

through calender rolls to make a good sheet, and then

through an oven to begin cross-linking and gel the resin.

The sheet is placed in a hot mold and pressed to shape and

cure it. While the short fiber in BMC is easier to mold, the

longer fiber in SMC gives greater strength and impact

resistance.

Cold Press Molding. Occasionally the mix may be placed in

a cold mold and pressed at about 345 kPa (50 psi). The cure

cycle is considerably longer.

Preform. A metal screen is made in the shape of the final

product. Glass fiber is chopped 2 in. long and sprayed uni-

formly over the shaped screen, using vacuum on the back

side of the screen to assist the process. A small amount of

binder, typically 5% of polymer in latex form, is sprayed

onto the fiber to hold its shape. It is then removed from the

screen, placed in the mold, saturated with an equal weight of

liquid resin, and the mold is pressed at 1,380 kPa (200 psi)

and heated until cured, typically 3–15 min. This early pro-

cess has been largely replaced by SMC.

Prepreg. Fabric is impregnated with 25% of liquid resin and

laid in the mold. To insure isotropic properties, or to maxi-

mize properties in a specific direction, successive layers of

impregnated fabric are carefully oriented in different

directions. The mold is closed, pressed, and heated till

cured. Products made from such impregnated fabrics have

much higher strength than simple random fiber

reinforcements.

Resin Transfer Molding (RTM). Reinforcing fibers are

distributed uniformly in the mold and the mold is closed.

Liquid resin is injected into the mold until the excess comes

out of the vents. The mold is pressed and heated, similarly to

preform molding, until cure is complete.

Open Molding
Instead of applying pressure in a closed mold, the mix of

liquid resin and reinforcing fiber may be laid into an open

mold, and optionally pressed gently at room temperature

until cured. To accelerate low-temperature cure, more active

catalyst systems are added. Alternatively, the assembly may

be UV or oven-cured. This requires less capital investment,

but more skilled labor, so it is useful for prototype and small

production runs. It permits unlimited size, so the largest

reinforced thermoset products are made in this way, for

example, large tanks and whole boat hulls.

Hand Lay-Up (Contact Molding). A layer of liquid resin is

applied to the surface of the mold. A layer of glass fiber mat

(low strength) or fabric (high strength) is hand laid over it.

Liquid resin is poured over it, and brushed or rolled (squee-

geed) into it. The process is repeated to build up the desired

thickness of the product. The assembly is allowed to stand

until cured.

Spray-Up. Instead of hand lay-up, continuous glass roving

and liquid resin are fed into a gun, which chops the glass

fiber, mixes it with the resin, and sprays it into the mold. This

can be automated for lower labor cost and greater unifor-

mity. Spraying is often followed by hand-rolling to expel air

and densify the assembly. Then it is allowed to stand until

cured. Products are similar to those from simple hand lay-up.

Vacuum-Bag Molding. After hand lay-up, the assembly is

covered with an air-tight film, typically polyvinyl alcohol,

occasionally nylon or other material. Then a vacuum is

Table 15.22 Typical mix for a bulk molding compound (BMC)

Resin 22%

Fiber 25%

Filler 53%
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pulled on the underside of the film, to squeeze out air and

excess resin. Use of a hand-held paddle may help. The

assembly is allowed to stand until cured. Products are

void-free, and quality is better than simple hand lay-up.

Pressure-Bag Molding. This is similar to vacuum-bag mold-

ing, but 345 kPa (50 psi) air pressure is applied to the outside

of the cover film. A rubber bag may be used to facilitate the

process.

Autoclave Molding. This is similar to pressure-bag molding,

but it is carried out in an autoclave to apply the pressure to

the outside of the cover film.

Rubber Plug Molding. Liquid silicone rubber is cast into a

femalemold cavity and cured. The plug is removed, and layers

of mat or fabric are built onto the plug. This assembly is then

inserted into the mold cavity, pressed, and heated until cured.

Special Processes
Filament Winding. This requires a mandrel to shape the

desired finished product. Continuous filament or woven tape

is fed through a liquid resin bath to impregnate it, and then

wound onto the mandrel in a calculated pattern to optimize the

final properties. The assembly is oven-cured. A collapsible

mandrel can then be removed from the plastic product; or the

mandrel can be left as a part of the finished product. Typical

products are pipes, tanks, and pressure bottles. Other

suggested products include rocket motor cases, railroad hop-

per cars, automotive springs, drive shafts, ship hulls, housing

modules, helicopter rotor blades, and helicopter tail sections.

Pultrusion. Filaments, woven tapes, or fabrics are fed con-

tinuously through a liquid resin bath, through a shaping die,

through a curing oven, and then cut to any desired length.

This makes continuous products of any desired cross-

section. Typical products include fishing rods, flag poles,

tool handles, ladder rails, tubing, and other electrical, corro-

sion resistant, construction, and transportation applications.

Continuous Laminating. Reinforcing fiber and liquid resin are

deposited on a moving belt, densified between squeeze rolls,

passed through a curing oven, and cut to length. This process is

used for mass production of glazing, paneling, and roofing.

Centrifugal Casting. Reinforcing fibers are distributed inside

a circular mold. The mold is rotated, and liquid resin is

distributed inside it to impregnate the fibers. Rotation of

the assembly is continued inside an oven until it is cured.

This process is used for making pipes, tanks, and hoops.

Foam Reservoir Molding. Flexible open-cell polyurethane

foam is impregnated with liquid resin, faced with glass fiber

mat, and gently compression molded. This squeezes the

liquid resin into the glass fiber surface mat. Heat curing

produces a sandwich structure of low density, high flexural

and impact strength.
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Rubber 16
D.F. Graves

Introduction

The word “rubber” immediately brings to mind materials that

are highly flexible and will snap back to their original shape

after being stretched. In this chapter a variety of materials are

discussed that possess this odd characteristics. There will also

be a discussion on the mechanism of this “elastic retractive

force.” Originally, rubbermeant the gum collected from a tree

growing in Brazil. The term “rubber” was coined for this

material by the English chemist Joseph Priestley, who noted

that it was effective for removing pencil marks from paper.

Today, in addition to Priestley’s natural product, many syn-

thetic materials are made that possess these characteristics

and many other properties. The common features of these

materials are that they are made up of long-chain molecules

that are amorphous (not crystalline), and the chains are above

their glass transition temperature at room temperature.

Rubber products appear everywhere in modern society

from tires to biomedical products. The development of syn-

thetic rubber began out of the need for countries to establish

independence from natural products that grew only in tropical

climates. In times of conflict the natural product might not be

available, and its loss would seriously threaten national secu-

rity. Synthetic rubber, then, became a strategic concern during

World Wars I and II [1]. Beyond the security issue, the need

for materials with better performance also provided a strong

impetus for the development of new rubbery materials. In

particular, improvements in oil resistance, high-temperature

stability, and oxidation and ozone resistance were needed [2].

Research today is driven to developmaterials with even better

performance in these areas. In the 1980s and 1990s tires with

lower rolling resistance were demanded by car manufacturers

to improve fuel economy. This was accomplished, in part, by

developing functional tread polymers which chemically bond

to fillers resulting in a dramatic reduction in the hysteresis

(energy loss) of the tire tread. These new functional polymers

will be discussed in this chapter.

The worldwide demand for rubber was estimated to be

23.0 million metric tons for 2011 [3], excluding latex

materials. Of this demand, 36% is synthetic rubber of vari-

ous kinds. Rubber has been classified by use into general

purpose and specialty.

The major general purpose rubbers are natural rubber,

styrene–butadiene rubber (SBR), butadiene rubber, isoprene

rubber, and ethylene–propylene rubber. These rubbers are

used in tires, mechanical goods, and similar applications.

Specialty elastomers provide unique properties such as oil

resistance or extreme heat stability. Although this differenti-

ation is rather arbitrary, it tends also to classify the polymers

according to volumes used. SBR, butadiene rubber, and

ethylene–propylene rubber account for 78% of all synthetic

rubber consumed.

The 2009 synthetic rubber capacity by type is presented

in Table 16.1, and Table 16.2 lists the worldwide rubber

consumption forecast by type for 2011.

Rubber Concepts

Several key principles (outlined below) greatly help in

understanding the performance of elastomeric materials.

This outline should present these concepts well enough for

use in the following discussions of specific polymer types.

However, the reader should consult the references for a more

complete understanding of these principles. The concepts

are classified as those that relate to polymer structure,

those that relate directly to physical properties, and those

that relate to the use of the material, as listed below.

1. Polymer structure:

(a) Macrostructure

• Molecular weight

• Molecular weight distribution

• Branching

D.F. Graves (*)
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(b) Microstructure

(c) Network structure

2. Rubber properties:

(a) Elasticity—the retractive force

(b) Glass transition temperature

(c) Crystallinity

3. Rubber use:

(a) Compounding

(b) Processing

Polymer Structure

Macrostructure

Molecular weight. The single most important property of

any polymer is the size or length of the molecule. The

polymerization process consists of combining many of the

simple monomer molecules into the polymer chain. Most of

the monomers used to produce rubbers are either gases or

low-viscosity liquids under normal conditions; upon poly-

merization they form liquids whose viscosity increases to

extremely high values as the chain length is increased. At

very low chain length, this increase is linear with molecular

weight until the chains are long enough to become

entangled. Above the entanglement molecular weight, the

viscosity increases to the 3.4–3.5th power of molecular

weight increase [4]. In addition to viscosity, a great many

other physical properties of any polymer depend upon the

molecular weight [5].

Molecular weight distribution. A given polymer sample is

composed of many polymer chains, which in most cases are

not of the same length. This variability can be a result of the

synthesis process or of possible random scission and cross-

linking that can occur upon processing. For economic

reasons, it is not possible to separate the various polymer

chains by length prior to use; so it is important to character-

ize this distribution in order to describe the polymer and

understand its performance. As with any distribution, no

single number is a totally satisfactory descriptor.

The commonly used molecular weight parameters are the

number, weight, and z average molecular weight, which are

defined, respectively, as: [6]

Mn ¼ SNiMi

SNi

Mw ¼ SNiM
2
i

SNiMi

Mz ¼ SNiM
3
i

SNiM2
i

where Ni is the number of moles of species i, and Mi is the

molecular weight of species i.
Although there are many different statistical ways to

describe any population, the above parameters have been

widely used because they are readily understood in physi-

cal terms, and they can be measured directly in the labora-

tory [7]. A fourth parameter, the dispersion index,

frequently is used to characterize the breadth of the distri-

bution. This parameter is simply the ratio of the weight to

the number average molecular weight, with 1.0 being the

lowest possible number (i.e., all chains of exactly the same

length). Typical values for commercial polymers are in the

2–5 range, with those under two considered relatively nar-

row and those over 2.5 considered broad in distribution.

The measurement of these molecular weight averages once

was a time-consuming task, but with the development of

gel permeation chromatography (GPC), also referred to as

size exclusion chromatography, the measurement of these

distributions has become commonplace [8]. Units are

even available that automatically sample polymerization

reactors, process the sample, and perform all necessary

calculations to provide data for process control. These

units can have multiple detectors, thereby providing com-

positional distribution as a function of molecular weight.

Table 16.1 Synthetic rubber capacities by type, 2009

Type Description Metric Tons

SBR-solid Styrene/butadiene rubber 5,257,000

BR Butadiene rubber 3,078,000

IR Isoprene rubber 707,000

CR Chloroprene (or neoprene) 385,000

EPDM Ethylene/propylene terpolymer 1,039,000

NBR Nitrile or acrylonitrile/butadiene rubber 713,000

SBR Styrenic Block Polymers 1,834,000

Total 13,013,000

Source: Worldwide Rubber Statistics 2009, International Institute of

Synthetic Rubber Producers, Inc., by permission

Table 16.2 Worldwide rubber consumption forecast, 2011 (metric

tons)

Total new rubber 22,970,000

Natural 10,100,000

Total synthetic 12,910,000

SBR 3,800,000

Nitrile 473,000

Polybutadiene 2,254,000

EPDM 1,011,000

Other synthetics 5,370,000

% Natural 43.8

% Synthetic 56.2

Source: Worldwide Rubber Statistics 2009, International Institute

of Synthetic Rubber Producers, Inc., by permission (http:\crwww.

therubbereconomist.com)
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Branching. The concept of a polymer chain implies two ends

per chain. However, because of the nature of the process

used to form the polymer, the chain may contain one or more

branch points, resulting in multiple ends per chain. These

chain ends can have an adverse effect on polymer perfor-

mance. Branching, molecular weight, and molecular weight

distribution have been shown to affect process ability as well

[9]. The optimum macrostructure often represents a compro-

mise between processing and ultimate performance.

Branching can also be measured using the GPC technique

with special detectors.

Microstructure

In the formation of elastomers from diolefin monomers such

as butadiene or isoprene, there are a number of possible

structures. Since the control of these structures is critical in

obtaining optimum properties, this area has received great

attention from the synthesis chemist. The possible polyiso-

prene structures are:

For butadiene (no methyl group) the 3,4 form does not

exist. The 1,2 addition is referred to as vinyl addition.
The polymer in natural rubber (from the Hevea

brasiliensis tree) is pure cis polyisoprene; gutta percha and

balata are composed of the trans isomer.

Many of the commercial synthetic elastomers are

synthesized from more than one monomer, such as

styrene–butadiene and ethylene–propylene rubbers. The

properties of the resultant polymer depend on the ratio of

the two monomers in the polymer and upon the distribution

of the monomers within the chain.

If the monomers are uniformly distributed within the

polymer chain, the ratio of monomers will define the flexi-

bility of the polymer chain [10]. Because many properties

depend on this chain mobility, polymer composition is care-

fully controlled. In addition to chain mobility, polymer

composition also defines the solubility parameter of the

polymer, which is a critical property relative to the type of

solvents in which the polymer is soluble, the ability of the

polymer to accept and hold oil, and the relative compatibility

of the polymer with other polymers [11]. Basically, these

properties all involve polymer–solvent interaction, with the

difference being the increasing molecular weight of the

solvent.

In addition to the relative ratio of the monomers, the

arrangement of the units in the chain is important. This

arrangement is referred to as the copolymer sequence distri-

bution. In the previous discussion, the assumption was made

that the comonomer units were well mixed in the polymer

chain. If this is not the case, parts of the chain can reflect

properties of the corresponding homopolymer. It is thus

possible to produce polymers that have significantly differ-

ent properties in different parts of the polymer chain. A most

dramatic example of this can be found in styrene–butadie-

ne–styrene (SBS) or styrene–isoprene–styrene thermoplastic

elastomers (TPE). The properties of these unique materials

will be discussed in the section “Thermoplastic Elastomers.”
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Network Structure

A critical requirement for obtaining engineering properties

from a rubbery material is its existence in a network struc-

ture. Charles Goodyear’s discovery of vulcanization

changed natural rubber from a material that became sticky

when hot and brittle when cold into a material that could be

used over a wide range of conditions. Basically, he had

found a way to chemically connect the individual polymer

chains into a three-dimensional network. Chains that previ-

ously could flow past one another under stress now had only

limited extensibility, which allowed for the support of con-

siderable stress and retraction upon release of the stress. The

terms “vulcanization,” “rubber cure,” and “cross-linking” all

refer to the same general phenomenon.

For most rubber systems the network is formed after the

polymer is compounded and molded into the desired final

shape. Once cross-linked, the material no longer can be

processed. If cross-linking occurs prior to compounding or

molding, the material is referred to as gelled, and it cannot be
used. Most rubber is used in a compounded and cured form.

There is an optimum cross-link density for many failure

properties such as tensile strength and tear which will be

discussed in the next section.

The one general class of polymers that fall outside this

concept is the thermoplastic elastomers, which will also be

discussed later.

Rubber Properties

Elasticity: The Retractive Force

The fact that cross-linked rubber materials can be extended

to several times their original length and return to that

original length when released is certainly their most striking

feature. This is in contrast to crystalline solids and glasses,

which cannot normally be extended to more than a fraction

of their original length and also to ductile metals which can

be extended to large deformations but do not return to the

original length after the stress is removed.

There have been both statistical and thermodynamic

approaches to solving the problem of rubber elasticity lead-

ing to a phenomenological treatment; however, these

methods are beyond the scope of this chapter. The important,

and most interesting, result of these theories is that rubber

elasticity arises from changes in entropy of the network.

Rubber molecules are capable of geometric isomerization,

examples of which are cis and trans, just like any other

unsaturated organic molecule. Upon stretching the network

of chains, no “configurational” changes take place. That is,

cis is not changed to trans and thus there is no configu-

rational contribution to entropy. Elasticity does not arise

from stretching or deforming covalent bonds either. What

does take place are rotations about single bonds in the chain

backbone during stretching. It is these “conformational”

changes which give rise to the entropy decrease upon

stretching. The chains do not like being in a stretched state

because there are many conformational states not available

to them until the stress is released. The chain ends are held

apart at a statistically unfavorable distance, which gives rise

to the entropy decrease. The following expression, for

extensions >10%, shows that the elastic force, f, is directly

proportional to the absolute temperature, or the elastic

response of the rubber is entirely governed by the decrease

in entropy (S) which it undergoes upon extension [12]. The

term ∂L is the change in length of the sample:

f ¼ �T @S

@L

� �
T;V

This expression was derived for constant temperature and

volume experiments.

The shear modulus of the rubber network is related to the

molecular weight between cross-link points or Mc. The

lower the molecular weight of chains between cross-links

(network chains), the higher the cross-link density and the

higher the modulus. This is shown in the following

expression:

G0 ¼ rRT
Mc

where G0 is the elastic shear modulus, r is the density, R is

the gas constant, and T is absolute temperature. There is an

optimum cross-link density for ultimate strength properties,

above which the highly cross-linked network no longer can

dissipate strain energy in the form of heat (hysteresis) so all

the energy goes into breaking network chains and the mate-

rial becomes brittle. Below this optimum cross-link level the

material simply has too much viscous flow and pulls apart

easily. Therefore, the rubber chemist must optimize the state

of cure if high strength is desired.

Glass Transition Temperature

In order for a polymer to behave as a rubbery material, it is

necessary for the chain to have great mobility. As the tem-

perature is lowered, the ability of the chain segments to

move decreases until a temperature is reached where any

large-scale motion is prevented. This temperature is referred

to as the glass transition temperature (Tg). Below this tem-

perature the rubber becomes a glassy material—hard and

brittle. Above this temperature amorphous plastics, such as

polystyrene, can exhibit a rubbery character if the molecular
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weight is sufficiently high. All rubbery materials, then, must

have glass transition temperatures below room temperature.

For good low-temperature properties, it obviously follows

that a low glass transition temperature polymer is required.

The control of the glass transition temperature of the poly-

mer is critical for many properties other than low-

temperature use. For example, the wet traction and wear of

a passenger tire have been shown to greatly depend directly

on the polymer glass transition temperature [13].

Control of this property is possible by controlling the

structure of the polymer chain. Monomers with bulky side

groups restrict chain mobility and thus raise the glass transi-

tion temperature. The composition of copolymers and the

ratio of polymer blends often are determined by the desired

glass transition temperature of the final product.

The glass transition temperature is usually measured

using thermal methods such as differential scanning calo-

rimetry (DSC) which looks at the change in heat capacity

when a material goes through its glass transition.

Another very useful method is to use dynamic mechani-

cal properties where the polymer is subjected to a tempera-

ture sweep in a dynamic mechanical spectrometer from very

low temperature (�120�C) to well above room temperature

(þ100�C). If the modulus is plotted vs. temperature, there

will be a sharp decrease as the polymer warms to above its

Tg. There will also be a peak in the energy loss property

known as tan delta. The tan delta vs. temperature plot is very

useful for predicting tire properties such as rolling resistance

and wet traction.

Crystallinity

Polymer chains can exist in spatial arrangements that are

orderly enough to allow the chains to form crystalline

structures. The existence of strong interchain interactions

via polar forces, hydrogen bonding, or ionic groups can

facilitate crystallization. The existence of crystallization is

very important for many plastics and fibers, but crystallinity

cannot be appreciably present in rubbery materials, as the

corresponding restriction in chain mobility could preclude

the very chain mobility needed for rubbery properties. Rub-

bery materials must have both their melting temperature (if

they have a crystalline point) and their glass transition tem-

perature below the use temperature.

Crystallinity can be reduced by disruption of the order in

the chain by copolymerization [14]. For example, both poly-

ethylene and polypropylene are crystalline plastics, whereas

ethylene–propylene rubber produced at about a 50:50 ratio

is an amorphous elastomer. Compositional excursions much

outside this range lead to crystalline materials [15]. For

some materials, such as natural rubber, that are close to

crystallizing, stretching the chains can align them

sufficiently for crystallization to occur. Such polymers can

exhibit excellent gum properties and improved strength in

the uncured state that greatly facilitate processing.

Attempts have been made with some success to produce

other polymers that exhibit this property of natural rubber.

Although the melting temperature can be matched by appro-

priately disrupting the crystallizable structure through con-

trolled introduction of another monomer, an exact match is

not possible because the extent of crystallinity and the kinetics

of crystallization will differ.

Crystallinity can be measured using the same thermal and

dynamic mechanical methods described for measuring

Tg; however, the melting transition is much sharper than

the Tg because it is a first-order transition compared with

second-order for the Tg.

Rubber Use

Compounding

The rubber industry began when Charles Goodyear devel-

oped the first useful rubber compound: natural rubber plus

sulfur. The concept of mixing materials into rubber to

improve performance is still of primary importance today.

Without compounding, few rubbers would be of any com-

mercial value. Any given rubber application will have a long

list of necessary criteria in addition to cost, encompassing

appearance, processing, mechanical, electrical, chemical,

and thermal properties. Developing such compounds

requires a broad knowledge of material science and chemis-

try combined with experience. The use of designed

experiments can greatly facilitate selecting the optimum

compound formulation.

The major components in a compound are curatives,

reinforcing agents, fillers, plasticizers, and antidegradants.

Curatives. The function of curatives is to cross-link the

polymer chains into a network; the most common ones are

the sulfur type for unsaturated rubber and peroxides for

saturated polymers. Chemicals called accelerators may be

added to control the cure rate in the sulfur system; these

materials generally are complex organic chemicals

containing sulfur and nitrogen atoms. Stearic acid and zinc

oxide usually are added to activate these accelerators. Metal

oxides are used to cure halogenated polymers such as

polychloroprene or chlorosulfonated polyethylene.

Reinforcing agents. Carbon black and silica are the most

common reinforcing agents. These materials improve

properties such as tensile strength and tear strength; also,

they increase hardness, stiffness, and density and reduce

cost. Almost all rubbers require reinforcement to obtain

16 Rubber 625



acceptable use properties. The size of the particles, how they

may be interconnected (structure), and the chemical activity

of the surface are all critical properties for reinforcing

agents. In tire applications, new polymers are currently

being developed which contain functional groups that

directly interact with carbon black and silica, improving

many properties.

Fillers. Fillers are added to reduce cost, increase hardness,

and color the compound. Generally they do not provide the

dramatic improvement in properties seen with reinforcing

agents, but they may have some reinforcing capability.

Typical fillers are clays, calcium carbonate, and titanium

dioxide.

Plasticizers. These materials are added to reduce the hard-

ness of the compound and can reduce the viscosity of the

uncured compound to facilitate processes such as mixing

and extruding. The most common materials are petroleum-

based oils, esters, and fatty acids. Critical properties of these

materials are their compatibility with the rubber and their

viscosity. Failure to obtain sufficient compatibility will

cause the plasticizer to diffuse out of the compound. The

oils are classified as aromatic, naphthenic, or paraffinic

according to their components. Aromatic oils will be more

compatible with SBR than paraffinic oils, whereas the

inverse will be true for butyl rubber. The aromatic oils are

dark colored and thus cannot be used where color is critical,

as in the white sidewall of a tire. The naphthenic and paraf-

finic oils can be colorless and are referred to as nonstaining.

Antidegradents. This group of chemicals is added to prevent

undesirable chemical reactions with the polymer network.

The most important are the antioxidants, which trap free

radicals and prevent chain scission and cross-linking.

Antiozonants are added to prevent ozone attack on the rub-

ber, which can lead to the formation and growth of cracks.

Antiozonants function by diffusion of the material to the

surface of the rubber, thereby providing a protective film.

Certain anti-oxidants have this characteristic, and waxes also

are used for this purpose.

Processing

A wide range of processes are used to convert a bale of

rubber into a rubber product such as a tire. The first process

generally will be compounding. Typical compounding

ingredients were discussed previously. In many compounds

more than one rubber may be needed to obtain the perfor-

mance required. Uncured rubber can be considered as a very

high-viscosity liquid; it really is a viscoelastic material

possessing both liquid and elastic properties. Mixing

materials into rubber requires high shear, and the simplest

method is a double roll mill in which the rubber is shear-

mixed along with the other compounding ingredients in the

bite of the mill. Large-scale mixing is most commonly done

with a high-shear internal mixer called a Banbury. This

mixing is a batch process, although continuous internal

mixers also are used.

The compounded rubber stock will be further processed

for use. The process could be injection or transfer molding

into a hot mold where it is cured. Tire curing bladders are

made in this fashion. Extrusion of the rubber stock is used to

make hose or tire treads and sidewalls. Another common

process is calendaring, in which a fabric is passed through

rolls where rubber is squeezed into the fabric to make fabric-

reinforced rubber sheets for roofing membranes or body

plies for tires. The actual construction of the final product

can be quite complex. For example, a tire contains many

different rubber components some of which are cord or

fabric reinforced. All of the components must be assembled

with high precision so that the final cured product can

operate smoothly at high speeds and last over 50,000 miles.

Natural Rubber

More than 500 years ago, the people of Central and South

America were using a product that they collected from

certain trees to make balls and to coat fabric to make it

waterproof. This material they called cauchuc, which

means “weeping wood.” Today we know the tree as the H.

brasiliensis and the material as natural rubber. Although a

number of plants produce rubber, the only significant com-

mercial source is the Hevea tree. Natural rubber initially had

only limited applications because it flowed when hot and had

poor strength. In 1839 Charles Goodyear found that when

combined with sulfur and heated, the material changed into

cured rubber with properties much as we know them today.

The development of the pneumatic tire in 1845 combined

with the dramatic growth of the automotive industry led to a

rapid increase in the demand for natural rubber.

Although the tree was indigenous to Brazil, seeds were

taken to England where they were germinated, and the plants

were sent to the Far East. Rubber plantations were in exis-

tence by the late 1800s, and in the 1920s plantations were

begun in West Africa. Because of a leaf blight disease,

essentially all natural rubber now comes from plantations

in Africa and the Far East rather than Central and South

America [16].

The production process starts with the trees. Over the

years considerable biological research has been done to

produce trees that grow faster, produce more latex, and are

resistant to wind and disease damage. Once such an

improved tree has been identified, buds are grafted from
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the tree onto root stock. All such trees are referred to as

clones and will have the same characteristics. It typically

takes 6–7 years of growth before a tree is ready for rubber

recovery. Peak rubber production is reached at 12–15 years

of age. Another major development in improving tree per-

formance has been the use of tree stimulants, which has

resulted in an overall yield increase of 30% without adverse

effects on the trees.

The production process of natural rubber in the tree is not

yet fully understood. However, it involves a long series of

complex biochemical reactions that do not involve isoprene

as a monomer, even though the resulting polymer is 100%

cis 1,4 polyisoprene. Because the tree makes the product, the

rubber production process is really one of recovery.

The recovery process starts with tapping of the tree,

which involves manually removing thin sections of bark at

an angle so that as the latex is exuded from the damaged

living latex cells, it will flow down to be collected in a cup.

The depth of the cut is critical, as a tool shallow cut will not

allow optimum latex yield, and too deep a cut will damage

the tree. The damaged latex vessels will seal off after several

hours. A preservative is added to the collection cup to

prevent coagulation of the latex. The tapper then collects

the latex and takes it to a collection station, from which it is

shipped to the rubber factory. Additional preservative is

added at the collection station to assure stable latex. The

latex contains around 30–45% rubber. Approximately 3% of

the solid material is nonrubber materials, consisting primar-

ily of proteins, resins, and sugars.

The latex is processed in one of several ways, depending

on the desired final product. If it is going to be used in the

final product application in the latex form (such as for dipped

goods and adhesives), it will be concentrated to 60% or

higher solids. The most common process is centrifugation.

The latex separates into the high-solids product and a low-

solids skim material that contains a much higher percentage

of the nonrubbery components; rubber produced from skim

is generally of a lower quality because of these impurities. A

variety of chemicals can be added to the latex to provide the

necessary preservation and mechanical stability. As the final

use of the latex will involve destabilizing the rubber

particles, care must be taken not to overstabilize the latex

concentrate. Being a natural product, the latex tends to

change upon aging, a factor that also must be compensated

for in the process.

Dry rubber is produced from the latex first by dilution,

then by coagulation with organic acids, and finally by for-

mation into sheets or crepe. Rubber smoked sheets are made

by working the coagulated sheets between rolls to remove as

much of the nonrubbery components as possible, followed

by drying for up to a week in a smokehouse. The smoke

serves as a fungicide that prevents biological attack of the

rubber. To provide a more well-defined uniform product,

Technically Specified Rubber (TSR) processes have been

developed. These processes involve converting the

coagulated rubber into rubber crumb, which is further

washed, dried, and baled. Constant-viscosity grades of

natural rubber have been developed by chemically

reacting the aldehyde groups, which otherwise would

lead to cross-linking upon storage. In the pale crepe pro-

cess the latex is carefully selected for colored bodies (from

carotene) and treated with sodium bisulfite to stop enzyme

activity. The rubber is extensively washed through rollers

to remove serum, as this can lead to yellowing. The wet

crepe is dried under carefully controlled temperatures and

in the absence of light to assure optimum properties.

The previously described processes involve considerable

investment and are practical only for plantation

operations. Small shareholders may allow their latex to

coagulate naturally and sell it to processors. Such a prod-

uct will vary greatly, depending on the specific history of

each rubber slab [17].

Uses

The largest use of natural rubber is in the manufacture of

tires. Over 70% of its consumption is in this area. The next

largest use is as latex in dipped goods, adhesives, rubber

thread, and foam. These uses account for approximately

another 10%. The remainder is used in a variety of

applications such as conveyor belts, hoses, gaskets, foot-

wear, and antivibration devices such as engine mounts.

Because of the high stereoregularity of natural rubber, the

units in the polymer chain can form very orderly arran-

gements, which result in crystallization upon storage at low

temperatures or upon stretching. Stored crystallized rubber

may be converted to its original amorphous state by heating.

Several crystalline forms are reported, with melting points

varying from 14 to 36�C [18]. Although crystallization upon

storage can be a problem to users, the ability to crystallize

reversibly upon stretching accounts for many of the unique

properties of natural rubber. Specifically, the ability of natu-

ral rubber to be used as a gum polymer (unfilled vulcanizate)

depends on this property. The crystallites that form act both

as filler and as temporary cross-links, providing high tensile

properties [19]. In tire fabrication this property is reflected in

natural rubber stocks possessing high green (uncured)

strength and excellent building tack. In the final product,

strain-induced crystallization provides tear and cracking (cut

growth) resistance.

Although many other polymers can crystallize, only nat-

ural rubber has been found to have the necessary combina-

tion of rate of crystallization, degree of crystallization, and

melting point to provide all the properties discussed above.

Natural rubber has good flexibility and resilience. In truck
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and bus tires, it is used extensively with blends of polybuta-

diene to give the low heat buildup needed as well as wear

and cut growth resistance. In passenger tires, natural rubber

is used in the sidewalls and carcass areas. These areas

require the building tack, ply adhesion, and hot strength

properties that it imparts. Synthetic rubber is used almost

exclusively in passenger tire treads.

The largest use of natural rubber latex is in the dipped

goods area. Products include balloons, surgical and exami-

nation gloves, and prophylactics. The rapid spread of AIDS

has led to a dramatic increase in the surgical and examina-

tion glove market. Latex also is used to make adhesives,

rubber thread, and foams. However, natural rubber is being

replaced in these two latex areas by urethanes and synthetic

rubber latex. Some of the replacement has been driven by

skin allergy problems which are caused by the natural

proteins in the latex.

Although natural rubber latex is a mature product,

research continues on improving its uniformity, stability,

and performance [20].

Polyisoprene

Faraday discovered in 1826 that natural rubber was com-

posed of a hydrocarbon with a ratio of five carbons to eight

hydrogen atoms; and in 1860, G. Williams isolated isoprene

by collecting the distillate from the heating of natural rubber.

By 1887, scientists in France, England, and Germany had

converted isoprene back into a rubbery material. Because

this offered a potential for manufactured “natural” rubber,

research was undertaken to find ways to obtain isoprene

from sources other than rubber itself [21].

Monomer Production

The primary source of isoprene today is as a by-product in

the production of ethylene via naphtha cracking. A solvent

extraction process is employed. Much less isoprene is pro-

duced in the crackers than butadiene, so the availability of

isoprene is much more limited. Isoprene also may be pro-

duced by the catalytic dehydrogenation of amylenes, which

are available in C-5 refinery streams. It also can be produced

from propylene by a dimerization process, followed by

isomerization and steam cracking. A third route involves

the use of acetone and acetylene, produced from coal via

calcium carbide. The resulting 3-methyl-butyne-3-ol is

hydrogenated to methyl butanol and subsequently dehydro-

genated to give isoprene. The plants that were built on these

last two processes have been shut down, evidently because

of the relatively low cost of the extraction route.

Polymer Production Process

The free-radical catalysts were found to produce a product

that did not have the tack, green strength, or gum tensile of

natural rubber. Whereas natural rubber is an essentially pure

cis-1,4 structure, the emulsion product was of mixed micro-

structure. This precluded the ability of the latter to undergo

strain-induced crystallization, which is required to obtain

many of the desired natural rubber properties.

In 1955 investigators from the Firestone Tire and Rubber

Company and the B. F. Goodrich Company announced the

synthesis of polyisoprene with over 90% cis-1,4 structure.

The work at Firestone was based on lithium metal catalysts,

whereas the work at Goodrich was the result of using

Ziegler–Natta type coordination catalysts [22,23].

Use

Although considerable interest was generated by these

discoveries, their commercial success has been rather limited.

The lithium-based polymers were found to produce up to 94%

cis, which still was not high enough to provide the properties
of natural rubber. Polymers made with the coordination

catalysts have cis contents of up to 98%, providing products

that can more closely serve as replacements for natural rubber

than the lithium-based polymers. In comparison with natural

rubber, they offer the advantage of a more highly pure rubber

(no nonrubber material) and excellent uniformity. For eco-

nomic reasons, polyisoprene has seen only limited success.

Several of the plants built to produce polyisoprene have been

either shut down or converted for use to produce other

polymers. In terms of synthetic rubber production in 2003,

only 258,000 metric tons were produced (excluding centrally

planned economy countries, CPEC), which represented only

3% of total synthetic rubber production. In comparison, in

2003 natural rubber usage was 7,554,000 metric tons [24].

Evidently because of its strategic importance, the Former

Soviet Union (FSU) continues to rely heavily on polyisoprene.

Styrene–Butadiene Rubber

The largest-volume synthetic rubber consumed is SBR. In

2009, SBR solid rubber accounted for 34% of all synthetic

rubber. If SBR latex and carboxylated SBR latex are

included, its share increases to 50%. The major application

of solid SBR is in the automotive and tire industry, account-

ing for approximately 70% of the use. Therefore, SBR has

been tightly tied to the tire business [25].

Initially, SBR was developed as a general purpose alter-

nate material to natural rubber. In the United States the thrust

came early in World War II when the US supply of natural
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rubber was cut off. The basic technology was developed in

Germany in the late 1920s, and by 1939 Germany had

175,000 metric tons of capacity in place. The first US pro-

duction was 230 metric tons in 1941, but by 1945 there were

more than 850,000 metric tons of capacity. Basically, in a

period of 5 years the emulsion SBR business as we know it

today was put in place. By 1973 US capacity had increased

to almost 1,400,000 metric tons, but in 1989 it had

contracted to 881,000 tons close to the 1945 capacity [26].

Monomer Production

The production of butadiene monomer is discussed below in

section “Polybutadiene.” The largest volume of styrene is pro-

duced by the alkylation of benzene with ethylene to give ethyl

benzene, which is then dehydrogenated to give styrene [27].

Polymer Production Process

SBR is produced by two different processes: emulsion and

solution. The emulsion process involves a free-radical mech-

anism, whereas solution SBR is based on alkyllithium

catalysis.

Emulsion Process

The formula developed to provide SBR during World War II

was standardized, with all rubber plants owned by the US

government. The standard recipe is listed below[28].

Component Parts by weight

Butadiene 75

Styrene 25

n-Dodecyl mercaptan 0.5

Potassium peroxydisulfate 0.3

Soap flakes 5.0

Water 180

Initiation occurs through reaction of the persulfate with

the mercaptan, as shown below:

K2S2O8 þ 2RSH! 2RS � þKHSO4

RS � þ M! RSM�

Chain propagation occurs by the growing chain free radi-

cal attacking either the butadiene or styrene monomer. The

active radical chain can react with mercaptan to form a new

mercaptyl radical and a terminated chain. The mercaptyl

radical then can initiate an additional chain. The molecular

weight of the chain P can be controlled by the concentration

of mercaptan via this chain transfer mechanism.

P � þRSH! PHþ RS�
RS � þM! RSM�

Termination also can occur by the reaction of two free

radicals, through either combination or disproportionation

reactions.

P � þP � ! P� P combination

ðbimolecular couplingÞ

P � þP � ! P� CH ¼ CH2

þ PH disproportionation

ðhydrogen-free radical transferÞ

The mercaptyl radical also can react with growing chains,

to lead to termination [29].

Polymerization is initially carried out at 50�C until con-

version of 70–75% is reached, at which time the polymeriza-

tion is terminated by the addition of a free-radical scavenger

such as hydroquinone. Polymerization beyond this point

results in excessive free-radical attack on the polymer chains.

Products made under such conditions have poor properties

due to excessive branching and gelation. Unreacted butadi-

ene and styrene are removed by flashing and steam stripping.

Antioxidant is added to the latex, followed by coagulation

with the addition of polyelectrolytes and salt-acid. The

coagulated crumb then is washed, dried, baled, wrapped,

and packaged for shipment. Because of the soap and other

chemicals in the formulation, most emulsion polymers will

contain about 7% of nonrubber residues. The emulsion

process flow sheet is shown in Fig. 16.1.

It was soon discovered that polymers made at lower

temperatures had significantly better properties, especially

in tire treads. This was mainly because they contained

fewer low-molecular-weight species. A lower temperature

process, using “redox” chemistry, was eventually developed.

It used peroxides or hydroperoxides with a reducing agent

such as a water-soluble transition metal salt which were

active even at 0�C.
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Mercaptans are also used as chain transfer agents to

provide a mechanism for molecular weight control. Com-

mercially these types of polymerization are carried out at

5�C and are referred to as “cold” polymerizations to differ-

entiate them from the previously discussed “hot” systems.

A typical formula is listed below [30].

Component Parts by weight

Butadiene 71

Styrene 29

tert-Dodecyl mercaptan 0.18

p-Methane hydroperoxide 0.08

Ferrous sulfate heptahydrate 0.03

Trisodium phosphate decahydrate 0.50

Tetrasodium ethylenediaminetetraacetate 0.035

Sodium formaldehyde sulfoxylate 0.08

Rosin acid soap 4.5

Water 200

The improved tire wear of cold polymerization SBR led

to the very rapid replacement of hot SBR for most

applications. This change was relatively easy to make, as

all the equipment could be used with the only modification

required being the addition of reactor cooling, which is

achieved with either the reactor jacket, internal coils, or

both.

It later was found that even more improvements could be

realized by polymerizing to very high molecular weights and

then adding petroleum-based oils to the latex prior to coagula-

tion. The oil is absorbed by the rubber which, upon coagula-

tion, produces oil-extended polymers. For tread applications,

oils of higher aromatic content were preferred because of their

excellent compatibilitywith the rubber. Typically 37.5 parts of

oil are added, although grades containing up to 50 parts have

been produced. Very highmolecular weight polymers thus can

be processed without requiring excessive energy to mix them.

The oil also allows these tough polymers to be processed

Fig. 16.1 The production of

styrene-butadiene rubber

(modified by Graves DF from a

drawing in the Vanderbilt

Rubber Handbook, 1990

Edition, Copyright the

R. T. Vanderbilt Company,

Inc., by permission)
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without excessive degradation. Carbon black master batches

also are produced. In this process carbon black is added to the

latex prior to coagulation, and the black, along with oil, is

incorporated into the latex in the coagulation step. These

products offer the user the advantage of not having to handle

free black in their mixing operation, and can provide addi-

tional compounding volume for manufacturers with limited

mixing capacity.

Not all emulsion SBR is converted to dry rubber for use.

There is a variety of applications where the latex can be used

directly in the final fabrication process. This technology

logically grew out of the latex technology developed for

natural rubber. For latex applications the particle size distri-

bution can be critical because of its effect on viscosity and

performance variables, as when used to provide impact

strength in plastics such as ABS [31]. Careful control of

the mechanical stability of the latex also is critical, as these

systems must destabilize under relatively mild conditions

such as those in a coating operation. A number of processes

have been developed to control particle size via partial

destabilization of the latex. Among the commercial methods

are careful control of a freeze–thaw cycle, controlled shear

agitators, high-pressure colloid mills, and the addition of

chemicals such as hydrocarbons or glycols.

A special variation of SBR latex containing terpoly-

merized vinyl pyridine is used in the tire industry to provide

adhesion of organic fiber tire cords to rubber stock. The vinyl

pyridine SBR latex is combined with resins and coated on

the fiber by a dipping process. The adhesive is set by a

controlled temperature and tension process to control the

shrinkage properties of the cord.

Solution Process

The discovery of the ability of lithium-based catalysts to

polymerize isoprene to give a high cis 1,4 polyisoprene

was rapidly followed by the development of alkyl lithium-

based poly-butadiene. The first commercial plant was

built by the Firestone Tire and Rubber Company in 1960.

Within a few years the technology was expanded to

butadiene–styrene copolymers, with commercial production

under way toward the end of the 1960s.

The copolymerization with alkyl lithium to produce uni-

formly random copolymers is more complex for the solution

process than for emulsion because of the tendency for the

styrene to form blocks. Because of the extremely high rate of

reaction of the styryl-lithium anion with butadiene, the poly-

merization very heavily favors the incorporation of butadi-

ene units as long as reasonable concentrations of butadiene

are present. This observation initially was somewhat confus-

ing because the homopolymerization rate of styrene is seven

times that for butadiene. However, the cross-propagation

rate is orders of magnitude faster than either, and it therefore

dominates the system. For a 30 mole percent styrene charge

the initial polymer will be almost pure butadiene until most

of the butadiene is polymerized. Typically two-thirds of the

styrene charged will be found as a block of polystyrene at the

tail end of the polymer chain:

Several methods have been proposed to overcome this

problem. In one, the styrene and part of the butadiene are

charged initially with butadiene metered at a rate equivalent

to its incorporation into the chain. A second approach

involves adding both monomers at a relatively slow rate so

that the equilibrium monomer concentration reaches a

pseudosteady state that will produce polymer at the desired

composition [32]. This process can be done in either a batch

or a continuous mode [33].

In addition to these reaction engineering approaches to

produce uniformly random copolymer, the chemistry may be

changed by the addition of polar agents such as amines and

ethers. This action results in bringing the reactivity rates

much closer together. The change in chemistry also is

reflected in the microstructure of the butadiene portion of

the polymer. Whereas in the nonpolar system the vinyl

content of the butadiene portion is around 10%, in polar

systems vinyl contents of 30–40% typically are obtained

when a 20% styrene polymer is randomized. Higher styrene

contents require higher modifier levels, resulting in even

higher vinyl contents. An added complication with polar

modifiers is their ability to react with the growing chain,

resulting in undesired termination.

In spite of these complications, all recent US expansions

or announced plants for SBR have been for solution

polymers. The ability to better design the polymer structure

and produce special functional polymers (described below)

accounts for most of this shift.

Functional Solution SBR

The driving force toward functional solution SBR is its

improved hysteresis properties for passenger tire treads.

The fact that anionic SBR has a much more narrow molecu-

lar weight distribution compared with emulsion gives it

lower hysteresis. However, the big advantage is the rela-

tively stable growing chain ends which can be chemically

modified to improve interaction with carbon black and silica

in tire compounds [34]. This modification can lead to a

dramatic reduction in rolling resistance, which is critical

for automotive manufacturers who must meet government-

mandated fuel economy targets. The most active functional
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end-groups contain either organotin or certain amines. Ter-

mination with tin tetrachloride is the easiest

and most popular method which generates a four-armed star

polymer. The polymer–tin bonds break down during mixing

of the compound and both lower the compound viscosity and

create active sites for reaction with carbon black surfaces.

The creation of this “carbon-bound rubber” effectively

prevents the carbon black from agglomerating on a micro-

scale to form hysteretic, three-dimensional networks. The

breaking of these networks during the deformation of a tire

tread is a major source of rolling resistance. Polymers with

amine end-groups also show good activity with carbon

black. Termination with silane esters is usually used to

obtain interaction with silica fillers producing the same

decrease in hysteresis. There have recently been efforts to

make functional anionic initiators, some of which could be

used to make low hysteresis rubber [35]. However, the main

use for such polymers has been in adhesives and other

nontire applications. One study comparing an emulsion

polymer, its solution counterpart, and a chemically modified

version of the solution polymer showed a 23% hysteresis

reduction in going from emulsion to solution and an addi-

tional 15% reduction for the chemically modified polymer,

to provide an overall reduction of 38% [36]. To date, this

type of chemical modification is only possible using anionic

techniques.

Polybutadiene (BR)

Next to SBR, polybutadiene is the largest volume synthetic

rubber produced. Consumption was approximately 2,166,000

metric tons in 2009 [37].

Monomer Production

Butadiene monomer can be produced by a number of differ-

ent processes. The dominant method of production is as a by-

product from the steam cracking of naphtha to produce

ethylene. The butadiene is recovered from the C-4 fractions

by extractive distillation [38]. “On-purpose” butadiene is

generally produced by dehydrogenation or oxidative dehy-

drogenation of four-carbon hydrocarbons [39,40].

Polymer Production Process

Polybutadiene is usually produced by alkali metal, and tran-

sition metal coordination solution processes. Most produc-

tion is based on the solution processes because of the ability

to obtain preferred microstructures by these routes.

Alkali-metal-based polymerization (usually organolithium)

produces a product with about 36% cis, 54% trans, and 10%

vinyl. The polymerization process is conducted in an aliphatic

hydrocarbon under an inert atmosphere in either a batch or a

continuous mode. Because of the characteristics of this poly-

merization system, polymers of extremely narrow molecular

weight distribution and low gel can be produced [41]. The

narrowest distribution is produced via batch polymerization.

Coupled (star branched) and end-functional polybutadienes are

possible using organolithium technology due to the living

anion on the chain end which is available for further reactions.

Upon the addition of polar agents, such as ethers or amines, the

organolithium initiators can produce polybutadienes with vinyl

contents up to 100% [42]. The vinyl content can be controlled

by the ratio of modifier to catalyst and the polymerization

temperature, with lower temperatures favoring increased

vinyl formation. Even with high vinyl contents such polymers

do not crystallize because of the atactic nature of the vinyl

units. High cis polybutadiene is produced via solution

processes using Ziegler–Natta type transition metal catalysts.

The major commercial catalysts of this type are based on

titanium, cobalt, nickel, and neodymium [43]. Typically the

transition metal is used in the form of a soluble metal salt,

which can react with an organoaluminum or organoaluminum

halide as a reducing agent to give the active species. Because of

the active nature of transition metals, the polymer solutions are

treated to deactivate or remove such materials from the final

product.

All of these catalysts produce products with 90% or

higher cis content. The neodymium system is reported to

produce the highest cis (98–99%) with the most linear chain

structure [44]. The highest branched cis BR is produced with

the Co system with Ni giving intermediate branching.

All the solution processes require high efficiency in

recovering the solvent. The most widely used process

consists of termination of the polymerization and the addi-

tion of antioxidant to the polymer solution. The solution may

be treated to remove catalyst residue and then transferred

into an agitated steam stripping vessel in which unreacted

monomer and solvent are flashed off, leaving the rubber as

a crumb slurry in water. The water–crumb slurry then

is dewatered and dried. The recovered monomer/solvent is

recirculated to a series of distillation columns to recover
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monomer and purify the solvent. As both the anionic and the

coordination catalyst systems are highly sensitive to

impurities such as water, the purification system is very

critical for satisfactory process control (Fig. 16.2).

Uses

The major use for polybutadiene is in tires, with over 70% of

the polymer produced used by the tire industry. Cured poly-

butadiene has excellent low-temperature properties, high

resiliency, and good abrasion resistance due to its low

glass transition temperature. However, this same fundamen-

tal property also leads to very poor wet skid resistance. For

this reason, polybutadiene is blended with other polymers

such as natural rubber and SBR for use in tread compounds.

In general, polybutadiene is a poorer-processing polymer

than SBR, but this is generally not a problem as it is blended

with other polymers in use. The very high cis polymers have

the potential for strain-induced crystallization, which can

lead to improved green strength and increased cut growth

resistance in the cured product. High cis polybutadiene is

reported to have a melting point of 6�C [45].

The other major use for polybutadiene is as an impact

modifier in plastics, in particular high impact polystyrene

(HIPS) and acrylonitrile–butadiene–styrene resin (ABS). In

the HIPS application the rubber is dissolved in the styrene

monomer, which is then polymerized via a free-radical

mechanism. A complex series of phase changes occurs,

resulting in small rubber particles containing even smaller

polystyrene particles being incorporated into a polystyrene

matrix. The rubber is added to increase impact strength.

Because of the unique morphology that is formed, low levels

of rubber (typically around 7%) provide rubbery particles

having a volume fraction of 30–40%. This morphology leads

to high impact at very low rubber levels, providing good

stiffness and hardness [46].

There is also a fairly large market for high cis BR in solid

core golf balls. In this application, the polymer is compounded

with zinc acrylate and the mixture is cured with peroxide [47].

This produces an ionically cross-linked compound that has

outstanding resilience. The covers are also ionomers with

superior cut resistance. In the last few years the golf ball

market has been shifting away from the traditional wound

ball to these new solid core balls that use polybutadiene.

Ethylene–Propylene Rubber

There are two general types of polymers based on ethylene

and propylene: ethylene–propylene rubber (EPM) and

ethylene–propylene terpolymer (EPDM). EPM accounts for

Fig. 16.2 Flow diagram for a

typical solution process for the

manufacture of polybutadiene

(courtesy of Firestone Polymers,

Akron, Ohio)
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approximately 20% of the polyolefin rubber produced. Com-

prising a totally saturated polymer, these materials require

free-radical sources to cross-link. EPDM was developed to

overcome this cure limitation. For EPDM a small amount

(less than 15%) of a nonconjugated diene is terpolymerized

into the polymer. One of the olefinic groups is incorporated

into the chain, leaving its other unsaturated site free for

vulcanization. This ensures that the polymer backbone

remains saturated, with corresponding stability, while

still providing the reactive side group necessary for conven-

tional cure systems. The nonconjugated dienes used com-

mercially are ethylidene norbornene, 1,4 hexadiene, and

dicyclopentadiene. The selection of the termonomer is

made on the basis of the reactivity of the termonomer, both

in polymerization and in vulcanization. The estimated 2009

worldwide consumption (excluding CPEQ) was 932,000

metric tons.

Monomer Production

Ethylene and propylene are produced primarily by the crack-

ing of naphtha. They also are available from the fraction-

ation of natural gas. Ethylidene norbornene is produced by

reacting butadiene with cyclopentadiene. 1,4 Hexadiene is

produced from butadiene and ethylene. Dicyclopentadiene is

obtained as a by-product from the cracking of heavy

feedstocks to produce ethylene.

Polymer Production

There are two processes used to produce EPM/EPDM: solu-

tion and suspension. In either case a Ziegler–Natta type

catalyst is used (aluminum alkyl or aluminum alkyl

chlorides and a transition metal salt). The most generally

used transition metal is vanadium in the form of the tetra-

chloride or the oxytrichloride [48]. The solution process is

similar to that used for other solution polymers. The polymer

cement can be finished by stream stripping and drying of the

resulting crumb [49].

In the suspension process, the polymer is suspended in the

monomer propylene. This process offers the advantages of

being able to operate at higher solids owing to the lower

viscosity of a suspension compared with a solution at com-

parable solids. Other advantages are simple heat removal by

the evaporative cooling of the propylene, more uniform

reactor temperature profile, and ease of production of high

molecular weight or semi-crystalline polymers [50].

A specially developed titanium-based catalyst has been

used in the suspension process for EPM and EPDM where

the termonomer is low-boiling. The advantages claimed, in

addition to those characteristic of the suspension process, are

better structural control and high catalyst efficiency,

resulting in a high-purity product without requiring catalyst

removal [51].

The polymer composition for both EPM and EPDM is

usually in the 40/60 to 60/40 ethylene/propylene ratio. Out-

side these ranges, the polymer will start to crystallize

because of either polyethylene or polypropylene blocks.

Use

EPM/EPDM polymers exhibit outstanding resistance to

heat, ozone, oxidation, weathering, and aging due to the

saturated backbone. They have low density, are miscible

with aliphatic and naphthenic oils, and maintain acceptable

properties at high filler loadings. They are used in single-ply

roofing, wire and cable, automotive parts, impact modifica-

tion of polypropylene, and viscosity index additives for

automotive oils. They also can be used in producing thermo-

plastic olefin elastomers by blending with polypropylene,

which may be partially grafted or cross-linked by dynamic

vulcanization. These “polymer alloys” will be discussed in

the section “Thermoplastic Elastomers.” Although at one

time EPDM was expected to become the major polymer

for tires, this market has not materialized for a variety of

processing and performance reasons [52].

Butyl Rubber

Butyl rubber is one of the older synthetic rubbers, having

been developed in 1937. Because of the saturated nature of a

polyolefin elastomer, the commercial polymer is actually a

copolymer of isobutylene and isoprene. The isoprene is

added to provide cure sites. In addition, halogenated

(bromo or chloro) derivatives are available. The halogenated

products improve the mixing and cure compatibility with the

more common unsaturated rubbers such as natural or SBR.

Monomer Production

Isobutylene is obtained as a by-product from petroleum and

natural gas plants. The monomer must be highly purified to

assure high molecular weight.

Production Process

Butyl rubber is produced at very low temperature (below

�90�C) to control the rapid exotherm, and to provide high

molecular weight. The process consists of charging isobu-

tylene along with isoprene (2–4%) with an inert diluent such
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as methyl chloride to a reactor to which a Friedel–Crafts

catalyst is added. The polymerization is very rapid, and the

polymer forms in a crumb or slurry in the diluent. Heat is

removed via the reactor jacket. The slurry is steam-stripped

to remove all volatiles. The catalyst is neutralized, and

antioxidants are added to the slurry prior to drying [53].

The halogenated derivatives are produced by the direct addi-

tion of the halogen to a solution of the isobutylene–isoprene

polymer.

During the last 10 years another type of butyl rubber was

developed which is derived from a copolymer of isobutylene

and p-methylstyrene [54]. They are subsequently

brominated to varying degrees producing different grades

of the elastomer. Bromination occurs selectively on the

methyl group of the p-methylstyrene providing reactive

benzylic bromine functionality, which can be used for

grafting and curing reactions.

Properties and Use

The most important characteristics of butyl rubber are its

low permeability to air and its thermal stability. These

properties account for its major uses in inner tubes, tire

inner liners, and tire curing bladders. Because of the poor

compatibility of butyl with other rubbers (with respect to

both solubility and cure), the halobutyls are preferred. The

brominated p-methylstyrene-containing butyl rubbers are

used in a number of grafting reactions for tire applications

and adhesives. Other uses for butyl rubber are automotive

mechanical parts (due to the high damping characteristics of

butyl), mastics, and sealants [55].

Nitrile Rubber

Nitrile rubber was invented at about the same time as SBR in

the German program to find substitutes for natural rubber

[56]. These rubbers are copolymers of acrylonitrile–-

butadiene, containing from 15 to 40% acrylonitrile. The

major applications for this material are in areas requiring

oil and solvent resistance. The estimated worldwide con-

sumption in 2003 was 303,000 metric tons [57].

Monomer Production

The production of butadiene is discussed in the diene section

“Polybutadiene.” Although several routes have been devel-

oped to produce acrylonitrile, almost all now is produced by

the catalytic fluidized-bed ammoxidation of propylene.

Polymer Production

The polymerization process parallels the emulsion process

used for SBR. Either a hot or a cold process can be used, with

the cold polymerization providing the same improved

processing and vulcanizate properties as seen in SBR.

Polymerizations are carried to 70–80% conversion and

terminated to avoid gel formation. The latex must be

stripped to remove unreacted butadiene and acrylonitrile.

Properties and Use

As the acrylonitrile content increases in the polymer chain,

the properties change predictably. The glass transition tem-

perature increases approximately 1.5�C for each percent

increase in acrylonitrile. Properties such as hysteresis loss,

resilience, and low-temperature flexibility will correspond-

ingly change. The oil resistance increases with increased

acrylonitrile content, as does the compatibility with polar

plastics such as PVC. The major market for nitrile rubber is

in the automotive area because of its solvent and oil resis-

tance. Major end uses are for hoses, fuel lines, O-rings,

gaskets, and seals. In blends with PVC and ABS, nitrile

rubber acts as an impact modifier. Some nitrile rubber is

sold in latex form for the production of grease-resistant

tapes, gasketing material, and abrasive papers. Latex also

is used to produce solvent-resistant gloves [58].

Hydrogenated Nitrile Rubber

During the last 25 years several companies have developed

hydrogenated grades of nitrile rubber to improve both its

thermal stability and solvent resistance. Although the

hydrogenation of a polydiene backbone was done as early

as the 1920s, real commercial products with acrylonitrile

were not introduced until the mid-1980s [59].
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Hydrogenated NBR (HNBR) is produced by first making

an emulsion-polymerized NBR using standard techniques. It

then must be dissolved in a solvent and hydrogenated using a

noblemetal catalyst at a precise temperature and pressure [60].

Almost all the butadiene units become saturated to produce an

ethylene–butadiene–acrylonitrile terpolymer. These “post-

polymerization” reactions are very expensive so HNBRs usu-

ally command a premium price. HNBR is usually cured with

peroxides, similar to ethylene–propylene elastomers, because

it has no unsaturation for a conventional sulfur cure system.

Uses

HNBR has many uses in the oil-field, including down hole

packers and blow-out preventers, because of its outstanding

oil resistance and thermal stability. For the same reasons, it

has also found uses in various automotive seals, O-rings,

timing belts, and gaskets. Resistance to gasoline and aging

makes HNBR ideal for fuel-line hose, fuel-pump and fuel-

injection components, diaphragms, as well as emission-

control systems.

Chloroprene Rubber

Chloroprene rubber (Neoprene—trade name of DuPont) was

one of the earliest synthetic rubbers, first commercialized in

1932. It has a wide range of useful properties but has not

become a true general purpose synthetic rubber, probably

because of its cost. It does possess properties superior to

those of a number of general purpose polymers, such as oil,

ozone, and heat resistance; but for these properties other

specialized polymers excel. Polychloroprene thus is posi-

tioned between the general purpose elastomers and the spe-

cialty rubbers.

Monomer Production

Chloroprene monomer production starts with the catalytic

conversion of acetylene to monovinylacetylene, which is

purified and subsequently reacts with aqueous hydrogen

chloride solution containing cuprous chloride and ammo-

nium chloride to give chloroprene [61].

Production Process

Polychloroprene is produced by using an emulsion process.

Two general types of processes are used: sulfur modified and

unmodified. In the sulfur modified process, sulfur is dissolved

in monomer and is incorporated into the polymer chain. Upon

the addition of thiuram disulfide-type materials and under

alkaline conditions, some of the sulfur bonds are evidently

cleaved to give the soluble polymer. In the unmodified process

chain transfer agents are used. If neither the sulfur modified

nor the chain transfer system is used, the resulting polymer is a

gelled tough material. Typical polymerization systems consist

of rosin acid soap emulsifier and persulfate catalyst.

Conversions of 80–90% are obtained. Polymerizations are

run at around 40�C. For the modified polymer, the thiuram

disulfide is added after polymerization, and the latex is aged to

allow the peptization (chain scission) reaction to occur. Acidi-

fication stops the peptization reaction. The latex is vacuum-

stripped and coagulated using a cold drum dryer process. The

coagulated rubber is washed and dried.

The polymerization produces primarily trans-1,4-
polychloroprene. The trans content can be increased some-

what by lowering the polymerization temperature [62,63]:

Properties and Uses

Polychloroprene is stable to oxidation and ozone. It also is

flame resistant, and its oil resistance is better than that of

general purpose rubbers. Its major disadvantage, other than

cost, is relatively poor low-temperature properties. Because

of the high stereoregularity, polychloroprene will strain

crystallize, giving good tensile to unfilled stocks. At low

temperatures the polymer can crystallize, making processing

more difficult. Polymer made at lower temperatures will

show higher unfilled tensile properties and more rapid crys-

tallization due to the higher trans content (i.e., less disrup-

tion of the crystal structure). The major end uses are

conveyor belts, V-belts, hoses, and mechanical goods such

as wire insulation, O-rings, and gaskets. It also has found use

in single-ply roofing and adhesives [64].

Silicone Elastomers

Silicone elastomers represent a rather unique group of

polymers in that they consist of alternating silicon–oxygen

bonds to form the polymer chain backbone. Side groups off

the silicon atoms are selected to provide very specific

properties that differentiate one type from another. The

most common side group is the dimethyl structure. Replace-

ment of small amounts of the methyl group with vinyl

provides sites for cross-linking. Phenyl groups are used to

improve low-temperature properties. Fluorosilicones are
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produced by replacing the methyl with trifluoro-propyl units.

The addition of bulky phenyl side groups leads to an increase

in the glass transition temperature. However, the disruption

caused by such groups leads to the desired reduction or

elimination of crystallization, which is critical for low-

temperature properties. Such polymers have glass transition

temperatures around �110�C, which is the range of the

lowest Tg carbon-backbone polymers.

Monomer Production

The actual polymerization process involves a ring-opening

reaction of dimethyl-substituted cyclic siloxanes. The prep-

aration of the cyclic materials starts with the production of

pure silicon via the reduction of quartz with coke in an

electric arc furnace. The silicon metal then reacts with

methyl chloride to give a mixture of silicones, from which

dimethyldichlorosilane is removed by distillation [65].

Subsequent hydrolysis gives the cyclic dimethylsiloxane.

Polymer Production

The polymerization process involves an equilibrium ring-

opening reaction carried out in the bulk state, which can be

catalyzed by acids or bases:

Uses

Silicone rubber offers a set of unique properties to the market,

which cannot be obtained by other elastomers. The Si–O

backbone provides excellent thermal stability and, with no

unsaturation in the backbone, outstanding ozone and oxidative

stability. The very low glass transition temperature, combined

with the absence of low-temperature crystallization, puts

silicones among the materials of choice for low-temperature

performance. The fluoro-substituted versions provide solvent,

fuel, and oil resistance along with the above-mentioned stabil-

ity advantages inherent with the silicone backbone.

The gum polymer has rather poor tensile properties when

cured, but these properties can be greatly improved by the

use of silica-reinforcing agents. These systems exhibit some

of the greatest improvements in properties by filler addition;

and because this improvement is significantly higher for

silica than for other reinforcing agents, it is assumed that

direct bonding occurs between the silica and the polymer.

The silicone materials also may have very low surface

energy, which accounts for their nonstick characteristics.

Because of the inherent inertness of the materials, they

have been widely used for medical purposes within the

body. The largest use of silicone is in sealant and adhesive

applications.

Several different methods have been developed to cure

silicones. Free-radical cures are possible for those polymers

containing vinyl groups. The largest-volume process, how-

ever, involves room-temperature ulcanizetions, which can

employ either a one-component or a two-component system.

In the one-component system, a cross-linking agent such as

methyltriacetoxysilane is used. With exposure to moisture,

hydrolysis of the cross-linking agent leads to the silanol

reactive cure site, so such materials must be compounded

and stored free of moisture [66].

Polyurethane Rubber

A wide range of materials is included in this class. The

common feature is the use of chain extension reactions to

provide products with acceptable commercial properties.

The chain extension reaction effectively reduces the actual

number of chain ends, thereby eliminating the generally

poor properties observed when very low-molecular-weight

polymers are cross-linked. The chain extension step involves

the reaction of a difunctional polymeric polyol with difunc-

tional organic isocyanates to give the polyurethane:

The most used polyols have a polyester or a polyether

backbone. A wide variety of isocyanates are used, with

toluene di-isocyanate, m-phenylene di-isocyanate, and

hexamethylene di-isocyanate the most common.

Raw Materials

The largest-volume polyether used is obtained from propyl-

ene oxide polymerized under basic conditions. Polyester

polyols are produced from a number of different materials

involving diacids and diols to give the ester linkage. Ali-

phatic polyesters generally are used for elastomers to impart

chain flexibility.

The production of isocyanates is based on the reaction of

phosgene with primary amines. Toluene di-isocyanate is the

most frequently used di-isocyanate.
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Uses

The urethane elastomers are complex-segmented or block

polymers. Soft, noncrystalline blocks are provided by the

polyether or aliphatic polyester long chains, whereas stiff,

hard blocks are produced by the reaction of aromatic di-

isocyanates with low-molecular-weight materials such as

diols or diamines. The hard blocks can phase-separate to

provide a physical rather than a chemical cross-link, similar

to those to be discussed for the butadiene–styrene TPE,

although the domain size is much smaller for the

polyurethanes. Chemical cross-links can be introduced by

using tri-functional materials or by adjusting the stoichiom-

etry to allow additional reactions with the urethane or urea

structures to give allophanate or biuret linkages.

Polyurethane rubbers can have high tensile strengths,

excellent tear strength, and good abrasion and chemical

resistance. The greatest disadvantage is the hydrolytic insta-

bility of the urethane linkage. A major use is in automotive

bumpers and facias. These materials are made in a reaction

injection molding process. Castable urethanes are used to

produce solid rubber wheels and printing rolls. Millable

urethanes can be processed on conventional rubber equip-

ment. Unsaturation can be introduced to allow the use of

conventional rubber cure systems. Cures also are possible by

reaction of the active hydrogens with materials such as high

molecular weight polyfunctional isocyanates that are non-

volatile at cure temperatures.

Thermoplastic polyurethane elastomers are processed by

injectionmolding and other processes used for thermoplastics.

Small gears, seals, and even automotive fender extensions can

be produced by this means.

By selecting from the large number of possible reactions

and stoichiometry, properties can be tailored to meet a very

wide range of applications [67–69].

Modified Polyethylene Rubbers

Elastomeric polymers can be produced by the chlorination or

chlorosulfonation of polyethylene. Both products start with

polyethylene, either in solution or in aqueous suspension,

which then is reacted to give the specified degree of substi-

tution to obtain the desired properties. Sufficient substitution

is necessary to disrupt the regularity of the polymer chain,

changing it from the crystalline polyethylene plastic into

amorphous elastomers.

Chlorinated Polyethylene

The chlorinated products contain around 40% chlorine.

These materials must be stabilized with metal salts, like

other chlorinated elastomers and plastics. Peroxide cross-

linking generally is used. Being saturated, the materials

have excellent weather and ozone resistance and can be

used over a temperature range of �65 to 300�F. The high

chlorine content imparts oil resistance and relatively slow

rates of burning. Typical applications where this combina-

tion of properties is required include hoses for chemical

or oil resistance, tubing, and belting. In comparison with

plasticized PVC, these materials have better low-

temperature properties and do not suffer a loss of plasticizer

because none is required.

Chlorosulfonated Polyethylene

Reaction with sulfur dioxide in addition to chlorine

introduces cross-linking sites into the polymer chain. Sulfur

contents in the range of 1.0–1.5% are used, with chlorine

contents of 25–40%. Curing is accomplished by using metal-

lic oxides, sulfur-bearing organic compounds, and epoxy

resins. These materials have outstanding ozone resistance

and show little color change upon light exposure. Good

resistance to oils, heat, oxidation, weather, and corrosive

materials also is exhibited. Applications include pond and

pit liners, coated fabrics, light-colored roofing membranes,

wire and cable insulation, chemical hose, and belting [70,71].

Thermoplastic Elastomers

This class of elastomeric materials is called “thermoplastic”

because they contain thermally reversible cross-links of

various types. The types of crosslinks vary from phase-

separated polystyrene domains, such as in SBS elastomers

to ionic cluster cross-links in the ionomers. The beauty of

these noncovalent interactions to form cross-links is that

when the material is heated, the cross-links are broken.

This allows the polymer to flow and be processed, and also

recycled. When cooled, the cross-links reform and the mate-

rial becomes strong again. All TPEs are two-phase systems

where there is a soft, rubbery “continuous phase” and a hard

“dispersed phase” which does not flow at room temperature.

The first two polymers to be discussed are “block

copolymers” and “ionomers.”

Block Copolymers

A very popular and useful TPE is made from blocks of

styrene and butadiene monomers using anionic polymeriza-

tion techniques, which was described in the solution SBR

section above. They are made up of short chains of polysty-

rene (usually 8,000–15,000 MW), followed by a much
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longer chain of polybutadiene (about 60,000 MW), and

capped off by another short chain of polystyrene, hence the

name SBS. Similar polymers are prepared using isoprene

instead of butadiene (SIS). The differences between SBS and

SIS will be discussed later in the subsection “Uses.”

The linear polymers, as shown above, can be built up by

the sequential addition of monomer or by coupling the living

anionic chains using compounds like dichloro

dimethylsilane. Hence, the base polymer would have styrene

polymerized first, followed by butadiene, and then addition

of the coupling agent. If a multifunctional coupling agent

such as silicon tetrachloride is used, a radial block or “star-

branched” SBS is formed.

The polystyrene is highly insoluble in the polybutadiene

so the PS chains cluster together and phase-separate into

domains. Since there is much more polybutadiene (PBD)

than polystyrene, the PBD becomes the continuous phase

containing dispersed particles of PS which act both as cross-

links and reinforcing agents. Every PBD chain is tied to a PS

chain on both ends so a very strong cross-linked network is

formed. If the PBD is tied to only one PS, then a “diblock”

polymer is formed which has very little strength. When this

network is heated to above the glass transition of polystyrene

(100�C) the PS domains break down and begin to flow, so

the polymer can be processed by injection molding or extru-

sion. Upon cooling to below 100�C, the domains (cross-

links) reform and the material becomes strong again. SBS

elastomers can have tensile strength as high as conventional

thermoset elastomers which may approach 4,000 psi.

The butadiene blocks can be hydrogenated, as mentioned

above with hydrogenated nitrile, to form SEBS polymers

having better thermal stability and chemical resistance.

The EB stands for ethylene–butylene, which are the

structures formed after the butadiene segments have been

hydrogenated.

Other block copolymers which are useful are based on

polyesters, polyurethanes, and ethylene–propylene. The first

two have been discussed in other sections and the ethylene–-

propylene blocks will be discussed below in the subsection

“Metallocene Polymers.”

Uses

SBS copolymers are used in a wide variety of applications

because of their clarity, toughness, and ease of processing. A

major application is hot melt adhesives where they are

compounded with hydrocarbon resins and oil [72]. The SIS

polymers are very popular in adhesives because the isoprene

segments tend to undergo chain scission during aging

instead of cross-linking, which is observed in butadiene

polymers. This leads to better retention of adhesion after

aging; however, the SIS polymers usually have poorer initial

strength compared with SBS. Another high-volume use is in

toughening of asphalt compounds for paving, crack sealants,

and roofing. The SBS improves rutting and low-temperature

performance in paving and crack resistance in roofing

applications [73]. SEBS would be the elastomer of choice

in many adhesive and asphalt applications because of its

superior aging properties; however, its high cost is prohibi-

tive. SBS also is used widely to toughen polystyrene and

high-impact polystyrene. This polyblending technique is

used to toughen a number of plastics. Various other injection

molding and extrusion applications include shoe soles and

toys. SBS is limited in use because of its poor high-

temperature performance.

Ionomers

Ionomers are copolymers in which a small portion of the

repeat units have ionic pendant groups on usually a nonpolar

backbone. The ionic groups tend to separate themselves into

domains similar to the polystyrene segments in the SBS

rubber because they are insoluble in the nonpolar polymer

chains. Therefore, these ionic clusters serve as cross-links up

to temperatures where they tend to disassociate. Most com-

mercial grades of ionic elastomers are based on ethylene and

propylene monomers.

The polymer backbone usually contains sulfonyl or car-

boxylic acid groups and the metal counterion can be zinc,

calcium, sodium, or lithium. The properties are highly

dependent on the metal cation because they determine the

temperature at which the ion clusters disassociate. The ionic

cross-links usually impart outstanding tensile and tear

strength properties because these cross-links are very good

energy absorbers (hysteretic) due to their mobility. A pro-

cess known as ion hopping provides one source for

absorbing energy.
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clusters of ionic
groups forming a
crosslink M+ = metal
cation, A− = anion 

Uses

Solid golf balls are a good example of ionic cross-linked

materials [74]. The covers are usually lithium or sodium

cross-linked plastics but the cores are also a type of ionomer.

The cores are high cis polybutadiene which is compounded

with zinc diacrylate (ZDA) and then peroxide cured. During

the curing process, the ZDA grafts to the BR backbone

creating a material with a very high cross-link density

where the cross-links are clusters of zinc carboxylates with

very high resilience. Other applications include heat-

sealable food packaging, automotive trim, footwear, foamed

sheets (mats), and interlayers for bulletproof glass.

Metallocene Elastomers

Metallocene catalysts are the latest innovations to make a big

impact in the polymer industry. They have been usedmostly to

make new poly-olefin plastics, such as very-high-molecular-

weight, bullet-proof polyethylene, but they have also been

used to make elastomers. The catalysts make very regular

“stereospecific” polymers similar to the Ziegler–Natta

catalysts. They are based on variousmetals, such as zirconium,

complexed with cyclopentadienide anions. This type of com-

pound is called a “zirconocene” and is used with

organoaluminum to make highly regular polymers. The cata-

lyst has the ability to flip back and forth frommaking atactic to

isotactic polypropylene in the same polymerization. The

alternating tacticity of the polymer breaks up the crystallinity

of the chains and yields an elastomer. Metallocene catalysts

are currently very expensive and cannot yet polymerize dienes

such as butadiene, so they have only enjoyed limited commer-

cial success in elastomers. However, this is one of the most

intense fields of polymer research and many new product

breakthroughs are expected in the near future.

Rubber–Plastic Alloys

A discussion on TPE would not be complete without men-

tioning the elastomers produced by simply blending rubbers

and plastics in an internal mixer using a process known as

“dynamic vulcanization.” The simplest of these elastomers

is based on polypropylene and EPDM rubber. Products are

made with various rubber contents (hardness values) by

simply mixing the rubber and plastic in a Banbury or an

extruder at high temperature while cross-linking the EPDM

in situ with a phenolic curing resin or other curing agents

such as sulfur or peroxides. The resulting blend processes

like polypropylene but is actually an elastomer because of

the cross-linked rubber phase which it contains. It can be

reprocessed and recycled like other TPEs. The process is

described in an excellent review article by Abdou-Sabet

[75]. Other alloys are based on nylon and NBR to obtain

better thermal stability and solvent resistance. Constant

improvements are being made in polymer alloys by using

different combinations of plastics and rubbers and also new

grafting and cross-linking chemistry to achieve properties

more like conventional thermoset rubbers.

Uses

The applications for this type of elastomer have been limited

because of the melting point of the plastic phase and poor

compression set. For these reasons, alloys probably will

never be successful as tire materials but they have many

other automotive applications, including instrument panels,

cowl vents, body panels, and bumpers. They also are used

in appliances, lawn and garden equipment, and as grips

on tools.

Plasticized Polyvinyl Chloride

Generally one thinks of polyvinyl chloride as a rigid plastic,

which it is, with a glass transition temperature around 85�C.
However, the addition of polar chemicals such as dioctyl

phthalate can reduce the glass transition temperature below

room temperature, producing a rubbery material.

Monomer Production

Vinyl chloride is produced primarily from ethylene, which is

converted to ethylene dichloride either by chlorination or

oxychlorination. The ethylene dichloride is cracked to give

vinyl chloride and hydrogen chloride.

Production Process

Polyvinyl chloride is produced by the free-radical polymeri-

zation of vinyl chloride. Bulk, emulsion, solution, and sus-

pension polymerization processes have been used.
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The plasticized product can be produced by mixing the

polymer and plasticizers at elevated temperatures, also by

dry blending in which the plasticizer is absorbed into the

resin and then heated. Solution blending is sometimes used,

as well as the plastisol process, in which fine polyviny-

lchloride powder is dispersed in the plasticizer which is

relatively stable until it is heated.

Properties and Use

Plasticized polyvinyl chloride can be regarded as the first

thermoplastic elastomer, as it is used in an uncross-linked

form. Because of the lack of cross-linking, this material

exhibits high rates of creep and stress relaxation. As with

other TPE, these disadvantages worsen as the temperature is

increased. Although the polymer is saturated, it must be

stabilized for use to prevent dehydrochlorination at

processing temperatures. Because of the high chlorine con-

tent, polyvinyl chloride has excellent flame resistance as

well as good electrical properties. Even at high plasticizer

levels, these materials have marginal elasticity when com-

pared with most other elastomers. Despite their short-

comings, they are used in many areas where they compete

with other rubbers.

One of the larger uses is for wire and cable insulation.

The flame resistance makes this the material of choice for

residential wiring, extension cords, and so on. Inexpensive

garden hose represents another large-volume use. Sports

balls can be produced by rotational molding of plastisols.

The low fabrication cost allows such products to dominate

the lower-price-range market [76,77].

Fluorocarbon Elastomers

The fluoroelastomers were developed as specialty materials

for high heat applications and solvent resistance. By 2009

there was over 15,800 metric tons of fluoroelastomer capac-

ity worldwide [78]. The elastomers were by-products of

Plunkett’s 1938 discovery of polytetrafluoroethylene.

Copolymers of olefins with vinylidene fluoride were found

to be leathery, whereas elastomers were made if tetrafluor-

oethylene (TFE) or trifluoropropene was used. The first com-

mercial product was produced as a copolymer of vinylidene

fluoride and chlorotrifluoroethylene (CTFE) and was called

Kel-F. The later, more stable polymers used hexafluor-

opropene (HFP) with TFE. They were first commercialized

by DuPont under the trade name Viton and then a few other

companies added their own fluoroelastomers. These

elastomers are usually prepared by radical polymerization

in emulsion using catalysts such as ammonium persulfate and

sometimes with chain transfer agents such as carbon

tetrachloride or halogen salts [79]. Cautionmust be exercised

when using these polymerizations because the fluoromon-

omers can be explosive. They are usually isolated by coagu-

lation and normal rubber drying techniques and sold in the

form of pellets, slabs, or rubber crumb.

As a result of being very unreactive, the fluoroelastomers

cure very slowly and usually require a high-temperature

post-cure. The curatives are designed to remove hydrogen

fluoride to generate a cure site which can react with a

diamine or bisphenol. They are also cured with organic

peroxides. Most fluoroelastomers can be compounded

using normal rubber processing equipment such as rubber

mills and internal mixers. Processing aids such as dioctyl

phthalate or waxes can be used to obtain smoother extrusions

and better mold release.

Uses

Fluoroelastomers have outstanding heat resistance when

cured. Some vulcanizates have almost indefinite service

life at temperatures up to 200�C. The perfluoro polymers,

such as DuPont’s Kalrez, have short-term usage at up to

316�C and extended service as high as 288�C. This polymer

is extremely expensive and is only offered in the form of

finished parts, usually O-rings, seals, or gaskets. The

fluoroelastomers also have excellent solvent and ozone resis-

tance making them ideal for automotive fuel hoses.

Although many of the applications involve small seals,

O-rings, gaskets, and hose, the single largest application is

flue-duct expansion joints. The polymer’s resistance to high

temperature and wet acidic flue gases are critical in this

application.
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The Agrochemical Industry 17
K.N. Singh and Kavita Merchant

Introduction

Agrochemical Industry comes under life science segment of

Chemical Industry and deals with production and distribu-

tion of pesticides and fertilizers to increase the crop yields.

As Pharmaceuticals are meant for life, Agrochemicals are

for livelihood.

Althoughoverall agrochemicals are very small part of chem-

ical industry, their role in sustainable growth is very important

as the world’s population is estimated to grow from 6.8 billion

today to >9.0 billion by 2050. Global demand for food is

expected to double by then as per UN projections and estimate.

There is no dispute whatsoever that for meeting the grow-

ing food need we will essentially be called upon to produce

more and more food with less cultivable land. This

necessitates use of agrochemicals in general and pesticides

in particular under integrated crop and pest management

program to enhance productivity and prevent 30–40% avoid-

able losses caused by various pests during production,

processing and storage. Pesticides were and continue to be

an integral part of high-yield farming success.

This chapter describes mainly pesticide active ingredients

and formulations manufactured for treatment of seeds, crops

and farm products to protect from various insect pests, weeds,

plant pathogens, microbes and germs. Pesticides used in non-

crop sectors like animal and public health, disinfectant, home

care, etc. are also covered. Fertilizers or fundamental nutrients

are arbitrarily excluded from discussion in this chapter.
The global pesticide market is divided into three basic

categories based on intellectual property rights (IPR) viz.:

Proprietary products; Proprietary off-patent products;

Generic products.

A proprietary product has a granted patent in force. The

market share of proprietary products is approximately 30%,

i.e. ~13 billion of the total pesticide market. For proprietary

off-patent products, though the patent has expired, there is no

generic competition. The majority of these products are

owned by the proprietary companies and adding together

both proprietary and off-patent proprietary products, the mar-

ket share is approximately 70%, which is controlled by a few

multinational companies viz. Syngenta, Bayer Crop Sciences,

BASF, Dow AgroSciences, Monsanto, Du Pont, FMC, etc.

For a generic product, patent protection has expired and

local companies have obtained sales authorization from Fed-

eral and State Governments that are independent of the pro-

prietary company’s registrations. Generic products account

roughly for ~30% of total pesticide market, i.e. $13 billion.

Special mention is provided in the chapter to products

introduced in the recent past and going off-patent in 2010

and beyond (please refer Annex 17.1). This section will help

the readers to identify and develop generic active ingredients

to meet the global demand for food, feed, fibre, plastics and

energy as well as to maintain the general hygiene of homes.

The global pesticide market with sales revenue of approx-

imately $44 billion during 2009 comprises of the crop pro-

tection sector with sales of $38 billion (86%) and non-crop

sector with sales of $6 billion (14%) according to data from

market research consultancy Phillips McDougall.

The crop protection sector over the period of last 10 years

has achieved growth of 34% from $28.1 billion during 1999

to $31.2 billion during 2005 to $38 billion during 2009. There

is significant optimism in the industry that there will be a

period of sustained growth in the next 5 years. This optimism

is mainly due to increased consumption of pesticides in Latin

American countries like Brazil, Argentina, Mexico and

Asian countries mainly India and China.

The non-crop sector has a wide variety of applications

including forestry, timber treatment, public health, industrial

(mainly weed control on railways, highways), home and gar-

den markets, etc. There are many drivers affecting growth of

this sector including increase in urban population and more

disposable income per capita, part of which is used in hygiene

and pest control operations.
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Pesticides

Pesticide active ingredients (AI) are chemicals designed to be

harmful to a target pest. These are purposely converted into

plant protection products (PPP) and introduced into environ-

ment for preventing, destroying, repelling or mitigating pests.

People often think pesticide means insecticide. However,

it also includes herbicides, fungicides and various other

substances used to control target pests viz. rodents and

other animals, unwanted plants (weeds), fungi or

microorganisms like bacteria and viruses.

Farmers use pesticides to control the pests that can destroy

or damage food, fibres and other crops. Health agencies use

pesticides to control insects and other organisms known to

carry diseases. Hospitals use disinfecting pesticides to

destroy viruses and other germs on floor and equipments.

Pest control operators use pesticides to free houses from

cockroaches, termites, ants, bed bugs and other house pests.

Pesticides are also used for maintaining lawns, gardens and

turfs, for freeing cattle and companion animals from ecto-

parasites viz. ticks, fleas, mites, etc.

Since most pesticides are designed to be toxic to their

target pest, it can be harmful if used improperly. Its use

therefore is strictly regulated. A rigorous regulatory evalua-

tion process is applied for checking quality, toxicity, efficacy

and residue levels of pesticides before it can be

manufactured, sold or used in designated country/state.

Pesticides can be classified in a number of ways such as

mode of entry, application, chemical class, mode of action

and toxicity. Broad categories are defined in Fig. 17.1.

Insecticides

An insecticide is a chemical that kills the insects or inhibits

their growth. Broad types of insect pests controlled by

insecticides are:

• Insect pests of agricultural importance viz. field crops,

vegetable crops, ornamental and horticultural crops

including forestry, turf and lawns.

• Insects feed on stored products and cause economic loss.

• Household and disease carrying insects viz. cockroaches,

furniture beetle, termite, ants, mosquitoes, houseflies,

bedbugs, silverfish, fleas, bees, wasps, etc.

• Pest attacking cattle and companion animals such as

houseflies, flesh fly, head lice, ticks, fleas and mites, etc.

Classification Based on Mode of Entry

Contact poison:

Insects get killed when they come in contact with the

insecticides. It reaches into insect’s body via contact with

the cuticle and penetration through the sutures, membranes,

tracheal system and bases of setae, etc.

This can be achieved by the direct application of the

insecticide on the insects or by the insects crawling or passing

over the treated surface having residue of the toxic material.

Systemic poison:
Systemic insecticides penetrate into the plant tissues through

the roots, stem and leaves of the plant and translocate

through the vascular tissues. Insects that feed on such treated

plants are killed by stomach poison effect.

Systemic insecticides are applied in a variety of ways viz.

seeds treatment, foliar treatment, broadcast application, in-

furrow application to soil, etc.

Stomach poison:
When ingested by insects they act on their digestive system to

kill them.All the systemic insecticides are stomach poison but

all the stomach poisons are not the systemic insecticide.

Fumigants:

Fumigants are gaseous poison, which penetrate into the body

through respiratory system and are used to kill insects,

nematodes, rodents, etc.

Fumigants are employed to control stored products,

household articles, soil inhabiting insects and nematodes,

agricultural pests and live plants during export and import.

PESTICIDES

INSECTICIDES* HERBICIDES** FUNGICIDES***

CONTACT
POISON

SYSTEMIC
POISON

STOMACH
POISON

CONTACT

SYSTEMIC

PRE PLANT
INCORPORATED

CURATIVE

PROTECTANT

FUMIGANTS PRE-EMERGENCE

POST-
EMERGANCE

CONTACT

SYSTEMIC

Fig. 17.1 Categories of pesticides.* Including nematicides,

acaricides, molluscicides, rodenticides, repellants, attaractants,

chemosterilant, antifeedents, growth regulators, etc. ** Including

plant growth regulators, defoliants or desiccants, etc. ***Including

bactericides, virucides, etc.
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Classification Based on Chemical Class
and Mode of Action

Following classification (Table 17.1) is based on IRAC

(Insecticide Resistance Action Committee) “mode of action

classification” version Sept 2010 [1]. It provides a guideline

to crop protection professionals, growers and researchers for

selection of an insecticide for use in sustainable insecticide

resistance management program.

Herbicides

Herbicide is a chemical that kills the weeds or inhibits their

growth. Weeds are the plants, which grow where they are not

wanted. They grow in the fields where they compete with

crops for water, soil nutrients, light and space and thus reduce

crop yields. Annuals weeds live and produce their seeds in a

single growing season. Biennials need two growing seasons;

in one season they complete vegetative growth and second

season they complete their reproductive stage. The multipli-

cation of both the annuals and the biennials weeds is through

seed. However, Perennials weeds live indefinitely and are

propagated not only through seeds but also often vegetatively

such as rhizomes, stolons, bulbs and tubers.

Weeds are divided into three sub classes: (1) grassy

weeds, (2) broad-leaved weeds (3) sedges.

Herbicides have largely replaced mechanical methods of

weed control in countries where intensive and highly

mechanized agriculture is practiced. They provide a more

effective and economical means of weed control than culti-

vation, hoeing and hand pulling.

Classification Based on Mode of Entry

Contact:

Contact herbicides kill only the plant parts on which the chem-

ical is deposited and are most effective against annual weeds.

Table 17.1 Classification of insecticides based on chemical class and mode of action

Group Mode of action Subgroup and Chemical class Active ingredients

1 Acetycholinesterase (AChE) inhibitors
Nerve action 1A Aldicarb

Carbamates Aminocarb
Bendiocarb
Carbaryl
Carbofuran
Formetanate
Methiocarb
Pirimicarb
Propoxur
Thiodicarb
Thiofanox
Trizamate
Xylylcarb

IB Organophosphates Acephate
Azamethiphos
Azinphos-methyl
Chlorfenvinphos
Chlorpyrifos
Diazinon
Dichlorvos (DDVP)
Dimethoate
Ethion
Fenthion
Heptenophos
Malathion
Methamidophos
Omethoate
Parathion
Phenthoate
Phorate
Quinalphos
Temephos
Tebufos
Tetrachlorvinphos
Triazophos

2 Gamma-amino butyric acid (GABA)-gated
chloride channel antagonists
Nerve action

2A Chlordane
EndosulfanCyclodienes

Organochlorines
2B Ethiprole
Phenylpyrazoles (Fiproles) Fipronil

(continued)
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Table 17.1 (continued)

Group Mode of action Subgroup and Chemical class Active ingredients

3 Sodium channel modulators
Nerve action 3A Acrinathrin

Pyrethroids Allethrin
Pyrethrins D-trans allethrin

Bifenthrin
Bioresmethrin
Cycloprothrin
Cyfluthrin
Cypermethrin
Alphacypermethrin
Betacypermethrin
Thetacypermethrin
Zetacypermethrin
Deltamethrin
Fenpropathrin
Fenvalerate
Flucythrinate
Permethrin
Pyrethrins
Resmethrin
Silafluofren
Tefluthrin
Tetramethrin
Transfluthrin

3B DDT
Organochlorines Methoxychlor

4 Nicotinic acetylcholine receptor
(nAChR) agonists
Nerve action 4A Acetamiprid

Neonicotinoids Clothianidin
Dinotefuran
Imidacloprid
Nitenpyran
Thiacloprid
Thiamethoxam

4B Nicotine
Biopesticide

5 Nicotinic acetylcholine receptor
(nAChR) allosteric activators
Nerve action Spinosyns Spinosad

Spinetoram

6 Chloride channel activators
Nerve and muscle action Biopesticides Abamectin

Emamectin benzoate
Lepimectin
Milbemytin

7 Juvenile hormone mimics
Growth regulation 7A Hydroprene

Juvenile hormone analogues Methoprene
Pyripoxyfen

7B Fenoxycarb
Carbamate

8 Miscellaneous non-specific (multi-site) inhibitors
8A Methyl bromide

or other alkyl halidesAlkyl halide

8B Chloropicrin
Unclassified
8C Sulfuryl fluoride
Inorganic compound
8D Borax
Inorganic compound
8E Taratar emetic
Taratar emetic

9 Selective homopteran feeding blockers
Nerve action Pyridine Pymetrozine

Flonicamid

10 Mite growth inhibitors
Growth regulation 10A Clofentezine

Tetrazine Diflovidiazin
10B Hexythiazox
Carboxamid
10C Etoxaxazole
Diphenyl oxazoline

(continued)
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Table 17.1 (continued)

Group Mode of action Subgroup and Chemical class Active ingredients

11 Microbial disruptors of insect mid-gut
membranes
(includes transgenic crops expressing
Bacillus thuringiensis toxins)

Bacillus thuringiensis or Bacillus sphaericus
and the insecticidal proteins they produce

Bacillus thuringiensis
Subsp. israelensis
Subsp. aizawai
Subsp. tenebrionis
Subsp. kurstaki
Bacillus sphaericus
Bt crop proteins: Cry1Ab,
Cry1Ac, Cry1Fa, Cry2Ab,
m Cry3A, Cry3Ab, Cry3Bb,
Cry34/35Ab1

12 Inhibitors of mitochondrial ATP synthatase
Energy metabolism 12A Diafenthiuron

Thourea
12B Azocyclotin
Organotin miticide Cyhexatin

Fenbutatin oxide
12C Propargite
Sulfite ester
12D Tetradifon
Bridged diphenyl

13 Uncoupled of oxidative phosphorylation via
disruption of the proton gradient
Energy metabolism 13A Chlorfenapyr

Aryl pyrrole
13B DNOC
Dinitrophenol
13C Sulfluramid
Sulfonamide

14 Nicotinic acetylcholine receptor (nAChR)
channel blockers
Nerve action Nereistoxin analogues Bensultap

Cartap hydrochloride
Thiocyclam
Thiosultap-sodium

15 Inhibitors of chitin biosynthesis type 0
Growth regulation Benzoylurea Bistrifluron

Chlofluazuron
Diflubenzuron
Novaluron
Noviflumuron
Teflubenzuron
Triflumuron

16 Inhibit chitin biosynthesis type 1
Growth regulation Thiadiazin Buprofezin

17 Moulting disruptor, Dipteran
Growth regulation Triazine Cyromazine

18 Ecdysone receptor agonists
Growth regulation Diacylhydrazins Hromafenazide

Alofenozide
Ethoxyfenozide
Tebufenozide

19 Octopamine receptor agonist
Nerve action Triazapentadiene Amitraz

20 Mitochondrial complex III electron
transport inhibitors
Energy metabolism 20A Hydramethylnon

Trifluoromethyl aminohydrazone
20B Acequinocyl
Tetronic and Tetramic acid derivatives
20C Fluacrypyrim
Strobilurin

21 Mitochondrial complex I electron transport
inhibitors
Energy metabolism 21A Fenazaquin

Fenpyroximate
METI acaricides and insecticides Pyrimidifen

Pyridaben
Tebufenpyrad

21B Rotenone
Botanical

(continued)
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Systemic:

Systemic herbicides are absorbed either by roots or foliar

parts of a plant and are then trans-located within the plant

system to tissues that may be remote from the point of

application. Systemic herbicides are effective against both

annual and perennial weeds and they are particularly advan-

tageous against established perennial weeds.

Classification Based on Application
and Crop Selectivity

Pre-plant incorporated:
Treatment made to soil in advance before planting of

seed. This is popularly known as “chemical follow treatment”.

Pre-emergence:

Treatment made at planting or afterwards but before the

weeds emerge.

Early post-emergence:

Treatment made when the weeds first emerge.

Post-emergence:

Treatment made after weeds emerge from the soil and during

their active growth and development stage. It may be a

contact or a systemic herbicide and may be soil applied or

directed to the weeds.

Classification Based on Chemical Class
and Mode of Action

Following classification (Table 17.2) is based on HRAC

(Herbicide Resistance Action Committee) “mode of action

classification” version January 2005 [2]. It is developed by

HRAC in cooperation with WSSA (Weed Science Society of

America) and provides a guideline to crop protection

professionals, growers and researchers for selection of best

suited herbicides to combat specific weeds in herbicide

resistance management program.

Fungicides

A fungicide is a chemical, which inhibits or kills the

pathogens. Most fungicides need to be applied before dis-

ease occurs (protectants) or at the appearance of symptoms

(curative) to be effective.

Protectant fungicide is effective when applied prior to fun-

gal infection. Prophylactic application is mandatory to prevent

damage to growing cropswhereas curative fungicide is capable

of eradicating the fungus after it has caused infection.

Classification Based on Mode of Entry

Contact: A fungicide that remains on the surface where it is

applied but does not go deeper into the plant system.

Table 17.1 (continued)

Group Mode of action Subgroup and Chemical class Active ingredients

22 Voltage-dependent sodium channel blockers
Nerve action 22A Indoxacarb

Oxadiazine
22B Metaflumizone
Semicarbazone

23 Inhibitors of acetyl CoA carboxylase
Tetronic and tetramic acid derivatives Spirodiclofen

Spiromesifen
Spirotetramat

24 Mitochondrial complex IV electron
transport inhibitors
Energy metabolism 24A Aluminium phosphide

Phoshphine Calcium phosphide
Phoshphine
Inc Phosphide

24B Cyanide
Cyanide

25 Mitochondrial complex II electron
transport inhibitors
Energy metabolism Pyrazole Cynopyrafen

28 Ryanodine receptor modulators
Nerve and muscle action Diamides Chlorantraniliprole

Flubendiamide

29 Compounds of unknown or uncertain mode
of action

Bridged diphenyl Benzoximate
Bromopropylate

Hydrazine carboxylate Bifenazate
Aryloxyphenoxypropionic acid Diclofol
Unclassified Pyridalyl
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Table. 17.2 Classification of herbicides based on chemical class and mode of action

Group

Mode of action Chemical class Active ingredientsHRAC WSSA

A 1 Inhibitors of acetyl CoA carboxylase ACCase
These chemicals block an enzyme called ACCase.
This enzyme is helpful in formation of lipids in roots
of grass plants. Without lipids susceptible weeds die

Aryloxyphenoxypropionate “FOPS” Clodinafop-propargyl
Cyhalofop-butyl
Diclofop-methyl
Fenoxaprop-p-ethyl
Fluazifop-p-butyl
Haloxyfop-R-methyl
Propaquizafop
Quizalofop-p-ethyl

Cyclohexanediones “DIMS” Alloxydim
Butroxydim clethodim
Cycloxydim
Profoxydim
Tepraloxydin tralkoxydim

Phenylpyrazolin “DEN” Pinoxeden

B 2 ALS/AHAS inhibitors Sulfonylureas Amidosulfuron
Azimsulfuron

These chemicals block the normal function of an
enzyme called acetolactase (ALS) acetohydroxy
acid (AHAS). This enzyme is essential in amino
acid synthesis, without protein plants starve to death

Bensulfuron-methyl
Chlorimuron-ethyl
Chlorsulfuron
Cyclosulfamuron
Ethoxysulfuron
Foramsulfuron
Imazosulfuron
Metsulfuron-methyl
Nicosulfuron
Oxasulfuron
Rimsulfuron
Sulfosulfuron
Tritosulfuron, etc.

Imidazolinone Imazapic
Imazamethabenz-methyl
Imazamox
Imazapyr
Imazaquin
Imazethapyr

Triazolopyrimidine Cloransulam-methyl
Diclosulam
Florasulam
Flumetsulam
Metosulam
Penoxsulam

Pyrimidinyl(thio)benzoate Bispyribac-Na
Pyribenzoxim
Pyriftalid
pyrithiobac-Na
Pyriminobac-methyl

Sulfonylaminocarbonyl-triazolinone Flucarbazone-Na
Propoxycarbazone-Na

C1 5 Inhibition of photosynthesis at photosystem II. Site A
These chemicals interfere with photosynthesis
and disrupt plant growth, ultimately leading to death

Triazine Ametryne
Atrazine
Cyanazine
Desmetryne
Dimethametryne
Prometon
Prometryne
Propazine
Simazine
Simetryne
Terbumeton
Terbuthylazine
Terbutryne
Trietazine

These chemicals interfere with photosynthesis
and disrupt plant growth, ultimately leading to death

Triazinone Hexazinone

Metamitron
Metribuzin

Triazolinone Amicarbazone
Uracil Bromacil

Lenacil
Terbacil

(continued)
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Table. 17.2 (continued)

Group

Mode of action Chemical class Active ingredientsHRAC WSSA

C1 5 Inhibition of photosynthesis at photosystem II. Site A Pyridazinone Pyrazon
Chloridazon

Phenyl-carbamate Desmedipham
Phenmedipham

C2 7 Inhibition of photosynthesis at photosystem II. Site B Urea Chlorobromuron
Chlorotoluron
Chloroxuron
Dimefuron
Diuron
Ethidimuron
Fenuron
Fluometuron (see F3)
Isoproturon
Isouron
Linuron
Methabenzthiazuron
Metobromuron
Metoxuron
Monolinuron
Neburon
Siduron
Tebuthiuron

Amide Propanil
Pentanochlor

C3 6 Inhibition of photosynthesis at photosystem II Nitrile Bromofenoxim
Bromoxynil
Ioxynil

Benzothiadiazinone Bentazon
Phenyl-pyridazine Pyridate

Pyridafol

D 22 Photosystem-I-electron diversion Bipyridylium Diquat
Paraquat

E 14 Inhibition of protoporphyrinogen oxidase (PPO) Diphenylether Acifluorfen-Na
Bifenox
Chlomethoxyfen
Fluoroglycofen-ethyl
Fomesafen
Halosafen
Lactofen
Oxyfluorfen

Phenylpyrazole Fluazolate
Pyraflufen-ethyl

N-phenylphthalimide Cinidon-ethyl
Flumioxazin
Flumiclorac-pentyl

Thiadiazole Fluthiacet-methyl
Thidiazimin

Oxadiazole Oxadiazon
Oxadiargyl

Triazolinone Azafenidin
Carfentrazone-ethyl
Sulfentrazone

Oxazolidinedione Pentoxazone
Pyrimidindione Benzfendizone

Butafenacil
Nitrile Pyraclonil
Pyridazinone Flufenpyr-ethyl

F1 12 Bleaching: Inhibition of carotenoid biosynthesis
at the phytoene desaturase step (PDS)

Pyridazinone Norflurazon
Flurtamone

Pyridinecarboxamide Diflufenican
Picolinafen

Amide Beflubutamid
Unclassified Fluridone

Flurochloridone

(continued)
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Table. 17.2 (continued)

Group

Mode of action Chemical class Active ingredientsHRAC WSSA

F2 27 Bleaching: Inhibition of 4-hydroxyphenyl-
pyruvate-dioxygenase (4-HPPD)

Triketone Mesotrione
Sulcotrione

Isoxazole Isoxachlortole
Isoxaflutole

Pyrazole Benzofenap
pyrazolynate
Pyrazoxyfen

Unclassified Benzobicyclon

F3 11 Bleaching: Inhibition of carotenoid
biosynthesis (unknown target)

Triazole Amitrole (in vivo inhibition
of lycopene cyclase)

13 Inhibition of all diterpenes Isoxazolidinone Clomazone

F3 13 Inhibition of all diterpenes Urea Fluometuron
Diphenylether Aclonifen

G 9 Inhibition of EPSP synthesis Glycine Glyphosate
Sulfosate

H 10 Inhibition of glutamine synthetase Phosphinic acid Glufosinate-ammonium
Bialaphos ¼ bilanaphos

I 18 Inhibition of DHP (dihydropteroate) synthase Carbamate Asulam

K1 3 Microtubule assembly inhibition Dinitroaniline Benefin ¼ benfluralin
Butralin
Dinitramine
Ethalfluralin
Oryzalin
Pendimethalin
TrifluralinThese chemicals inhibit the cell division in roots

Phosphoroamidate Amiprophos-methyl
Butamiphos

Pyridine Dithiopyr
Thiazopyr

Benzamide Propyzamide ¼ pronamide
Tebutam

Benzoic acid DCPA ¼ chlorthal-dimethyl

K2 23 Inhibition of mitosis/microtubule organization Carbamate Chlorpropham
Propham
Carbetamide

K3 15 Inhibition of VLCFAs (inhibition of cell growth
and division)

Chloroacetamide Acetochlor
Alachlor
Butachlor
Dimethachlor
Dimethanamid
Metazachlor
Metolachlor
Pethoxamid
Pretilachlor
Propachlor
Propisochlor
Thenylchlor

Acetamide Diphenamid
Napropamide
Naproanilide

Oxyacetamide Flufenacet
Mefenacet

Tetrazolinone Fentrazamide
Organophosphate Anilofos

Piperophos
Triazole Cafenstrole

L 20 Inhibition of cell wall (cellulose) synthesis Nitrile Dichlobenil
Chlorthiamid

Benzamide Isoxaben
Triazolocarboxamide Flupoxam
Quinoline carboxylic acid Quinclorac (for monocots)

(also group O)

M 24 Uncoupling (membrane disruption) Dinitrophenol DNOC
Dinoseb
Dinoterb

(continued)
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Fungicides have no after-infection activity. Repeated

applications are needed to protect new growth of the plant

and to replace material that has been washed off by rain or

irrigation, or degraded by environmental factors.

Systemic: A fungicide that is absorbed into plant tissue and

may offer some after-infection activity. Very few

fungicides are truly systemic (i.e. move freely throughout

the plant); however, some are upwardly systemic (i.e. move

only upward in the plant through xylem tissue) and some

are locally systemic (i.e. move into treated leaves and

redistribute to some degree within the treated portion of

the plant).

Classification Based on Chemical Class
and Mode of Action

Following classification (Table 17.3) is based on FRAC

(Fungicide Resistance Action Committee) “mode of action

Table. 17.2 (continued)

Group

Mode of action Chemical class Active ingredientsHRAC WSSA

N 8 Inhibition of lipid synthesis—not ACCase inhibition Thiocarbamate Butylate
Cycloate
Dimepiperate

These chemicals inhibit the cell division
and elongation in the seedling shoots before they
emerge above ground

EPTC
Esprocarb
Molinate
Orbencarb
Pebulate
Prosulfocarb
Thiobencarb ¼ benthiocarb
Tiocarbazil
Triallate
Vernolate

Phosphorodithioate Bensulide
Benzofuran Benfuresate

Ethofumesate
Chloro-carbonic-acid TCA

Dalapon
Flupropanate

O 4 Synthetic auxins Phenoxy-carboxylic-acid Clomeprop
These chemicals disrupt plant cell growth in the
newly forming stems and leaves; they affect protein
synthesis and normal cell division leading to
malformed growth and tumours

2,4-D
2,4-DB
Dichlorprop ¼ 2,4-DP
MCPA
MCPB
Mecoprop ¼ MCPP ¼ CMPP

Benzoic acid Chloramben
Dicamba
TBA

Pyridine carboxylic acid Clopyralid
Fluroxypyr
Picloram
Triclopyr

Quinoline carboxylic acid Quinclorac (also group L)
Quinmerac

Benzothiazolone Benazolin-ethyl

P 19 Inhibition of auxin transport Phthalamate Naptalam
Diflufenzopyr-NaSemicarbazone

Z 17 Unknown Organoarsenical DSMA
MSMA

Amide Bromobutide
Morphactin Chloroflurenol
Monoterpene Cinmethylin
Urea Cumyluron
Dithiocarbamate Dazomet

Metam
Organophosphate Fosamin
Unclassified Oxaziclomefone
Biopesticide Pelargonic acid

25 Arylaminopropionic acid Flamprop-M-methyl/-isopropyl
26 Pyrazolium Difenzoquat

Note: While the mode of action of herbicides in Group Z is unknown it is likely that they differ in mode of action between themselves and from

other groups
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Table. 17.3 Classification of fungicides based on chemical class and mode of action

FRAC Code Mode of action Chemical class Active ingredients

1 Inhibition of B-tubuline assembly

in mitosis and cell division

Benzimidazoles Benomyl
Carbendazim
Fuberidazole
Thiabendazole

Thiophanates Thiophanate
Thiophanate-methyl

2 Inhibition of mitogen-activated-protein

(MAP)/Histidine-kinase in osmotic signal

transduction

Dicarboxamides Chlozolinate
Iprodione
Procymidone

3 Inhibition of sterol biosynthesis

(C14-demethylase) in membrane

Piperazines Triforine
Pyridines Pyrifenox
Pyrimidines Fenarimol

Nuarimol
Imidazoles Imazalil

Oxpoconazole
Pefurazoate
Triflumizole

Triazoles Azaconazole
Bitetranol
Bromuconazole
Cyproconazole
Difenconazole
Diniconazole
Epoxiconazole
Etaconazole
Fenbuconazole
Flusilazole
Flutriafol
Hexaconazole
Ipoconazole
Metconazole
Penconazole
Propiconazole
Simeconazole
Tridimenol

4 Inhibition of RNA polymerase1 in nucleic

acid synthesis

Acylalanines (Phenyl amides) Benalaxyl
Furalaxyl
Metalaxyl

Oxazolidinones (Phenyl amides) Oxadixyl
Butyrolactones (Phenyl amides) Ofurace

5 Inhibition of isomerase in sterol biosynthesis Morpholines Aldimorph
Dodemorph
Tridemorph

Piperidines Fenpropidin
Piperalin

Spiroketal-amines Spiroxamine

6 Inhibition of phospholipid biosynthesis

methyltransferase in lipid membrane synthesis

Phosphorothioates Edifenphos
Iprobenfos
Pyrazophos

Dithiolanes Isoprothiolane

7 Inhibition of complex II, succinate

dehydrogenase (SDHI) in respiratory

chain of fungal mitochondria

Phenyl benzamides Benodanil
Flutolanil
Mepronil

Pyridinyl-ethyl-benzamides Fluopyram
Furan-carboxamide Fenfuram
Oxathiin-carboxamide Carboxin

Oxycarboxin
Thiazole-arboxamide Thifluzamide
Pyrazole-carboxamide Bixafen

Furametpyr
Isopyrazam
Penflufen

Pyridine-carboxamide Boscalid

8 Inhibition of adenosine-deaminase

in nucleic acid synthesis

Hydroxy-(2-amino-)pyrimidines Bupirimate
Dimethirimol
Ethirimol

9 Inhibition of amino acid (methionine)

biosynthesis

Anilino pyrimidines Cyprodinyl
Mepanipyrim
Pyrimethanil

(continued)
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Table. 17.3 (continued)

FRAC Code Mode of action Chemical class Active ingredients

10 Inhibition of B-tubuline assembly

in mitosis and cell division

N-phenyl carbamates Diethofencarb

11 Inhibition of complex III Cytochrome bc1

(ubiquinol oxidase) at Qo site in respiratory

chain of fungal mitochondria

Methoxy-acrylates Enestrobin
Picoxystrobin

Methoxy-carbamates Pyraclostrobin
Pyrametastrobin

Oximino-acetates Dimoxystrobin
Oximino-acetamides Metoministrobin
Oxazolidine-diones Famoxadone
Dihydro-dioxazines Fluoxastrobin
Imidazolinones Fenamidone
Benzyl-carbamates Pyribencarb

12 Inhibition of mitogen-activated-protein

(MAP)/Histidine-kinase in osmotic

signal transduction

Phenylpyrroles Fenpiclonil
Fludioxonil

13 Inhibition of signal transduction

by unknown mechanism

Quinolines Quinoxyfen
Quinazolinones Proquinazid

14 Inhibition of lipid peroxidation synthesis

in lipid membrane synthesis

Aromatic hydrocarbons Biphenyl
Chloroneb
Dicloran
Quintozin

1,2,4-Thiadiazoles Etridiazole

16.1 Inhibition of reductase in melanin

biosynthesis in cell wall

Isobenzo-furanone Pthalide
Pyrrolo-quinolinone Pyroquilon
Triazolobenzo-thiazole Tricyclazole

16.2 Inhibition of dehydratase in melanin

biosynthesis in cell wall

Cyclopropane-carboxamide Carpropamid
Carboxamide Diclocymet
Propionamide Fenoxanil

17 Inhibition of sterol biosynthesis

(3-keto reductase, C4-de-methylation)

in membrane

Hydroxyanilides Fenhexamid

18 Squalence-epoxidase inhibition in sterol

biosynthesis in membrane

Thiocarbamates Pyributicarb
Allylamines Naftifine

Terbinafine

19 Inhibition of Chitin synthase in glucan synthesis Peptidyl pyrimidine nucleoside Polyoxin

20 Mitosis and Cell division inhibition (proposed) Phenyl ureas Pencycuron

21 Inhibition of complex III Cytochrome

bc1(ubiquinone reductase) at Qi site in respiratory

chain of fungal mitochondria

Cynoimidazole Cyazofamid
Sulfamoyltriazole Amisulbrom

22 Inhibition of B-tubuline assembly in mitosis

and cell division

Toluamides Zoxamide
(Benzamides)

23 Amino acid and protein synthesis inhibition Encopyranuronic acid Blasticidin-S

24 Amino acid and protein synthesis inhibition Hexopyranosyl antibiotic Kasugamycin

25 Amino acid and protein synthesis inhibition Glucopyranosyl antibiotic Streptomycin

26 Inhibition of trehalase and inositol-biosynthesis

in glucan synthesis

Glucopyranosyl antibiotic Validamycin

27 Unknown Cyanoacetamideoxime Cymoxanil

28 Inhibition of cell membrane permeability in lipid

and membrane synthesis

Carbamates Iodocarb
Propamocarb
Prothiocarb

29 Respiration inhibition (uncouplers of oxidative

phosphorylation)

Dinitrophenyl crotonates Binapacryl
Dinocap

2,6-Dinitroanilines Fluazinam
Pyrimidinone hydrazones Ferimzone

30 Inhibitors of oxidative phosphorylation, ATP

synthase in respiration

Tri phenyl tin compounds Fentin acetate
Fentin chloride
Fentin hydroxide

31 Nucleic acid synthesis inhibition in DNA

topoisomerase type II (gyrase)

Carboxylic acids Oxolinic acid

32 Nucleic acid synthesis inhibition in DNA/RNA

synthesis (proposed)

Isoxazoles Hymexazole
Isothiazolones Octhilinone

33 Unknown Phosphonates Fosetyl-Al
Phosphorus acid and salts

(continued)
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Table. 17.3 (continued)

FRAC Code Mode of action Chemical class Active ingredients

34 Unknown Phthalamic acid Teclofthalam

35 Unknown Benzotriazines Triazoxide

36 Unknown Benzene sulfonamides Flusulfamide

37 Unknown Pyridazinones Diclomezine

38 Inhibition of ATP production in respiration

(proposed)

Thiophene carboxamides Silthiofems

39 Inhibition of Complex1 NADH oxido-reductase

in respiration

Pyrimidinamines Diflumetorim

40 Inhibition of phospholipid biosynthesis and

cell wall deposition in lipids and membrane

synthesis

Cinnamic acid amides Dimethomorph
Flumorph

Valinamide carbamates Benthiavalicarb
Iprovalicarb
Valifenlate

Mandelic acid amides Mandipropamid

41 Protein and amino acid synthesis inhibition Tetracycline antibiotic Oxytetracycline

42 Unknown Thiocarbamate Methasulfocarb

43 Delocalization of spectrin-like proteins

in mitosis and cell division

Pyridinylmethyl-benzamides (Benzamides) Fluopicolide

44 Microbial disrupters of pathogen cell membranes

in lipids and membrane synthesis

Bacillus subtilis and the fungicidal

lipopeptides they produce

Bacillus subtilis strain QST 713

45 Inhibition of Complex III Cytochrome bc1

(ubiquinone reductase) at Qu (unknown) site

in respiratory chain of fungal mitochondria

Triazolo-pyrimidylamine Ametoctradin

P Activators of host plant defense system Benzothiadiazole Acibenzolar-s-methyl
Benzisothiazole Probenazole
Thiadiazole-carboxamide Tiadinil

Isotianil
Natural compounds Laminarin

M Inactivates fungal pathogens by multi site activity Inorganic Copper (different salts)
Inorganic Sulphur
Dithiocarbamates and relatives Ferbam

Mancozeb
Maneb
Metiram
Thiaram
Zineb
Ziram

Phthalimides Captan
Captafol
Folpet

Chloronitriles Chlorothalonil
Sulfamides Dichlofluanid

Tolyfluanid
Guanidines Guazatine

Iminoctadin
Triazines Anilazin
Quinones Dithianon

NC Unknown Diverse Mineral oils
Organic oils
Potassium bicarbonate
Materials of biological origin

U5 Microtubule disruption in mitosis and

cell division (proposed)

Thiazole carboxamide Ethaboxam

U6 Unknown Phenyl acetamide Cyflufenmid

U8 Actin disruption (proposed) Benzophenone Metraphenone

U12 Cell membrane disruption (proposed) Guanidines Dodine
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classification” version December 2009 [3] with an objective

to help development of a strategy for the management of

fungicide resistance risk.

Pesticide Classification Based on Toxicity

Assignment to a Toxicity Class is based typically on results

of acute toxicity studies such as the determination of LD50

values in animal experiments, notably rodents. The Toxicity

Class generally does not address issues of other potential

harm of the agent, such as bioaccumulation issues of carci-

nogenicity, mutagenicity, etc.

World Health Organization Toxicity
Classification of Pesticides [4]

See Table 17.4.

Globally Harmonized System for Classification
and Labelling [4]

See Table 17.5.

US EPA Toxicity-based Classification
of Pesticides [5]

See Table 17.6.

Chemistry of Agrochemicals

Rationale of Design

Launching a successful pesticide in the market requires a

great deal of money, effort and time. First step is to

develop a chemical compound with defined biological

activity. It is tested in glass house/screen house conditions

Table. 17.4 WHO toxicity classification of pesticides

WHO Class Description

LD50 for the rat (mg/kg body weight)

Oral Dermal

Ia Extremely hazardous <5 <50

Ib Highly hazardous 5–50 50–200

II Moderately hazardous 50–2,000 200–2,000

III Slightly hazardous >2,000 >2,000

IV Unlikely to present acute hazard �5,000 �5,000

Table 17.5 Classification and labelling system

Globally harmonized

system category

Classification criteria

Oral Dermal

LD50 (mg/kg bw) Hazard statement LD50 (mg/kg bw) Hazard statement

Category 1 <5 Fatal if swallowed <50 Fatal in contact with skin

Category 2 5–50 Fatal if swallowed 50–200 Fatal in contact with skin

Category 3 50–300 Toxic if swallowed 200–1,000 Toxic in contact with skin

Category 4 300–2,000 Harmful if swallowed 1,000–2,000 Harmful in contact with skin

Category 5 2,000–5,000 May be harmful if swallowed 2,000–5,000 May be harmful in contact with skin

Table 17.6 Classification of pesticides based on toxicity

Toxicity and signal

word Category I Category II Category III Category IV

Acute oral Up to and including 50 mg/kg >50–500 mg/kg >500–5,000 mg/kg >5,000 mg/kg

Acute dermal Up to and including 200 mg/kg >200–2,000 mg/kg >2,000–5,000 mg/kg >5,000 mg/kg

Acute inhalation Up to and including 0.05 mg/L >0.05–0.5 mg/L >0.5–2 mg/L >2 mg/L

Primary eye irritation Corrosive (irreversible destruction

of ocular tissue) or corneal

involvement or irritation persisting

for more than 21 days

Corneal involvement

or other eye irritation

clearing in 8–21 days

Corneal involvement

or other eye irritation

clearing in 7 days

or less

Minimal effects clearing

in less than 24 h

Primary skin irritation Corrosive (tissue destruction

into the dermis and/or scarring)

Severe irritation at 72 h

(severe erythema or

edema)

Moderate irritation at

72 h (moderate erythema)

Mild or slight irritation

at 72 h (no irritation or

slight erythema)

Signal word Danger Warning Caution Not required
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for favourable bio effectiveness. Its biochemical mode of

action is established or predicted. A large number of

molecules have to undergo initial screening against vari-

ety of insect pests, diseases and weeds to discover selected

few candidates for further evaluation. This lead discovery

can be done by “random screening” on the basis of historic

compound collections, or a rational approach can be

followed to develop structure-based design. It is a process

in which structural information about binding of a mole-

cule (usually an inhibitor) to an enzyme (very often at or

near the active site) is used to design other molecules with

improved binding properties in an iterative process, i.e.

modifying structure gradually and repeating the evalua-

tion process till desired result is obtained. Besides this,

3D-QSAR (quantitative structure activity relationship)

studies or biochemically inspired design approach can

also be employed for rationale designing of new

molecules [6].

Importance of Physico-chemical Properties

Most biologically influential properties are Solubility and

Reactivity. Hence, it is essential to take into consideration a

suitable physicochemical profile to ensure uptake and trans-

location of pesticide.

Solubility is important for developing formulation in

appropriate form and for bio-disposition of active ingredient

in the living system after application. This includes absorp-

tion, distribution/translocation and metabolism.

The solubility is expressed in terms of its affinity/philicity

or repulsion/phobicity for either an aqueous (hydro) or lipid

(lipo) solvent.

Majority of active ingredients have some degree of solu-

bility in both aqueous and lipid media as there is a need for

them to move through both aqueous (plasma, extracellular

fluid, cytoplasm, etc.) and lipid media (biological

membranes) in the biological systems.

It is possible to estimate the solubility properties, i.e.

(hydrophilic vs. lipophilic) by examining the structure and

noting whether its structural features promote affinity for

aqueous or lipid media.

The relative solubility of a pesticidal agent can be deter-

mined in the laboratory as partition coefficient (P; the ratio of

the solubility of the compound in an organic solvent, usually

n-octanol, to the solubility of the same compound in aqueous

environment and is often expressed as a log value).

The relative solubility of a pesticidal agent is the sum of the

contributions of each group and substituent to overall solubil-

ity. The presence of oxygen and nitrogen containing functional

groups usually enhances water solubility while nonionizable

hydrocarbon chains and ring systems enhance lipid solubility.

If the activity of pesticide is dependent on physical

properties like solubility, partition coefficient and vapour pres-

sure and not on the presence or absence of some chemical

groups it is termed as structurally non-specific activity on the

other hand if the activity is dependent on factors such as pres-

ence or absence of certain functional groups, intramolecular

distance and shape of molecules and not easily co-related with

any physical property it is termed as structurally specific

activity.

Structural Features

Structurally specific activity is dependent on the interaction

of the molecule with a cellular receptor and a small change

in structure often leads to change in activity.

Receptor could be cellular constituent or it could be

protein or enzyme. Receptors have a specific chemical affin-

ity and structural requirements for a pesticidal agent for

necessary interaction. The effect could be agonist in nature,

i.e. generated after combining with the receptor or antago-

nistic, i.e. produced after blocking the receptor.

Stereochemistry or space arrangement of the atoms/3D

structure of the molecule is a very important consideration

while designing a pesticidal agent.

Any change in stereo specificity results in change of

activity to certain degree. Since isomeric pairs have different

physical properties, they differ in biological activity.

The following pesticide activity cases are possible for

stereo isomeric pesticides:

1. Both of the stereoisomers exhibit comparable pesticide

activity.

2. Only one of the stereoisomers exhibits pesticide activity.

The other stereoisomer is inactive.

3. Both stereoisomers exhibit pesticide activity, but one is

more active than the other.

Following classes stereoisomers are most important for

bioactive compounds.

Geometric and Optical Isomers

Geometric isomers are referred as cis and trans isomers.

When a molecule has a carbon-to-carbon double bond

(�C¼C–), a substituent group (or atom) can be positioned

at the same side (cis isomers) of a double bond or at opposite

side (trans isomers). These are not mirror images and have

different physico-chemical properties and sometimes alto-

gether different activity profiles.

They generally do not fit the same receptor equallywell and

if these functional groups are responsible for molecules

biological activity a very different activity profile is resulted.
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Optical isomerism originates from the presence of an

atom containing four different substituents (i.e. the pres-

ence of an asymmetric atom, mostly referred to as a “chiral

atom)”. In most molecules, chirality is associated

with a tetrahedral carbon atom. However, it is not

restricted to tetrahedral carbon. Examples of chirality at

the phosphate-P atom are found among some organophos-

phate pesticides.

Optical isomers or enantiomers have exactly the same

physical and thermodynamic properties and differ only in

their ability to rotate plane of polarized light.

Chirality plays a very important role because all

organisms constitute a chiral environment and most enzy-

matic pathways are stereoselective.

Chirality is a very common phenomenon. As many as

25% of all pesticide active ingredients are chiral. Among

insecticides all pyrethroids (having more than one chiral

centres) and 30% of organophosphorus insecticides are chi-

ral. Among herbicides chirality is observed in phenoxies,

oxyphenoxypropionates, imidazolinones and cyclohexa-

nediones. Fungicidal classes which exhibit chirality are

triazoles and acylalanines.

Enatiomers differ in their toxicity, both to target and

non-target species.

Example: two S-enantiomers of metolachlor are ten times

more toxic to target weeds than the two R-isomers [7]. All

fungicidal activity of metalaxyl and herbicide activity of

Clodinafop reside with the R-enantiomer.

In spite of the fact that main biological activities or

toxicities are associated with only one or a few enantiomers,

most of these pesticides have been produced and used as

racemates, which cause excessive contamination and pollu-

tion in the environment.

When agrochemicals have chiral structure efforts should

be made to define the mode of action, elucidate metabolic

pathways and define the human and environmental toxicity

of each enantiopure isomer. If there are large differences in

the biological activities of individual enantiomers in

racemates, it is desirable to develop and use only the

enantiopure isomer with the highest sought-after biological

activities.

The separation of an enantiomeric pair or chiral synthesis

is often a technically difficult and/or laborious and expensive

process. However, techniques for asymmetric syntheses and

separations of enantiomers with chiral HPLC and GC

columns have been developed for several agrochemicals.

For industrial scale preparation of optically pure

compounds naturally occurring, chiral compounds such as

amino acids, carbohydrates and terpinoids constitute the

“chiral pool” that can be used for transferring chirality to

reagents. The chiral reagents are then used to synthesize the

desired enantiomer. This is in contrast with “conventional”

syntheses that result in racemic mixtures and not in a specific

enantiomer. An example of a pesticide that uses a terpinoid

chiral pool is S-Metolachlor, which results in an 80% enrich-

ment of the most herbicide active S-enantiomer. Use of

chiral solvents is sometimes used as the reaction media for

non-chiral synthesis [8].

Production of single or enriched enantiomer pesticide is a

green chemistry development, because it reduces the envi-

ronmental loading of the inactive enantiomer.

The pyrethroid insecticides are typically esters of

chrysanthemic acid and provide an excellent example of

optical and geometric isomerism. Pyrethroid toxicity is

highly dependent on the 3D of the molecule. Acute toxicity

of a mixture of 2 isomers depends on the ratio of the amounts

of the two isomers in the formulation. For example, the

female rat’s acute oral LD50 of permethrin increases from

224 to 6,000 mg/kg as the proportion of trans isomer

increases from 20 to 80%.

Cypermethrin molecule has three chiral centres

This gives rise to eight stereoisomers (Fig. 17.2), four cis

and four trans isomers, the cis isomers being the more

biologically active.

Of the eight possible isomers, 1R Cis S isomer is the most

biologically active isomer.

Racemic mixture of 1R Cis S and 1S Cis R is

Alphacypermethrin. Alphacypermethrin is two to three

times more effective than Cypermethrin.

Bioisosterism

Bioisosterism is the procedure of the synthesis of structural

analogues of a lead compound by substitution of an atom or

a group of atoms in the parent compound for another similar

electronic and steric characteristics.

Any compound derived from another by such replace-

ment is called bioisostere.

Bioisosterism is a useful strategy for molecular modifica-

tion to design new agrochemical. Since molecules maintain

similar biological properties this approach is used to modify

molecules for acceptable efficacy, safety, stability, etc.

There are many examples of bioisosteres, which may be

equivalent in some instances but not in others depending on

what factors are important in binding (electronegativity,

size, polarity, etc.).

Examples of bioisosterism [9]:

1. –CO2H,–SO2NHR,–SO3H,–PO(OH)2,–PO(OH)NH2,– CO

NHCN

2. –F,–Cl,–Br,–CF3,–CN,–SCN,–N(CN)2,–C(CN)3
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Synthesis of Agrochemicals

Synthesis of agrochemicals is typically a multi-step process

and different routes can be followed to reach at the target

active ingredient. Several factors are considered before

deciding and standardizing feasible route for synthesis.

Main factors that influence the choice are availability and

cost of raw materials and reagents, engineering capabilities

for performing desired reactions, amount and profile of

impurities obtained by reaction sequence, yield and purity

of intermediates and final product, cost benefit ratio, effluent

generated during process, status of process patent, etc.

There is a lot of emphasis to shift towards reagents and

chemicals which are less polluting for environment for

instance use of Diphosgene/Triphosgene/Diarylcarbamates

in lieu of phosphene in the manufacture of carbamates and

sulfonyl ureas.

Backward synthesis or retro synthesis approach is often

followed to work out synthetic route both in the synthesis of

specific building blocks, key intermediates, penultimate

intermediates or target active ingredient whole range of chemi-

cal reactions are deployed, e.g. aromatic electrophilic and

Fig. 17.2 Stereoisomers

of cypermethrin

C Si
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nucleophilic substitution, chlorination, diazotization, sand-

meyer reaction, diels alder cycloadditions, telemerizations,

“N”, “O” alkylations, etc.

Pesticide Formulation (Commonly Known
as Products or Plant Protection Products)

The active ingredient in a pesticide formulation controls the

pest. Active ingredient is seldom used as such. It needs to be

mixed with other inert materials viz. solvents, adjuvants,

safeners, synergists, bulk carriers, etc. during the formulation

process. Inerts may simply be added as bulk carriers to aid in

handling the product or added to increase the stability, perfor-

mance and safety of the product. The combination of an active

ingredient with inert material is referred to as a formulation.

Sometimes two or more pesticides are combined as a pre-

mix referred as “Combination formulation” for:

• Providing better performance than either product would

alone.

• Increasing the length and spectrum of control of pests.

• Saving money by reducing labour and wear on equipment

(due to fewer applications).

When two or more pesticides provide a greater response

than the added effects of each material applied separately,

the response is considered synergistic. People often mistake

additive effects for synergism. However, unlike with addi-

tive effects, the chemicals in a synergistic combination are

not neutral toward each other. Rather, they interact in some

way that increases efficacy beyond simple addition. Thus,

not only does synergism save time, labour and wear on

equipment, it enhances control compared to applying each

of the materials separately.

Different formulations may be used differently. Some are

to be used direct from the package, while others need to be

diluted typically with water or oil. Some are recommended

with the addition of certain adjuvants in spray tank to

enhance the biological function.

Depending on intended use a single active ingredient can

be formulated in various forms and concentrations in solid,

liquid or gaseous forms and can be grouped into following

categories:

Dry or solid formulations

(a) Ready to use : Dust (DP), baits (BB), granules (GR)

(b) Concentrates which have to be mixed with water before

application: Tablets (TB) wettable powder (WP), water

dispersable granule (WG) or Dry flowables (DF), solu-

ble powder (SP)

Liquid formulations

(a) Emulsifiable cocentrates (EC)

(b) Ready-to use low concentrate solutions (RTU)

(c) Ultra low volume (ULV)

(d) Flowables/Suspension concentrates (SC)

(e) Soluble concentrates (SL)

(f) Aerosols(AE)

Other formulations: which can not be classified clearly as

solid or liquid include.

(a) Microencapsulated materials

(b) Water soluble packets

(c) Insect attractants/repellents and pheromones

(d) Pesticide/fertilizer combinations

(e) Fumigants

Nanoformulation

The current trend is towards development of

Nanoformulation or Nanotechnology. Nanoencapsulated

formulations enable smaller quantities of the pesticides to

be used effectively over a given period of time. Their design

enables them to resist the severe environmental processes

that act to eliminate conventionally applied pesticides, i.e.

leaching, evaporation and photolytic, hydrolytic and micro-

bial degradation. When the nanoformulations are applied as

foliar spray or in the soil, the carrier and pesticide interact

with the soil, insect, plant and atmosphere. Currently there is

little knowledge how these nanoencapsulated pesticides are

degraded in the plant soil and environment.

While, the benefits and prospects of the nanocapsulated

pesticides are huge, but addressing some of the following

issues are also equally important while designing the

nanocarriers. They are

• Cost of the material and processing of the nano-

encapsulated formulations should be low compared to

the existing formulation.

• Fate of the nanocarriers in the environment, plant and

soil.

• Fate of nanocarrier additives like fillers, stabilizers,

antioxidants, etc.

• Environmental impact of the degradation of the carriers

and additives in response to heat, hydrolysis, oxidation,

solar radiation and biological agents.

Role of Adjuvants in Formulations

“A substance other than water, without pesticidal properties,

which enhances stability or is intended to enhance the effec-

tiveness of a pesticide when added either in the pesticide

formulation or in the spray tank mixture”.

Adjuvants are helping to revolutionise the pesticide busi-

ness as an important tool for users to improve application

and achieve more cost-effective, better targeted and more

environmentally acceptable pest control.

Though there is no “magic bullet” or single adjuvant

product that can perform all these functions, technology
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has advanced to the point where many of these functions can

be incorporated into fewer high value products.

The physical–chemical properties of an adjuvant deter-

mine its usefulness in a certain application. Different chemi-

cal structures may have similar physical-chemical properties

required for a certain adjuvant function. That’s why so many

different structures are sometimes recommended for the

same function.

On the basis of chemistry adjuvants can be classified as in

Table 17.7.

Characteristics of Main Formulation Types

See Table 17.8.

Formulation Types and Their Codes [10]

The following types of formulations are listed as per the

“Catalogue of Pesticide Formulation types and International

Coding Systems”, GCPF (GIFAP) Technical Monograph

No 2, 6th Edition, 2008. (See Table 17.9).

Adjuvant Types with Terms and Definitions

The following terminology for adjuvants has been approved by

ASTM (American Society for Testing and material), and

approved by the Adjuvants and Inerts committee (AIC) of the

Chemical Producers and distributors Association (CDPA) [11].

(See Table 17.10).

Challenges and Way Ahead
for Pesticide Industry

Resistance to Pesticides

Pesticide resistance is the adaptation of pest population

targeted by a pesticide resulting in decreased susceptibility

to that chemical. By the nature of co-evolution process,

resistance most often develops to pesticides that are initially

very effective and frequently used for control of pests. Pests

develop a resistance to a chemical through genetic mutation

and selection.

The United Nations Environmental Program listed pest

resistance to pesticides as one of the most serious threat to

global agriculture. World wide there are >550 insects and

mite species, >150 plant pathogens species, and >270 weed

biotypes that have been reported to have developed resis-

tance to pesticides and more than 10% crop is lost annually

due to pest resistance.

Rotation of different classes of pesticides and in some cases

pre-mixes/tank mixes of two or more pesticides are useful

strategies since an individual pest is less likely to develop

resistance to two or more differing classes of pesticides. Such

strategies are incorporated in Integrated Pest Management

(IPM) program, which is being promoted globally by pesticide

companies as an effective tool to combat pesticide resistance.

IPM programs use current and comprehensive informa-

tion on the life cycles of pests and their interaction with the

environment. This information, in combination with avail-

able pest control options, is used to minimize pest damage

by the most economical means, and with the least possible

hazard to people, property, and the environment.

Common strategy could be as follows to delay the resis-

tance to pesticides:

1. Set action thresholds

The emphasis is on control by judicious use of pesticides,

not eradication of pests. By not killing 100% pests there is

some susceptible population left that dilute resistant

genes in the given population. Thus, before taking any

pest control action, first set an action threshold, a point at

which pest control action must be taken to stop the popu-

lation to reach economic injury level where control of

pests become difficult and un-economical.

2. Monitor and identify pests

IPM programs work to monitor and identify the pests

accurately, so that appropriate control decisions can be

made in conjunction with action thresholds. The monitor-

ing and identification removes the possibility of overuse,

misuse and unnecessary uses of pesticides.

Table 17.7 Classification of adjuvants based on chemistry

Classes Sub-classes

Emulsifiable oils Mineral oil
Seed oil (triglycerides)
Alkoxylated triglycerides

Fatty acids from

vegetable origin

Esterified
Alkoxylated and esterified

Surfactants Based on: alcohols, fatty acids, alkylphenols, alkylamines, sorbitol, sorbitan, trisiloxane, and alkylpolyglycosides

Salts Ammonium sulphate, ureum, ammonium nitrate, calcium nitrate

Monoterpenic alcohols
Waxes Acid wax, ester wax, ethoxylated acid wax
Phospholipids soya phospholipids
Polymers Polyacrylamides, polyethylene oxide, polyvinyl
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Table 17.8 Characteristics of main formulation types

Type Main ingredients Advantages Disadvantages

Granule (GR) Active ingredient Easy to handle and pack May be consumed by non-target

organisms especially birdsBinder Low drift
Stabiliser Low phytotoxicity Need specialist application equipment

like horn seederCarrier Long residual activity

Tablets (TB) Active ingredient Easy to use Only suitable for highly active AIS
Binder Minimal packaging High value low volume application
Lubricant Less risk of incorrect
Disintegrant dosage

Wettable powder (WP) Active ingredient Easy to produce, pack

and handle

Produce dust
Absorbent/carrier Difficult to measure and mix

Tolerant to low temperatureWetting agent
Low phytotoxicityAntifoaming agent Poor wettability and suspensibility
No solventsDispersant May block lines and nozzles

Poor stability
Sticks inside packaging material

Water dispersible

granule (WG)

Active ingredient Low dusting Long development effort
Filler/carrier Easy to pack, dispose handle

and measure

Need expensive production equipment
Disintegrant
Wetting agent Dispersion may be affected by low

temperature
No solvent

Dispersant Tolerant to freezing

Emulsifiable concentrates (EC) Active ingredient Easy to produce, handle and mix Expensive to pack and transport
Stabiliser Useful for water-insoluble

low melting AISSolvent Crystallization at low temperature
Emulsifier Chances of phytotoxicity

May be corrosive to metal and plastic
Increased dermal toxicity
May be sensitive to water hardness

Soluble concentrates (SL) Active ingredient Easy to produce Expensive to pack and transport
Antifreeze Low phytotoxicity Frost sensitive
Wetter May corrode metalNo flammability hazard
Water miscible solvent

Suspension concentrates

(SC) or flowables

Active ingredient No solvent Difficult to produce successfully
Easy to measure and mixThickener Can bleed, settle and cake out in storage
Can contain high concentration of AIWetting agent Sensitive to freezing
Improves adhesion Can cause phytotoxicity

Preservative Compatible with aqueous

concentrates

Sensitive to AI purity and

polymorphic formDispersant
Anti-freezing agent Improved bio-efficacy as

finer particle sizeAnti-foaming agent
Water

Oil-in water emulsions (EW) Active ingredient Minimal skin and eye irritation Container disposal problem
Emulsifier May be temperature sensitiveLess or no solvent
Solvent Minimal phytotoxicity Stabilization more difficult than

for SCThickener Low or no flammability
Ease of incorporating adjuvantsAnti-freezing agent
Environmentally saferAnti-foaming agents

Preservative
Water

Micro emulsions (ME) Active ingredient Thermodynamically stable High emulsifier level
No or minimum solvent Low loading of activeGood bio-efficacy

Low flammabilityEmulsifier
Easy applicationCo-surfactant

Water

Capsule suspension (CS) Active ingredient Water based Expensive process
Polymer Low toxicity High cost of inert ingredient
Surfactant
Water Reduced phytotoxicity Problems in achieving desired

release of AIReduced loss on evaporation
Reduced leaching
Extended activity
Lower doses
Controlled release of AI

Aerosols (AE) Active ingredient Ready to use Inhalation risk
Solvent Safe and convenient for user Many propellants have environment

issues and are highly flammableEmulsifier Long shelf life
Inhibitors Short application time
Water
Fragrances
Propellant
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Table 17.9 Formulation types and codes

Code Description Definition

AE Aerosol dispenser A container-he1d preparation which is dispersed generally by a propellant as fine droplets/particles upon

actuation of a valve

AL Any other liquid A liquid not yet designated by a specific code, to be applied undiluted

AP Any other powder A powder not yet designated by a specific code, to be applied undiluted

BR Briquette Solid block designed for controlled release of active ingredient into water

CB Bait concentrate A solid or liquid intended for dilution before use as a bait

CP Contact powder Rodenticidal or insecticidal formulation in powder form for direct application formerly known as

tracking powder (TP)

CS Capsule suspension A stable suspension of capsules in a fluid normally intended for dilution with water before use

DC Dispersible concentrate A liquid homogeneous preparation to be applied as a solid dispersion after dilution in water

DP Dustable powder A free-flowing powder suitable for dusting

DS Powder for dry seed treatment A powder for application in dry state directly to the seed

DT Tablet for direct application Formulation in the form of tablets to be applied individually and directly in the field, and/or bodies of

water, without preparation of a spraying solution or dispersion

EC Emulsifiable concentrate A liquid, homogenous preparation to be applied as an emulsion after dilution in water

EG Emulsifiable granule A granular formulation, which may contain water insoluble formulants, to be applied as an oil-in water

emulsion of the active ingredient(s) after disintegration in water

EO Emulsion, water in oil A fluid, heterogeneous preparation consisting of a dispersion of fine globules of pesticide in water in a

continuous organic liquid phase

EP Emulsifiable powder A powder formulation, which may contain water insoluble formulants, to be applied as an oil-in water

emulsion of the active ingredient(s) after dispersion in water

ES Emulsion for seed A stable emulsion for application to the seed either direct treatment or after dilution

EW Emulsion, oil-in water A fluid, heterogeneous preparation consisting of a dispersion of fine globules of pesticide in an organic

liquid in a continuous water phase

FS Flowable concentrate for seed

treatment

A stable suspension for application to seed, either directly or after dilution

FU Smoke generator A combustible formulation, generally solid, which upon ignition releases the active ingredient(s) in the

form of smoke

GA Gas A gas packed in pressure bottle or pressure tank

GE Gas generating product A preparation which generates a gas by chemical reaction

GL Emulsifiable gel A gelatinized formulation to be applied as an emulsion in water

GR Granule A free-flowing solid preparation of a defined granule size range ready for use

GS Grease Very viscous preparation based on oil or fat

GW Water soluble gel A gelatinized formulation to be applied as an aqueous solution

HN Hot fogging concentrate A formulation suitable for application by hot fogging equipment, either directly or alter dilution

KK Combi-pack solid/liquid A solid and a liquid formulation, separately contained within one outer pack, intended for simultaneous

application in a tank mix

KL Combi-pack liquid/liquid Two liquid formulations, separately contained within one outer pack, intended for simultaneous

application in a tank mix

KN Cold fogging A preparation suitable for application by cold fogging concentrate equipment, either directly or after

dilution

Code Description Definition

LN Long-lasting insecticidal net A slow or controlled release formulation in the form of netting, providing physical and chemical barriers

to insects

LS Solution for seed treatment A solution for application to the seed either directly or after dilution

MC Mosquito coil A coil which burns (smoulders) without producing a flame and releases the active ingredient into the

local atmosphere as a vapour or smoke

ME Micro-emulsion A clear to opalescent oil and water containing liquid, to be applied directly or after dilution in water,

when it may form a diluted micro-emulsion or a conventional emulsion

OD Oil dispersible A stable suspension of active ingredient(s) in a water-immiscible fluid, which may contain other

dissolved active ingredient(s) intended for dilution with water before use

OF Oil miscible flowable A stable suspension of concentrate fluid intended for dilution in an organic liquid before use

(continued)
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3. Prevention and control

Selecting pest resistant varieties best suited for local

growing conditions, maintaining healthy crops and rota-

tion between different crops together with judicious use

of pesticides in conjunction with action threshold.

Spurious Pesticides

One of the biggest challenges for the industry is rampant use

of spurious pesticides. D’Arcy Quinn, anti-counterfeit direc-

tor at Crop Life International, estimated up to 40% of

Table 17.9 (continued)

Code Description Definition

OL Oil miscible liquid A liquid, homogenous preparation to be applied as a homogenous liquid after dilution in an organic

liquid

OP Oil dispersible powder A powder preparation to be applied as a suspension after dispersion in an organic liquid

PA Paste A water-based film forming composition

PR Plant rodlet A small rodlet, usually a few centimetres in length and a few millimetres in diameter containing active

substance

PS Seed coated with a pesticide Self-defining

RB Bait (ready for use) A preparation designed to attract and be eaten by the target species

SC Suspension concentrate/

flowable concentrate

A stable suspension of active substance(s) in a fluid intended for dilution with water before use

SD Suspension concentrate for

direct application

A stable suspension of active ingredient(s) in a fluid, which may contain other dissolved active ingredient

(s) intended for direct application, to rice paddies, for example

SE Suspo-emulsion A f1uid, heterogeneous preparation consisting of a stable of active substance(s) in the form of solid

particles and of fine globules in a continuous water phase

SG Water soluble granules A preparation consisting of granules to be applied as a true solution of active substance after dissolution

in water but may contain insoluble inert ingredients

SL Soluble concentrate A liquid homogenous preparation to be applied as a true solution of the active substance after dilution

with water

SO Spreading oil A preparation designed to form a surface layer on application to water

SP Water soluble powder A powder preparation to be applied as a true solution of the active substance after solution in water but

which may contain insoluble inert ingredients

ST Water soluble tablet Formulation in form of tablets to be used individually, to form a solution of the active ingredient after

disintegration in water. The formulation may contain water-insoluble formulants

SU Ultra low volume (ULV)

suspension

A suspension ready for use though ULV equipment

TB Tablet Pre-formed solids of uniform shape and dimensions, usually circular, with either flat or convex faces

TC Technical material A material resulting from manufacturing process comprising the active ingredient, together with

associated impurities. This may contain small amounts of necessary additives

TK Technical concentrate A material resulting from manufacturing process comprising the active ingredient, together with

associated impurities. This may contain small amounts of necessary additives and appropriate diluents

UL Ultra low volume (ULV) liquid A homogenous liquid ready for use through ULV equipment

VP Vapour-releasing product A preparation containing one or more volatile ingredients, the vapours of which are released into the air.

Evaporation rate normally is controlled by using suitable preparations and/or dispensers

WG Water dispersible A preparation granule consisting of granules to be applied after dis-integration and dispersion in water

WP Wettable powder A powder preparation to be applied as a suspension after dispersion in water

WS Water dispersible powder

for seed treatment

A powder to be dispersed at high concentration in water before application as a slurry to the seed

WT Water dispersible tablet Formulation in the form of tablets to be used individually, to form a dispersion of the active ingredient

after disintegration in water

XX Others Temporary category of all the formulations not listed above

ZC A mixed formulation

of CS and SC

A stable suspension of capsules and active ingredient(s) in fluid, normally intended for dilution with

water before use

ZE A mixed formulation

of CS and SE

A fluid, heterogeneous formulation consisting of a stable dispersion of active ingredient(s) in the form

of capsules, solid particles and fine globules in a continuous water phase, normally intended for dilution

with water before use

ZW A mixed formulation

of CS and EW

A fluid, heterogeneous formulation consisting of a stable dispersion of active ingredient(s) in the form

of capsules, and fine globules in a continuous water phase, normally intended for dilution with water

before use

Note: Suffix “SB” should be added to the formulation code, if the material is packed in a sealed water soluble bag (e.g. WP-SB)
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pesticides in some countries would be faked. Unlike

registered products, which undergo rigorous independent

testing before being placed in the market, illegal pesticides

are neither tested nor suitable for use. Nothing guarantees

that a counterfeit product contains what is described on the

label; a reality that can have damaging consequences for

crops, human health and environment. They pose threats to

farmers through crop and reputation destruction, as well as

Table 17.10 Approved adjuvants terminology

Term Definition

Acidifier Material that can be added to spray mixtures to lower pH

Activator Material that increases biological efficacy of agrochemicals

Amphoteric surfactant A surfactant capable of forming, in aqueous solution, either surface active anions or surface active cations,

depending on the pH

Anionic surfactant A surface-active agent in which the active portion of the molecule containing the lipophilic segment forms

exclusively a negative ion (anion) when placed in aqueous solution

Antifoaming agent Material used to inhibit or prevent the formation of foam

Attractant Material that attracts specific pests

Buffer/Buffering agent A compound or mixture that, when contained in solution, causes the solution to resist change in pH. Each buffer

has a characteristic limited range of pH over which it is effective

Canopy penetrating agent An adjuvant that increases the penetration of the spray material into the crop canopy

Cationic surfactant A surface-active agent in which the active portion of the molecule containing the lipophilic segment forms

exclusively a positive ion (cation) when placed in aqueous solution

Colourant A material used to alter the colour of tank mix

Compatibility agent A surfactant that allows simultaneous application of liquid fertilizer and agrochemical formulations, as a uniform

tank mix, or improves the homogeneity of the mixture and the uniformity of application

Crop oil concentrate An emulsifiable petroleum oil-based product containing 15–20 % w/w surfactant and a minimum of 80 %

phytoblend oil

Crop oil (emulsifiable) An emulsifiable petroleum oil-based product containing upto 5 % w/w surfactant and remainder of phytoblend oil

Crop oil (nonemulsifiable) Same as phytoblend oil

Defoaming agent Material that eliminates or suppresses foam in the spray tank mix

Disposition aid Material that improves the ability of agrochemical sprays to deposit on targeted surfaces

Dormant oil A horticulture mineral oil applied during the dormant phase of the targeted plant

Drift control agent A material used in liquid spray mixture to reduce spray drift

Emulsifier A surfactant that promotes the suspension of one immiscible liquid in another

Evaporation reducing agent A material that reduces the evaporation rate of a spray mix during or after application or both

Extender A material that increases the effective life of an agrochemical after application

Foam suppressant Same as defoamer

Foaming agent A material that increases volume or stability of foam formed in spray mixture

Humectant A material that increases the equilibrium water content and increases the drying time of an aqueous spray deposit

Modified vegetable oil An oil extracted from seeds which has been chemically modified (e.g. methylated)

Modified vegetable oil

concentrate

An emulsifiable, chemically modified vegetable oil product containing 5–20% w/w surfactant and remainder

chemically modified vegetable oil

Naptha-based oil A petroleum oil containing majority of the naphtha fraction

Nonionic surfactant A material having no ionizable polar end groups but comprised of hydrophilic and lipophilic segments

Oil Paraffinic oil or petroleum oil or vegetable oil

Paraffinic oil A petroleum oil (derived from peraffinic crude) whose paraffinic carbon type content is typically greater than 60%

Penetrant A material that enhances the ability of an agrochemical to enter a subtract or penetrate a surface

Petroleum oil Oil derived from petroleum, contains a mixture of hydrocarbons that are broadly classified as paraffins, napthenes,

aromatics, or other unsaturates or combinations thereof

Phytoblend oil A highly refined paraffinic material with a minimum unsulfonated residue of 92% w/w

Spreader A material which increases the area that a droplet of a given volume of spray mixture will cover on a target

Spreader/sticker A material that has the properties of both a spreader and a sticker

Sticker A material that assists the spray deposit to adhere or stick to the target and may be measured in terms of resistance

to time, wind, water, mechanical action, or chemical action

Surfactant/surface active agent A material that when added to a liquid medium modifies the properties of the medium at a surface or interface

Vegetable oil Oil extracted from seeds typically those of corn, cotton, peanut, rapeseed, sunflower, canola or soya beans

Vegetable oil concentrate An emulsifiable vegetable oil product containing 5–20%w/w surfactant and a minimum of 80%w/w vegetable oil

Wetting agent Synonymous with spreading agent in function

17 The Agrochemical Industry 665



dangerous exposure during application. Residues may be

carried on food to consumers.

All the relevant players from industry, regulatory,

customs and enforcement agencies need to be brought

together to determine the best ways solve the problem.

Safe Use of Pesticides

If pesticides are used improperly or excessively, they can

have harmful effects on pests, crops and environment. Lack

of proper knowledge among farmers/users leads to improper

handling, use and disposal of pesticides. This is a common

scenario in developing and underdeveloped countries.

If labels are read and instructions regarding protective

clothing and correct dose are followed carefully, risk in

pesticide handling and chances of harming crops by over-

dose can be reduced drastically. The number of applications

and amount of pesticide used can be decreased by better

timing, e.g. spray at economic threshold level when the pest

is most vulnerable; young caterpillars are easier to kill than

bigger ones.

One such example is Global Safe Use Pilot Projects

launched by the pesticide industry in June 1991 in 3

countries, Guatemala, Kenya and Thailand with aid from

Global Crop Protection Federation (GCPF). The Safe Use

program in Guatemala that was aimed to “provide education

and training and ensure that pesticides are used rationally

and safely in the agricultural production process” claims to

have reduced cases of pesticide poisoning considerably [12].

Increasing Development and Registration Cost

Bringing new molecules in the market is getting more and

more expensive. It takes, on an average, 10–12 years from

discovery of new Active substance to launching it in the

market. Discovery and development cost of a new crop

protection product is on the rise. This cost was approxi-

mately $150 million in 1995 and reached to more than

$250 million in 2010. The cost is going to rise further as

data requirement is becoming more complex and cost of data

development is on a rise too as meeting regulatory frame-

work for pesticides is mandatory before it is manufactured

and used in a given country and states. This approval process

is governed by national and regional/federal laws depending

on locally applicable regulations.

Further, registered pesticides are subject to periodic

review. Depending on the prevailing national regulations,

authorities may review approvals at set intervals or at any

time if new information comes to light.

Besides nationals authorities intergovernmental

organizations, such as OECD, FAO, WHO and the Codex

Commission also play a vital role in the regulation of

pesticides.

The FAO has developed a voluntary Code of Conduct for

the distribution and use of pesticides, which is very broad in

scope and sets minimum standards at all points of the manu-

facture, marketing and use chain. The Codex Alimentarius

Commission along with National Authorities sets limits on

the permitted levels of pesticide residues in produce, so that

the quality of food on supermarket shelves is assured. Other

major international bodies like OECD and WHO provide

forum for the discussion of pesticide regulatory issues at

international level.

Companies seeking approval have to submit data package

to the national regulatory authority. This data is used to

support the proposed uses of the product. The data can be

generated or commissioned by the company itself, derived

from published material or purchased from third parties by

paying data compensation. The cost of preparing the appli-

cation for a new active substance is considerable, in the

range of US$15–20 million.

As part of determination of chemical equivalence, a

generic manufacturer is required to supply to the authority

conducting the risk assessment, a data package covering its

products. This package must include acute toxicology infor-

mation, and, in addition, must provide information relating

to manufacturing process and impurity profile of the techni-

cal material as produced in its plants as well as Five batch

analysis of typical manufacturing lots, supporting the impu-

rity limits. The authority then reviews the data package, and

on a confidential basis, makes a comparison between the

impurity profile and manufacturing data with the reference

material, i.e. the primary sponsor of the specification, and

those from the secondary manufacturer, in order to judge the

equivalence of the second product with the referencematerial.

Assuming that the impurity profiles are within the variance

parameters specified in the FAO/WHO manual, the products

may be judged to be equivalent for purposes of quality com-

parison for risk assessment. If, however, there are differences

among the provided data as defined in the manual, the author-

ity may require the generic manufacturer to supply additional

data, even including sub-acute and chronic toxicology and

ecotoxicology data, to support the equivalence assessment.

A complete assessment of the impurity content in a tech-

nical material under equivalence evaluation is very impor-

tant since differences in impurity content may significantly

affect the toxicological properties of pesticide products. This

widely accepted principle is the basis for the rigorous

requirement for complete “fingerprinting” (an impurity-by-

impurity comparison over the entire range of impurities)

during the equivalence assessment process.

Each country has different requirements for product

registration, and this can be a daunting prospect for

manufacturers seeking to offer their product for sale in
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many countries. Moves are underway to harmonize product

registration requirement across regions or trading partners.

OECD member governments and pesticide regulators have

agreed to take a number of steps towards full harmonization

of data requirements by 2014. Comprehensive information

on registration system and requirements for each country can

be obtained from their respective website referred in Annex

17.2 for certain countries.

Other examples of harmonization are the NAFTA agree-

ment led to cooperative efforts to harmonize pesticide regu-

latory requirements between the US, Canada and Mexico

and to Joint Review projects in the region. Similar

agreements are in place in Latin America (Mercosur) and

Asia Pacific (ASEAN).

Entry of Biotechnology/Transgenic Crops

There is a general belief that genetically modified (GM)

crops overall reduce pesticide use but there are contradictions

in practicality. For example recent surveys in the USA sug-

gest that Bt-corn that targets corn borer has not lowered

pesticide use, since most pesticides are directed against

other corn pests. In India, consumption of insecticides

increased many fold in Bt cotton for the control of sucking

pests viz. whitefly, mealy bugs, thrips, aphids and bugs.

The introduction of glyphosate resistant soya beans in

1996 gave farmers an opportunity to reduce the cost of weed

control; however, the increasing areas and continuous use of

glyphosate has resulted in an increase in the types of weeds

that are now glyphosate resistant.

Hence, new-generation “Roundup Ready” (RR) 2 soya

beans seed, to be introduced on a widespread basis soon.

Dicamba tolerance trait is expected to be stacked with the

high yielding Genuity Roundup Ready 2 yield soya beans

trait. These next generation technologies are aimed at offer-

ing farmers multiple modes of action and superior applica-

tion timing and flexibility but the cost will be 40–45% more

than the original RR seeds they are displacing.

Further, these new GM crops may give rise to super

weeds and cause outbreaks of new pests and diseases that

would need newer and more potent chemicals to control

them. It remains to be seen how much impact GM crops

will have on the pesticide industry for the development,

registration and use of new pesticides to combat these

super weeds, pests and diseases.

Delivery Systems and Application Technology

Application technology is now seen as an enabling technol-

ogy, which can add significant value to pesticide products,

and at the same time improve operator safety and reduce the

dose rate and wastage of pesticides applied to crops,

thereby reducing environmental impact and increasing

food safety.

As per Dr. Zabkiewicz of the Forest research Institute,

New Zeeland, the application of pesticides to leaf surfaces

was a complex and often inefficient process. He pointed out

that the efficiencies of the various stages of spray application

are as follows:

Deposition 80%, retention 50%, Uptake 50% and Trans-

location 10%. This means for a systemic pesticide it is likely

that no more than 2% of the active material actually reaches

the target site [13].

New more precise delivery techniques are being

investigated as a tool to increase efficacy and reduce input

costs for growers. The emphasis on safety of users and

environment is driving the move towards minimal contact

with the product, more accurate placement of the active

ingredient, and the use of safer formulations such as water-

based suspensions, emulsions, microcapsules and water dis-

persible granules. The production of nanoparticle-based

formulations has shown to increase the activity of an other-

wise poorly dispersing product.

Seeds are an effective way of ensuring correct placement.

Seed coating formulations are a value added technology that

has found application in the establishment of a safe environ-

ment that protects the seed when it is most vulnerable, i.e.

the time of storage and during initial seed germination. Seed

treatments are estimated to enhance productivity by 8–10%.

Seed treatment market is continuously growing. It was

approximately US$900 million in 2001 and reached US

$2.5 billion by 2009. Most GM seeds in US/Canada have

minimum 4 coats. Use of microcapsule treatments or coated

seeds will apart from improvements in safety give the poten-

tial for controlled release.

Cleaner Technology and Products

Manufacturing of certain pesticides involves use of hazard-

ous chemicals and wastes. Clean production is defined as

any practice which eliminates the use or formation of haz-

ardous substances at source through the use of non-

hazardous chemicals in production processes, or through

product or process redesign, and thereby prevents releases

of hazardous substances into the environment by all routes,

directly or indirectly.

Recently, China Ministry has formed a new management

scheme about clean production in pesticide industry.

Molecules with high eco toxicity, human carcinogens/

mutagens, endocrine disruptors, persistent organic pollutants

and persistent bio accumulative are being picked up by

regulatory authorities for thorough investigation and those

with unfavourable profiles are being phased out.
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Preference is for pesticides that are significantly safer to

humans or environment.

R&D efforts are also directed towards evolution of new

agrochemicals, in terms of mode of action, structure and

specificity for better yield.

Summary

In agriculture, there is no single solution that will be capable of

addressing the problems that farmers and the growing world

population face today and in the future. Neither biotechnology

nor chemistry has all the answers. Instead, combinations of

solutions and collaborations across the public and private

sectors will be required to save the lives of billions of people

from hunger and diseases of malnutrition.

Among toughest challenges the world is facing today are

reducing carbon credits and saving rapidly decreasing non-

renewable fossil fuels reserves. The alternative energy race

to replace fossil fuels is gearing up. The concepts of renew-

able supply, reduced greenhouse gases, and energy security

are driving biofuels opportunities globally. Currently,

biofuels provide approximately 2% of the world’s transpor-

tation fuel and is expected to reach 7% in 2020. This has

created a big dilemma of Food vs. Fuel as the risk of

diverting farmland or crops for biofuels production will

affect the availability of the food, feed and fibre supply on

a global scale. Hence, productivity improvements will

remain the most important factor in sustainable agriculture.

Low yields are not sustainable in the decades ahead.

For a sustainable agriculture there is a need for compre-

hensive and effective international pest and pesticide man-

agement schemes, education and training in proper pesticide

management, solid national and legislative framework,

global harmonization of pesticide registration requirement

and fixing loopholes in the legislative framework to counter

illegal trafficking in counterfeit pesticide products.

Recent trends in agrochemical industry, viz. consolida-

tion of multinational agrochemicals companies, rapid

growth of transgenic crop markets, vertical integration of

agrochemical firms with seed companies and food

processors, use of better quality seeds, and thrust towards

environment friendly products and technologies, are driving

the Agrochemical industry forward and paving the way

towards ever green revolution.
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Annex 17.2 Regulatory authorities and legislation of some countries

Country Regulatory authority Legislation Website

The European

Union

27 member states each with its

own regulatory body

Directive 1107/2009 Succeeding

directive 91/414/EU

http://www.pesticideinfo.org/Detail_

Country.jsp?Country¼European%20Union

The United States Environment Protection agency (EPA) Federal Insecticide, Fungicide

and Rodenticide Act (FIFRA)

www.epa.gov/pesticides/regulating/index.

htm

Japan Agricultural Chemicals Inspection

Station (ACIS)

Agricultural Chemicals

Regulation

Law No. 82, 1948, amended

on 30 march 2007

www.acis.famic.go.jp/eng/shinsei/index.

htm
Ministry of Agriculture, Forestry

and Fisheries (MAFF)

Brazil The national sanitary surveillance

agency (ANVISA)

Law 9.782/1999 www.anvisa.gov.br

Australia Australian Pesticides and Veterinary

Medicines authority (APVMA)

Agricultural and Veterinary

Chemical Act 1992

www.apvma.gov.au/registration/

registering.shtml

China Institute for the Control of

Agrochemicals

of the Ministry of Agriculture (ICAMA)

Regulation on Pesticide

Administration (RPA) 1997

amended in 2002 and 2004

www.chinapesticide.gov.cn/en/en.asp

India Central Insecticide Board &

Registration Committee (CIB&RC)

Insecticide Act 1968 www.cibrc.nic.in
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Petroleum and Its Products 18
Paul R. Robinson

Introduction

Petroleum makes the world go around. In the realm of global

economics and politics, that statement is hard to dispute.

Petroleum is uniquely versatile. When wisely handled, it is

safe and clean. It is still abundant, and it can be stored for

years at a time simply by leaving it in the ground. Under

ambient conditions, it is a liquid and relatively noncom-

pressible, so it can be carried across oceans in large tankers

or pumped through pipelines hundreds of miles long. Its

distilled products have high energy densities. Fifteen gallons

of gasoline can move a 3,300-lb automobile across 350 flat

miles at 65 miles per hour. (In metric units, those values are

57 L, 1,480 kg, 565 km, and 105 kph.) We transform petro-

leum into thousands of useful substances: fuels, lubricants,

and chemicals with exceedingly different properties—from

baby oil to pesticides, from adhesives to laxatives, from

artificial sweeteners to sulfuric acid (Tables 18.1 and 18.2).

Crude oil and its coproduced cousin, natural gas, provide

nearly 60 % of our energy (Fig. 18.1). Petroleum makes poor

countries rich, and the economic health of rich countries

depends on its cost and availability. Petroleum and its

derivatives—especially fuels and explosives—have played

a major role in all major wars since the start of the twentieth

Century. And lest we forget: our unabating dependence on

petroleum, natural gas, and other fossil hydrocarbons

impacts the quality of our air, our water, and the earth itself.

Economics and politics. One cannot overstate the impact of

petroleum on world economics and politics. The supply/

demand picture is heavily skewed. As shown in Table 18.3,

in 2008 the Middle East consumed far less oil than it pro-

duced, accounting for 7.7 % of global consumption but 30 %

of global production; the 7.7 % is misleadingly high,

because it includes the energy consumed to convert crude

oil into exported products. Conversely, the United States and

Western Europe consumed far more than they produced. The

United States holds only 1.6 % of proven reserves, but it was

the third largest producer (10.0 %) and by far the largest

consumer (22.8 %). From January 2010 through March

2011, petroleum-related imports were responsible for

34–50 % of the total US trade deficit (Fig. 18.2).

Due to the need to import so much of such a valuable

commodity—much of which is obtained from hostile and/or

sensitive environs such as the North Sea, the North Slope of

Alaska, and offshore California—the world’s largest

economies are vulnerable. Politics can be hostile, too. The

Arab Oil Embargos of 1967 and 1973–1974 and the Iranian

Revolution of 1979 caused prices to increase dramatically.

The events correspond to price spikes in Fig. 18.3, which

shows how petroleum prices have varied since 1861.

Figure 18.3 also shows that prices in 2010 were at historical

highs, both in present-day and inflation-corrected dollars.

Both in the 1970s and recently, the higher prices led to

reduced consumption (Fig. 18.4).

Consumption began to fall immediately, but it took a few

years to reach “bottom.” People started buying smaller cars,

but not all at once. And while it’s easy for people to drive

less and install low-wattage light bulbs, it takes time to

replace old equipment with newer, more-efficient equipment

in power plants and factories. Unfortunately, the consump-

tion “bottom” was transitory. When prices fell, consumption

went back up.

Data selected from [3] show that 2009 was a year of

milestones for the following reasons:

1. Global primary energy consumption fell by 1.1 %, the

largest decline since 1980

2. OPEC oil production fell by 7.3 %, the largest decline

since 1983

3. Natural gas production fell by 2.1 %, the first decline on

record

4. Coal’s share of world energy consumption rose to 29.4 %,

the highest since 1970

P.R. Robinson (*)
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5. China and the United States accounted for similar

percentages of total world energy consumption. Per

Table 18.4: in 2009 China consumed 0.2% less than the

United States—2,177 MTOE vs. 2,182 MTOE, respec-

tively, where MTOE stands for million tonnes of oil

equivalent. On a per capita basis, US consumption was

4.2 times higher than China’s.

The first four milestones can be attributed to the record-

high cost of oil and gas. As mentioned, people can and do

conserve when energy prices go high enough.

Insert: primary energy sources vs. energy vectors.
Periodically, news reporters tout zero-emission elec-

tric cars or hydrogen-powered vehicles that produce

nothing but water. But when one considers the ulti-

mate source of the electricity and hydrogen, such

vehicles can be very dirty indeed.

Electricity is not a primary source of energy. It is an

energy vector, generated from primary sources and

carried through power lines to energy consumers.

Molecular hydrogen also can serve as an energy

vector. (In the Sun, of course, where hydrogen

undergoes nuclear fusion, it is a primary energy

source.) On Earth, commercial hydrogen production

plants employ the steam reforming of hydrocarbons or

the electrolysis of water. Steam reforming coproduces

CO2, a significant “green-house gas.” Electrolysis also

produces CO2 if the required electricity comes from

coal, oil, or natural gas. Thanks to environmental laws,

burning fossil fuels is cleaner than it used to be, but it

still generates CO2, sulfur compounds, nitrogen

compounds, and in the case of coal, significant

amounts of ash. If the electricity comes from hydro-

electric or nuclear power plants, then electrolytic

hydrogen is carbon-neutral. Compared to electricity,

hydrogen is easier to store. As hydrogen gas, it is kept

in salt domes, high-pressure tanks, and caverns such

the ones near Borger and Sweeney, Texas. It is also

stored as a hydride in special metal alloys. Hydrogen is

transported from production plants or storage facilities

through pipelines or in tube trailers.

Table 18.1 Selected petroleum products

Product Uses, comments

Fuels

Propane Home heating, motor vehicles

n-Butane Gasoline blend stock, portable lighters

i-Butane Gasoline blend stock, production of C7 alkylate for

gasoline

Naphtah/

gasoline

Spark-ignition engine fuel. Several different grades

Kerosene/jet Home heating, illumination. Airplane fuel. Several

grades

Gas oil/diesel Diesel fuel. Four major grades including ULSDa

Fuel oil Six major grades

Petroleum

coke

Power plant fuel, fuel, and anodes for making steel

Lubricants

>> 800 products—from “baby oil” to axle grease—all with stringent

specifications

Construction materials

Asphalt Paved roads, water-proofed buildings. Four major

classes

Waxes Coated paper packaging, water-proofing, candles

Miscellaneous

Sulfur Sulfuric acid and fertilizers

Needle coke Anodes for making aluminum and high-grade steel

Graphite Metallurgy, specialty fibers, paints, pencils

aULSD stands for ultra-low-sulfur diesel

Table 18.2 Selected petrochemicals and uses

Petrochemicals Used to make

Alcohols

Methanol MTBE, acetic acid, formaldehyde . . .
Acetic acid Vinyl acetate) plastics, latex paints. Cellulose

acetate

Cellulose acetate Yarns, sheet plastic, films, lacquers

Formaldehyde Resins, butanediol, inks, nylon

Ethyl alcohol Gasoline, solvents, personal care products, ethyl

chloride, ethyl acetate . . .
Ethyl acetate Solvent (e.g., nail polish remover)

Isopropyl alcohol Solvents, personal care products

Higher alcohols Solvents, plasticizers, detergents

Aromatics

Benzene Styrene, cumene, cyclohexane, maleic

anhydride . . .
Toluene Polyurethane, gasoline

Xylenes Polyester fibers, resins, plasticizers, gasoline

Aromatics derivatives

Cyclohexane Nylon precursors

Cumene and

phenol

Phenolic resins, epoxy, and polycarbonate resins

Olefins

Ethylene Polyethylene, ethylene dichloride, ethylene oxide

Ethylene

dichloride

Polyvinyl chloride (PVC)) plastics

Ethylene oxide Polystyrene, ethylene glycol

Ethylene glycol Antifreeze, polyethylene terephthalate (PET))
plastic bottles

Propylene Polypropylene, propylene oxide) propylene

glycol

Propylene glycol Antifreeze, polyesters, pharmaceuticals, hand

sanitizers

Butenes Maleic anhydride . . .
Butadiene Complex polymers, including synthetic rubbers

Alpha olefins Polymers, surfactants, synthetic lube oil and

additives, fatty acids

Other

Acrylointrile,

acrylic acid

Polymers, including transparent polymers

(Plexiglass, Lucite)

Aldehydes and

ketones

Acetic acid, acetone, other solvents

Isobutane Methylmethacrylate resins

Maleic anhydride Polyesters, resins, plasticizers, dicarboxylic acids,

Nylon precursors
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Insert: conservation and production efficiency. When

discussing the future of energy supply and demand, it

is important to consider the potential for increased con-

servation and power production efficiency.

According to a report by the Rocky Mountain Insti-

tute [4], energy production efficiency in the United

States increased 65–75 % since 1970. The ten top-

performing states accounted for a large portion of the

increase, creating a huge efficiency gap between the

top-performing states and the rest of the nation; the

data were normalized for differences in climate and

the ratio of residential vs. industrial consumption. If

the rest of the country achieved the same electric

productivity as the Top Ten, the country would save

about 1.2 million gigawatt-hours annually. This is

equivalent to 30 % of the nation’s total power con-

sumption and 62 % of its coal-based power. The return

on investment for efficiency improvement depends on

several factors, especially economy of scale and the

cost of capital, but the top-performing states achieved

significant returns when interest rates were 3–5 times

higher than in 2011. Power production from fossil

fuels is responsible for 39 % of all CO2 emissions in

the United States, so a 30 % improvement in power

production efficiency would lead to a huge reduction

in CO2 production [5].

Fossil Hydrocarbons: Categories

Industry professionals divide fossil hydrocarbons into sev-

eral categories. As with many things in the oil industry,

the definitions are functional and the distinctions can be

fuzzy, especially between heavy oil and bitumen. Natural

gas is often lumped with liquid petroleum in articles such as

this, because underground oil is always associated with gas,

and because we use similar technology to discover and

recover them.

Gases

Natural gas is fully discussed in Chap. 20. Here, it is suffi-

cient to say the following:

• Natural gas contains mostly methane (CH4)

• So-called wet gas contains significant amounts of

butanes, pentanes, and heavier hydrocarbons, which can

Renewable, 10.6%

Natural Gas, 29.5%

Coal, 29.6%

Crude Oil, 15.4%

Gas Liquids, 3.5%

Nuclear Electric, 11.4%

Fig. 18.1 Worldwide primary production of energy, 2007. Based on

data from the U.S. Energy Information Administration (EIA) [1, 2]

Table 18.3 Worldwide petroleum reserves, production, and consump-

tion in 2008

Oil reserves Oil production Oil consumption

109

Barrels

Percent

(%) MBPD

Percent

(%) MBPD

Percent

(%)

North

America

212 15.9 15,032 17.6 23,896 28.0

Canada 179 13.4 3,332 3.9 2,260 2.6

Mexico 12 0.9 3,187 3.7 2,128 2.5

United States 21, 1.6 8,514 10.0 19,498 22.8

Central, S.

America

110 8.2 7,411 8.7 6,167 7.2

Brazil 12 0.9 2,439 2.9 2,520 2.9

Venezuela 87 6.5 2,639 3.1 760 0.9

Europe 14 1.1 5,218 6.1 16,145 18.9

France 0.1 0.0 80 0.1 1,986 2.3

Germany 0.4 0.0 151 0.2 2,569 3.0

Italy 0.4 0.0 164 0.2 1,639 1.9

Norway 6.9 0.5 2,464 2.9 220 0.3

United

Kingdom

3.6 7.4 12,535 14.7 4,333 5.1

Eurasia 99 7.4 12,535 14.7 4,333 5.1

Kazakhstan 30 2.3 1,431 1.7 239 0.3

Russia 60 4.5 9,794 11.5 2,900 3.4

Middle East 748 56.2 25,841 30.2 6,568 7.7

Iran 138 10.4 4,180 4.9 1,755 2.1

Iraq 115 8.6 2,386 2.8 638 0.7

Kuwait 104 7.8 2,729 3.2 325 0.4

Qatar 15 1.1 1,203 1.4 129 0.2

Saudi Arabia 267 20.0 10,783 12.6 2,297 2.7

United Arab

Emirates

98 7.3 3,046 3.6 463 0.5

Africa 115 8.6 10,879 12.7 3,216 3.8

Algeria 12 0.9 2,181 2.6 299 0.3

Angola 9.0 0.7 2,014 2.4 64 0.1

Libya 41 3.1 1,875 2.2 273 0.3

Nigeria 36 2.7 2,169 2.5 286 0.3

Asia &

Oceania

34 2.6 8,592 10.0 25,138 29.4

China 16 1.2 3,987 4.7 7,850 9.2

India 5.6 0.4 888 1.0 2,940 3.4

Japan 0.0 0.0 134 0.2 4,785 5.6

World 1,332 100 85,507 100 85,462 100

Based on data [1]
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be recovered as liquid condensate in natural gas

processing plants

• Dry gas includes only traces of higher hydrocarbons

• Sour gas contains hydrogen sulfide, and acid gas contains
carbon dioxide and/or hydrogen sulfide. Sour-gas

processing plants coproduce elemental sulfur, which is

used to make sulfuric acid and fertilizers

Some natural gas contains commercial quantities of inert

gases—helium, neon, and/or argon. Almost all commercial

helium comes from natural gas plants [6].

Liquids

Crude oil is the common name for liquid petroleum. People

refer to crude oil as a single substance, but there are

hundreds of different crudes with significantly different

compositions. Crudes typically are named for their source

country, reservoir, and/or some distinguishing physical or

chemical property. Table 18.5 presents selected physical and

chemical properties for ten crude oils.

In sweet crudes such as Tapis, the sulfur content is low. Sour

crudes have more sulfur, which gives them a tart taste. (That’s

right: In the old days, prospectors did indeed characterize crude

oil by tasting it.) Synthetic crude oil is produced from coal,

kerogen, or natural bitumen. Processing costs are higher for

conventional or synthetic crudes with high density and large

amounts of sulfur, nitrogen, and trace contaminants.Heavy oil
has a density greater than 1.0, so it sinks in water. The

viscosities of heavy oil range from about 5,000 to 10,000 cP.

For the examples in Table 18.5, the sulfur content

ranges from 0.14 wt.% to 5.3 wt.%, and the nitrogen con-

tent ranges from nil to 0.81 wt.%. The density (specific

gravity) ranges from 0.798 to 1.014.

65
60
55
50
45
40
35
30
25
20
15
10
5
0

Total Deficit Petroleum Deficit

Jan-10

M
ar-10

M
ay-10

Jul-10

Sep-10

Nov-10

Jan-11

M
ar-11

b
ill

io
n

s 
o

f 
d

o
lla

rs

Fig. 18.2 United States total

trade deficit and the trade deficit

due to petroleum. Based on data

from the U.S. Energy Information

Administration [1]

Fig. 18.3 Cost of petroleum

since 1861. Based on data

from [3]
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A commercial crude oil assay determines the chemical

and physical properties of the whole crude and several

distilled fractions. The fractions correspond to boiling

ranges for common fuels. Using assay reports, refiners and

oil traders determine the value of a crude by comparing its

properties with refinery specifications, which include distil-

late properties and limits on trace contaminants. Limits on

sulfur content can be set by sulfur-plant constraints or by the

metallurgy of process equipment. Other common constraints

include TAN (total acid number) and trace-metal content.

Traders do purchase off-spec crudes, but usually for

subsequent trading.

Table 18.6 shows an abbreviated template for a detailed

assay report. Table 18.7 shows distillation yields for four

common crudes. The naphtha content of Brent is twice as

high as Ratawi, and its vacuum residue content is 60 %

lower. Bonny Light yields the most middle distillate and

the least amount of vacuum residue.

Bitumen

Like heavy oils, natural bitumens have densities greater than

1.0, but the viscosities are higher—more than >10,000 cP.

Under ambient conditions, natural bitumen is a tar or a solid,

but when heated it softens and flows. In practical terms, it is

recovered as a solid but transported and processed as a

liquid.

(It is important at this point to distinguish between natural

bitumen and refined bitumens. The latter are specialty

products with rather tight specifications. Refined bitumens

are used primarily for paving and construction.)

Natural bitumen was probably the first form of petroleum

used by man. In 3000 BCE, Mesopotamians were lining

water canals, sealing boats, and building roads with natural

Fig. 18.4 Petroleum

consumption since 1970 [3]

Table 18.4 Global changes by region in total energy consumption:

2009 vs. 2008

Region/country

Change 2009 vs.

2008 (%)

2009 Share of world

total (%)

Total North America �4.7 23.9

United States �5.0 19.5

Total Europe/Eurasia �6.0 24.8

Russian Federation �6.4 5.7

Total Africa �1.1 3.2

Total Asia Pacific 4.4 37.1

Japan �8.0 4.2

China 8.7 19.5

India 6.6 4.2

Data selected from [3]

Table 18.5 Selected properties of ten crude oils [7]

Crude oil

API

gravitya
Residueb

(vol%)

Sulphur

(wt%)

Nitrogen

(wt%)

Alaska North

Slope

27.1 53.7 1.2 0.2

Arabian Light 33.8 54.2 1.8 0.07

Arabian Heavy 28.0 46.6 2.8 0.15

Athabasca 8 50.8c 4.8 0.4

Brent (North Sea) 39 38.9 0.3 0.10

Boscan

(Venezuela)

10.2 82.8 5.5 0.65

Kuwait export 31.4 49.5 2.6 0.21

Shengli (China) 24.7 72.5 1.0

Tapis blend

(Malaysia)

45.9 26.3 0.028 0.018

West Texas 40.2 36.4 0.3 0.08

aAPI Gravity is related to specific gravity by the formula:

API ¼ 141:5� specific gravity @ 60�Fð Þ--131:5
bUnless otherwise stated, cut point ¼ 343 �C–plus (650 �F–plus)
cCutpoint ¼ 525 �C (913 �F)
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bitumen. Egyptians were greasing chariot wheels with pitch

and embalming mummies with asphalt [8, p. 2].

In tar sands, bitumen is associated with sand and clay,

from which it can be recovered with hot water or steam. Tar

sands (also known as oil sands) contain much of the world’s

recoverable oil. The largest deposits are in Alberta, Canada,

where the proven reserves are 170 billion barrels; in addi-

tion, the province holds 1.4 billion barrels of conventional

crude [9]. In the United States, tar sands are found primarily

in Eastern Utah, mostly on public lands. These deposits

contain 12–19 billion barrels of recoverable oil. In 2008,

proven oil reserves in Venezuela totaled 87 billion barrels,

mostly bitumen. In comparison, for that same year, Saudi

Arabian reserves of conventional crude oil were 267 billion

barrels [10].

Solids

Compared to liquids and gases, solids are harder to recover,

transport, and refine. Liquids and gases can be pumped

Table 18.6 Template for a detailed crude oil assay report

Whole crude Light naphtha Medium naphtha Heavy naphtha Kero AGO LVGO HVGO VR AR

True boiling point, �C Initial 10 80 150 200 260 340 450 570 340

True boiling point, �C Final 80 150 200 260 340 450 570 End End

True boiling point, �F Initial 55 175 300 400 500 650 850 1,050 650

True boiling point, �F Final 175 300 400 500 650 850 1,050

Yield of cut (wt% of Crude) � � � � � � � � �
Yield of cut (vol% of crude) � � � � � � � � �
Gravity, API � � � � � � � � � �
Specific gravity � � � � � � � � � �
Sulfur, wt% � � � � � � � � � �
Nitrogen, ppm � � � � � � � � �
Viscosity @ 50 �C (122 �F), cST � � � � � � � �
Viscosity @ 135 �C (275 �F), cST � � � � � � � �
Freeze point, �C � � � �
Freeze point, �F � � � �
Pour point, �C � � � � � � � �
Pour point, �F � � � � � � � �
Smoke point, mm � � �
Aniline point, �C � � � � � �
Aniline point, �F � � � � � �
Cetane index, ASTM D976 � � �
Diesel index � � � � � �
Characterization factor (K) � � � � � � � � � �
Research octane number, Clear � � �
Motor octane number, Clear � �
Paraffins, vol% � � � � � �
Naphthenes, vol% � � � � � � �
Aromatics, vol% � � � � � � �
Heptane Asphaltenes, wt% � � �
Micro carbon residue, wt% � � �
Rams bottom carbon, wt% � � �
Vanadium, ppm � � �
Nickel, ppm � � �
Iron, ppm � � �

Table 18.7 Distillation yields for four selected crude oils [7]

Source field Brent

Bonny

Light

Green

Canyon Ratawi

Country Norway Nigeria USA

Mid

East

API gravity 38.3 35.4 30.1 24.6

Specific gravity 0.8333 0.8478 0.8752 0.9065

Sulfur, wt% 0.37 0.14 2.00 3.90

Yields, wt% feed

Light ends 2.3 1.5 1.5 1.1

Light naphtha 6.3 3.9 2.8 2.8

Medium naphtha 14.4 14.4 8.5 8.0

Heavy naphtha 9.4 9.4 5.6 5.0

Kerosene 9.9 12.5 8.5 7.4

Atmospheric gas oil 15.1 21.6 14.1 10.6

Light VGO 17.6 20.7 18.3 17.2

Heavy VGO 12.7 10.5 14.6 15.0

Vacuum residue 12.3 5.5 26.1 32.9

Total naphtha 30.1 27.7 16.9 15.8

Total middle distillate 25.0 34.1 22.6 18.0

Naphtha plus distillate 55.1 61.8 39.5 33.8

704 P.R. Robinson



through pipelines and into refineries with relative ease. Slur-

ries of coal and water can be transported as liquids, but the

water must be removed and eventually purified at consider-

able expense before the coal can be burned or gasified. Solid

coal is consumed on a large scale to produce heat, steam, and

electricity. These days, coal-powered transportation vehicles

are rare. Coal-burning steam ships and railway locomotives

are less efficient than their oil-powered counterparts. Typi-

cally, the specific energy of petroleum is 90 % greater than a

ton of bituminous coal and 40 % greater than a ton of

anthracite [11]. Even if for some reason a railroad or

shipping company wanted to burn coal, doing so wouldn’t

be practical due to the present lack of coaling stations.

Kerogen is the solid organic matter in sedimentary rocks.

Unlike bitumen, it doesn’t flow even when heated. But at

high-enough temperatures—e.g., 900 �F (480 �C)—it

decomposes into gases, liquids, bitumen, and refractory

coke. Huge amounts of kerogen are trapped in oil shale

deposits. Fenton et al. [12] estimated that 1.3 trillion barrels

of shale oil could be recovered from the world’s oil shale

reserves. Table 18.8 presents composition information on

Green River oil shale from the western United States.

About 91 % of the kerogen is hydrogen and carbon, but

only 15 % of the sample is kerogen. Shale oil—synthetic

crude from oil shale—tends to contain high amounts of

arsenic, a severe poison for refinery catalysts. Usually, the

arsenic is removed in existing hydrotreating units with spe-

cial high-nickel chemisorption catalysts, which trap the arse-

nic by forming nickel arsenides.

Coal and coal technology are fully discussed in Chap. 19.

Here we just say that coal is a black or brown combustible

rock composed mostly of carbon, hydrocarbons, and ash.

Generally, it is classified into four ranks—anthracite, bitu-

minous, sub-bituminous, and lignite. Anthracite contains

86–97 % carbon and has a high heating value. Anthracite

is relatively rare. Bituminous coal is far more common. It

contains 45–86 % carbon and is burned to generate electric-

ity. It is also used extensively in the steel and iron industries.

Sub-bituminous coal contains 35–45 % carbon, and lignite

contains 25–35 % carbon. Lignite is crumbly, has a high

moisture content and a relatively low heating value.

Over the years, special circumstances have driven the

large-scale conversion of coal into liquids, both directly

and indirectly. Direct processes convert coal into various

combinations of coal tar, oil, water vapor, gases, and char.

The coal tar and oil can be refined into high-quality liquid

fuels. Slurry-phase hydrocracking technology achieves very

high direct conversion of coal into liquids. Several coal

conversion processes are described in a recent book by

Speight [13].

Developed in 1925, the Fischer-Tropsch (F-T) process is

the main indirect route for converting coal into liquids. The

coal is first gasified to make synthesis gas—a balanced

mixture of CO and hydrogen. Over F-T catalysts, synthesis

gas is converted into a full range of hydrocarbon products,

including paraffins, alcohols, naphtha, gas oils, and synthetic

crude oil. The F-T process was used extensively in Germany

between 1934 and 1945. In South Africa, an improved ver-

sion of the F-T process is used on a large scale to manufac-

ture chemicals and fuels.

Synthesis gas is also derived from natural gas via steam-

methane reforming. It can be converted into hydrogen and

petrochemicals such as methanol. Worldwide, vast amounts

of hydrogen are used to produce ammonia via the Haber-

Bosch process.

Chemical Composition

The chemistry of the hydrocarbons in petroleum, bitumen,

and kerogen is exceedingly complex. To one extent or

another, they all contain water, inorganic salts, and dirt.

After these are removed, most of the remaining compounds

are hydrocarbons, some of which contain hetero atoms such

Table 18.8 Typical composition of Green River oil

shale [12]

Kerogen content: 15 wt.%a

Kerogen composition, wt% of kerogen

Carbon 80.5

Hydrogen 10.3

Nitrogen 2.4

Sulfur 1

Oxygen 5.8

Total 100

Minerals, wt% of mineral content

Carbonates 48

Feldspars 21

Quartz 15

Clays 13

Analcite and pyrite 3

Total 100

aEquivalent to 25 gal oil per ton of rock

Table 18.9 US consumption of petroleum products: average for

1991–2011.

Product

Consumption

(barrels/day)

Percent of total

(%)

Gasoline 8,032 43.6

Jet fuel 1,576 8.6

Other middle distillates 3,440 18.7

Residual fuel oil 867 4.8

Other oils 4,501 24.4

Total consumption 18,416 100

Gasoline + jet + other middle

distillates

13,048 70.8

Averages are based on data taken from [1]
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as sulfur, oxygen, and nitrogen, and trace metals. The non-

hydrocarbon compounds can include different types of ele-

mental sulfur. More than any other element, carbon binds to

itself to form straight chains, branched chains, rings, and

complex three-dimensional structures. The most complex

molecules are biological—proteins, carbohydrates, fats,

and nucleic acids. This is significant here because petroleum

was formed from the remains of ancient microorganisms—

primarily plankton and algae.

Figures 18.5, 18.6, and 18.7 show the complexity of

petroleum. In addition to normal and isoparaffins (alkanes),

it contains a large number of mono- and poly-ring

hydrocarbons, to which paraffin chains can be attached

(Fig. 18.5). Many compounds contain hetero atoms, espe-

cially sulfur, nitrogen, and/or oxygen (Fig. 18.6). Sulfur

compounds also include aliphatic sulfides and disulfides.

Figure 18.7 shows plots of carbon number vs. atmo-

spheric equivalent boiling point (AEBP) for different clas-

ses of compounds—aromatics, polynaphthenes, disulfides,

benzothiophenes, etc. The indicated boiling points are for

pure compounds. In mixtures, the boiling points are shifted

by molecular interactions. Molecular interactions are

greatest for polar compounds, such as those with hetero

atoms. According to the Continuity Principle, physical and

chemical properties for a given class of compound vary

continuously with the number of carbon atoms in attached

alkyl groups. Boiling points are crucial, because fractional

distillation is the primary means by which petroleum is

separated into useful products. Boiling ranges for typical

cuts—naphtha, kerosene (including jet fuel), AGO (atmo-

spheric gas oil, including diesel fuel), vacuum gas oils, and

residue—appear at the top Fig. 18.7. In practice, due to

imperfect separation in commercial distillation towers, the

fractions overlap.

Curve A is for normal paraffins. Branched isomers with

the same carbon number boil at lower temperatures. Fully

saturated poly ring compounds fall on Curve B. Fully unsat-

urated poly aromatics fall on Curve C. Phenanthrene

(C14H10), a three-ring poly aromatic compound, is found in

the AGO boiling range. Adding seven hydrogen molecules

(14 hydrogen atoms) converts phenanthrene into perhydro-

phenanthrene (C14H24), which ends up in the kerosene cut.

Curve D shows how adding alkyl groups to pyrene makes

makes Curve D parallel to Curve A. Curves E, F, and G

represent compounds containing hetero atoms—sulfur,

nitrogen, and oxygen.

Figure 18.8 also illustrates the Continuity Principle, in

this case with a plot of density versus molecular weight for

Fig. 18.5 Examples of

hydrocarbon ring compounds
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five families of hydrocarbons. The “Z” number indicates

hydrogen deficiency vs. paraffins. It comes from the

subscript for hydrogen in the chemical formula CnH2n+z.

For paraffins such as methane (CH4) and octane (C8H18),

z ¼ +2, and the general formula is CnH2n+2. For benzene

(C6H6) and alkylbenzenes, z ¼ �6, and the general formula

is CnHn–6.

Origin

Petroleum is complex due to its origin. According to Walters

[17], eighteenth Century scientists concluded that coals were

derived from plant remains. Mikhailo Lomonosov gets

credit for suggesting that petroleum and bitumen were pro-

duced underground from coal at high pressure and tempera-

ture. In the mid-nineteenth Century, T.S. Hunt concluded

that the organic matter in certain rocks comes from marine

plants or animals.

Modern scientists believe petroleum came primarily from

plankton and algae in the following way: the remains of dead

organisms accumulated at the bottoms of ancient lakes or

seas, along with sand, clay, salts, and other material. Over

time, pressure, and heat transformed the deposits into sedi-

mentary rock. Depending on the origin of the organic matter

and the environment in which it aged, it became coal, kero-

gen, bitumen, petroleum, or natural gas.

Biomarkers. In 1936, Alfred Treibs linked the chlorophyll in

plants to the porphyrins in petroleum (Fig. 18.9). Even after

millions of years, porphyrins and other biomarkers retain

much of their original structure. Biomarkers can be found in

crude oil, rocks, sediments, and soil extracts.

Exploration

A book by Conaway [18] presents a good overview of how

we look for and produce petroleum. Commercially signifi-

cant petroleum systems include the following:

• Organic-rich source rock in which oil and gas were

formed

Fig. 18.6 Examples of hetero-atom compounds
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Fig. 18.7 Carbon number and atmospheric equivalent boiling points

for different compounds [14, 15]. Shown at the top of the figure are the
straight-run products that correspond to AEBPs of the compounds.

Note how the saturation of polyaromatics such as chrysense (4 rings),

phenanthrene (3 rings), and naphthalene (2 rings) can move them into

different distillation fractions

Fig. 18.8 Density vs. molecular weight for hydrocarbon families [16]
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• Pathways comprised of permeable rock such as sandstone

and limestone, which allow oil and gas to migrate. Often,

the movement of oil and gas is promoted by the flow of

underground water

• Porous, permeable reservoir rock capped by impermeable

rock, which prevents fluids from migrating to the surface.

Shale and salt domes are common caps

Searching for traps. When petroleum geologists look for oil

and gas, they search for geological structures that might

serves as traps. In so doing, they rely heavily on reflection

seismology. During seismic exploration, explosives, or

thumper devices send sound waves through the earth.

Reflected sound waves are measured with hydrophones (in

water) and geophones (on land). Different layers reflect

sound in different ways. With the help of sophisticated

software, geophysicists transform seismic data into 3-

dimensional maps that show the structure of subsurface

rock formations.

For petroleum, there are four major kinds of reservoir

traps, three of which are illustrated in Fig. 18.10.

• Anticline traps are, in essence, inverted bowls. They can

be symmetrical or asymmetrical. A steep anticline might

be called a dome. Anticline traps hold most of the world’s

conventional crude oil

• Faults are formed at the boundaries of cracks in the

earth’s crust. The four major kinds of faults are thrust,

lateral, normal, and reverse. Thrust and lateral faults are

created by horizontal movement The San Andreas Fault

in California is a well-known example of a lateral fault.

To be more specific, the San Andreas is a right-lateral,

strike-slip fault. Normal and reverse faults are created by

vertical movement and are more likely to create fault

traps for petroleum

• A salt-dome trap is created when a mass of underground

salt is pushed up by underground pressure into a dome.

The salt dome breaks through layers of rock and pushes

them aside as it rises. The salt is impermeable, and if it

abuts porous rock, it can serve as a reservoir cap

• In stratigraphic traps, the reservoir is capped by another

reservoir or by layers of rock with lower porosity or

permeability

Role of biomarkers in exploration. Biomarkers can indicate

the relative amounts of oil and gas in a source rock, the age

of a source rock, the environment in which organic matter

was deposited, the maturity of a source rock, etc. Often,

biomarker data are included in reservoir models of prospec-

tive oil fields.

Drilling and Production

Drilling. Key components of a drilling rig are shown in

Fig. 18.11. To drill a well, a bit is attached to the end of a

drill string, which is comprised of sections of steel pipe that

are 30-ft (9 m) long. The drill string is lengthened as the well

gets deeper by attaching additional sections of pipe to the

top. Drill collars are thick-walled sections of drill pipe at the

Fig. 18.9 Biomarkers: a

comparison of Chlorophyll

A with porphyrins found

in petroleum
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bottom of the drill string; collars apply extra weight to the

bit. As the bit cuts through rock, mud is pumped down

through the inside of the drill string, out the bit, and up

through the space between the drill string and the well

bore. Despite its dirty name, drilling mud is a designed

blend of fluids, solids, and chemicals. It cools the drill bit

and brings rock cuttings back to the surface. The cuttings are

removed in shakers, and the fluid goes back to the mud pit,

from which it is recycled.

The derrick must be tall enough to accommodate a 90-ft-

long “triple” comprised of three sections of pipe. The derrick,

pulleys, and hawser must be robust enough to support the

lifting and manipulation of the entire drill string. The kelly is

the top joint of a drill string. It has flat sides that fit inside a

bushing on the rotary table, which turns the drill string and

bit. Note that not all drilling rigs use a kelly system.

A surface blowout is a sudden increase in well pressure

resulting in loss of containment and uncontrolled flow of oil

and gas into the atmosphere. The blowout preventer (BOP)

is a safety valve or other device beneath the floor of the

drilling rig. When activated, it stops a blowout by sealing off

the top of the well.

Fig. 18.10 Three types of

hydrocarbon traps—anticline,

fault, and salt dome. As with oil

and gas, the water layers are not

pools, but water-saturated

porous rock
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The density of drilling mud is crucial. If the mud density

is too low, a well is susceptible to a surface blowout. If the

mud density is too high, it can cause an underground blow-

out—the rupture of the reservoir underground—pushing

drilling mud into another formation. Underground blowouts

are the most common of all well control problems. Many

surface blowouts begin as underground blowouts. Prompt,

correct reaction to an underground event can prevent a

dangerous and costly surface blowout [20].

Completion. Wells are completed by casing the well bore

with steel pipe and cementing the casing into place. Casing

prevents the well from collapsing. The outside diameters of

casing pipe range from 4.5 to 16 in. (114–406 mm).

Cementing is a key step. In a good cement job, the entire

space between the casing and the well bore is filled with

cement. Centralizers keep the casing from resting against the

well bore, which could block the flow of cement, resulting in

a poor cement job and increasing the risk of a blowout.

After cementing, perforation guns punch small holes

through the casing into the reservoir rock, providing a path

for the flow of oil and gas into the well. In open-hole

completion, the last section of the well is uncased. Instead,

the installation of a gravel pack stabilizes the casing and

allows fluids to enter the well at the bottom. After perfora-

tion, special acid-containing fluids are pumped into the well

to increase porosity and stimulate production. Usually, a

smaller diameter tube is inserted into the casing above the

production zone and packed into place. This provides an

additional barrier to hydrocarbon leaks, raises the velocity

at which oil flows under a given pressure, and shields the

outer casing from corrosive well fluids.

Production. Liquid petroleum may flow on its own due

to underground pressure, or it may be forced to the surface

by the injection of treated water, natural gas, or CO2.

Figure 18.12 illustrates using an injection well to stimulate

production.

Heavy oil and bitumen are recovered in several ways.

They can be dug out with conventional mining techniques,

or they can be liquefied by the injection of high-pressure

steam. In so-called “huff and puff” operations, production is

stopped, either naturally or on purpose. Hot steam is injected

into the reservoir and left to soak, usually for a few days.

During the soak, heat flows from the steam into the oil and

surrounding rock, and the reservoir pressure increases. After

the soak, the well is reopened and oil production resumes, at

first by natural flow and then by artificial lift. Production

decreases over time as the temperature and pressure of the

reservoir go down. When the flow of oil drops below a

certain limit, the process is repeated.

At surface facilities, notably in Venezuela and Canada,

recovered bitumen is diluted with lighter hydrocarbons. The

resulting “Dilbit” (diluted bitumen) flows under ambient

conditions, so it can be transported conventionally in

pipelines and oil tankers.

Kerogen is recovered from oil shale by several methods.

From 1985 to 1990, Unocal recovered some 4.6 million

barrels of synthetic crude oil from oil shale in a complex

mining and upgrading venture at Parachute Creek, Colorado

[21]. The plant yielded roughly 40 gal of oil per ton of rock.

In the vertical-shaft retort, crushed kerogen-containing shale

was pumped up from the bottom of the retort vessel. Hot

Fig. 18.11 Components of a typical drilling operation [19]

Fig. 18.12 Injection and production wells
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recycle gas flowed counter-currently downward, decomposing

the rock and releasing hydrocarbons. Condensed shale oil was

removed from the retort at the bottom. Part of the hot gas was

recycled. The rest either was used to produce heat and hydro-

gen, or recovered as product. The spent shale was removed

from the top of the retort, cooled, and stored in pits or returned

to the mine. In the reducing environment of the retort, sulfur

and nitrogen were converted to H2S and NH3, which were

recovered from product gases by conventional means. The

plant yielded high-quality synthetic crude oil suitable for

further refining in conventional facilities.

Other oil shale processes involve partial combustion,

either underground, at the surface, or in shafts drilled hori-

zontally into kerogen-rich formations. From 1972 to 1991,

Occidental Petroleum developed an in situ process, in which

explosives were used to create underground chambers of

fractured oil shale. The oil shale was ignited with external

fuel, and air and steam were injected to control combustion.

The hot rock fractured and released shale oil, which

was pumped to the surface from a separation sump and

collecting well.

Bitumens derived from oil shale and many tar sands

contain small-but-significant amounts of arsenic, which are

severe poisons for catalysts in refineries.

Refining

Refining petroleum is like cooking crab: you boil it, crack it,

and pull out the bits. In a refinery, a given molecule might be

boiled and recondensed hundreds of times. Cracking big

molecules into small ones is the key to economic success.

Pulling out the bits—the removal and disposition of

contaminants—improves the cracking processes and

protects the environment.

Figure 18.13 shows a simplified schematic diagram for a

“typical” North American refinery. The word “typical” is

Fig. 18.13 Schematic diagram of a high-conversion petroleum refinery [15, Fig. 10.1]
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inside quotation marks, because no two refineries are identi-

cal. European and Asian facilities include different process

units because they make less gasoline and more middle

distillates. They are less likely to employ delayed coking

and more likely to use visbreaking for upgrading residue.

Plants that produce substantial amounts of lubricants and/or

petrochemical monomers include additional sections.

A petroleum refinery transforms the complex tangle of

molecules in crude oil into a wide array of products, all of

which must meet tight specifications. Listed below are some

basic refinery operations.

• Separation

– Distillation

– Solvent processes

• Hydrotreating

• Conversion

– Thermal cracking

– Thermal hydrocracking

– Catalytic cracking

– Catalytic hydrocracking

• Catalytic reforming and isomerization

• Recombination of light intermediates

– Alkylation

– Polymerization

• Product treating and blending

• Protecting the environment

– Gas treating

– Sulfur recovery

– SOx and NOx abatement

– Waste treatment

• Related operations

– Asphalt production

– Lubricant manufacturing

– Hydrogen production

– Hydrogen recovery and purification

– Production of petrochemical monomers

The Need for Conversion

The demand for petroleum remained relatively flat through-

out the last half of the nineteenth Century. In the 1860s the

most valuable fraction distilled from crude oil was kerosene.

In 1878, thanks to the inventions of Thomas Edison, electric

lighting slowly but surely began to displace kerosene as a

preferred illuminant. But the advent of the gasoline-powered

automobile dramatically increased the demand for petro-

leum. In addition to increasing overall crude oil demand,

the automobile increased demand for naphtha, from which

gasoline is derived.

During 1991–2011, the United States consumed, on aver-

age, 70 % of its petroleum as gasoline and middle distillates.

But as shown in Table 18.7, yields of naphtha plus middle

distillates for four selected (relatively common) crudes

range from 33.8 to 61.8 %. This leaves sizeable supply/

demand gaps, which create a sizeable light-product/heavy-

product price differential. A common measure of this differ-

ential is the “heating oil crack spread.” Since 2010, crack

spreads ranged between $6 and $25 per barrel. In January

2011, they exceeded $24 per barrel [22]. At that differential,

for a refinery that processes 200,000 barrels of oil per day,

30 % conversion is worth about $1.4 million per day—about

$500 million per year.

In response to such huge incentives, refiners, and licensors

have developed an array of processes for converting heavy

products into light ones. Many of these are described

below. But before discussing the hardware, let’s look at the

chemistry around which the hardware is built.

Petroleum Refining Chemistry

“Cracking” and “pulling out the bits” involve the chemical

reactions listed below.

• Hydrotreating and saturation

– Saturation of aromatics (ASAT) and olefins (OSAT)

– Hydrodesulfurization (HDS)

– Hydrodenitrogation (HDN)

– Hydrodeoxygenation (HDO)

– Hydrometalation (HDM)

• Cracking (making little ones out of big ones)

– Thermal cracking

– Catalytic cracking

– Hydrocracking (catalytic and thermal)

• Dehydrogenation, isomerization (no change in carbon

number)

• Alkylation, polymerization (making big ones out of little

ones)

• Acid/base processes: amine treating, caustic scrubbing

• Mercaptan oxidation (Merox)

Hydrotreating reactions: saturation of olefins. On a macro

scale, the saturation of olefins is rapid and essentially irre-

versible. It releases considerable heat.

Hydrotreating reactions: saturation and condensation of

aromatics and polyaromatics. Figure 18.14 provides

examples of the reversible saturation of aromatics and

polyaromatics. Figure 18.15 [8] summarizes thermodynamic

calculations for the competition between the saturation of

naphthalene and the condensation of naphthalene with o-
xylene to form chrysene. At high pressures and low

temperatures, equilibrium favors saturation. At low

pressures and high temperatures, equilibrium favors dehy-

drogenation. At high-enough temperatures, equilibrium

favors condensation (Fig. 18.16).
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Figure 18.6 shows the so-called zig-zag mechanism for

the production of large polyaromatics by adding 2-carbon

and 4-carbon species to smaller polyaromatics. The conden-

sation of large polyaromatics via the Scholl reaction can lead

eventually to coke formation [25].

Figure 18.17 shows a mechanism for the one-at-time

build up of rings on a nucleus of coke. The mechanism

includes the following steps, all of which are to some extent

reversible:

• Hydrogen abstraction by gas-phase radicals

• Addition of radicals to the coke surface

• Reaction of a gas-phase olefin with a radical on the

surface

• Reaction of a gas-phase radical with an olefin group on

the surface

• Cyclization

• Dehydrogenation

Hydrotreating and hydrocracking units operate in the

crossover region between 315 and 425 �C (600 and

800 �F). Per Fig. 18.15, at temperatures below the crossover

region, saturation is favored. Temperatures above crossover

favor aromatics.

Hydrotreating reactions: HDS. Figure 18.18 shows repre-

sentative hydrodesulfurization (HDS) reactions. Note that

for sulfur removal from the first three reactants, the mecha-

nism is direct. That is, the sulfur-containing molecule

interacts with an active site on the catalyst, which removes

the sulfur atom and replaces it with two hydrogen atoms.

Additional hydrogen converts the sulfur atom into H2S,

which desorbs from the catalyst, leaving behind a

regenerated active site.

For the fourth reactant—4,6-dimethyldibenzothiophene

(4,6-DMDBT)—the reaction proceeds via both a direct and

an indirect route. The 4,6-DMDBT molecule is planar, and

the two methyl groups are adjacent to the sulfur atom. This

protects the sulfur atom from active sites on the catalyst,

thereby inhibiting direct HDS. In the indirect route,

saturating one of the aromatic rings that flank the sulfur

atom converts the planar structure into a puckered arrange-

ment with tetrahedral C–C bonds. This puckering rotates one

of the inhibiting methyl groups away from the sulfur atom,

giving it better access to the catalyst.

Making ultra-low-sulfur diesel (ULSD), in which the

sulfur content is less than 10–15 wppm, requires severe

hydrotreating, after which the only remaining sulfur

compounds are the above-mentioned 4,6-DMDBT and

other di- and trimethyl dibenzothiophenes. Because the

removal of sulfur from these compounds is more facile

after prior saturation, the crossover phenomenon affects the

production of ULSD significantly, so much so that it governs

the design of commercial units.

Hydrotreating reactions: HDN. Figures 18.19 and 18.20

show representative HDN reactions. Figure 18.19 illustrates

the mechanism for the HDN of quinoline. As with sulphur

removal from hindered DMDBTs, the crossover phenome-

non is important for deep HDN, because nitrogen removal

requires prior saturation of an aromatic ring adjacent to the

nitrogen atom.

Hydrotreating reactions: HDO. In feeds to industrial

hydroprocessing units, oxygen is contained in organic

acids, ethers, peroxides, and other compounds. Some

form by reacting with air during transportation and stor-

age of crude oil, distillates, and cracked stocks generated

by delayed coking and Fluid catalytic cracking (FCC)

units (see below). Hydrodeoxygenation (HDO) proceeds

rapidly, so rapidly that it can cause problems with exces-

sive heat release. Also, oxygen compounds can form

gums and polymers, which inhibit flow and increase pres-

sure drop.

Hydrotreating reactions: HDM. Metals such as nickel and

vanadium are present in high-boiling fractions, mostly in

asphaltenes. Asphaltenes are mixtures of waxy solids with

porphyrins (Fig. 18.9). Corrosion generates soluble iron, and

entrained salt brings in alkali and alkaline earth metals,

dihydrophenanthrene

+

naphthenonaphthalene

+ 2 H2

phenanthrene sym-dinaphthenobenzene

+

H2

4 H2

3 H2
CH3 CH3

toluene methylcyclohexane

dinaphthenocyclohexane

+ 3 H2

Fig. 18.14 Saturation of aromatics and polyaromatics
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primarily sodium and calcium. Synthetic crudes from oil

sands and oil shale tend to contain small-but-significant

amounts of arsenic. Silicones are added to crude oil to

facilitate flow though pipelines. Silicones are also used to

control foaming in delayed coking units.

All of these metals poison refinery catalysts. Refiners

remove them by hydrotreating over special wide-pore

guard catalysts. Guard materials remove some contaminants

by chemisorption. Other contaminants, such and Ni, V, and

soluble Fe, are removed by HDM reactions. HDM converts

the metals into sulfides, which adhere to the guard material.

Conversion. Table 18.10 illustrates a fundamental aspect of

conversion. For a given class of hydrocarbons, “lighter”

means a lower molecular weight, lower boiling point, lower

density, and a higher hydrogen-to-carbon ratio (H/C).

Methane, the lightest hydrocarbon, has an H/C ratio of 4.0.

Benzopyrene has an H/C ratio of 0.6. The H/C ratio of

common crude oils ranges from 1.5 to 2.0, while the H/C

ratio for asphaltenes is about 1.15.

Some conversion processes—FCC, thermal cracking, and

deasphalting—increase the H/C ratio by rejecting carbon.

Hydrotreating and hydrocracking increase the H/C ratio by

adding hydrogen. In this context, “rejecting carbon” does not

mean that a few carbon atoms are removed from every large

molecule. Rather, it means that heavy molecules are split

(“cracked”) into lighter molecules with higher H/C ratios

and heavier molecules with lower H/C ratios.

Conversion: definition. Refiners define conversion as a

change in boiling point. The goal of a conversion process

is to crack material that boils above a particular cutpoint into
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Fig. 18.15 Thermodynamic calculations illustrating the competition

between the saturation and the condensation of polyaromatics [23].

Data for the graphs were generated by Aspen Plus for a six component

system comprising naphthalene (C10H8), tetralin (C10H12), decalin

(C10H18), o-xylene (C8H10), chrysene (C18H12), and hydrogen (not

shown)
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Fig. 18.16 Zig-zag mechanism for the condensation of polyaromatics

by sequential addition of 2-carbon and 4-carbon units [24]. The isomers

shown are (a) naphthalene, C10H8; (b) phenanthrene, C14H10;

(c) pyrene, C16H10; (d) benzo[e]pyrene, C20H12; (e) benzo[ghi]
perylene, C22H12; (f) coronene, C24H12; (g) dibenzo[b,pqr]perylene,

C26H14; (h) benzo(pqr)naphtho(8,1,2-bcd)perylene, C28H14; (I)

naphtho[20.80,2.4]coronene, C30H14; and (j) ovalene, C32H14. Note

how the H/C ratio goes down as condensation increases, from 0.8 for

naphthalene to 0.4375 for ovalene

H
H

CH3 CH4

H

H abstraction Olefin addition to a radical
site (and reverse)

Cyclization

Radical addition to an
olefinic site (and reverse)

Dehydrogenation
(and reverse)

Fig. 18.17 Mechanism for the addition of rings to a nucleus of coke [26]
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material that boils below that particular cutpoint. A typical

cutpoint for naphtha-oriented conversion is 400 �F (204 �C),
while a typical cutpoint for diesel-oriented conversion is

650 �F (343 �C). The equation for conversion is simple:

Conversion ¼ P=FF � 100%

where P ¼ the amount of material in the product that boils

below the chosen cutpoint and FF ¼ the total amount of

fresh feed. In “true conversion” calculations, the amount of

P in the FF prior to conversion is subtracted from the

numerator.

Conversion Chemistry

Thermal cracking. Figure 18.21 outlines the mechanism for

the thermal cracking of hydrocarbons. This chain-reaction

mechanism includes the following steps:

1. Chain reaction initiation: Free radicals form due to the

direct thermal rupture of a carbon–carbon bond

2. Chain reaction propagation: A small radical reacts with a

large hydrocarbon to give a small alkane and a large

primary radical

3. Cracking: The large primary radical decomposes into

ethylene and a primary radical with two fewer carbon

atoms

4. Isomerization: A primary radical isomerizes into a sec-

ondary radical

5. Cracking: A secondary radical decomposes into propyl-

ene and a primary radical with three fewer carbon atoms

6. Radical addition: A radical reacts with an olefin to pro-

duce a larger radical. Addition reactions such as this

eventually generate coke

7. Chain reaction termination: Two radicals react to produce

an olefin and hydrogen. The olefin can undergo further

reactions per Step 6

8. Chain reaction termination: Two radicals react to produce

a large alkane

9. Chain reaction initiation: In this case, the initiator is

external, e.g., an organic peroxide

The free-radical mechanism is consistent with the fact

that thermal cracking produces significant amounts of

hydrogen, methane, ethane, ethylene, and higher olefins.

quinoline

H2

fast

2 H2

3 H2

N N
H

slowfast

3 H2

slow 2 H2

H2

3 H2

NH2

C3H7

NH2

C3H7

N
H

N

H2

+ NH 3

C3H7

Hydrogenolysis
Rate limiting

Not reversible

Extent of Reaction Controlled by 
Kinetics at Low T

Fig. 18.20 Mechanism for the HDN of quinoline [27]

Table 18.10 Molecular weight, H/C, and boiling points for selected

hydrocarbons

Compound Molecular weight Formula H/C

Boiling point
�C �F

Paraffins

Methane 16.04 CH4 4.0 �164 �263.2
Ethane 30.07 C2H6 3.0 �88.6 �127.5
Propane 44.10 C3H8 2.67 �42.1 �43.7
Butane (iso) 58.12 C4H10 2.50 �6.9 19.6

Octane (iso) 114.23 C8H18 2.25 99.2 210.6

Cetane (n) 226.44 C16H34 2.13 287 548.6

Aromatics

Benzene 78.11 C6H6 1.0 80.1 176.2

Naphthalene 128.17 C10H8 0.8 218 424.4

Benzopyrene 252.32 C20H12 0.6 – –
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Real-world feeds contain sulfur, nitrogen, oxygen, and other

hetero atoms. These form H2S, ammonia, and water, along

with a wide range of hetero-atom organic compounds. Con-

sequently, products (including the water) from delayed cok-

ing units contain sulfur and nitrogen compounds.

Catalytic cracking. Figure 18.22 illustrates the mechanism

for the catalytic cracking of paraffins. The catalysts contain

strong acid sites, and the reactions involve carbocations (also

known as carbenium ions or carbenium ions.)

Beta scission is illustrated below. The C–C bond that

breaks during acid-catalyzed cracking is two carbons away

from the positively charged carbon atom. Also, terminal (1�)
carbocations ions are very reactive and quickly rearrange

into 2� or 3� carbonations. Therefore, the smallest stable

cracked fragment is a C3 moiety.

The main steps in catalytic cracking are:

1. Dehydrogenation to form a heptene molecule. The

reaction is catalyzed by metal sites on the catalyst. It is

also reversible. At any point, an olefin can undergo

hydrogenation to form a paraffin

2. Abstraction of a hydride ion from n-heptane by a Lewis

acid site to make a carbocation

3. Addition of a proton to a heptene molecule to make a

carbocation, which may or may not be the same as the one

produced by Step 2. This reaction is reversible. At any

point in the mechanism, a C3 or higher carbocation can

undergo proton elimination to form an olefin

4. Cracking via β scission. This means that cracking occurs

two carbon atoms away from the carbon atom holding the

positive charge

5. Rearrangement (alkyl shift). As an alternative to Step 4,

carbocations can rearrange to form more-stable branched

intermediates, which lead to branched products. This

explains why the products of catalytic cracking are rich

in branched isomers. (In a 3� carbocation, the carbon with
the positive charge is attached to three other carbon

atoms. In a 2� carbocation, the positive carbon is attached
to two other carbons. In a 1� “terminal” carbocation, the

positive carbon is attached to only one other carbon. The

order of stability is: 3� > 2� > 1�.)
6. Double-bond shift. After an olefin undergoes double-

bond shift, the new olefin can react as before with an

acid site per Step 3. It can also undergo alkylation by

reacting with a carbocation (Fig. 18.21)

7. Isomerized carbocations can undergo β scission per Step 4
Catalytic cracking units also make aromatics and other

heavy products via cyclization, alkylation, and polymeriza-

tion of intermediate olefins. Figure 18.23 shows the kinds of

ring-formation reactions that lead to the generation

aromatics and polyaromatics during catalytic cracking. As

shown in Fig. 18.16, polyaromatics can grow into larger

polyaromatics, which eventually can form coke.

Catalytic hydrocracking. In many respects, the mechanism

for catalytic hydrocracking is the same as for catalytic

cracking. The main differences are:

• During hydrocracking, aromatic rings are saturated into

naphthenic rings, which can then be cracked per the

reactions in Fig. 18.24

• The presence of high-pressure hydrogen and metal sites

favor the saturation of olefin intermediates. This inhibits

ring-formation and ring-growth reactions

For the hydrocracking of fluorene (C13H9), Lapinas et al.

[30] propose a mechanism that might apply generally to the

hydrocracking of polyaromatics. In simplified form,

Fig. 18.24 shows the sequence of reactions by which

Fig. 18.21 Thermal cracking mechanism [28]

CH3CH-CH2-CH2-CH2CH2CH3

+

2-heptenium ion

CH3CH=CH2 + CH2CH2-CH2CH3

+

propylene 1-butenium ion

beta scission

18 Petroleum and Its Products 719



hydrocracking converts a heptyl ethyl naphthalene isomer

into lighter compounds. The reactions include:

• Removal of part of a side chain by dealkylation

• Saturation of an aromatic ring

• Isomerization of the saturated ring

• Opening the saturated ring

• Paraffin hydrocracking

The first dealkylation reaction removes hexanes, not

heptanes. The ethyl group is not removed, because (a) the

production of methane by the β-scission of a two-carbon

Fig. 18.22 Catalytic cracking of n-heptane [28]

Fig. 18.23 Ring-formation reactions during catalytic cracking [29]
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C–C bond isn’t possible, and (b) it is difficult to form the

required intermediate from an aromatic ring stabilized by

resonance energy.

Comparison of catalytic and thermal cracking. Based on

[28], Table 18.11 provides a comparison between the cata-

lytic and thermal cracking processes:

Alkylation chemistry. Figure 18.25 shows the mechanism for

the alkylation reaction of 2-butene with isobutane. During

the process, 2-butene can isomerize. Reactions 2a and 2c

show how different isomers lead to different products. Reac-

tion 4 illustrates how additional alkylation reactions could

eventually produce sludge, coke, and other heavy products.

Catalytic reforming chemistry. Figure 18.26 shows the

reactions involved in catalytic reforming, the purpose of

which is to transform naphthenes and C6 to C11 paraffins

into aromatic compounds. The process yields considerable

amounts of hydrogen, which is used in hydrotreaters,

hydrocrackers, and other units requiring hydrogen. In con-

trast to hydrocracking, catalytic reforming operates at low

pressure and high temperature, which favors production of

aromatics. The conversion of cyclopentanes into

cyclohexanes (Reaction 3) is a key step in the production

of benzene and alkylbenzenes.

Isomerization chemistry. In refineries, isomerization units

convert n-paraffins into isoparaffins. In C4 isomerization,

n-butane is converted to isobutane in a two-stage process,

which employs HCl-promoted AlCl3 for the first stage and a

supported noble metal catalyst in the second stage. C5/C6

isomerization converts normal pentanes and hexanes and 1�

hexanes into highly branched isomers.

During lube stock production, heavy n-paraffins are

converted into isoparaffins with minimal cracking over

silica-alumina phosphate (SAPO)-based catalysts or similar

materials.

CH3
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CH3

C5H12

C7H15

CH3

+
H2

H2

3 H2

H2

+

Ring Opening

Dealkylation

Saturation

Dealkylation

CH2CH3

CH2CH3

CH3

C6H14

H2

Paraffin
Hydrocracking

2 C3H8

CH2CH3

CH2CHCH2CH2CH3

CH3

CH3

Fig. 18.24 Simplified reaction

sequence for the hydrocracking of

polyaromatics

Table 18.11 Comparison of product yields for catalytic and thermal

cracking processes

Process Type Product characteristics

FCC Catalytic cracking C1 and C2: low

Branched/normal paraffin ratio:

high

Light olefin yields: significant

Heavy olefin yields: low

Aromatics: higher than feed

Coke formation: high

Olefin reactivity: higher than

paraffins

Alkyl aromatics: scission next to

the ring

Hydrocracking Catalytic cracking

in the presence of

hydrogen

C1 and C2: low

Branched/normal paraffin ratio:

high

Olefins: removed by pretreating

Aromatics: lower than feed

Coke formation: minimal

Alkyl aromatics: scission next to

the ring

Coking

visbreaking

Thermal cracking C1 and C2: high

Branched/normal paraffin ratio:

similar to feed

Olefin production: high

Aromatics: low

Coke formation: high

Olefin reactivity: similar to

paraffins

Alkyl aromatics: scission within

the side chain

Based in part on Table A in [28]
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2-butene by isobutane [31]
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Olefin isomerization converts straight-chain C4–C6

olefins into corresponding iso-olefins.

Steam-hydrocarbon reforming (SMR) chemistry. Steam-

hydrocarbon reforming produces hydrogen through the

reaction of steam with light hydrocarbons at very high

temperatures—around 1,500 �F (816 �C). The hydrocar-

bon feed usually is methane, so even though other

hydrocarbons are used, a generic term for the process is

steam-methane reforming (SMR). The product of the ini-

tial reaction is a mixture of H2, CO, CO2, residual meth-

ane, and in some cases traces of other hydrocarbons. The

initial product goes to one or more shift reactors, where

the shift reaction between H2O and CO yields CO2 and

additional hydrogen.

Primary reaction : CH4 þ H2O! COþ 3H2

Shift reaction : COþ H2O! CO2 þ H2

In older units, residual CO was removed by methanation

over a nickel-based catalyst, and residual CO2 was removed

by adsorption with activated molten potassium carbonate

(Benfield process). The product hydrogen contained up to

5 % methane.

Methanation : COþ H2 ! CH4

In newer units, pressure-swing adsorption (PSA) removes

nearly all contaminates, yielding a product containing

99.99 % hydrogen.

Sulfur recovery (Claus process) chemistry. Claus-process

sulfur recovery units burn hydrogen sulfide in just enough

air to form a mixture of H2S and SO2 in a 2:1 molar ratio. In

downstream beds of alumina catalyst, the H2S reacts with

the SO2 to form elemental sulfur and water.

3H2Sþ O2 þ S! 2H2Sþ SO2 þ H2O

2H2Sþ SO2 ! 3Sþ 2H2O

The product sulfur can include many different isomers

of Sx.

Acid/base treating reactions. Several processes entail seem-

ingly simple acid–base reactions. Amine treating removes

acid gases—H2S and CO2—from fuel gas and off-gas

streams. In some hydrotreaters and hydrocrackers, high-

pressure amine units remove H2S from the recycle gas.

Caustic scrubbers are used in several ways, including

removing the last traces of H2S from the hydrogen used for

processes that are highly sulfur sensitive.

Catalytic NOx removal chemistry. Selective catalytic reduc-

tion (SCR) removes nitrogen oxides (NOx) by reaction with

ammonia to produce nitrogen via the following main

reactions. Secondary reactions involve sulfur oxides and

ammonium sulfates.

4NO þ 4NH3 þ O2 ! 4N2 þ 6H2O

2NO2 þ 4NH3 þ O2 ! 3N2 þ 6H2O

NOþ NO2 þ 2NH3 ! 2N2 þ 3H2O

Petroleum Refining Processes

Some passages in this section are abstracted from [8] and are

used with kind permission from the publisher: Springer Sci-

ence+BusinessMedia, Inc. The 2011 Refining Process Hand-
book published by Hydrocarbon Processing is an excellent

source of additional information on individual processes.

Crude oil pretreatment. Crude oil comes from the ground

mixed with a variety of substances: gases, water, salt, and

dirt. These must be removed before the crude can be

transported effectively and refined without undue fouling

and corrosion. Some cleanup occurs in oil fields. In

refineries, crude desalting units provide subsequent cleanup.

A field separator is often no more than a large covered

vessel that provides enough residence time for gravity sepa-

ration into four phases: gases, crude oil, water, and solids.

Generally, the crude oil floats on the water. The water is

withdrawn from the bottom and is disposed of at the well

site. Gases are withdrawn from the top and piped to a natural

gas processing plant or reinjected into the reservoir to main-

tain well pressure. Crude oil is pumped either to a refinery

through a pipeline or to storage to await transportation by

other methods.

At the refinery, the crude is treated with hot water in one

or more desalters. Desalters employ either chemical or elec-

trostatic precipitators to remove dissolved salts and collect

remaining solids. In chemical desalting, water and

surfactants are added to the crude, heated to dissolve salts

and other impurities, then sent to a settling tank, where the

water and oil separate. In electrostatic desalting, chemicals

are replaced with a strong electrostatic charge, which drives

the separation of water from oil.

If the crude isn’t desalted, residual solids can clog down-

stream equipment and deposit on heat-transfer surfaces,

thereby reducing heat-transfer efficiency. Salts can induce

corrosion in major equipment and deactivate catalysts.
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Figure 18.27 presents an overview of a typical two-stage

crude oil distillation unit (CDU), and Fig. 18.28 shows an

atmospheric distillation tower with bubble-cap internals.

Before reaching the atmospheric tower, desalted oil goes

through a network of preheat exchangers to a fired heater,

which brings the temperature up to 657–725 �F
(347–385 �C). If the oil gets much hotter that this, it starts

to crack, generating carbon. The carbon would deposit inside

the pipes and equipment through which the oil flows.

The hot crude enters the tower just above the bottom.

Steam is added to enhance separation; it does so largely

by decreasing the vapor pressure of hydrocarbons in the

column. When it enters the tower, most of the oil

vaporizes. Unvaporized oil drops to the bottom of the

tower, where it is drawn off. The vapors rise through the

distillation trays, which contain perforations, bubble caps,

downcomers, and/or modifications thereof. Each tray

permits vapors from below to bubble up through the

relatively cool condensed liquid on top of the tray. This

vapor/liquid contacting knocks heavy material out of the

vapor. Condensed liquid flows down through a pipe

(downcomer) to the hotter tray below, where the higher

temperature causes re-evaporation. A given molecule

evaporates and condenses many times before finally leav-

ing the tower.

Products are collected from the top, bottom, and side of

the column. Side-draw products are taken from trays where

the temperature corresponds to the cutpoint for a desired

product. Some of the side-draws can be returned to the

tower as a pump-around or pump-back stream to control

tower temperatures, improve efficiency, and further enhance

separation. Reflux plays a major role in controlling tempera-

ture at the top of the tower, where gases and light naphtha are

drawn off overhead.

The bottom stream from the main fractionator is called

atmospheric bottoms, atmospheric residue, or long resid. It

goes to a second fired heater, where the typical outlet tem-

perature is about 750–775 �F (400–413 �C). From the second

heater, the atmospheric residue goes to a vacuum tower.

Steam ejectors reduce the absolute pressure to about

7.0 psia (0.5 bara). Under vacuum, hydrocarbons vaporize

at lower temperatures. Thus, molecules with normal boiling

points above 650 �F (343 �C) can be vaporized at lower

temperatures, where they are less likely to undergo thermal

cracking.

Products from the crude distillation unit go to other pro-

cess units, as shown in Table 18.12.

Solvent refining. Solvent refining processes include solvent

deasphalting, solvent extraction, and deoiling/dewaxing

processes.

Solvent deasphalting takes advantage of the fact that

aromatic compounds are insoluble in paraffins. Propane

and n-pentane are used to precipitate asphaltenes from resid-

ual oils. The deasphalted oil (DAO) is sent to hydrotreaters,

FCC units, hydrocrackers, or fuel-oil blending. In FCC units,

DAO is easier to process than the corresponding straight-run

residue. This is because the asphaltenes in straight-run resi-

due easily form coke and often contain catalyst poisons such

as nickel and vanadium; the asphaltene content of DAO is

(by definition) almost zero. In hydrocrackers, DAO is harder

to process than straight-run VGO and FCC cycle oils,

because although DAO no longer contains asphaltenes, it

still has a very high endpoint.

In traditional propane deasphalting, residual oil and pro-

pane are pumped to an extraction tower at 150–250 �F
(65–120 �C) and 350–600 psig (2,514–4,240 kPa). Separa-

tion occurs in a tower, which may include a rotating disc

Fig. 18.27 Two-stage crude oil

distillation unit [8], Fig. 9, with

kind permission from Springer

Science+Business Media, Inc
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Fig. 18.28 Atmospheric distillation with bubble-cap trays [8], Fig. 10, with kind permission from Springer Science+Business Media, Inc

Table 18.12 Destinations for straight-run distillates

Approx. boiling range fraction

Next destination Ultimate product(s) or subsequent destination�C �F
LPG �40 to 0 �40 to 31 Sweetener Propane fuel

Light naphtha 39–85 80–185 Hydrotreater Gasoline

Heavy naphtha 85–200 185–390 Cat. Reformer Gasoline, aromatics

Kerosene 170–270 340–515 Hydrotreater Jet fuel, No. 1 diesel

Gas oil 180–340 350–650 Hydrotreater Heating Oil, No. 2 diesel

Atmos. resid 340+ 650+ Visbreaker FCC or hydrocracker feed, low-viscosity resid

Resid hydrotreater Resid FCC

Ebullated-bed hydrocracker Naphtha, gas oils, FCC

Vacuum gas oil 340–566 650–1,050 FCC Gasoline, LCO, gases including C3/C4 olefins

Hydrotreater Fuel oil, FCC, lubes

Hydrocracker Naphtha, jet, diesel, FCC, olefins, lubes

Solvent refining DAO, asphalt

Vacuum Resid +540 +1,000 Coker Coke, coker gas oil, coker naphtha, gases

Solvent refining DAO, asphalt

Slurry-phase hydrocracker Traditional hydrotreater or hydrocracker

Resid is an abbreviation for residue, and 340+ (etc.) means everything that boils above 340 �C (etc.)
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contactor. Liquid products are evaporated and steam

stripped to recover the propane solvent, which is recycled.

An advanced version of solvent deasphalting is “resid-

uum oil supercritical extraction,” or ROSE. The ROSE™
Process was developed by the Kerr-McGee Corporation and

now is offered for license by KBR. In this process, residue

and solvent are mixed and heated to above the critical

temperature of the solvent. Liquid yields are higher under

supercritical conditions, because the lighter part of the oil

becomes more soluble. In addition to giving higher yields,

the process is more energy efficient and has lower operating

costs due to improved solvent recovery. The ROSE process

can employ three different solvents, the choice of which

depends upon process objectives:

Propane Preparation of lube base stocks

Butane Asphalt production

Pentane Maximum recovery of liquid

Solvent extraction is used to remove aromatics and other

impurities from lube base stocks and grease stocks. The

feedstock is dried, then contacted with the solvent in a

counter-current or rotating disk extraction unit. The solvent

is separated from the product stream by heating, evapora-

tion, or fractionation. Remaining traces of solvent are

removed from the raffinate by steam stripping or flashing.

Electrostatic precipitators can enhance separation of inor-

ganic compounds. The solvent is then regenerated and

recycled. Today, phenol, furfural, and cresylic acid are

widely used as solvents. Liquid sulfur dioxide, chlorinated

ethers, and nitrobenzene also have been used.

Solvent dewaxing removes wax (normal paraffins) from

deasphalted lube base stocks. The main process steps include

mixing the feedstock with the solvent, chilling the mixture to

crystallize wax, and recovering the solvent. Commonly used

solvents include toluene and methyl ethyl ketone (MEK).

Methyl-isobutyl ketone (MIBK) is used in a wax deoiling
process to prepare food-grade wax, which is used to coat the

paper used for milk cartons and other such products.

Visbreaking. Visbreaking is a mild form of thermal cracking

that achieves about 15 % conversion of atmospheric residue

into gas oils and naphtha. At the same time, a low-viscosity

residual fuel is produced. The two main types of visbreaking

are “short-contact” and “soaker.” In short-contact

visbreaking, the feed is heated to about 900 �F (480 �C)
and sent to a soaking zone reactor at 140–300 psig

(1,067–2,170 kPa). The elevated pressure allows cracking

to occur while restricting coke formation. To avoid over-

cracking, the residence time in the soaking zone is short—

several minutes compared to several hours in a delayed

coker. The hot oil is quenched with cold gas oil to inhibit

further cracking and sent to a vacuum tower for product

separation. Soaker visbreaking keeps the hot oil at elevated

temperature for a longer time to increase the yield of middle

distillates. Low-viscosity visbreaker gas oil can be sent to an

FCC unit or hydrocracker for further processing, or used as

heavy fuel oil.

Delayed coking. Delayed coking is a cyclic process that

employs several coke drums. The drums operate on stag-

gered 18 to 24-h cycles. Each cycle includes preheating the

drum, filling it with hot oil, allowing coke and liquid

products to form, cooling the drum, and decoking. As it is

pumped into a drum, vacuum residue feed is heated to about

900–970 �F (487–520 �C). Thermal cracking begins imme-

diately, generating coke and cracked products. Coke

accumulates in the drum while the vapors go to a product

fractionator. Meanwhile, hot feed keeps flowing into the

drum until it is filled with solid coke. At the end of a cycle,

the top and bottom heads of the drum are removed. A

rotating cutting tool uses high-pressure jets of water to drill

a hole through the center of the coke from top to bottom. In

addition to cutting the hole, the water also cools the coke,

forming steam as it does so. The cutter is then raised, step by

step, cutting the coke into lumps, which fall out the bottom

of the drum.

Light products include coker naphtha, light coker gas oil

(LCGO), and heavy coker gas oil (HCGO). All of these

require further processing due to their high content of

olefins, which makes then unstable and poorly suited for

direct blending into finished products. The coker naphtha

and LCGO are hydrotreated. The HCGO can go either to an

FCC unit or a hydrocracker.

Coke can account for up to 30 wt.% of the product. It can

be shipped by rail, truck, or conveyor belt to a calciner,

which converts green coke fresh from the unit into various

grades of petroleum coke. Green coke can also be used as-is

for fuel.

Sponge coke is named for its sponge-like appearance. It is

produced from feeds that have low-to-moderate asphaltene

concentrations. If sponge coke meets certain specifications,

it can be used to make carbon anodes for the aluminum

industry. Otherwise, it serves as a fuel. Sponge coke must

be calcined before it can be formed into anodes. Fuel coke

sometimes is used without prior calcination.

Needle coke, named for its needle-like structure, is a

high-value product made from feeds that contain nil

asphaltenes, such as hydrotreated FCC decant oils. Needle

coke is converted into graphite electrodes for the electric-arc

furnaces used in the steel industry.

Shot coke is undesirable because it tends to be unstable.

It forms when the concentration of feedstock asphaltenes

and/or coke-drum temperatures are too high. A block of

shot coke is a cluster of discrete mini-balls 0.1–0.2 in.

(2–5 mm) in diameter. The clusters can be as large as
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10 in. (25 cm) across. If a cluster breaks apart when the coke

drum is opened, it can spray a volley of hot mini-balls in

every direction. Adding aromatic feeds, such as FCC decant

oil, can eliminate shot coke formation. Other methods of

eliminating shot coke—decreasing temperature, increasing

drum pressure, increasing the amount of product recycle—

decrease liquid yields, which is not desired.

Specialty carbon products made from petroleum include

recarburizer coke, which is used to make special steels, and

titanium dioxide coke, which is used as a reducing agent in

the titanium dioxide pigment industry.

Fluid coking. Fluid coking, also called continuous coking, is

a moving-bed process for which the operating temperature

is higher than the temperatures used for delayed coking. In

continuous coking, hot recycled coke particles are combined

with liquid feed in a radial reactor at about 50 psig

(446 kPa). Vapors are taken from the reactor, quenched to

stop any further reaction, and fractionated. The coke goes to

a surge drum, then to a classifier, where the larger particles

are removed as product. The smaller coke particles are

recycled to a preheater, where they are mixed with fresh

feed. Coking occurs both in the reactor and in the surge

drum. Installation costs for fluid coking are somewhat

higher than for delayed coking, but feeds can be heavier

and heat losses are lower. Fluid coking makes more fuel gas

than delayed coking.

Fluid catalytic cracking (FCC). FCC produces more than

half the world’s gasoline.

FCC process flow. A typical FCC unit (Fig. 18.29)

comprises three major sections—riser/reactor, regenerator,

and fractionation. In the riser/reaction section, preheated oil

is mixed with hot, regenerated catalyst. The mixture acts as a

fluid because the catalyst particles are about the size of sifted

flour. The hot catalyst vaporizes the oil, and the vaporized oil

carries the catalyst up the riser/reactor. The cracking reac-

tion is very fast. It produces light gases, high-octane gaso-

line, and heavier products called light cycle oil (LCO),

heavy cycle oil (HCO), slurry oil, and decant oil. It also

leaves a layer of coke on the catalyst particles, rendering

them inactive.

At the top of the riser, the riser outlet temperature (ROT)

can reach 900–1,020 �F (482–549 �C). The ROT determines

conversion and affects product selectivity, so FCC operators

control it as tightly as possible. Higher temperatures favor

production of olefin-rich light gases, especially propylene, at

the expense of gasoline; many FCC units maximize propyl-

ene for use in nearby olefin plants. Moderate temperatures

favor gasoline production. Lower temperatures decrease gas-

oline yields and increase heavier products—LCO and HCO.

In the disengaging section, steam helps separate the now-

deactivated catalyst from the reaction products. The catalyst

goes to the regenerator, where the coke is burned away by

Fig. 18.29 FCC process flow

[8], Fig. 13, with kind permission

from Springer Science+Business

Media, Inc
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fluidized combustion in the presence of air or oxygen-

enriched air. The regenerated catalyst is hot, with

temperatures up to 1,350 �F (732 �C). It is returned to the

riser/reactor, where the cycle begins again.

In a 60,000 barrels-per-day unit processing a typical

mixture of vacuum gas oils, the total catalyst in the unit

(the “inventory”) is 400–500 tons. To maintain activity,

about 0.5–1 wt.% of the inventory is replaced each day. If

the feed to the unit contains significant amounts of residue,

the replacement rate is higher. The discharged catalyst is

cooled and shipped either to a land fill for disposal or to

another refiner, which may have a particular use for

“conditioned” FCC catalyst.

FCC feed pretreating. These days, most refiners pretreat

FCC feeds in a fixed-bed hydrotreater. The hydrotreater

removes trace metal contaminants such as nickel and vana-

dium. Nickel increases coke formation and decreases liquid

yields. Vanadium reduces conversion, decreases liquid

yields, and destroys the catalyst. In addition to removing

Ni and V, the pretreater decreases concentrations of sulfur,

nitrogen, and aromatics. In the FCC regenerator, sulfur on

the coked catalyst is converted to sulfur oxides (SOx) in the

flue gas. Clean air regulations restrict SOx emissions, which

cause acid rain. Therefore, removing sulfur from the FCC

feed—thereby reducing SOx formation—is highly benefi-

cial. Removing nitrogen is beneficial, too, because basic

feed nitrogen suppresses the activity of highly acidic FCC

catalysts. Pretreating also saturates aromatics. As we have

seen, saturating aromatics makes them more crackable, so

pretreating increases FCC conversion, often by more than

10 vol.%.

FCC heat balance. FCC units must be heat-balanced, or they

won’t run. The burning of coke in the regenerator provides

all of the heat required by the process. In fact, FCC units are

significant sources of high-quality steam for other refinery

units. Table 18.13 gives a representative breakdown of FCC

heat requirements.

Residue FCC. Some FCC units process significant amounts

of residue. These units use catalyst coolers (e.g., steam coils)

in the regenerator or a second regeneration zone to remove

excess heat from the unit. This is because residue generates

substantially more coke than conventional FCC feeds, and

excess heat is generated when the extra coke is burned off

the catalyst. The trace-metal content of residues can be very

high. Trace metals destroy FCC catalysts, so removing

them—usually with hydrotreating—is essential.

Hydroprocessing. Hydrotreating and hydrocracking are sim-

ilar processes. Their flow schemes are similar. Both use

high-pressure hydrogen to catalytically remove

contaminants from petroleum fractions. Both employ the

same kinds of equipment—pumps, compressors, furnaces,

heat exchangers, and product recovery hardware. In most

cases, fixed-bed hot-wall reactors are used. Feeds and

products for typical hydrotreaters and hydrocrackers are

shown in Table 18.14.

Hydrotreating. Hydrotreating is used to convert sulfur-

containing hydrocarbons into low-sulfur liquids and hydro-

gen sulfide. It also removes nitrogen, oxygen, and other trace

contaminants. Hydrotreater feeds range from naphtha to

vacuum residues. Generally, each fraction is treated sepa-

rately. Materials with higher boiling points require more

severe treatment conditions. For example, naphtha

hydrotreating can be done at 200–500 psia and at

500–650 �F with a hydrogen consumption of 10–50 scf/bbl

of feed. Conversely, a residue hydrotreating process might

operate at 2,000 psia and at 650–800 �F, with a hydrogen

consumption of 600–1,200 scf/bbl.

Figure 18.30 presents a process flow scheme for a two-

reactor fixed-bed hydrotreater. Units designed for light feeds

usually are simpler, with only one reactor and sometimes

only one catalyst bed. Reaction conditions depend on feed

quality and process objectives. Oil and hydrogen-rich gas

flow down through reactors loaded with catalysts. Makeup

gas comes in to replace consumed hydrogen. Gas flow can be

once-through in naphtha hydrotreaters, but in distillate and

VGO hydrotreaters, unconsumed hydrogen is recycled.

Hydrotreating produces both H2S and NH3. Under reac-

tion conditions, these remain in the gas phase. But at lower

temperatures, they combine to form solid ammonium bisul-

fide (NH4SH). Ammonia also reacts with chlorides to form

NH4Cl; chloride can come with makeup gas, feed, or wash

water. These salts can deposit in air coolers and heat

exchangers, blocking flow and—even worse—inducing cor-

rosion. Fortunately, they are water-soluble, so they can be

controlled by injecting wash water into the reactor effluent.

FCC gasoline post-treating. Conventional hydrotreating

does a good job of removing sulfur from FCC gasoline.

Table 18.13 Representative FCC heat balance

Factor Portion of total

Heat up and vaporize fresh feed 40–50 %

Heat recycled oil 0–10 %

Heat of reaction (endothermic) 15–30 %

Heat steam 2–8 %

Heat losses 2–5 %

Heat air to regenerator temperature 15–25 %

Heat coke from the reactor

to regenerator temperature

1–2 %

Total heat duty 500–1,000 Btu/lb

1160–2,325 kJ/kg
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Unfortunately, it also does a good job of reducing octane by

saturating C6–C10 olefins. Several processes remove sulfur

at minimum octane loss. Licensors include Axens (IFP),

CDTECH, ExxonMobil, and UOP. The ConocoPhillips S

Zorb process uses selective adsorption to remove sulfur

from FCC gasoline. The feed is combined with a small

amount of hydrogen, heated, and injected into an expanded

fluid-bed reactor, where a proprietary sorbent removes sulfur

from the feed. A disengaging zone in the reactor removes

suspended sorbent from the vapor, which exits the reactor as

a low-sulfur stock suitable for gasoline blending. The sor-

bent is withdrawn continuously from the reactor and sent to

the regenerator section, where the sulfur is removed as SO2

and sent to a sulfur recovery unit. The clean sorbent is

Table 18.14 Feeds and products for hydroprocessing units

Feeds Products from hydrotreating Products from hydrocracking

Naphtha Catalytic reformer feed LPG

Straight-run light gas oil Kerosene, jet fuel Naphtha

Straight-run heavy gas oil Diesel fuel Naphtha

Atmospheric residue Lube base stock, low-sulfur fuel oil, RFCCa feed Naphtha, middle distillates, FCC feed

Vacuum gas oil FCC feed, lube base stock Naphtha, middle distillates, FCC feed, lube base stock,

C ¼ plant feed

Vacuum residue RFCCa feed See noteb

FCC light cycle oil Diesel blend stocks, fuel oil Naphtha

FCC heavy cycle oil Blend stock for fuel oil Naphtha, middle distillates

Visbreaker gas oil Diesel blend stocks, fuel oil Naphtha, middle distillates

Coker gas oil FCC feed Naphtha, middle distillates, FCC feed, lube base stock,

C ¼ plant feed

Deasphalted oil Lube base stock, FCC feed Naphtha, middle distillates, FCC feed, lube base stock

aRFCC ¼ “residue FCC unit” or “reduced crude FCC unit,” which are specially designed to process feeds that contain high concentrations

carbon-forming compounds
bTraditional fixed-bed hydrocrackers cannot process vacuum residue. However, ebullated-bed and slurry-phase hydrocrackers can. Products from

the latter include naphtha, middle distillates, and FCC feed

Fig. 18.30 Fixed-bed hydrotreating process flow [15], Fig. 10.20, with kind permission from Woodhead Publishing
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reconditioned and returned to the reactor. The rate of sorbent

circulation is controlled to help maintain the desired sulfur

concentration in the product.

Fixed-bed hydrocracking. As with other conversion processes,

the purpose of hydrocracking is to break carbon–carbon bonds,

thereby converting heavy hydrocarbons into lighter ones.

Figure 18.31 shows a two-reactor once-through hydro-

cracker with some typical properties for feed and product

streams. Figure 18.32 shows a two-stage hydrocracker, in

which unconverted oil from the first two reactors goes to a

third reactor for additional conversion. With respect to

equipment and process flow, fixed-bed hydrocrackers are

similar to fixed-bed hydrotreaters. Hydrotreating is an inte-

gral part of hydrocracking, because hydrotreating is used to

remove organic nitrogen from the feed. Organic nitrogen

poisons acidic cracking sites, so its removal is essential.

As shown in Table 18.15, a fixed-bed hydrocracking unit

can have significant product flexibility, producing either

large amounts of C4-plus naphtha or large amounts of middle

distillates. In petroleum refining, this kind of flexibility is

unique.

Ebullated-bed hydrocracking. In contrast to fixed-bed

hydrocrackers, ebullated-bed (e-bed) units can process

large amounts of residual oils. Catalyst life does not limit

these units, because fresh catalyst is added and spent catalyst

is removed continuously. In e-bed units (Fig. 18.33),

hydrogen-rich recycle gas is bubbled up through a mixture

of oil and catalyst particles. This provides three-phase tur-

bulent mixing, which is needed to ensure a uniform temper-

ature distribution. At the top of the reactor, catalyst is

disengaged from the process fluids, which are separated in

downstream flash drums. Most of the catalyst is returned to

the reactor. Some is withdrawn and replaced with fresh

catalyst. When compared to fixed-bed processes e-bed tech-

nology offers the following advantages:

• The ability to achieve more than 50 wt.% conversion of

atmospheric residue

• Ample free space between catalyst particles, which

allows entrained solids to pass through the reactor with-

out accumulation, plugging, or build up of pressure drop

• Better liquid-product quality than delayed coking

Disadvantages versus fixed-bed processes include high

catalyst attrition, which leads to high rates of catalyst con-

sumption; higher installation costs due to larger reactor

volume and higher operating temperatures; and sediment

formation. Recent improvements include second-generation

catalysts with lower attrition; catalyst rejuvenation, which

allows the reuse of spent catalysts; improved reactor design

leading to higher single-train feed rates; and two-reactor

layouts with inter-stage separation.

Fig. 18.31 Once-through hydrocracking process flow [15], Fig. 10.21, with kind permission from Woodhead Publishing
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Slurry-phase hydrocracking. Slurry-phase hydrocracking

(Fig. 18.34) achieves 95 wt.% conversion of vacuum residue

or coal tar. Process conditions are severe—more than 840 �F
(450 �C) and 2,000–3,000 psig (14,000–20,800 kPa). The

catalysts are nonacidic, comprising finely divided carbon or

powered iron sulfate. Inside the reactor, the liquid/powder

mixture behaves as a single phase due to the small size of the

additive particles. The additives prevent bulk coking by

providing highly dispersed nucleation sites for “micro cok-

ing” per [26]. The additive isn’t recovered. Instead, it ends

up in a pitch fraction, which comprises <5 wt.% of the

vacuum residue or coal tar feed.

The advantages of slurry-phase processes include:

• The ability to achieve more than 95 wt.% conversion of

vacuum residue and other feedstocks, including coal [33]

• Good product quality in two-stage designs, which incor-

porate a fixed-bed hydrotreating/hydrocracking reactor

• Feedstock flexibility

• Low-cost, micron-size disposable catalysts

• For a given volume of residue feed, lower reactor volume

than e-bed processes

Disadvantages include the need to dispose of the

coproduced pitch.

Catalytic reforming. The three major process flows for cata-

lytic reforming are:

• Semi-regenerative

• Cyclic

• Continuous catalyst regeneration (CCR)

Figure 18.35 shows a fixed-bed semi-regen reformer.

Catalyst cycles last from 6 to 12 months. A cycle ends

when the unit is unable to meet its process objectives—

typically octane and overall C5-plus yields. At the end of a

cycle, the entire unit is brought down and coke is burned off

the catalyst. Desulfurized naphtha is mixed with hydrogen,

heated to >900 �F (>480 �C) and passed through a series of

fixed-bed reactors. At mentioned the feed is spiked with an

organic chloride, which converts to hydrogen chloride in the

reactors. This provides the required catalyst acidity and

helps minimize catalyst coking.

The major chemical reactions—dehydrogenation and

dehydrocyclization—are endothermic and the reactors are

adiabatic. Consequently, the temperature drops as reactants

flow through a reactor. Between reactors, fired heaters bring

the process fluids back to desired reactor inlet temperatures

(RIT). The last reactor effluent is cooled and sent to a

separator, from which hydrogen-rich gas is removed and

H.P. Separators

L.P. SeparatorsFeed

Reactors

To Stripper,
Fractionator

R2
Cracking

Cooler

To Gas Plant

Heater Recycle
Compressor
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Makeup
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H.P. Separators

Make-UpH2
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Fig. 18.32 Two-stage hydrocracking process flow [15], Fig. 10.22, with kind permission from Woodhead Publishing
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recycled to the reactors. The liquid product flows to a stabi-

lizer column, where entrained gases are removed, before

going to the gasoline blender or aromatics plant.

A cyclic reformer has more reactors, and catalyst cycles

are shorter—20 to 40 h. Shutdowns are staggered so that

only one reactor is down at a given time.

In the CCR Platforming process (Fig. 18.36) hydrotreated

feed mixes with recycle hydrogen and goes to a series of

adiabatic, radial-flow reactors arranged in a vertical stack.

Catalyst flows down the stack, while the reaction fluids flow

radially through the catalyst beds. Heaters are used between

reactors to reheat the reaction fluids to the required tempera-

ture. Flue gas from the fired heaters is typically used to

generate steam. A CCR can operate at very low pressure

(100 psig, 791 kPa). This improves yields of aromatics and

hydrogen, but it accelerates catalyst deactivation by increas-

ing the rate of coke formation. But faster coke formation is

okay in a CCR reformer, because the catalyst always is being

regenerated.

Isomerization. As mentioned, isomerization units convert n-

paraffins into isoparaffins and straight-chain olefins into iso-

olefins. Butane isomerization provides isobutane for

subsequent alkylation. Pentane/hexane isomerization

improves the octane of light naphtha streams.

In butane isomerization, the feed contains n-butane or,

more typically, mixed butanes. The catalyst is highly sensi-

tive to water, so the feed must be thoroughly dried. In the

low-temperature first stage, the catalyst comprises aluminum

chloride promoted by HCl. Hydrogen gas is added to inhibit

olefin formation. In the high-temperature second stage, the

catalyst contains a noble metal such as platinum.

Temperatures range from 230 to 340 �F (110–170 �C) and
pressure ranges from 200 to 300 psi (14–20 bar). The reactor

effluent goes to a flash drum, from which hydrogen is recov-

ered and recycled. HCl is removed in a stripper column. The

liquids go to a fractionator (deisobutanizer), which separates

unconverted n-butane from the isobutane product. The n-

butane is mixed with fresh feed and recycled.

In the Shell Hysomer process for pentane/hexane

isomerization, the feed is combined with hydrogen-rich

gas, heated to 445–545 �F (230–285 �C) and routed to the

Table 18.15 Hydrocracking product flexibility

Feed Straight-run vacuum gas oil

Boiling range, �C 340–550

Boiling range, �F 644–1,020

API gravity 22.0

Specific gravity 0.9218

Nitrogen, wppm 950

Sulfur, wt% 2.5

Primary product objective Naphtha Kerosene Gas oil

Weighted average reactor temp, �C base �6 �12
Weighted average reactor temp, �F base �11 �22
Product yields, vol % fresh feed

Butanes 11 8 7

Light naphtha 25 18 16

Heavy naphtha 90 29 21

Kerosene or gas oil – 69 77

Total C4-plus 126 124 121

Chemical H2 consumption

Nm3/m3 345 315 292

Scf/bbl 2,050 1,870 1,730

Product qualities

Light naphtha (C5-82
�C)

RON Clear 79 79 80

Heavy naphtha

P/N/A 45/50/5 44/52/4 –

RON clear 41 63 67

End point, �C (�F) 216 (421) 121 (250) 118 (244)

Kerosene

Flash point, �C (�F) – 38 (100) –

Freeze point, �C (�F) – �48 (�54) –

Smoke point, mm – 34 –

FIA aromatics, vol% – 7 –

End point, �C (�F) – 282 (540) –

Gas oil

Cloud point, �C (�F) – – �15 (5)

API gravity – – 44

Cetane number – – 55

Flash point, �C (�F) – – 52 (126)

End point, �C (�F) – – 349 (660)

Residue Feed,
Hydrogen

Catalyst
Removal

Recycle Oil

Catalyst
Addition

Recycle
Cups

Distributor
Grid

Separator

Settled
Catalyst

Expanded
Catalyst

Fig. 18.33 Ebullated-bed hydrocracking process flow [32], Fig. 21,

with kind permission from Springer Science+Business Media, Inc
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Hysomer reactor at 190–440 psi (13–30 bar). As with

fixed-bed hydrotreating and hydrocracking, the process

fluids flow down through the catalyst bed, where a part

of the n-paraffins are converted into branched paraffins.

The catalyst is comprised of a noble metal on a zeolite-

containing support. The reactions are exothermic, and

temperature rise is controlled by injecting relatively

cold quench gas. The reactor effluent is cooled and sent

to a flash drum, which separates hydrogen from the liquid

product. The hydrogen is recycled. The liquid is

fractionated, and the n-paraffins are recycled. The net

conversion of n-paraffins into branched products can be

as high as 97 %, and the octane can be boosted by 8–10

numbers.

Often, the heat-exchanger and fractionation systems of

isomerization units are integrated with those of other process

units, such as catalytic reformers. In the total isomerization

process (TIP), C5/C6 isomerization is integrated with

molecular sieve separation, which provides complete con-

version to n-paraffins.
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Fig. 18.34 Two-stage slurry-phase hydrocracking process flow. Based on drawings supplied by KBR Technology. Used with kind permission

from KBR, Inc
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Fig. 18.35 Semi-regen catalytic reforming process flow [8], Fig. 18, with permission from Springer Science+Business Media, Inc
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The CDTECH® ISOMPLUS process achieves near-

equilibrium conversion of n-butenes into isobutylene, and

n-pentenes into isoamylene over a zeolite catalyst.

Alkylation. During alkylation, isobutane reacts with light

olefins such propylene, butylenes, and amylenes in the pres-

ence of strong acids to form branched chain hydrocarbons.

These hydrocarbons, often referred to as alkylate, have high-

octane values and high vapor pressures, making them an

excellent contributor to the gasoline blending pool.

Alkylation employs either hydrofluoric acid or sulfuric

acid. The process usually runs at low temperatures to avoid

polymerization of the olefins. Temperatures for HF

catalyzed reactions are approximately 100 �F (38 �C). For
sulfuric acid they are approximately 50 �F (10 �C). Fig-
ure 18.37 describes HF alkylation.

Petroleum Refining Catalysts

Most of the processes we have discussed require catalysts.

Except for alkylation units, where the acids are in liquid

form, most refinery catalysts are solids supported on high-

strength solids such as γ-alumina, silica, or alumino silicates.

Solid acids, especially synthetic zeolites, are used exten-

sively in catalysts for FCC and hydrocracking. Zeolites

occur naturally, but the ones used for refinery catalysis are

synthetic. Synthetic zeolites are also used as drying agents,

ion-exchangers, and molecular sieves for gas separation.

Their microporosity provides them with high surface area,

which contributes to their superb catalytic activity. They

also possess a mesopore structure that affects the kinds of

molecules they crack and the products formed by the

cracking.

Related materials are used in other processes. For exam-

ple, metal-promoted silica-alumina phosphates such as

SAPO-11 are used to isomerize normal paraffins in catalytic

dewaxing (CDW) units.

Figure 18.38 shows six zeolite structures. In cracking

catalysts, HY zeolite is the most common, but beta and

ZSM-5 are used as well. The building blocks of A, X, and

other zeolites are tetrahedral units of Si and Al oxides. In the

ultra-stable Y (USY) zeolites employed in cracking

catalysts, the Si/Al ratio is >10.
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The acidity of zeolites comes from their structure.

Figure 18.39 shows how one can picture these materials as

a silica (SiO2) superstructure, in which every so often an

aluminum atom replaces a silicon atom. The silicon atoms

have a valence of +4, and each one binds to four oxygen

atoms. The oxygen atoms in hydroxyl groups are Brønsted

acids (proton donators). Replacing Si (+4) with Al (+3)

creates electron-rich Lewis acid sites, which are associated

with positive counter-ion such as Na+, K+, NH4
+, or H+. The

counter ions can be swapped via ion exchange. For example,

when Na-Y zeolite is exchanged with an ammonium salt, the

Na+ ion is replaced by NH4
+. When NH4-Y is heated to the

right temperature, the ammonium ion decomposes, releasing

NH3 (gas) and leaving behind highly acid HY zeolite.

ZSM-5 is a shape-selective zeolite made by including a

soluble organic template in the mix of raw materials.

(Templates for this kind of synthesis include quarternary

ammonium salts.) ZSM-5 enhances distillate yields in FCC

units and CDW in hydroprocessing units, where due to its

unique pore structure, it selectively cracks waxy n-paraffins

into lighter molecules.

Amorphous silica-alumina (ASA) catalysts are also used

for hydrocracking. ASA catalysts are less active but better

for producing middle distillates. Figure 18.40 provides a

conceptual comparison of amorphous ASA catalysts with

crystalline zeolite catalysts. The pore diameters of HY zeo-

lite catalysts are uniform and relatively small—around 7.5

Ångstroms, give or take. Mesopores have larger diameters,

which admit mid-sized molecules such as those found in

vacuum gas oils. ASA catalysts include small, medium,

and large pores. The width of ASA pores can exceed

100 Å. The larger pores can accommodate larger molecules,

which explains why ASA catalysts do a better job of crack-

ing feeds with very high endpoints. The pore diameter for

ZSM-5 is 6.3 Å.

Catalyst Manufacturing

The following steps are used to prepare solid refinery

catalysts:

• Precipitation

• Filtration (or centrifugation), washing, and drying

• Forming

• Calcining

• Impregnation and/or co-mulling

• Activation

Other steps, such as kneading, mulling, grinding, and/or

sieving also may be used.

In the precipitation step, two solutions are combined to

form a desired solid. For example, mixing a solution of

aluminum nitrate [Al(NO3)3] with a solution of sodium

aluminate [Na2Al2O4] yields a gel of aluminum hydroxide

[Al(OH)3]. As the gel ages, tiny crystals grow larger and a

pore structure starts to develop.

Filtration, washing, and drying remove salts and other

impurities. In our example, after the precipitation of Al

Fig. 18.38 Structures of zeolites

ZSM-5 (a), mordenite (b), beta

(c), MCM-22 (d), zeolite Y (e),

and zeolite L (f). This image is

Fig. 1 in [34]

Fig. 18.39 Brønsted (B) and Lewis acid sites (L) in zeolites. Adapted

from Fig. 6 in [35]
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(OH)3 from aluminum nitrate and sodium aluminate, the

coproduced sodium nitrate is washed away with water.

Adding ammonium hydroxide expedites sodium removal.

Subsequent drying removes excess water and initiates the

transformation of Al(OH)3 into alumina [Al2O3].

Catalysts can be shaped like wagon wheels, spheres,

cylinders, hollow cylinders, lobed extrudates, pellets, etc.

(Fig. 18.41). A cross-section of a lobed extrudate can look

like a 3-leaf or 4-leaf clover without the stem. Compared to

cylindrical extrudates, shaped extrudates have a higher sur-

face-to-volume ratio, and the average distance from the

outside of a particle to the center is shorter. To make

extrudates, a paste is formed and forced through a die. The

resulting spaghetti-like strands are dried and broken into

short pieces with a length/diameter ratio of 2:4; for main-

bed hydrotreating catalysts, diameters range from 1.3 to

4.8 mm. The particles are calcined, which hardens them

and removes additional water and volatile molecules such

as ammonia.

Spherical catalysts are made by (a) spray-drying slurries

of catalyst precursors, (b) spraying liquid onto powders in a

tilted rotating pan, or (c) dripping a silica-alumina slurry into

hot oil. Pellets are made by compressing powders in a dye.

FCC catalysts are made by spray drying.

Impregnation distributes active metals within the pores

of a catalyst support. Like sponges, calcined supports are

especially porous. Far more than 99 % of the surface area

is inside the pores. When the pores are exposed to aqueous

solutions containing active metals, capillary action pulls

the aqueous phase into them. After drying, the catalyst

might be soaked in another solution to increase the loading

of the same (or a different) active metal. Catalysts can also

be made by co-mulling active metal oxides with the sup-

port. Co-mulling tends to cost less because it requires

fewer steps. It also produces materials with different

activities—sometimes higher, sometimes lower—than

impregnation.

Catalyst Deactivation

Over time, refinery catalysts deactivate andmust be replaced.

The major causes of deactivation are feed contaminants

(trace metals, particulates, etc.) and catalyst coking; the latter

is discussed above in some detail. In FCC, continuous cata-

lyst replacement (CCR) processes, and ebullated-bed hydro-

cracking, aged catalysts are continuously removed and

replaced with fresh. But in fixed-bed units, catalyst replace-

ment requires a shutdown. Large hydrocrackers can process

>40,000 barrels of feed per day. With a typical net margin of

$15–20 per barrel for hydrocracking alone, every day of

down time costs $600,000 to $800,000. When the hydro-

cracker comes down, refiners may have to shut down (or

reduce feed rates in) other units, such as the catalytic

reformer, which gets feed from the hydrocracker (see

Fig. 18.13). Therefore, the refinery-wide cost of hydro-

cracker down time can be far greater than $1 million per day.

For a fixed-bed hydrotreating or hydrocracking unit, cat-

alyst cycles range from 12 to 36 months. At the start of a

cycle, average reactor temperatures are low, ranging from

550 to 660 �F (288–349 �C). As the cycle proceeds, the

catalyst deactivates, so operators must raise temperatures

Fig. 18.40 Comparison of amorphous alumina silica (ASA) and zeolite cracking catalyst structures

736 P.R. Robinson



to maintain HDS, HDN, or conversion. A catalyst cycle ends

for one of the following reasons:

• The temperature required to achieve the unit’s main pro-

cess objectives hits a metallurgical limit

• The main process objective can be met only at reduced

feed rate

• Pressure drop across the unit reaches the upper limit

• Selectivity decreases. If the production of light gases

exceeds the capacity of one or more towers in the down-

stream gas plant, operators must decrease feed rate or

reduce conversion. Both options are expensive

• Feed upsets. For a fixed-bed hydrotreater, a slug of resi-

due can poison part of the catalyst with trace

contaminants or foul it with particulates, asphaltenes

and/or refractory carbon

• Equipment failure. Hardware problems occur most fre-

quently in rotating equipment—pumps and compressors

Petroleum Products

Product Specifications

Products from modern refineries comprise several individual

streams, which are blended to meet desired specifications.

Product specifications developed by ASTM International are

widely used throughout the world. (Until 2001, ASTM was

an acronym for the American Society for Testing and

Materials.) Table 18.16 lists some common refinery products

along with their ASTM designations.

Analogous institutions in other countries, such as British

Standards Institution (BSI), serve similar functions. In addi-

tion to setting specifications, these institutions develop and

publish test methods used to analyze a wide variety of

materials. ASTM and its international cousins cooperate

both with each other and with government regulators. For

example, recent low-sulfur gasoline and diesel directives

from the U.S. Environmental Protection Agency are

incorporated into D975-04 and D4814-03a, respectively.

Other widely used tests and specifications are defined by

licensors. For example, UOP’s Laboratory Test Methods,

distributed by ASTM, defines several hundred procedures

for analyzing catalysts, chemicals, and fuels.

Additives are essential components of finished fuels.

They increase stability, improve flow properties, and

enhance performance. Cetane-improvers are routinely

added to diesel fuel, and additives that prevent intake-valveFig. 18.41 Catalyst loading scheme showing size/shape grading.

Photo provided by Criterion Catalysts & Technologies, LLP
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deposits are now required in all grades of gasoline in the

United States.

Gasoline. In the mid- to late-twentieth Century, making

gasoline was a relatively simple task. If a mixture of

components met specifications for volatility and octane, it

could be shipped to retail outlets and sold as-was. If the

octane was low, the problem could be fixed by adding a little

tetraethyl lead. Butanes could be added or left out as

needed to adjust volatility. In 2010, due to environmental

regulations, refiners must also meet restrictions on Reid

Vapor Pressure (RVP), sulfur content, and oxygen content.

Thanks to such restrictions, especially the limit on RVP,

the air is much more breathable in large American and

European cities.

Octane numbers for hydrocarbons. In a spark-ignition

engine, some compounds start to burn before they reach the

spark plug. This premature ignition causes knocking, which

reduces the power of the engine, increases engine wear, and

can cause serious damage. Octane number is a measure of the

propensity of fuels to knock in gasoline engines. It is based

on a scale in which the octane number of n-heptane is zero

and the octane number of isooctane (2,2,4-trimethylpentane)

is 100. When a fuel is tested in a standard single-cylinder

engine, mixtures of isooctane and n-heptane are used as

standards. ASTM D2699 and ASTM D2700 describe

methods for measuring research octane number (RON) and

motor octane number (MON), respectively.

In North America, the pump octane of gasoline is the

average of RON and MON: (R + M)/2. This is the number

displayed on pumps at filling stations. Typical grades are

“regular” with a pump octane of 87, “mid-grade” with a

pump octane of 89, and “premium” with a pump octane of

91–93. In some locales, customers can dial in any octane

they want between 87 and 93.

Several refinery streams have the right vapor pressure,

boiling range, sulfur content, and octane to end up in the

gasoline pool. Table 18.17 shows properties for blend stocks

from which gasoline might be made. The raffinate comes

from an aromatics extraction unit, and the pyrolysis gasoline

comes from a nearby ethylene plant.

Reformulated gasoline (RFG). In 1970, gasoline blending

became more complex. The U.S. Clean Air Act required the

phase-out of tetraethyl lead, so refiners had to find other

ways to provide octane. In 1990, the Clean Air Act was

amended. It empowered EPA to impose emissions limits

on automobiles and to require reformulated gasoline

(RFG). RFG was implemented in several phases. The

Phase I program started in 1995 and mandated RFG for ten

large metropolitan areas. Several other cities and four entire

States joined the program voluntarily. In the year 2000,

about 35 % of the gasoline in the United States was

reformulated.

Tier 1 reformulated gasoline regulations required a mini-

mum amount of chemically bound oxygen, imposed upper

limits on benzene and RVP (RVP), and ordered a 15 %

reduction in volatile organic compounds (VOC) and air

toxics. VOC react with atmospheric NOx to produce

ground-level ozone. Air toxics include 1,3-butadiene, acet-

aldehyde, benzene, and formaldehyde.

The regulations for Tier 2, which took force in January

2000, were based on the EPA Complex Model, which

estimates exhaust emissions for a region based on geogra-

phy, time of year, mix of vehicle types, and—most important

to refiners—fuel properties. As of 2006, the limit on sulfur in

the gasoline produced by most refineries was 30 wppm.

Initially, the oxygen for RFG could be supplied as ethanol

or C5–C7 ethers. The ethers have excellent blending octanes

and low vapor pressures. But due to leaks from filling station

storage tanks, methyl-t-butyl ether (MTBE) was detected in

ground water samples in New York City, Lake Tahoe, and

Santa Monica, California. In 1999, the Governor of

California issued an executive order requiring the phase-

out of MTBE as a gasoline component. That same year,

the California Air Resources Board (CARB) adopted

Table 18.16 ASTM specification numbers for hydrocarbon fuels

Product

ASTM

specification Description

Gasoline D4814 Standard specification for automotive spark-

ignition engine fuel

Jet D1655 Standard specification for aviation turbine

fuels

Kerosene D3699 Standard specification for kerosene

Diesel D975 Standard specification for diesel fuel oils

Fuel oil D396 Standard specification for fuel oils

Table 18.17 Gasoline blend stock composition and properties:

examples

Component

Density RVP Boiling range

RON MON(kg/m3) (bar) �C �F
Butanes 0.575 3.6 �12 to

�0.5
10.4–31 97 95

Straight-run

Gasoline

0.64 1.15 27–80 81–176 80.2 76.6

Reformate 0.815 0.08 78–197 172–387 100.5 89.5

Raffinate 0.685 0.3 65–112 149–234 60.3 54.5

Heavy FCC

Gasoline

0.76 0.2 43–185 109–365 90.5 79.5

Light FCC

Gasoline

0.66 1.3 25–89 77–192 94.5 81.5

Pyrolysis

gasoline

0.845 0.3 47–180 117–356 101.5 86.5

Alkylate 0.705 0.3 39–195 102–383 98 93.5

MTBE 0.746 0.5 48–62 118–144 115 97
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California Phase 3 RFG standards, which took effect in

stages starting in 2002. The standards include a ban on

MTBE and a tighter cap on sulfur content—less than

15 wppm.

In many other countries, including Finland, MTBE is still

considered a premium blend stock, as safe as other

components when filling station storage tanks are properly

maintained.

Gasoline additives. Table 18.18 lists the kinds of additives

used to prepare finished gasoline. Additive packages vary

from season-to-season, region-to-region, and retailer to

retailer. After-market additives contain similar types of

ingredients, and usually are more concentrated. They are

packaged to be added by consumers to their own vehicles.

Low-sulfur gasoline and ultra-low-sulfur diesel. In recent

years, the U.S. Environmental Protection Agency

(EPA) and the European Parliament promulgated clean-

fuel regulations that are lowering the sulfur content of gaso-

line and diesel fuel. New sulfur-content standards for

on-road diesel fuel range from 10 wppm in EU countries to

15 wppm in the United States.

Diesel fuel. The most important property of diesel fuel is

cetane number, which indicates how the fuel will perform in

diesel engines. Other important diesel-fuel properties

include flash point, cloud point, pour point, kinematic vis-

cosity, lubricity—and of course sulfur. Cloud point and pour

point indicate the temperature at which the fuel tends to

thicken and then gel in cold weather. Viscosity measures

the tendency of a fluid to flow. In a diesel engine, viscosity

indicates how well a fuel atomizes in spray injectors. It also

measures its quality as a lubricant for the fuel system.

Lubricity measures the fuel’s ability to reduce friction

between solid surfaces in relative motion. It indicates how

the engine will perform when loaded. Table 18.19 lists

cetane numbers for selected pure compounds. As with

octane, blended cetane numbers can differ significantly

from those for pure compounds.

Diesel additives. Table 18.20 lists some of the additives used

in diesel fuel and the reasons they are used.

Turbine fuel. Kerosene, jet fuel, and turbine fuel have simi-

lar boiling ranges. The key product properties are flash

point, freezing point, sulfur content, and smoke point. The

flash point is the lowest temperature at which a liquid gives

off enough vapor to ignite when an ignition source is pres-

ent. The freezing point is especially important for jet air-

craft, which fly at high altitudes where the outside

temperature is very low. Sulfur content is a measure of

corrosiveness. The measurement of smoke point goes back

to the days when the primary use for kerosene was to fuel

lamps. To get more light from a kerosene lamp, you could

turn a little knob to adjust the wick. But if the flame got too

high, it gave off smoke. Even today, per ASTM D1322,

smoke point is the maximum height of flame that can be

achieved with calibrated wick-fed lamp, using a wick “. . .

of woven solid circular cotton of ordinary quality.”

Table 18.18 Additives used in gasoline

Additive type Function

Oxygenates anti-

oxidation

Decrease emissions

Minimize oxidation and gum formation during

storage

Metal passivation Deactivate trace metals that can accelerate

oxidation

Corrosion inhibition Minimize rust throughout the gasoline supply

chain

Anti-icing Minimize ice in carburetors during cold weather

IVD control

(detergent)

Control deposition of carbon on intake valves

CCD control Control deposition of carbon in combustion

chambers

Table 18.19 Cetane numbers for selected pure compounds

Compound Type Carbons Formula

Cetane

No.

n-Decane Paraffin 10 C10H22 76

Decalin Naphthene 10 C10H18 48

α-Methylnaphthalene Aromatic 11 C11H10 0a

n-Pentylbenzene Aromatic 11 C11H16 8

3-Ethyldecane Paraffin

(iso)

12 C12H26 48

4,5-Diethyloctane Paraffin

(iso)

12 C12H26 20

3-Cyclohexylhexane Naphthene 12 C12H24 36

Biphenyl Aromatic 12 C12H10 21

α-Butylnaphthalene Aromatic 14 C14H16 6

n-Pentadecane Paraffin 15 C15H32 95

n-Nonylbenzene Aromatic 15 C15H24 50

n-Hexadecane (cetane) Paraffin 16 C16H34 100a

2-Methyl-3-

cyclohexylnonane

Naphthene 16 C16H34 70

Heptamethylnonane Paraffin

(iso)

16 C16H34 15a

8-Propylpentadecane Paraffin

(iso)

18 C18H38 48

7,8-Diethyltetradecane Paraffin

(iso)

18 C18H38 67

2-Octylnaphthalene Aromatic 18 C18H24 18

n-Eicosane Paraffin 20 C20H42 110

9,10-Dimethyloctane Paraffin

(iso)

20 C20H42 59

2-Cyclohexyltetradecane Naphthene 20 C20H40 57

aUsed as standards for ASTM D976
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The smoke point of a test fuel is compared to reference

blends. A standard 40 %/60 % (volume/volume) mixture

of toluene with 2,2,4-trimethylpentane has a smoke point of

14.7, while pure 2,2,4-trimethylpentane has a smoke point

of 42.8. Clearly, isoparaffins have better smoke points than

aromatics. Table 18.21 lists specifications for common

turbine fuels.

Lube base stocks. Refiners prepare lube base stocks from

residual oils by removing asphaltenes, aromatics, and

waxes. Lube base stocks are hydrofinished, blended with

other distillate streams for viscosity adjustment, and

compounded with additives to produce finished lubricants.

In the past, solvent-based technology was used to prepare

lube base stocks. Propane deasphalting was used to remove

asphaltenes. Furfural and related substances were used to

extract aromatics, and MEK, or MIBK were used to

remove wax. With the advent of CDW, some or all of

these solvent-based methods can be replaced with

hydroprocessing. CDW was developed by Mobil in the

1980s. The process employs ZSM-5, which selectively

converts waxy n-paraffins into lighter hydrocarbons. The

Isodewaxing Process, commercialized in 1993 by Chev-

ron, reduces wax catalytically by isomerising n-paraffins
into isoparaffins. Isodewaxing also removes sulfur and

nitrogen, and it saturates aromatics. Products have a high

viscosity index (VI), low pour point, and excellent

response to additives.

Waxes. In a traditional lube plant, the raffinate from the

solvent extraction unit contains a considerable amount of

wax. To recover the wax, the raffinate is mixed with a

solvent, usually propane, and cooled in a series of heat

exchangers. Further cooling is provided by the evaporation

of propane in the chiller and filter feed tanks. The wax forms

crystals, which are continuously removed, filtered, and

washed with cold solvent. The solvent is recovered by

flashing and steam stripping. The wax is purified by heating

with hot solvent, after which it is re-chilled, re-filtered, and

given a final wash.

Making food-grade wax requires wax deoiling with

solvents such as methyl-isobutyl ketone (MIBK).

Greases. Greases are made by blending salts of long-chained

fatty acids into lubricating oils at 400–600 �F (204–315 �C).
Antioxidants are added to provide stability. Some greases

are batch-produced, while others are made continuously.

The characteristics of a grease depend to a great extent on

the counter-ion (calcium, sodium, aluminum, lithium, etc.)

in the fatty-acid salt.

Asphalt. Asphalt can be produced directly from vacuum

residue or by solvent deasphalting. Vacuum residue is used

to make road-tar asphalt. To drive off light ends, it is heated
to about 750 �F (400 �C) and charged to a column where a

vacuum is applied to prevent thermal cracking.

In road-paving, the petroleum residue serves as a binder

for aggregate, which can include stone, sand, or gravel. The

aggregate comprises about 95 % of the final mixture.

Polymers are added to the binder to improve strength and

durability. The recommended material for paving highways

in the United States is Superpave32 hot-mix asphalt.

Superpave was developed in 1987–1993 during a US$50

million research project sponsored by the Federal Highway

Administration.

Roofing asphalt. Roofing asphalt is produced by bubbling air

through liquid asphalt at 260 �C (500 �F) for 1–10 h. During
this “blowing” process, organic sulfur is converted to H2S

and SO2. Catalytic salts such as ferric chloride (FeCl3) may

be used to adjust product properties and increase the rates of

the blowing reactions, which are exothermic. To provide

cooling, water is sprayed into the top of the blowing vessel,

Table 18.20 Diesel fuel additives

Additive type Function

Anti-oxidation Minimize oxidation and gum formation

during storage

Cetane improvement Increase cetane number

Dispersion Improve behavior in fuel injectors

Anti-icing Minimize ice formation during cold weather

Detergent Control deposition of carbon in the engine

Metal passivation Deactivate trace metals that can accelerate

oxidation

Corrosion inhibition Minimize rust throughout the diesel fuel

supply chain

Cold-flow improvement Improve flow characteristics in cold weather

Table 18.21 Turbine fuel specifications

Specification Jet A Jet B JP-4 JP-5 JP-8

Flash point, �C (min) 38 – – 60 38

Freeze point, �C (max) �40 (Jet A) �50 �58 �46 �47
�47 (Jet A-1)

API gravity 37–51 45–57 45–57 36–48 37–51

Distillation, �C
10 % max 205 – 205 205

20 % max – 145 145 – –

50 % max – 190 190 – –

90 % max – 245 245 – –

EP 300 – 270 290 300

Sulfur, wt% max 0.3 0.3 0.4 0.4 0.3

Aromatics, vol% max 22 22 25 25 25

Olefins, vol% max – – 5 5 5
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creating a blanket of steam that captures sulfur-containing

gases, light hydrocarbons, and other gaseous contaminants.

These are recovered downstream. Cooling water may also be

sprayed on the outside of the vessel. The length of the blow

depends on desired product properties, such as softening

temperature and penetration rate. A typical plant blows 4–6

batches of asphalt per 24-h day. There are two primary

substrates for roofing asphalt—organic (paper felt) and

fiberglass. The production of felt-based roofing shingles

consists of:

• Saturating the paper felt with asphalt

• Coating the saturated felt with filled asphalt

• Pressing granules of sand, talc, or mica into the coating

• Cooling with water, drying, cutting and trimming, and

packaging

If fiberglass is used as the base instead of paper felt, the

saturation step is eliminated.

Insert: the future for petroleum: ethanol in gasoline. In
the petroleum industry, few topics are more controver-

sial than ethanol in gasoline. Expert opinions provided

during US Congressional hearings confirm the follow-

ing: For every PhD, there is an equal and opposite

PhD. Some facts are indisputable.

• In 2009, theUnited States andBrazil produced 87.8%

of the world’s fuel ethanol, making 10.6 billion

gallons and 6.6 billion gallons, respectively [36]

• In the United States, the advantages of putting bio-

derived fuels into transportation fuels include

cleaner air and less dependence on imported oil.

Indeed, replacing 10–15 % of the gasoline in the

United States with ethanol would be significant.

Most sources say that corn can give 1.1–1.7 times

more energy than is required for growing and

processing [37]. This energy includes, of course,

the production of ethanol. The unfermented

“distillers grain” is high in fats and proteins and

serves as an excellent animal feed. In contrast,

sugar cane gives an energy gain of 8:1

• Thanks to ethanol from sugar cane, Brazil is now

energy self-sufficient. Among large Western

countries, it is the first to have a sustainable biofuel

economy [38]. The eventual production of signifi-

cant amounts of ethanol from sugar in the United

States is unlikely, because it would require substan-

tial investments in infrastructure. In China, the

government is investing heavily in obtaining

Biofuels from inedible vegetables (not including

broccoli). Such fuels include ethanol [39] made

from sweet sorghum, sweet potatoes, and cassava

(continued)

• Using corn ethanol for fuel increases food prices,

increases consumption of fertilizer and pesticides,

and puts pressure on water resources

• Ethanol increases the vapor pressure of gasoline.

Therefore, to meet vapor-pressure specifications,

refiners must remove butanes and even pentanes

from the gasoline blend pool, creating periodic

gluts of these compounds in certain areas. The

gluts, of course, depress prices for these commodities

• In October 2011, the US government was paying an

ethanol subsidy of 45 cents per gallon to oil refining

companies and imposing a 54 cents per gallon tariff

on imported ethanol. On June 16, 2011 the US

Senate voted 73–27 to eliminate the subsidy. The

vote did not become law due to White House oppo-

sition [40]

• Efficient production of ethanol from cellulose could

answer many of the objections to ethanol from

corn. Possible substrates are abundant. They

include corn stover, switchgrass, miscanthus, and

wood chips. The most promising routes involve

multistage biological processes such as enzymatic

hydrolysis and microbial fermentation. Research in

this area is lively [41]

Protecting the Environment

Oil spills. In April 2010, the petroleum industry solidified its

reputation for making deadly mistakes that cause titanic

damage to the environment. The Deepwater Horizon blow-

out killed 11 people, injured 17 others, and released up to 4.9

million barrels of oil into the Gulf of Mexico. For additional

details, please consult the Report to the President prepared

by the National Commission on the BP Deepwater Horizon

Oil Spill [42].

Previous oil spills include the following [43]:

On March 16, 1978, the super tanker Amoco Cadiz ran aground

on the Portsall Rocks three miles off the coast of Brittany. The

wreck broke up completely before any of the remaining oil

could be pumped out, so the entire cargo—more than 1.6 million

barrels of crude oil—spilled into the sea. The resulting slick was

18 miles wide and 80 miles long. It polluted 200 miles of

coastline, including the beaches of 76 Breton communities.

The Amoco Cadiz incident caused more loss of marine life

than any previous oil spill. Nearly 20,000 dead birds were

recovered. About 9,000 tons of oysters died. Fish developed

skin ulcerations and tumors. Years later, echinoderms and

small crustaceans had disappeared from many areas, but other

species had recovered. Evidence of oiled beach sediments can

still be seen in sheltered areas, and layers of subsurface oil

remain under many impacted beaches.
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In March 1989, the super tanker Exxon Valdez ran

aground in Prince William Sound in Alaska, spilling more

than 250,000 barrels of oil into the Sound. Eventually,

33,000 birds and 1,000 otters died because of the spill. To

clean up the mess, eleven thousand workers treated 1,200

miles (1,900 km) of shoreline, using 82 aircraft, 1,400

vessels, and 80 miles (128 km) of oil-containing booms. In

response to the disaster, the US Congress passed the Oil

Pollution Act of 1990. The Act streamlined and strengthened

the ability of the U.S. Environmental Protection Agency

(EPA) to prevent and react to oil spills. A trust fund, financed

by a tax on oil, was established to pay for cleanups when a

responsible party cannot afford to do so. The Act requires oil

storage facilities and vessels to submit plans that tell how

they intend to respond to large oil discharges. EPA published

regulations for above-ground storage facilities, and the US

Coast Guard published regulations for oil tankers. The Act

also requires the development of area contingency plans to

prepare for oil spills on a regional scale.

On January 25–27, 1991, during the occupation of Kuwait,

Iraqis pumped 4–6million barrels of oil—16 to 25 timesmore

than the amount spilled by the Exxon Valdez—into the Ara-

bian Gulf. On January 27, allied bombers stopped the spill by

destroying the pumping stations. Ad Daffi Bay and Abu Ali

Island experienced the greatest pollution. Despite the ongoing

war, the clean up of the oil spill proceeded rapidly. Kuwaiti

crude is rich in light ends, andwater in the Arabian Gulf water

is relatively warm. For these reasons, about half of the spilled

oil evaporated, leaving behind a thick emulsion which even-

tually solidified and sank to the bottom of the sea. Another 1.5

million barrels were recovered by skimming. But on February

23–27, 1991, retreating Iraqi soldiers damaged three large

refineries and blew up 732 Kuwaiti oil wells, starting fires

on 650 of them. Up to six million barrels per day were lost

between February 23 and November 8, 1991. Crews from

34 countries assembled to fight the oil-well fires. Initially,

experts said the fires would rage for several years. But due to

the development of innovative fire-fighting technology,

the job took less than 8 months.

The oil-well fires burned more than 600 million barrels.

Air quality. In the 1970s and 1980s, environmental laws

compelled refineries to reduce emissions of SOx, NOx,

CO2, and hydrocarbons. In the atmosphere, SOx reacts

with water vapor to make sulfurous and sulfuric acids,

which return to earth as acid rain. Volatile hydrocarbons

react with NOx to make ozone. CO2 is a major “green-

house” gas. To reduce these pollutants, the industry tight-

ened its operation by:

• Reducing fugitive hydrocarbon emissions from valves

and fittings

• Removing sulfur from refinery streams and finished

products

• Adding tail-gas units to sulfur recovery plants

• Reducing the production of NOx in fired heaters

• Scrubbing SOx and NOx from flue gases

• Reducing the production of CO2 by increasing energy

efficiency

Sulfur recovery. Conversion processes, hydrotreaters, and

sweetening units remove chemically bound sulfur from

petroleum fractions. The sulfur can end up as SOx, H2S,

NH4SH, or NaSH.

Fuel-oil fired heaters and the regenerators of FCC units

are major sources of refinery SOx and NOx emissions. The

most obvious way to reduce SOx emissions from a heater is

to use low-sulfur fuels. Unfortunately, although that solution

requires no investment, it is probably the most expensive due

to the relatively high cost of buying low-sulfur fuel oil and/

or hydrotreating high-sulfur fuel oil.

A large fraction of the sulfur in the feed to an FCC unit

ends up in coke on the catalyst. SOx are formed in the

regenerator when the coke is burned away. Therefore,

removing sulfur from the feed, usually by hydrotreating,

decreases SOx emissions. FCC feed pretreating has other

substantial benefits. Removing basic nitrogen decreases

deactivation of acid sites on the FCC catalyst, which

allows the FCC to reach a given conversion at lower

temperatures. The saturation of aromatics in the feed

pretreater provides the biggest benefit, because it converts

hard-to-crack aromatics into easier-to-crack naphthenes.

This alone can justify the installation of an FCC feed

pretreater.

FCC SOx transfer additives. SOx transfer additives, first

developed by Davison Chemical, react with SOx in the

FCC regenerator to form sulfates. When the sulfated addi-

tive circulates to the riser/reactor section, the sulfate is

reduced to H2S, which is recovered by amine absorption

and sent to the sulfur plant. In some units, these additives

reduce FCC SOx emissions by more than 70 %. Conse-

quently, if a pretreater or post-treater still must be installed,

its size can be reduced. The chemistry of SOx transfer is

summarized below:

FCC regenerator (oxidizing environment)

Coke on catalyst ðsolidÞ þ O2 þ H2O

! CO2 þ SO2; SO3; HySOx ðgasesÞ

SO2; SO3; HySOx ðgasÞ þMO ðsolidÞ þ O2

! MSO4ðsolidÞ
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FCC Riser-Reactor (reducing Environment)

MSO4 ðsolidÞ þ 5H2 ! MO ðsolidÞ þ H2S ðgasÞ
þ 4H2O ðgasÞ

Flue-gas scrubbing is a refiner’s last chance to keep NOx

and SOx out of the air. In wet flue-gas desulfurization, gas

streams containing SOx react with an aqueous slurry

containing calcium hydroxide Ca(OH)2 and calcium carbon-

ate CaCO3. Reaction products include calcium sulfite

(CaSO3) and calcium sulfate (CaSO4), which precipitate

from the solution. NOx removal is more difficult. Wet flue-

gas scrubbing removes about 20 % of the NOx from a typical

FCC flue gas. To remove the rest, chemical reducing agents

are used. As mentioned above, in the SCR process, anhy-

drous ammonia is injected into the flue gas as it passes

through a bed of catalyst at 500–950 �F (260–510 �C). The
chemical reaction between NOx and ammonia produces N2

and H2O.

When sulfur-containing feeds pass through hydrotreaters

or conversion units, most of the sulfur is converted into H2S,

which eventually ends up in off-gas streams. Amine

absorbers remove the H2S, leaving only 10–20 wppm in

the treated gas streams. H2S is steam stripped from the

amines, which are returned to the absorbers. The H2S goes

to the refinery sulfur plant.

Claus process. At the sulfur plant, H2S is combined with

sour-water stripper off-gas and sent to a Claus unit. Almost

every refinery in the world uses some version of this process

to convert H2S into elemental sulfur. H2S and a carefully

controlled amount of air are mixed and sent to a burner,

where about 33 % of the H2S is converted to SO2 and water.

From the burner, the hot gases go to a reaction chamber,

where the reactants and products reach equilibrium. In sev-

eral units, the air is enriched with oxygen to increase plant

capacity. Elemental sulfur is produced by the reversible

reaction between SO2 and H2S. Ammonia comes in with

the sour-water stripper off-gas. In the Claus process, it is

thermally decomposed into nitrogen and water.

In the Claus burner, combustion temperatures reach

2,200 �F (1,200 �C). Much of the heat is recovered in a

waste-heat boiler, which generates steam as it drops the

temperature to 700 �F (370 �C). Next, the process gas goes

to a condenser, where it is cooled to about 450 �F (232 �C).
At this temperature, sulfur vapors condense, and the

resulting molten sulfur flows through a drain to a heated

sulfur-collection pit. At the bottom of the drain, a seal leg

maintains system pressure and keeps unconverted gases out

of the pit. Uncondensed sulfur and other gases flow to a

series of catalyst beds, which recover additional sulfur by

promoting the reaction between leftover H2S and SO2. With

fresh catalyst and a stoichiometric gas composition, the

cumulative recovery of sulfur across four condensers is

about 50 %, 80 %, 95 %, and 96–98 %, respectively.

Tail-gas treating units (TGTU) bring the total sulfur

recovery up to >99.9 %. Most tail-gas treating processes

send the tail gas to a hydrotreater, which converts all sulfur-

containing compounds (SO2, SO3, COS, CS2, and various

forms of Sx) into H2S. In the SCOT process, offered by Shell

Global Solutions, the H2S is absorbed by an amine and

returned to the front of the Claus furnace. In the LO-CAT®

process, offered by Merichem, H2S is air-oxidized to sulfur

in an aqueous solution containing a chelated iron catalyst.

For all tail-gas treatment processes, the last traces of unre-

covered sulfur go to an incinerator, where they are converted

into SO2 and dispersed into the atmosphere.

Wastewater treatment. Wastewater treatment is used to

purify process water, runoff, and sewage. As much as possi-

ble, purified wastewater steams are reused in the refinery.

Wastewater streams may contain suspended solids,

dissolved salts, phenols, ammonia, sulfides, and other

compounds. The streams come from just about every process

unit, especially those that use wash water, condensate, strip-

ping water, caustic, or neutralization acids.

Primary treatment uses a settling pond to allow most

hydrocarbons and suspended solids to separate from the

wastewater. The solids drift to the bottom of the pond,

hydrocarbons are skimmed off the top, and oily sludge is

removed. Difficult oil-in-water emulsions are heated to

expedite separation. Acidic wastewater is neutralized with

ammonia, lime, or sodium carbonate. Alkaline wastewater is

treated with sulfuric acid, hydrochloric acid, carbon dioxide-

rich flue gas, or sulfur.

Some suspended solids remain in the water after primary

treatment. These are removed by filtration, sedimentation,

or air flotation. Flocculation agents may be added to con-

solidate the solids, making them easier to remove by sedi-

mentation or filtration. Activated sludge is used to digest

water-soluble organic compounds, either in aerated or

anaerobic lagoons. Steam stripping is used to remove

sulfides and/or ammonia, and solvent extraction is used to

remove phenols.

Tertiary treatment processes remove specific pollutants,

including traces of benzene and other partially soluble

hydrocarbons. Tertiary water treatment can include ion

exchange, chlorination, ozonation, reverse osmosis, or

adsorption onto activated carbon. Compressed oxygen

may be used to enhance oxidation. Spraying the water

into the air or bubbling air through the water removes

remaining traces of volatile chemicals such as phenol and

ammonia.

Solid waste handling. Refinery solid wastes may include

spent catalyst and catalyst fines, acid sludge from alkylation
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units, and miscellaneous oil-contaminated solids. All oil-

contaminated solids are treated as hazardous and sent to

sanitary landfills. Recently, supercritical extraction with car-

bon dioxide has been used with great success to remove oil

from contaminated dirt.

The Future

Petroleum is one of mankind’s primary sources of energy, so

anything that affects global energy affects petroleum

demand.

Demand growth in China and India. According to

Fig. 18.42, world consumption of energy grew from 350 to

500 quadrillion Btu between 1990 and 2008 and is expected

to grow to 780 quadrillion Btu. Non-OECD countries [44],

especially China and India, will account for most of the

growth. Most likely, on a per capita basis, consumption in

OECD countries will still exceed consumption in China and

India by wide margin (Fig. 18.43).

Alternatives to petroleum. On average, conventional crude

oil is getting harder to find. Over time, unconventional

alternatives will supply more and more of our energy and

petrochemical monomers. Liquid hydrocarbons will come

from natural gas, biomass, bitumen, kerogen, and coal.

Some of these contain daunting amounts of contaminants.

Even biomass, which includes ethanol and vegetable oils,

presents challenges, due the presence of high

concentrations of oxygen and olefins. Compared to conven-

tional oil, converting these materials will be costly and

more difficult.

EIA’s Annual Energy Outlook 2012 [2] projects

supplies of unconventional liquids through 2035. The

projections were based on three scenarios. In the high-

oil-price scenario, future prices will reach $200 per barrel

in 2012. In the reference scenario, which is based on

present-day prices, the future price in 2035 reaches $150.

In the low-price scenario, oil reaches $60 per barrel in

2035. As shown in Fig. 18.45, the largest expected

increases come from bitumen and biofuel; biofuel is bio-

mass that has been converted into fuels. In 2009, uncon-

ventional liquids supplied about 5 % of world demand. InFig. 18.42 Historical and projected world energy consumption,

1990–2035 [2]

Fig. 18.43 Per capita energy consumption by country, 2009 [45]
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EIA’s high-oil-price scenario, by 2035 they will account

for nearly 17 %. In the low-price scenario, by 2035 they

will supply less than 10 %. The percentage of unconven-

tional liquids will be higher at high oil prices, because the

relative production cost (compared to conventional crude)

will be lower.

Ethanol and other biofuels. Many countries now require

the blending of ethanol or other oxygen-containing

chemicals into gasoline. The oxygen content of fossil

hydrocarbons is low. So is the oxygen content of most

petrochemical monomers. In contrast, ethanol, cellulose,

and vegetable oil contain a lot of oxygen, which must be

removed before they can replace petroleum or natural gas

in existing petrochemical plants. Removing oxygen is

expensive and inefficient. Given enough time, we could

develop a new bio-based chemical industry [46]. But in

meantime, if we would decrease the amount of petroleum

we burn, we would extend the time we could use it for

polymers and plastics.

Adding 10 % ethanol to gasoline decreases the demand

for petroleum, not by 10 %, but to some extent. This is

because the production of ethanol requires energy. As men-

tioned, the estimated energy gain for ethanol from corn

ranges from 1.1 to 1.7, while the energy gain for ethanol

from sugar is 8:1 [36–38].

Automation. The ever-increasing development and use of

better instruments and analyzers, engineering models, and

real-time online optimization continue to improve the effi-

ciency and safety of petroleum processing plants. In one case

[47], implementing advanced process control increased pro-

duction by 2.5 % at the Chemopetrol ethylene plant in

Litvinov, Czech Republic. Other examples are provided on

the web sites of companies such as Applied Manufacturing

Technologies, Aspen Technology, Emerson Process Man-

agement, Honeywell Process Solutions, Invensys Operations

Management, Yokogawa, and others.

Hampton and Robinson [48] provide an example of the

use of advanced regulatory control to improve the safety of

hydrocracking units.

Protection of the environmental. The push to control anthro-

pogenic CO2 emissions is gaining momentum (see the inset

for additional comments). Government agencies around the

world continue to tighten regulations on sulfur in fuels, air

quality, wastewater quality, and the disposal of hazardous

solids. Such regulations are now being adopted in less devel-

oped countries. They improve the quality of air, water, and

land, but they also require investment.

Conservation. Conservation also decreases the demand for

petroleum. As mentioned above, with modest investment in

proven, widely applied technology, the United States could

increase the efficiency of power production by 30 % [4].

Prices have a tremendous effect on energy conservation,

which can be accomplished by turning off lights and driving

less, but also due to innovation.

Encouraging energy conservation is an obvious, low-cost,

win–win way to reduce CO2 generation on a very large scale

[4]. Other solutions, such as replacing coal-bed methane

with CO2, are technically sound, but their potential impact

is minor. However, the sum of several minor solutions can

be quite significant.

Fig. 18.45 Projected sources of unconventional hydrocarbon liquids

in 2035, as a function of the scenarios shown in Fig. 18.44

Fig. 18.44 Basis for the EIA forecast on the future use of unconven-

tional liquids as replacements for conventional petroleum
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At present, it looks like the world is moving toward

punitive measures, such as carbon taxes and/or cap-and-

trade. The impact of these could be limited, because

businesses with high emissions can avoid investing in

energy efficiency by purchasing carbon credits [49].

Never underestimate the ingenuity of a hungry human.

Acknowledgement The author wishes to recognize the authors of

previous editions of this chapter, S. Romanow and H.L. Hoffman, and

to gratefully acknowledge that much of the content of this edition

derives from their work.

References

1. International Energy Statistics (2011) United States Energy Infor-

mation Administration. Washington, DC. http://www.eia.gov/

cfapps/ipdbproject/IEDIndex3.cfm. Accessed Nov 2011

2. Annual Energy Outlook 2011 and Annual Energy Outlook 2012.

United States Energy Information Administration. Washington,

DC. www.eia.gov/forecasts/aeo/

3. BP Statistical Review of World Energy (2011) www.bp.com/

statisticalreview.

4. Mims N, Bell M, Doig S (2009) Assessing the electric productivity

gap and the U.S. efficiency opportunity. Rocky Mountain Institute,

Snowmass, Colorado

5. To quantify the word “huge,” please refer to data presented by the

United States Environmental Protection Agency, “Human-Related

Sources and Sinks of Carbon Dioxide,” http://epa.gov/

climatechange/emissions/co2_human.html

6. Web elements: the periodic table on the web. http://www.

webelements.com/helium/ Accessed Nov 2011

7. Crude property data come from various sources. The values differ

somewhat from source to source, in part because different

laboratories get different results, and in part because the properties

of commercial crudes change with time. Up-to-date data can be

obtained from major oil companies, including government-owned

companies such as the Kuwait Petroleum Company, PDVSA

(Venezuela), Petronas (Malaysia) and Pertamina (Indonesia)

8. Robinson PR (2006) Petroleum processing overview (chapter 1).

In: Hsu CS, Robinson PR (eds) Practical advances in petroleum

processing. Springer, Hedielberg, Germany

9. Government of Alberta: energy. http://www.energy.alberta.ca/

OurBusiness/oilsands.asp

10. United States Energy Information Administration (2011) http://

www.eia.doe.gov/international/oilreserves.html. Accessed Nov 2011

11. Energy Density (2011) http://en.wikipedia.org/wiki/

Energy_density. Accessed Nov 2011

12. Fenton DM, Hennig H, Richardson RL (1980) The chemistry of

shale oil and its refined products In: Symposium on oil shale, tar

sands and related materials. American Chemical Society Annual

Meeting, San Francisco, Aug 1980

13. Speight JG (ed) (2008) Synthetic fuels handbook: properties, pro-

cess, and performance. McGraw-Hill, New York

14. Altgelt KH, Boduszynski MM (1994) Composition and analysis of

heavy petroleum fractions. Dekker, New York, Adapted from Fig-

ure 3. Used with kind permission from the publisher. This version

of the figure also appeared as Figure 10.8 in Reference 15

15. Robinson PR (2011) Hydroconversion processes and technology

for clean fuel and chemical production (chapter 10). In: Khan MR

(ed) Advances in clean hydrocarbon fuel processing. Woodhead,

Philadelphia

16. Source: JW Bunger & Associates, Salt Lake City, Utah. Used with

kind permission from Dr. James W Bunger

17. Walters CC (2006) The origin of petroleum (chapter 2). In: Hsu CS,

Robinson PR (eds) Practical advances in petroleum processing.

Springer, New York

18. Conaway CR (1999) The petroleum industry: a nontechnical guide.

Tulsa, PennWell

19. Finkl CW (ed) (1999) Encyclopedia of earth sciences series.

p 454–456, Figure 6. Used with kind permission from Springer

Images

20. Tarr BA, Flak L (2011) Underground blowouts. http://www.jwco.

com/technical-litterature/p06.htm. Accessed Nov 2011

21. Duir JH, Randle AC, Reeg CP (1990) Unocal’s parachute creek oil

shale project. Fuel Process Technol 25(2):101–117

22. U.S. heating oil crack spread widest in 24 months (2011) Reuters.

http://in.reuters.com/resources/archive/in/20110126.html.

Accessed 26 Jan 2011

23. Robinson PR (2006) Deactivation of hydroprocessing catalysts:

thermochemistry of coke formation. International symposium on

hydrocracking/hydrotreating technologies, 232nd American Chem-

ical Society Annual Meeting, San Francisco, California, 10 Sept

2006

24. Sullivan RF, Boduszynski MM, Fetzer JC (1989) Molecular

transformations in hydrotreating and hydrocracking. Energ Fuel

3:603

25. Scholl R, Seer C (1912) Abspaltung aromatisch gebundenen
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Introduction

The United States contains about 23% of the world’s coal

reserves, with Russia, China, Australia, and India each hav-

ing more than 5% of the reserves. Coal represents over 90%

of US proven reserves of fossil fuels. Recoverable reserves

of US coal are estimated to be 227 Gt (billion tons; all

numbers quoted are in metric tons). Bituminous coals (with

a heating value of 23.26–34.89 MJ/kg) comprise nearly one-

half of total US coal reserves. Eastern US coals are generally

bituminous. Western and southwestern US coals are mainly

subbituminous (with a heating value of 20.93–27.91 MJ/kg)

and lignite (with a heating value of 18.61–23.26 MJ/kg).

Coal is a major source of energy for electric power produc-

tion and process heat and can serve as a source of synthetic

fuels and feedstock for the petrochemical industry.

Historically, interest in coal technology has been cyclic,

depending primarily on the price of petroleum. Coal

dominated the US energy picture until the discovery of

petroleum. Each subsequent threat to oil supplies spurred is

new interest in coal, which rapidly faded as major new oil

discoveries increased the supply of oil and lowered its price.

The threat to oil supplies in 1973 produced the historic

response, generating increased interest in converting coal

to more convenient, cleaner fuels. Coal use for electric

power generation has increased, but the economic conver-

sion of coal to clean transportation fuels still stands as one of

the key technical challenges of our time.

Bituminous and subbituminous coals account for themajor

share of all coal produced in the United States. In 2000,

production of all types of coal totaled almost 1 Gt, of which

about 95% was bituminous or subbituminous (Fig. 19.1).

Despite its clean burning characteristics, anthracite, most of

which is mined in northeastern Pennsylvania, accounts for a

diminishing share of total coal production. Figure 19.2

presents data on coal consumption in the United States. Envi-

ronmental concerns have led to an increased demand for low-

sulfur coal, which is concentrated in the West. Also, surface

mining, with its higher than average productivity, is much

more prevalent in the West than in the East. Although more

coal is mined east of the Mississippi than west, the share of

western production has increased significantly since 1965,

when production of western coal was only 24.5 Mt (5% of

the total). By 1999, western production had increased to

518 Mt (52% of the total). In the period from 1990 to 1998,

medium- and high-sulfur coal production decreased from 635

to 577 Mt.

Electric utilities are the dominant consumers of coal with

consumption growing from 76 Mt in 1949 (a 17% share) to

892 Mt in 2000 (a 90% share). The percentage of total con-

sumption in 2000 for all other sectors was lower than it was in

1949. The most dramatic declines occurred in the transporta-

tion sector (as railroads switched to diesel engines) and the

residential and commercial sectors (transitions from coal to

oil and gas for heating). In 1949, residential and commercial

use accounted for 170 Mt (39% of the total), but in 2000,

consumption in these sectors totaled less than 5.5Mt, less than

1% of US coal usage. Consumption by the industrial sector

trended downward after the mid-1960s, falling to about 59Mt

in 2000 from 186Mt in 1966. As Table 19.1 shows, theUnited

States is the second largest producer of coal in the world,

trailing China. Average productivity of all types of mines in

theUnited States has increased each year since 1949, reaching

3.36 t per miner per hour in 1989. In 1998, average productiv-

ity reached 5.5 t per miner per hour, largely due to increased

production from large western surface mines and increased

use of longwall mining in the eastern United States.

Continued improvements in mine productivity (averaging

6.7% a year since 1978) are projected to cause falling real

mine mouth prices. Higher electricity demand and lower

prices, in turn, yield increasing coal demand. However, this

demand is subject to a fixed sulfur emissions cap set by the
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Fig. 19.1 Coal production, 1949–2009

Fig. 19.2 US coal consumption by sector
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Clean Air Act Amendments of 1990 (CAAA 90), which has

led to progressively greater reliance on low-sulfur western

coal. Anticipated US Environmental Protection Agency

guidelines for mercury control will further complicate the

mix of coal utilization.1 The use of western coals can result

in up to 85% reduction in sulfur emissions compared with

many eastern coals. As coal demand grows, however, new

coal-fired generating capacity is required to use the best

available control technology: scrubbers and other advanced

techniques that can reduce sulfur emissions by 90% or more.

Further, the need to reduce Hg emissions has led to increased

retrofitting of scrubbers. Thus, there will still be a market for

low-cost, higher-sulfur coal.

The literature on the subject of coal composition, structure,

and use has grown significantly during the last two decades, as

interest in coal research has continued. The future of coal

science looks bright as researchers continue to make signifi-

cant contributions to the elucidation of the structure,

composition, and physicochemical behavior of coal. New

analytical techniques have made an important contribution

to these advances. The objective of this chapter is to provide a

brief review of the state of the art of coal science and

technology.

Origin and Classification of Coal

Coal is a brown to black carbonaceous sedimentary rock

composed of macerals (organic material) and minerals

(inorganic material), both subject to metamorphism. Coal

cannot be understood outside of the context of all three end

members of its composition.

Coal originated from the remnants of various forms of

plant life (mosses, ferns, shrubs, trees, etc.) that flourished in

swamps and bogs millions of years ago during prolonged

periods of warm temperatures and abundant rainfall. This

accumulated organic matter, known as peat, was the precur-

sor of coal. Although the peat may have been altered by

bacterial and chemical action, overlying water excluded

oxygen and retarded the rate of decay. This exclusion of

oxygen from the peat was critical for preserving the organic

matter. Over time, inorganic sediments accumulated on top

of the deposits of plant debris. The gradual rising and lower-

ing of the sea level over time led to deposits of peat

alternating with deposits of sand and mud, resulting in the

current situation of coal seams interlayered with rock layers.

As overlying sediments became thicker, the peat was

compressed into a solid rock by the process of lithification.

(Typically, 6 m of peat will form 1 m of coal.) This was

followed by coalification, the complex progressive chemical

changes that convert peat into coal. A major reaction occur-

ring during coalification is the loss of oxygen (in the form of

water) from the organic material. Thus, as coalification

proceeds, the oxygen and hydrogen contents of the coal

decrease, with a concomitant increase in carbon content.

The length of time that these reactions proceed, the tempe-

ratures, and, to a lesser degree, the pressures to which the

organic molecules are exposed determine the degree of

coalification (maturity) of the coal. Coal rank is a measure

of the degree of coalification; as coalification proceeds, coal

rank increases from lignite through subbituminous and bitu-

minous to anthracite.

Coal is an inhomogeneous rock, because different types

of plant material behave differently under coalification

conditions, and mineral matter is not uniformly distributed,

either by type or by amount. Microscopic examination

reveals this inhomogeneity by showing that different areas

of the coal structure have a different appearance. The

organic components of coal are classified into three maceral

groups: vitrinite, liptinite, and inertinite. Each group

includes a number of macerals; the vitrinites further divided

Table 19.1 Top coal-producing countries, 2008

Country Short tons Metric tons Quad BTU PJ

China 2847.98 2583.63 57.37 54.38

United States 1171.48 1062.75 23.86 22.61

India 568.32 515.57 9.36 8.87

Australia 4358.51 397.80 8.99 8.52

Russia 356.19 323.12 6.60 6.25

Indonesia 313.23 284.16 7.15 6.78

South Africa 259.60 235.50 5.50 5.21

Germany 214.35 194.45 2.01 1.91

Poland 157.88 143.23 2.40 2.27

Kazakhstan 119.81 108.69 1.99 1.89

Colombia 86.66 78.61 2.13 2.02

Turkey 83.51 75.75 0.70 0.66

Canada 75.07 68.11 1.58 1.50

Greece 72.44 65.72 0.33 0.31

Czech Republic 66.35 60.19 0.71 0.67

Ukraine 65.74 59.64 1.29 1.23

Vietnam 44.03 39.94 0.89 0.84

North Korea 41.35 37.51 0.77 0.73

World 7271.42 6596.49 137.07 129.91

US EIA, http://tonto.eia.doe.gov/cfapps/ipdbproject/IEDIndex3.cfm?

tid¼1&pid¼7&aid¼1

1 The US Environmental Protection Agency’s Clean Air Interstate Rule

(CAIR) (http://www.epa.gov/CAIR/) and Clean Air Mercury Rule

(CAMR) (http://www.epa.gov/camr/) would have dictated limits the

amount of Hg emissions from coal-fired power plants. In 2008, CAIR

and CAMRwere vacated by the United States Court of Appeals District

of Columbia Circuit (http://pacer.cadc.uscourts.gov/common/opinions/

200807/05-1244-1127017.pdf; http://pacer.cadc.uscourts.gov/docs/

common/opinions/200802/05-1097a.pdf), the latter upheld by the

United States Supreme Court. In place of CAIR, the US EPA proposed

the cross-state air Pollution Rule (CSAPR) on 6 July 2011, on 21

August 2012, the US Supreme court of appeal for the D.C. circuit

nocated the ruling.
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into the huminite group for lignite and subbituminous coal

[1] and the vitrinite group for higher-rank vitrinite forms [2].

The first two of the maceral groups are reactive (relatively

easily hydrogenated or oxidized). Inertinites [3], with the

exception of the lower-reflectance semifusinite, are rela-

tively inert. Most coals are banded, that is, show a banded

structure. Besides banded coals, there are two types of dull,

nonbanded coals: (1) cannels, which are rich in spores, and

(2) bogheads, which contain abundant remains of algae.

Coals can be classified by rank and/or type. Table 19.2

presents a classification of coals in the United States

according to rank. The parameters used to quantify rank

(degree of coalification/metamorphism) are moisture, vola-

tile matter (material that is volatilized when coal is heated at

a certain temperature for a certain length of time), fixed

carbon (the ash-free residue after the loss of moisture and

volatile matter), heating value, caking tendency, and

weathering properties. Vitrinite reflectance (a commonly

used rank indicator for high-rank coals) is measured by

comparing the intensity of a beam of light incident on a

polished vitrinite surface with the light reflected directly

back from that surface.

An international coal classification (Table 19.3) classifies

high-rank coals according to their volatile-matter content,

calculated on a dry, ash-free (daf) basis. Because volatile

matter is not a suitable parameter for classifying coals

containing more than 33% volatile matter, the calorific

value on a moist, ash-free basis is included as a parameter

for such coals. The resulting classes of coal, based on

volatile-matter content and calorific value, are grouped

according to their plastic properties by employing either

the free-swelling or the Roga test. They are then placed in

subgroups according to plastic properties, by using either the

Audibert–Arnu or the Gray–King test. A three-digit code

number is used to identify a coal; the first digit indicates

the class of the coal, the second digit indicates the group, and

the third digit indicates the subgroup.

In assessing the suitability of a coal for a particular purpose,

the above classification of coal types must be used with cau-

tion. The heterogeneous nature of the wide range of plant

materials andminerals that were the genesis of coal guarantees

an almost unlimited range of chemical constituents within the

various types of coal, and these constituents determine the

coal’s reactivity under specific conditions.

Table 19.2 Classification of coals by ranka

Class Group

Fixed carbon limits (%)

(dry, mineral-matter-

free basis)

Volatile matter limits

(%) (dry, mineral-

matter-free basis)

Calorific value limits

(BTU/lb) (moistb,

mineral-matter-free

basis)

Agglomerating

character

Equal or

greater than

Less

than

Greater

than

Equal or less

than

Equal or

greater than

Less

than

I. Anthracite 1. Meta-anthracite 98 – – 2 – – –
2. Anthracite 92 98 2 8 – – –
3. Semianthracite 86 92 8 14 – – Nonagglomeratingc

II. Bituminous 1. Low volatile

bituminous coal

78 86 14 22 – – –

2. Medium volatile

bituminous coal

69 78 22 31 – – Commonly

3. High volatile A

bituminous coal

– 69 31 – 14,000d – Agglomerating

4. High volatile B

bituminous coal

– – – – 13,000d 14,000 Agglomerating

5. High volatile C

bituminous coal

– – – – 11,500 13,000 Agglomeratinge

III. Subbituminous 1. Subbituminous A coal – – – – 10,500 11,500 Nonagglomerating
2. Subbituminous B coal – – – – 9,500 10,500 –
3. Subbituminous C coal – – – – 8,300 9,500 –

IV. Lignitic 1. Lignite A – – – – 6,300 8,300 –
2. Lignite B – – – – – 6,300 –

aThis classification does not include a few coals, principally nonbanded varieties, that have unusual physical and chemical properties and which

come within the limits of fixed carbon or calorific value of the high-volatile bituminous and subbituminous ranks. All these coals either contain less

than 48% dry, mineral-matter-free fixed carbon or have a heating value of more than 15,500 moist, mineral-matter-free British thermal units per

pound
bMoist refers to coal containing its natural inherent moisture but not including visible water on the surface of the coal
cIf agglomerating, classify in low volatile group of the bituminous class
dCoals having 69% or more fixed carbon on the dry mineral-matter-free basis shall be classified according to fixed carbon, regardless of calorific

value
eIt is recognized that there may be nonagglomerating varieties in these groups of the bituminous class, and there are notable exceptions in high

volatile C bituminous group
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Coal Structure

From the above discussion, it should be clear that there is no

such thing as pure coal. Because of variations in the organic

and inorganic material that went into the formation of the

coal, each seam will be different. Furthermore, there will be

significant differences from point to point in the same seam.

Composition and structure can vary dramatically between

coals of different ranks or even between coals of the same

rank. However, some structural features are common to all

coals [4].

In general, at a molecular level, coals are composed of

aromatic and hydroaromatic building blocks with a variety

of substituent groups and some cross-linking between adja-

cent units [5]. Some of these units are not strictly planar

because of the presence of heteroatoms (oxygen, nitrogen, or

sulfur) and hydroaromatic portions. Graphite consists of

parallel, mutually oriented layers of carbon atoms separated

by a distance of 0.335 mm. The parallel stacking of layers in

coal is similar but lacks mutual orientation between the

layers, and the average spacing between layers is somewhat

larger in coal than in graphite.

Low-rank coals are composed of small layers that are

more or less randomly oriented and connected by cross-

links. Thus, the structure is highly porous. Medium-rank

coking coals show a greater degree of orientation and a

greater tendency toward parallel stacking. These coals have

fewer cross-links and fewer pores than lignites. High-rank

coals (primarily anthracites) show a growth in the individual

layers, a marked increase in the degree of orientation, and

the development of a new type of pore that is elongated and

parallel to the layers. These coals are the result of the highest

degree of coalification.

The identification of the constituents of a complexmixture,

such as coal, by molecular type may proceed in a variety of

ways but generally consists of three types of analyses: chemi-

cal, spectroscopic, and physical. Mathematical formulas have

been developed that use the properties measured by these

techniques to derive structural parameters. Several good

reviews on this subject are available [6, 7].

Coal Composition and Analyses

Coal is composed of carbon, hydrogen, oxygen, nitrogen,

sulfur, chlorine, other elements in trace amounts, and

mineral matter. The percentage of these elements varies

considerably, depending on rank and even within coals of

the same rank. For coals of different ranks, the largest

variation in composition occurs in the carbon and hydrogen

contents, while for coals of the same rank, sulfur and mineral

matter exhibit the greatest variation.

The two most common coal analyses are the proximate

analysis and the ultimate analysis. In addition, there are a

number of miscellaneous analyses. Many of these tests are

empirical, requiring strict adherence to specified conditions.

In the United States, the American Society for Testing and

Materials (ASTM) standardizes these methods. International

standards are developed by the International Organization

for Standardization (ISO).

A proximate analysis includes the determination of mois-

ture, ash, volatile matter, and fixed carbon (by difference).

The proximate analysis, together with total sulfur and heating

value, is usually sufficient to characterize coal burned for

process heating and steam generation. An ultimate analysis

includes the determination of carbon, hydrogen, nitrogen,

total sulfur, chlorine (sometimes), ash, and oxygen (by

difference). Other analyses that may be conducted include

not only standard tests, such as heating value, free-swelling

index, and ash composition, but also special tests to deter-

mine trace elements, mineral phases, maceral types, surface

properties, conversion potential, and plastic properties.

Standard analyses are described in ASTM and Bureau of

Mines publications, but nonstandard methods must be

acquired from publications dealing with the specific area of

interest. For example, the plastic properties of coal, which

are important considerations in many process designs, can be

characterized by various techniques, each having its own

advantages and disadvantages (Table 19.4).

Figure 19.3 shows typical heats of combustion, and

Fig. 19.4 shows typical proximate analyses (reported on an

ash-free basis) of various coal ranks. Analyses listed by coal

bed, county, and state can be found in a number of

publications, such as the data bank developed by the US

Department of Energy and the Pennsylvania State University

Coal Bank, Bureau of Mines bulletins, Illinois State Geolog-

ical Survey circulars, and the Argonne National Laboratory

Coal Data Base (for a limited number of coal samples).

The heating value (usually reported in MJ/kg or, in the

US, in BTU/lb; MJ/kg ¼ (BTU/lb)/429.92) given in

Fig. 19.3 is the higher-heating value (HHV), also referred

to as the gross heating value. This quantity is defined as the

heat produced by combustion of a unit quantity of coal at a

constant volume, under specified conditions, with all water

produced being condensed. The lower heating value (LHV),

also referred to as the net heating value, is calculated from

the HHV by deducting 2.40 MJ for each kilogram of water

originally present or formed during combustion. The heating

value can be estimated from a number of formulas based on

the ultimate analysis for carbon (C), hydrogen (H), oxygen

(O), and sulfur (S). Some correlations include additional

parameters.

Nitrogen and sulfur are the two primary heteroatoms in

coal and tend to form environmental pollutants when coal is
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processed. Therefore, the structure of sulfur and nitrogen

compounds in coals, their evolution during thermal decom-

position, and the distribution of these species in products

have been extensively investigated. These studies suggest

that nitrogen in coal is almost entirely contained in tightly

bound ring structures. The nitrogen-containing structures

Fig. 19.3 Heat of combustion of US coal selected to represent the various ranks (Courtesy of Bureau of Mines)

Table 19.4 Summary of various techniques to characterize the plastic properties of coal

Description Advantages Disadvantages

Free-

swelling

index/

Gray–King

Visual comparison of cokes carbonized under

well-defined conditions, with standard conditions

Inexpensive, rapid, reproducible Lack of flexibility; transition

phenomena from coals to

coke not known

Hot-stage

microscopy

Morphological changes observed by optical

microscopy

Appropriate to supply the changes in macerals

when heated

Provides qualitative

information “subjective”

Foxwell/gas

flow method

Measures the resistance of the gas flow through

a bed of coal during continuous heating

Indirectly measures the fluidity of the plastic

mass by the pressure differences between the

inlet and outlet ports

Requires highly purified

(oxygen-free) gas to avoid

oxidation

Plastometer

(a) Constant

torque

(a) Records the angular velocity of a rotating shaft

through a bed of coal as a function of

temperature

Measures the changes in fluidity as a function

of temperature; quite sensitive for determining

extent of oxidation or weathering

Does not provide data on

swelling properties, limited

heating rates (�3�C/min)

(b) Variable

torque

(b) Records the changes in torque required to rotate

a cylindrical retort (when coal is carbonized)

at constant speed as a function of temperature

Dilatometer Expansion, contraction, and volume change

on resolidification measured as a function of

temperature when heated

Provides data on dilation parameters and

transition temperatures; wide range of heating

rates (<100�C/min)

Does not provide

quantitative information on

changes in fluidity of coal

19 Coal Technology for Power, Liquid Fuels, and Chemicals 755



evolve from coal without cleavage during pyrolysis. Nitro-

gen compounds in coal can interfere with synthetic fuels

processing owing to the fact that most of these compounds

are basic and are strongly adsorbed on the acidic catalysts

used, thus poisoning them. Nitrogen present in coal is

converted to NOx during combustion, the extent of the con-

version depending on a variety of factors, including oxygen

concentration, flame temperature, residence time at temper-

ature, and the degree of fuel–air mixing.

Unlike nitrogen that is almost entirely associated with the

organic structure of coal, sulfur is present in both the organic

and inorganic constituents. Inorganic sulfur is present in coal

in several forms, such as pyrite (FeS2) and sulfates (small

amounts). Organic sulfur is mainly present in ring

compounds. Pyrite decomposes at a relatively low tempera-

ture (approximately 400�C), producing FeS, H2S, and

organic sulfur compounds. Organic sulfur compounds can

be classified into three groups, those with loosely bound

sulfur, those with tightly bound sulfur, and an intermediate

category. The tightly bound sulfur compounds decompose

above 500�C, while the loosely bound sulfur compounds

decompose at low temperatures (about 100�C). Some of

the tightly bound organic sulfur compounds are formed by

incorporating sulfur from pyrite decomposition into ring

structures.

Coal Mining and Preparation

Coal mines fall into two general classifications—surface and

underground. Production of coal by type of mining for the

United States is shown in Fig. 19.1. Most developed

countries would use similar techniques.

Surface Mining

Surface mining techniques are used when the coal is present

near the surface, and the overlying strata (overburden) are

thin enough to permit economic removal. Surface mining

techniques include contour mining, strip mining, and auger

mining.

Contour mining is used in hilly areas, where the slope of

the surface will permit only a narrow bench cut around the

side of a hill; the excavation is backfilled immediately after

the removal of coal. It is the only method that can be used on

slopes of 15� or higher.
Strip mining is used in flat or gently rolling land, predom-

inantly in the Midwest and West, where large, efficient

equipment can be used. In this technique, the coal is exposed

by removing the overburden. Blast holes are drilled, and

Fig. 19.4 Analysis of US coals selected to represent the various ranks (Courtesy of Bureau of Mines)
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explosives are loaded into these holes to shatter the rock

cover; earth-moving equipment is used to remove the soil

and the shattered rock. The coal is then collected with power

shovels or other coal-digging machines and loaded directly

into trucks. When the seam is near the top of a hill, the entire

hilltop may be removed to expose the coal. Strip mining can

be very efficient, especially in the West, where coal seams

can be 30 m thick or more. For example, the Wyodak seam

averages nearly 20 m thick.

Auger mining is a supplementary method used to reach

coal in stripped areas where the overburden has become too

thick to be removed economically. Large augers are operated

from the floor of the surface mine and bore horizontally into

the coal face to produce some reserves not otherwise min-

able. This technique is frequently used to supplement coal

recovery from contour mining.

Underground Mining

Underground mining is somewhat more labor-intensive than

surface mining and is used to remove coal located too deep

for surface mining, but here too, machines are used in most

instances to dig, load, and haul the coal. Access to the coal

seam is through a drift (horizontal passage), a slope, or a

shaft (Fig. 19.5), depending on the location of the coal seam.

A drift mine is one that enters a coal seam exposed at the

surface on the side of a hill or mountain. The mine follows

the coal horizontally. A slope mine is one where an inclined

tunnel is driven through the overlying rock to the coal, with

the mined coal removed by conveyors or trucks.

A shaft mine is one where a vertical shaft is dug from the

surface to reach the coal, whichmay be at great depth. The coal

is then mined by horizontal entry into the seam, with the

recovered coal hoisted to the surface through the vertical shaft.

Two general systems are used in underground mines:

room-and-pillar mining and longwall mining.

In room-and-pillar mining, coal removal progresses in a

nearly horizontal or low-angle direction by opening multiple

stopes or rooms, leaving coal pillars to support the vertical

load. This system recovers about 50% of the coal and leaves

the mined area looking much like a checkerboard. It is used

in areas where the overlying roof rock has geologic

characteristics that provide good support. This system was

used in old mines, where the coal was hand-dug. Two cur-

rent methods for extracting the coal from the seam are the

conventional method, where the coal is undercut and blasted

free, and the continuous method, where a machine with a

rotating cutter head moves along the coal face to extract the

coal instead of blasting it loose. Roof control is the major

problem for room-and-pillar mining. Ninety-eight percent of

room-and-pillar mining is by the continuous method.

Longwall mining uses a machine that moves back and

forth across the face of the coal seam in large rooms to

remove up to 100% of the coal along faces of up to 305 m

or more across. As coal is removed, the mining machine

moves forward, and the roof is allowed to collapse behind.

Coal recovery using this method is greater than in room-and-

pillar mining, and the method can be used where roof

conditions are fair to poor. Strong roof rock, however, can

be a problem, since roof collapse is desired in this type of

mining. The seam should be over 1.07 m thick to accommo-

date the large coal cutter or plow that is used, and a large

reserve is necessary. The use of longwall mining has

increased significantly in the past several years to the point

where it accounts for 30–40% of underground production.

Despite the increase in the use of longwall mining, subsi-

dence remains a significant problem. Surface structures can

suffer significant damage, and wells and streams can be

disrupted.

Fig. 19.5 Three types of entrances to underground mines—shaft, slope and drift (Courtesy of Bureau of Mines)
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Amodification of this method, using a continuous mining

machine on faces up to 46 m long, is known as shortwall

mining. It uses the roof support system of self-advancing

chocks developed for longwall operations.

Coal Preparation

Coal preparation is a term applied to upgrading coal to make

it suitable for a particular use; this includes blending and

homogenization, size reduction, and beneficiation or

cleaning. It is this last aspect, as well as the degree to which

it is required, that most significantly governs the cost of coal

preparation. Figure 19.6 shows levels of cleaning in terms of

broad categories. Only about one-third of the 3.3 Gt of coal

produced worldwide every year is at present cleaned by

breaking, crushing, screening, and wet and dry concentrating

processes. The purpose of coal cleaning [8, 9] is to remove

mineral matter, consisting of rock, slate, pyrite, and other

impurities, and to increase the organic content. Coal cleaning

typically involves size reduction, particle sizing, cleaning,

and dewatering. In general, cleaning processes utilize

differences in density or surface properties between the

organic and mineral matter in the coal. Depending upon the

size of the coal particles being cleaned, cleaning techniques

can be divided into three areas: coarse, medium, and fine. The

vast majority of the coal cleaned commercially is separated

by processes that rely on the density differential of the vari-

ous components. Technologies that make separations on this

basis are particularly effective for treating the coarse to

intermediate sizes of coal (i.e., particle sizes ranging from

greater than 10 cm to about 0.1–0.5 mm), with efficiency

decreasing as particle size decreases. Centrifugal force is

often applied to improve separation, particularly for finer

particles. Density-based processes are particularly effective

in removing pyrite from coal. With very few exceptions, coal

cleaning is done using aqueous media. Figure 19.7 shows

various coal-cleaning methods and the corresponding size

ranges of the coal treated.

The first step in most coal-cleaning operations is size

reduction, the main objective being to liberate mineral mat-

ter from organic matter. Typically, coal is crushed to

5–10-cm top size, and no grinding is performed. Size reduc-

tion equipment ranges from heavy-duty crushers and

breakers, capable of crushing lumps up to a meter in size,

to coal pulverization equipment, capable of milling coal to a

fine powder. Grinding the coal finer liberates more mineral

matter, but fine coal is more difficult and expensive to

process. The ease with which coal can be ground (coal

hardness) is measured in terms of the Hardgrove

Grindability Index (HGI) [10]. A high HGI (80) indicates

soft, easy to grind coal, and a low HGI (35) indicates diffi-

cult-to-grind coal. Details on size reduction can be found in

various books on coal preparation [9, 11].

After the coal is crushed, it is generally screened to

separate the raw coal into various sizes for cleaning

operations. Screening of coal particles above 1.27-cm size

usually is carried out dry. Double-deck vibrating screens

commonly are used for this purpose. For sizing below

1.27 cm, wet screening is used, employing either high-

frequency vibrating screens or the Sieve Bend. Classifying

cyclones are used to size coals finer than 100 mesh.

Fig. 19.6 Different levels of

coal cleaning and the effect on

coal recovery and economics
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Coarse-Coal Cleaning

Coarse coal, which is usually the largest weight fraction in

the coal feed to the cleaning plant, typically has a size

greater than 1.9 cm. Jigging and dense-medium separation

are the most frequently used coarse-coal cleaning

techniques. In jigging, the separation of coal from mineral

matter is accomplished via a fluidized bed created by a

pulsating column of water, which produces a stratifying

effect on the raw coal. The lighter coal particles rise to the

top, overflow at the end of the jig, and are removed as clean

product. The denser mineral matter settles and is removed as

refuse. Dense-medium separations include processes that

clean raw coal by immersing it in a fluid with a density

intermediate between the density of clean coal and that of

reject mineral matter. Most dense-medium washers use a

suspension of fine magnetite in water to achieve a fluid

with the desired density. Dense-medium systems are more

expensive to install and operate than water-only systems, but

their superior performance makes them particularly well

suited for cleaning difficult-to-clean coals.

Medium-Coal Cleaning

Medium-size coal, which is usually the second largest

weight fraction, includes coal ranging in size from 1.9 cm

to 28 mesh (0.5 mm). The principal techniques used for

medium-coal cleaning are dense-medium cyclones,

hydrocyclones, spirals, and wet concentrating tables. All of

these equipment types are widely used in the coal industry,

with the dense-medium cyclone being the most efficient and

prevalent. In a dense-medium cyclone, a mixture of raw coal

and a dense medium (magnetite suspension) enters the

cyclone tangentially near the top, producing free-vortex

flow. The refuse is discharged through the underflow orifice,

and the clean coal is discharged from an axial outlet located

at the top of the cyclone. When only water is used in a

cyclone for cleaning coal, it is called a hydrocyclone. The

spiral separator is usually 2.44–3.05 m in height and consists

of a trough going downward in a spiral. The coal slurry is fed

in at the top, and, as the slurry follows the spiral down,

centrifugal force separates the coal from the denser mineral

matter. Wet concentrating tables, also known as shaking

tables, work much like the classical miner’s pan.

Fine-Coal Cleaning

Coal below 0.5 mm in size, classified as fine coal, typically

makes up 5–20% of the feed to the cleaning plant. It is

generally processed by methods such as froth flotation,

which depend on surface properties. In froth flotation, the

fine-coal slurry, to which a small amount of flotation agent

(usually fuel oil and a short-chain alcohol, such as methyl

isobutylcarbinol) is added, is processed through a flotation

cell. In the cell, fine bubbles are generated by using either

forced air or suction. The coal, being hydrophobic, attaches

to the air bubbles and rises to the top, where it is removed as

froth. The refuse, being hydrophilic, remains in the water

and is removed from the bottom. The process is effective in

recovering high-grade coal at moderate cost.

Conventional mechanical flotation cells have been widely

used in the industry for many years and remain the primary

Fig. 19.7 Coal-cleaning

equipment in common use in the

coal industry with respect to the

coal size processed
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means of cleaning coal particles smaller than 100mesh. These

units consist of a number of cells (usually 4–6) connected in

series, each cell containing a mechanical agitator and aerator.

The feed slurry, pretreated with frother and, usually, collector

reagents, passes from one cell to the next with the most

floatable coal being recovered in the first cell and the least

floatable coal in the last cell.

A newly developed alternative to mechanical flotation

cells is column flotation. Column flotation differs from con-

ventional flotation in that columns have a much greater

height-to-width ratio and do not require mechanical agitation

to induce particle–bubble attachment. Columns are claimed

to be more effective than conventional cells for beneficiating

finer particles due to better control of bubble size (smaller is

better), improved particle–bubble interaction, and froth

washing capabilities. There are a number of similar column

processes, with each possessing one or more unique techno-

logical advances. Among the most significant of these are

Microcel™, Kenflote™, Flotaire, and the packed column.

The Jameson Cell differs from other columns in that

particle–bubble contact is achieved in a downcomer tube,

where air and feed mixing occurs in a venturi-type system,

rather than in the slurry column itself. The Microcel™ has

been applied commercially for the recovery of fines from

both freshly mined coal and refuse ponds and has also

realized significant applications in the mineral industry.

In addition, improved separation of fine particles has

resulted from recent advances in density-based separation

techniques. This includes the development of several new

water-only devices, such as various concentrating spirals,

the Kelsey Jig, the Multi-Gravity Separator, the Falcon

Concentrator, and the Knelson Concentrator. The develop-

ment of advanced ultrafine dense-medium systems, such as

Carefree Coal™ and MicroMag, also has the potential to

improve cleaning of coal fines. However, none of these

processes have yet achieved any significant degree of

commercialization.

Oil agglomeration, a process that utilizes oil, or a similar

hydrocarbon, to agglomerate coal and leave mineral matter

in aqueous suspension, has been tested on pilot and commer-

cial scales. Other processes (high-gradient magnetic and

electrostatic cleaning) utilize differences in magnetic and

electric charge properties of the mineral matter present in

coal. None of these processes have achieved significant

commercial success.

Conventional mechanical dewatering devices, such as

vibrating screens and vibrating basket centrifuges, are effec-

tive in dewatering coarse and medium coal to moisture

levels of less than 5%. Vibrating and high-speed vibrating

screens are typically used to dewater coal larger than about

0.98 cm. For coal in the 0.98-cm � 30-mesh size range,

vibrating basket centrifuges have proven to be highly effec-

tive and are widely used throughout industry.

One of the biggest problems in processing fine coal is

dewatering and drying. Fine-coal dewatering is one of

the most costly operations in the coal-cleaning plant, and,

therefore, a significant number of operators bypass this oper-

ation by discarding coal fines directly to their waste slurry

impoundments. Although these impoundments create a tre-

mendous environmental liability and represent a loss of

valuable coal resources, they still are widely used with an

estimated 30–50 Mt of coal being added to ponds each year.

Abandoned and active ponds in the United States are

estimated to contain 2–3 Gt of coal.

Vacuum filtration and screen-bowl centrifuges are the

principal unit operations used for mechanical dewatering

of fine coal. Pressure filtration (plate and frame filter presses

and continuous belt filter presses) is used to a much lesser

extent to dewater fine coal and refuse. Sedimentation

devices (thickeners, including conventional, high-rate, and

multiplate units) are widely used to provide clarified water

for recycle back to the plant and to preconcentrate dilute

slurries (usually refuse fines) prior to dewatering or disposal.

Thickener operation almost always requires the use of

flocculants (primarily synthetic polymers or, to a lesser

extent, modified starches) to promote particle settling.

The use of screen-bowl centrifuges has increased signifi-

cantly in popularity to the point where now they are the

predominant method for dewatering fine coal. Compared

with vacuum filters, these units provide lower operating

costs and increased moisture reductions; however, typically

10–15% of the coal entering the unit is lost to the effluent.

These units typically produce filter cakes in the range of

15–20% moisture. Solid-bowl centrifuges occasionally are

used on very fine coal, where coal losses using screen-bowl

centrifuges would be excessive.

The primary form of vacuum filtration is the rotary-disk

vacuum filter, which consists of multiple vertical disks,

connected by a horizontal hollow shaft, that are partially

submerged in open tanks containing the slurry to be

dewatered. A vacuum is applied to the portion of the disk

that is submerged to draw slurry toward the filter medium

supported by the disk to form a filter cake on the surface of

the filter as water passes through. As the disk rotates out of

the slurry, the filter cake is dried by the continuing vacuum

action, and a final product is produced by pressurized air

blowback and mechanical scrapers. Flocculating agents may

be added to the slurry prior to filtration to improve

dewatering performance. These systems typically produce

final product moistures in the range of 20–30% depending on

the percentage of �200-mesh material in the feed.

Filtration devices that utilize high-pressure forces are

capable of reducing moisture in the filter cake to about

20%, but capital and operating costs are high for these

devices. Other newly developed techniques that have been

tested on a pilot scale include an ultrahigh-g centrifuge,
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which generates forces up to 4,000 � g, and an electro-

acoustic technique that utilizes the synergistic effect of elec-

tric, ultrasonic, mechanical, and surface chemical forces to

remove moisture from the cake.

Chemical Coal Cleaning

Chemical cleaning processes utilize alkali or acid to leach

out the impurities present in coal. Chemical methods are

effective in removing both organic and pyritic sulfur. For

example, the Molten Caustic Leaching Process is quite

effective in its ability to remove both organic and pyritic

sulfur, mineral matter, and trace elements from coal [12].

The process consists of treating coal with molten caustic

(usually a eutectic mixture of sodium and potassium

hydroxides) at 350–400�C for up to 4 h. The treated coal is

washed with water and dilute acid to give a low-ash, low-

sulfur product. The major drawbacks of chemical cleaning

processes are economics and the need to use corrosive

materials. The optimum coal desulfurization scheme may

include both physical and chemical treatment.

Coal Utilization

The vast majority of the coal produced is burned to generate

heat and power. The next most important use is for the

production of metallurgical coke. Other uses are for the

production of synthetic fuels for transportation and energy

production, and as a raw material for the production of

chemicals [13]. A unique feature of coal utilization is that,

with a few exceptions such as Japan and Australia, the use of

coal occurs in the country where it is produced (Fig. 19.8)

[14]. This section discusses the technologies involved in

these uses of coal.

Environmental Concerns Related to Coal Use

As discussed earlier, coal contains many of the elements in

the periodic table, at least in trace amounts, and, during

processing and/or combustion, these elements or their

compounds can be released into the environment. Some of

these harmful pollutants that can result from coal use are

sulfur and nitrogen oxides, particulates, hydrogen chloride,

mercury vapor, and a wide range of trace metals. In addi-

tion, most uses of coal result in the production of CO2 which

is considered the most important greenhouse gas from

the point of view of the quantity in the atmosphere. At the

same time, CO2 is the feedstock for plant growth—a feature

crucial to animal life. While CO2 receives much attention

because of the potential for global warming, there does not

seem to be a direct relationship between the content of CO2

in the atmosphere and the average surface temperature of

the earth during the last 60 years (Fig. 19.9). As seen in

Fig. 19.9, between 1940 and 1980, the temperature

remained essentially constant, while the CO2 concentration

was increasing; then following 1980, the temperature rap-

idly increased, while the CO2 concentration followed its

steady increase. Thus, during this period, there is no direct

relationship between the temperature of the lower atmo-

sphere and the concentration of CO2. In fact, a projection

of the 1910–1950 period temperature increase leads to a

projected temperature that is slightly higher than was actu-

ally reached.

Fig. 19.8 Coal production and coal consumption (filled diamonds) in
selected countries

1880 1900 1920 1940 1960 1980 2000
280

300

320

340

360

380

58

59

60

1900 1920 1940 1960 1980 2000

800

1000

1200

1400

1600

1800

 CO2
Te

m
pe

ra
tu

re
, 

0 F

Year

 Temperature

pp
bv

pp
m

 CH4

Fig. 19.9 Change in surface temperature, atmosphere carbon dioxide,

and atmosphere methane during 1870–2000
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Combustion

In the United States, approximately 90% of the coal con-

sumed annually is burned in boilers to generate steam

[15–17] to run turbines for electric power production. The

burning of coal in small-scale combustion devices for direct

heating is more significant outside the United States, so that,

on a worldwide basis, about 55% of the coal produced is

used for electricity generation.

Combustion Equipment

A summary of the most important direct combustion

processes for coal is given in Table 19.5. Options for firing

industrial and electric utility boilers are stokers, pulverized-

coal-fired burners, and cyclone burners, the choice

depending on the kind of coal and the amount of steam

needed. Table 19.6 lists the types of coal that can be burned

with the various combustion systems. Although good results

usually will be obtained with the indicated coal and firing

equipment, this table should be used only as a rough guide,

and final equipment selection should be based on a sound

engineering analysis.

Electric utility and large industrial plants favor

pulverized-coal-fired and cyclone-fired furnaces because of

their inherent capability to effectively burn a range of coal

types with varying qualities, their comparatively high avail-

ability, their quick response to load changes, and their

extremely large steam-generating capacity. Large units can

generate as much as 9.5 million pounds of steam per hour at

3,500 psig and 1,000�F. Smaller industrial installations typi-

cally favor stoker firing.

Stoker Firing. Stokers have been in operation for more than

150 years and are still used to fire small-capacity boilers,

generally for steam production. There are several types of

Table 19.5 Summary of direct combustion coal process (Smoot)

Process type Description

Extent of coal use in the United

States (% of total used)

Commercial

use

Scale size

(TPD)a Coal types Coal size

Power station Commercial electricity

production

78–80

Pulverized Rapid burning of finely

grained goal

Common 1,000–10,000 All 0.01–0.025 mm

Fluidized

bedb
Well-stirred combustion Pilot plant 2,000–8,000 All 0.15–0.6 cm

Stoker Mechanically fed fixed bed Small 100 Noncaking 1–5 cm
MHD Combustion energy capture

by magnetic fields

Laboratory 800–4,000

Coal/oil

mixture (COM)

Burning coal/oil mixtures

in oil furnaces

Demonstration

Industrial heat/

steam

Industrial plant power 8–11

Pulverized Small 1–100
Fluidized bed Pilot 1–100 Same as

above
Stoker Common 1–100
COM Demonstration 1–100

Domestic/

commercial

Hand-stoked space heating 1 0.005–0.05 Noncaking 3–10 cm

Transportation Fuel for railroads 0.01–0.02 0.1–1 Noncaking

Source: Excerpted from Smoot LD (1991) In: Bartok W, Sarafin AF (eds) Fossil fuel combustion. Wiley, New York. Copyright # 1991 by John

Wiley & Sons, Inc. and used by permission of the copyright owner
aTPD ¼ t/day
bVery adaptable, exhibits high heat transfer in bed as well as low-level pollutant products

Table 19.6 Suitability of various combustion systems for various

coals

Fuel

Under

feed

Stokers

traveling

or chain gate Spreader

Pulverized-

coal burner

Cyclone

burner

Anthracite X X

Bituminous

17–25%

volatile

X X X X

23–35%

volatile

X X

Strongly

coking

X X X X X

Weakly

coking

X X X X

Lignite X X X X
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stokers, which are classified by the method of coal feeding

and the relative flow directions of the fuel and air. The three

main types are underfeed, crossfeed, and overfeed. Both fuel

and air flow in the same direction in retort stokers; this

arrangement is called underfeed burning. The fuel moves

across the air direction in chain- or traveling-grate stokers;

this design is called crossfeed burning. The spreader stoker

approximates overfeed burning, the incoming fuel moving

toward the air. Except for certain types of coal gasifiers, in

which lump coal moves downward toward a grate against air

(or oxygen and steam) coming through the grate, no conven-

tional combustion system operates purely in the overfeed

mode. Table 19.7 gives the approximate capacity range for

each type of stoker.

An example of a crossfeed chain-grate stoker being used

to heat a fire-tube boiler is given in Fig. 19.10. This stoker

consists of an endless track of grate bars that pass over

rotating sprockets at each end, similar to a conveyor belt.

Coal is fed onto one end of the grate, using a hopper, to a

depth of about 5 in. The coal burns as it moves along the

grate, and, at the far end of the grate, only ash remains.

The ignition of the coal is assisted by radiant heat from a

refractory lining.

Pulverized-Coal Firing. The burner and furnace

configurations for the main types of pulverized-coal firing

(often called suspension firing) are shown in Fig. 19.11.

There are some design variations among various vertical,

impact, and horizontal suspension firing systems, but these

schematic drawings serve to illustrate the general principles.

Coal-fired boilers are further differentiated by the

operating model, either dry-bottom or wet-bottom (slag-

ging), depending on whether the ash leaves the boiler as a

solid or as a liquid. Most modern pulverized-coal-fired

boilers are of the dry-bottom type, in which the ash is cooled

before contacting any surface [18]. Wet-bottom firing

provides a more convenient method of ash removal and

disposal but has several disadvantages, including less flexi-

bility in fuel selection, higher incidence of fouling and

corrosion, and higher levels of NO2 formation, that have

led to its virtual elimination in the United States [19].

The first suspension-fired furnace in the United States

was designed like the one shown for vertical firing in

Fig. 19.11. Pulverized coal (about 70% through a 200-

mesh screen) is transported to the burner with primary air,

amounting to about 20% of the total air needed for complete

combustion. The balance of the air, known as secondary air,

is admitted through openings in the furnace wall. Because a

large percentage of the total combustion air is withheld from

the fuel stream until it projects well down into the furnace,

ignition stability is good. This type of firing is well suited for

coals that are difficult to ignite, such as those with less than

15% volatile matter. Although no longer used in central-

station power plants, this design, with delayed admission of

secondary air, may find favor again if low-volatile chars

from various coal-conversion processes become available

for burning for heat and power.

Table 19.7 Approximate capacity range of stokers

Type

Steam production

(1,000 lb/h)

Grate heat release

(1,000 BTU/ht/ft2) (max)

Single retort 5–50 200

Multiple retort 40–300 300

Traveling or

chain grate

10–300 300

Spreader 10–300 1,000

Fig. 19.10 Example of a

chain-grate stoker equipped

with a fire-tube boiler (reprinted

with permission from Schobert

[35], Copyright 1987, American

Chemical Society)
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The other types of suspension firing use burners in which

the primary air, coal, and secondary air are mixed just before

or immediately after entering the furnace. With tangential

firing, the burners are arranged in vertical banks at each corner

of a square, or nearly square, furnace and directed tangentially

toward an imaginary circle in the center of the furnace. This

produces a vortex with its axis along the vertical centerline.

The burners consist of an arrangement of slots, one above the

other, admitting through alternate slots the primary air–fuel

mixture and secondary air. The burners can be tilted upward

or downward 30� from the horizontal plane, enabling the

operator to control superheat and to permit selective utiliza-

tion furnace heat-adsorbing surfaces. In tangential firing, the

turbulence needed for mixing the fuel and air is generated in

the furnace instead of in the burners.

The other major type of pulverized-coal-fired boiler is the

wall-fired boiler. In wall-fired units, instead of being

mounted in the corners, the burners are mounted on the

walls of the furnace. They may be mounted on only one

wall, or they may be mounted on opposing walls. The

burners typically are mounted in a grid pattern.

Cyclone Firing. Cyclone firing is a form of two-stage wet-

bottom firing in which the coal is not pulverized, as for

suspension firing, but is crushed to 4-mesh size and admitted

tangentially with primary air to a water-cooled cylindrical

chamber called a cyclone furnace, as shown in Fig. 19.11.

The finer particles burn in suspension, while the coarser ones

are thrown by centrifugal force to the furnace wall. The wall,

having a sticky coating of molten slag, retains the coal

particles until they complete combustion. Secondary air,

which is admitted tangentially along the top of the furnace,

completes the combustion of the coarse particles. Slag drains

continuously into the main furnace and through a tap hole

into a water-filled slag tank, where it solidifies. The main

advantage of cyclone firing is the ability to use larger coal

Fig. 19.11 Methods of firing

pulverized and crushed coal

(Courtesy of Bureau of Mines)
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particles. However, being a wet-bottom technique, it suffers

from the disadvantages discussed above. In particular, the

high temperature required to melt the slag results in high

NOx production.

Fluidized-Bed Combustion (FBC). In the past 30 years, FBC
has advanced from the laboratory and pilot-plant scale to

commercial status. A fluidized-bed combustor consists of a

vessel containing a granular material, such as sand, coal ash,

or limestone. This bed is fluidized by blowing air up through

it. Fuel particles are injected into the bed and burn as they

contact the oxygen in the air. Well-balanced air and fuel flow

at the burner is needed to get the highest performance from

existing and new low-NOx firing systems. Developments to

measure the air and fuel distribution continuously at the

burners are the backbone for automated systems which con-

stantly monitor and adjust the stoichiometry at the burners

[20]. As ash particles agglomerate, they sink to the bottom of

the bed and are removed. Fluidized-bed combustors are very

flexible with respect to the fuel that can be burned, and almost

any carbonaceous material that can be injected into the bed

can be used. Steam tubes are generally immersed in the bed,

where the heat-transfer coefficient is high.

Although this technology is not yet widely used in the

electric power industry, the potential advantages are clear.

(1) The bed temperature is low, about 840�C, which means

less formation of NOx and the retention of some of the sulfur

in the ash of certain coals. (Adding dolomite or limestone to

the bed greatly improves sulfur retention.) Of equal impor-

tance is less volatilization of sodium and potassium in the

coal; consequently, there are fewer deposits on, and corro-

sion of, the furnace, superheater, and reheater tubes. (2) Heat-

transfer rates from the fluidized-bed to the immersed heat-

transfer surfaces are relatively high, as much as 100 BTU

(hr ft2�F). (3) Temperature control is easier, because rapid

mixing in the bed results in a relatively uniform bed temper-

ature. (4) FBC has the capability to burn many kinds of coal

and is less sensitive to changes in coal heating value or ash

characteristics than other combustion methods. (5) FBC is

adaptable to several kinds of power generation cycles (e.g.,

cogeneration or combined cycle), can operate at atmospheric

or elevated pressure, and can use bubbling or circulating beds

with in-bed or external heat exchangers. This versatility

allows engineers to develop FBC systems that are tailored

to specific applications. This can result in significant cost

savings when compared with other technologies.

The application of fluidized-bed boilers to electric utility

stations should reduce operating costs and increase effi-

ciency compared with conventional pulverized-coal-fired

plants of the same capacity equipped with emission controls.

The principle of the fluidized-bed combustor is illustrated

schematically in Fig. 19.12.

Interest is increasing in running units at elevated

pressures (6–15 atm) in order to reduce equipment size,

lower emissions, reduce sorbent requirements, and increase

the thermal efficiency by using a gas turbine in addition to a

steam turbine in a combined cycle. There is also a trend

away from bubbling beds and toward circulating beds, which

use finer solids and higher velocities and are able to use

sorbents more efficiently.

Several large demonstrations of FBC technology for elec-

tric power generation have proven the viability of this tech-

nology. These include the 110-MW(e) atmospheric pressure

circulating fluidized-bed boiler at the Colorado-Ute Electric

Association’s Nucla Station, which began operation in

August 1988. In 2002, the JEA utility declared their two

atmospheric fluidized-bed systems fully operational to gen-

erate 350 MW(e). A second project is the American Electric

Power Tidd 70-MW(e) pressurized fluidized-bed combustor/

combined-cycle demonstration, which began generating

power in December 1990. These projects were partly funded

by DOE’s Clean Coal Technology program [21].

The Tidd plant utilized a nearly stationary bubbling bed

technology (a first-generation technology) with a heat

exchanger immersed in the bed to generate steam. The flue

gas is utilized in a rugged gas turbine to generate additional

electricity. A second-generation technology utilizes a

circulating fluid bed that introduces a number of efficiency

Fig. 19.12 Basic components of a fluidized-bed combustor (Shang

YJ, Department of Energy, Morgantown, WV)
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enhancements. A major efficiency enhancing measure is the

integration of a coal gasifier (carbonizer) to produce fuel gas.

This fuel gas is combusted and adds to the combustor’s flue

gas energy fed to the gas turbine. While this adds complex-

ity, it offers opportunity to improve efficiency.

Boiler Types

Industrial and utility boilers are broadly classified as fire

tube or water tube. In fire-tube boilers, the hot combustion

gases pass through tubes, and heat is transferred to water

outside the tubes. Most steam locomotives had this type of

boiler. The most common and least expensive boiler of this

type is the horizontal return tubular (HRT) boiler. However,

because of the design and construction of fire-tube boilers,

there is a definite limitation to their size and the pressure that

they can tolerate.

Water-tube boilers may be broadly classified as straight-

tube and bent-tube types; the latter have several variations in

design and are preferred for applications where higher

capacities and steam pressures are required. In both types,

heat is transferred by radiation or convection to the outside

of the tubes, and water flows inside the tubes as a result of

thermal circulation, or in the case of certain bent-tube boilers,

as the result of forced circulation. A comparatively new

version of the forced-circulation, bent-tube boiler for

central-station power plants is the “once-through” type. The

feed-water passes progressively through the heating, evapo-

ration, and superheater sections; no drum is used for

separating steam from unvaporized water as in other boilers,

so the ratio of water circulated in the boiler to steam generated

is unity. Table 19.8 presents approximate ranges of steam

capacity and pressure for the principal types of boilers.

Combustion Going Forward

Unless some means of reducing CO2 emissions is developed,

generating electricity by coal combustion will be declining

[22]. Existing US coal plants (over 600) have been listed,

and some projections of their future have been made

[23, 24]. Geisbrecht and Dipietro [25] have evaluated

options for US coal-fired power plants and concluded that

while retrofitting or repowering offers hope, the impact will

depend on the extent to which efficiency and other cost

factors can be collectively upgraded. The average efficiency

of all coal power stations in the world currently is around

31%, and this leaves much potential to reduce coal consump-

tion and CO2 emissions [26]. Roberts and Goudarzi [27]

concluded that an 8% improvement in the heat rate could

be achieved if all coal generating units could reach the

average thermal conversion performance of the 274 most

efficient generating units.

Pollution Controls

Coal combustion is drawing increasing scrutiny because of

concerns over coal’s contribution to several environmental

problems: acid rain (from oxides of sulfur and nitrogen),

global warming (from CO2), and particulates and trace

elements (from ash) [28]. Despite increasingly stringent

environmental regulations, coal is likely to remain in plants

in the United States and many other countries [29]. The

amount of coal burned is likely to increase steadily in devel-

oping countries like China and India. The combustion of coal

is also important in a number of eastern European economies,

such as Poland. Consequently, there is a strong impetus for

developing highly efficient clean coal technologies. Achiev-

ing significant reduction of SO2 and NOx emissions from coal

combustion is a major goal of the 1990 Clean Air Act

Amendments. The achievement of these goals has been

assisted by a US DOE effort known as the Clean Coal Tech-

nology program, which has provided government funding for

a range of advanced pre- and post-combustion technologies

to mitigate environmental problems.

Emissions of sulfur oxides, nitrogen oxides, and

particulates from coal combustion are problems of increas-

ing concern and regulation. Coal combustion contributes

about 25% of the particulate matter, 25% of the sulfur

oxides, and 5% of the nitrogen oxides emitted to the atmo-

sphere. Much of the particulates are derived from the min-

eral content of the coal, but some particulates also result

from sulfur and nitrogen oxides that react to form various

sulfate and nitrate salts. A major concern about particulate

matter is that the smallest particles are respirable and may

pose a health hazard. Particulate matter is recovered in most

power plants by the use of electrostatic precipitators, which

have been developed to very high efficiencies (>99%).

Other methods of particulate removal include baghouses

and cyclone collectors.

An important technology for removal of SO2 is flue gas

desulfurization (FGD), carried out in units known as

scrubbers. Most scrubbers contact the flue gas with a slurry

Table 19.8 Approximate range of capacities of various types of

industrial and utility boilers

Type Capacity (lb steam/h)

Maximum design

pressure (psig)

Fire tube (HRT) 1,000–15,000 250

Water tube

Straight 15,000–150,000 2,000
Bent, three drum,

low head

1,000–35,000 400

Two-drum vertical 1,000–350,000 1,000
Electric utility Up to 9,000,000 3,500
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of lime or limestone to capture the sulfur oxides and produce

a sludge containing calcium sulfite and calcium sulfate.

However, disposal of sludge is another environmental prob-

lem, and some scrubbers include oxidation to convert all

the calcium sulfite to sulfate (gypsum), which can be used

for wallboard manufacture. FBC units add a sulfur capture

agent, such as limestone, to the bed, and integrated gasifica-

tion combined cycle (IGCC) systems convert the sulfur in

the coal to hydrogen sulfide, which can be removed easily

from the fuel gas stream before it is burned.

Most of the NOx emitted from coal combustion is in the

form of nitric oxide (NO). Some of the NOx originates from

oxidation of nitrogen in the coal, and the rest comes from the

reaction of nitrogen and oxygen in the combustion air. Con-

sequently, partial control of NOx can be achieved by chang-

ing the conditions of the combustion process. This usually

involves the use of staged combustion, in which coal is first

burned at fuel-rich conditions. Staged combustion decreases

NOx by lowering both oxygen concentration and tempera-

ture during combustion. So-called low-NOx burners have

been developed that can be retrofitted to most utility boilers

to reduce NOx emissions.

Other techniques that have been developed to reduce NOx

emissions involve post-combustion operations, such as

reburning, selective noncatalytic reduction (SNCR), and

selective catalytic reduction (SCR). In reburning, additional

fuel (natural gas, oil, or pulverized coal) is added to the

combustion gases downstream of the main combustion to

result in fuel-rich, reducing conditions, which convert NOx

into nitrogen and water. Overfire air is then added to com-

plete combustion, but because of the lower temperature,

additional NOx is not formed. In SNCR, ammonia or urea

is injected into the furnace to react with NOx and form N2.

For SNCR to be effective, the flue gas, after urea or ammo-

nia injection, must spend a minimum residence time within a

specific temperature range. In SCR, ammonia is injected into

the flue gas, which then passes over a catalyst where reduc-

tion of NOx to N2 occurs. SCR is used extensively in Japan

and Germany, and, because of decreasing costs, its use in

the United States is steadily increasing. SCR is attractive

because it can remove upward of 90% of the NOx. Fluidized-

bed combustors, in which combustion occurs at a lower

temperature than in PC-fired furnaces, generally produce

less NOx.

Another pollutant which is coming under increasing

scrutiny is mercury [30, 31]. Coal contains trace amounts

of mercury (an average of about 0.1 ppm) which, because of

its high volatility, is released into the atmosphere when the

coal is burned. Approximately 50 t/year of mercury is

released by power plants. Although coal cleaning can reduce

the mercury content of coal, it will prove difficult to achieve

complete removal. Therefore, post-combustion technology

is the most probable approach to controlling mercury

emissions. Possible technologies include adsorbents and

scrubbers. Scrubbers are already used at many power plants

to remove SO2 from the flue gas, and many of these

scrubbers have been found to remove a significant fraction

of the mercury. One adsorbent that has been used effectively

is activated carbon. The EPA is under mandate to develop

regulations that may require removal of up to 90% of mer-

cury emissions, and much progress has been made to accom-

plish this.

Pollution

Finally, the impact of CO2 on the environment must be taken

into account. This involves two issues for coal combustion:

capture and sequestration [32]. The cost of carbon capture is

not a simple issue, but it appears that carbon capture is less

expensive for IGCC than for supercritical power coal

(SCPC) plants (Fig. 19.13). The work to define the cost

and evaluate the effectiveness of several approaches for

sequestration is in its infancy; however, the data generated

during decades of using CO2 for enhanced oil recovery

provides an excellent start in this direction [33].

Advances in Combustion Technology

Because of improvements in steam-generating equipment

and turbines, remarkable advances have been made in the

energy efficiency of electric utility plants. One method of

expressing the efficiency of the conversion of coal to elec-

tricity is the heat rate, which is the amount of heat energy

required to generate 1 kWh of electricity [34]. The heat rate

of a modern, well-maintained plant in today is less than

9,000 BTU/kWh, compared with an average value of

17,500 BTU/kWh in 1937 and 10,000 BTU/kWh in 1968.

However, the age of US plants causes US plants to have a

rating of about 10,000 BTU/kWh. Some new designs project

heat rates close to 7,500 BTU/kWh, corresponding to an

overall thermal efficiency of 45% [35].

Further improvements in thermal efficiency may be

achieved with new power generation systems now being

developed. One promising technology is IGCC, in which

both a gas turbine and a steam turbine are used to generate

electricity. In this concept, the coal is first gasified to pro-

duce fuel gas (consisting mainly of CO and H2, with small

amounts of methane and other gases), which is cleaned of

H2S, NH3, HCl, and particulates and then burned in a gas

turbine. The hot exhaust gases from the gas turbine are used

to generate steam that drives a steam turbine [36]. An

important advantage is that the thermal efficiency of a

combined-cycle plant exceeds 40%, whereas that of a con-

ventional pulverized-coal-fired boiler equipped with FGD is
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about 35%. The development of more advanced gas

turbines, capable of operating at higher gas inlet tempera-

tures, will significantly increase the efficiency advantage of

combined-cycle plants. IGCC is discussed in more detail

later in this chapter in the section “Gasification.”

Combined-cycle plants require clean fuel gas for the gas

turbine. To maximize efficiency, gas cleanup should be

carried out at high temperature. Removing trace amounts

of impurities from the gasifier effluent without cooling the

gas stream presents a technical challenge. An advantage of

combined-cycle plants is that, because of fuel gas volume,

pollutant removal equipment can be much smaller. Also,

the sulfur and nitrogen are in forms that are more easily

removed. Another advantage is the modular nature of

combined-cycle plants, which offers flexibility in construc-

tion and the ability to add capacity in increments. The

feasibility of combined-cycle plants is being demonstrated

in two of DOE’s Clean Coal Technology programs, the

Tampa Electric Company IGCC Project and the Wabash

River Coal Gasification Repowering Project. These plants

are recognized as being two of the cleanest coal-fired power

plants in the world.

The use of coal slurries, either coal–oil mixtures (COM)

or coal–water mixtures (CWM), has been the subject of

considerable research because of the potential to replace

fuel oil in boilers. Recent work has shifted in favor of

CWM over COM, as the cost savings for the latter were

not enough to offset conversion costs. CWM is typically

composed of 60–75% coal, 24–39% water, and 1% chemical

additives. The advantages of CWM compared with dry

pulverized fuel are the case and safety of handling,

transporting (e.g., via pipeline), and injecting the fuel. It is

possible that the manufacture of CWM can be integrated into

coal beneficiation processes, such as froth flotation. Potential

problems from replacing oil with CWM are (1) limited flame

stability and turndown, (2) incomplete combustion, and (3)

slagging and fouling caused by inorganic constituents. This

technology is still in the development stage. Several demon-

stration projects have been completed or are under way, with

the primary focus being on utilization of waste coal fines

from coal-cleaning operations.

Chemical Looping

Chemical-looping combustion (CLC), first proposed as a

method of improving power plant efficiency, is presently

being studied for its potential for carbon capture. Still at an

early stage of development [37], it may be used for either

combustion [38] or gasification [39]. The concept is simple,

but there are many impediments to be overcome before it

becomes a commercial process. Two reactors are utilized

with the oxidized and reduced solid, the oxygen carrier,

being transported between the reactors as illustrated in

Fig. 19.14. The fuel is mixed with the oxidized solid in the

fuel reactor, where the fuel is oxidized to water and CO or

CO2, depending upon whether the process is combustion or

gasification. In the air reactor, the reduced form of the solid

that is generated in and transported from the fuel reactor is

oxidized to produce CO2 and water, together with the

oxidized form of the catalyst. This process therefore allows

CO2 to be captured by condensing the water, and not from a

dilute concentration in nitrogen, as is the case with normal

combustion.

There are many problems to overcome. The circulation of

the solid as well as the many oxidation–reduction cycles it

undergoes can present severe attrition problems as well as

significant losses of surface area. The final evaluation of this

process is years into the future.

Fig. 19.13 Costs of electricity

production from IGCC and SCPC

with and without carbon capture

technology [32]
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Coke Production

The production of metals frequently requires the reduction

of oxide-containing ores, the most important being produc-

tion of iron from various iron oxide ores. Carbon in the form

of coke is often used as the reducing agent in a blast furnace,

which is basically a vertical tubular vessel to the top of

which is fed alternate layers of iron ore, coke, and limestone.

Coke is the porous residual solid remaining after a coal’s

volatile matter is released at high temperature. Coal cannot

be fed directly at the top of a blast furnace, because it does

not have the structural strength to support the column of iron

ore and limestone in the furnace while maintaining sufficient

porosity for the air blast to pass upward through the furnace.

Not all coals can produce coke that is suitable for use in a

blast furnace. The property that distinguishes coking coals is

their caking ability. Various tests such as maceral analysis,

free-swelling index, and chemical analysis are performed to

identify suitable coals. Frequently, to achieve the necessary

coal properties to produce a suitable coke, several coals are

blended to generate the feed to the coke plant. Commercial

cokemaking processes can be divided into two categories:

nonrecovery cokemaking and by-product cokemaking.

Combustion Future

A baseline performance and cost estimate for today’s fossil

energy plants was established [40]. This baseline can be used

to benchmark the progress of energy progress. The study

provided an accurate and independent assessment of the

cost and performance of pulverized-coal (PC) combustion,

IGCC and natural gas combined cycles with and without

carbon capture and sequestration assuming the plants use

the technology available in 2010. They also reviewed the

current and future technologies for gasification-based

power generation [41].

Nonrecovery Cokemaking

In nonrecovery coke plants, the volatile components

released during cokemaking are not recovered, but rather

are burned to produce heat for the coke oven and for auxil-

iary power production. One of the earliest nonrecovery units

was the beehive oven, which for many years produced most

of the coke used by the iron and steel industry. With these

ovens, none of the by-products produced during coking were

recovered.

A beehive oven consists of an old-fashioned beehive-

shaped brick chamber. It has a charging hole in the top of

the dome and a discharging hole in the oven’s wall near the

bottom. Coal is charged through the opening in the top and

spreads over the oven floor. Retained heat from the previous

charge is sufficient to start devolatilization. Evolved gases

mix with air entering through the discharge door and burn,

with the combustion products exiting through the charging

port in the top. The heat generated by the burning gases is

sufficient to complete the coking process. The finished coke

is removed through the discharge door. Because of their low

efficiency and pollution problems, beehive ovens are no

longer used in the United States.

The general principle of operation of modern

nonrecovery coke plants is the same as for the beehive

oven, except that the units are designed to prevent the escape

of volatile organic compounds (VOCs) and other pollutants

to the atmosphere. Coking takes place in large rectangular

chambers that are heated from the top by radiant heat trans-

fer and from the bottom by conduction through the floor.

Primary air for the combustion of evolved volatiles is

introduced through several ports located above the charge

level. Combustion gases exit the chamber through down-

comers in the oven walls and enter the floor flue, thereby

heating the floor of the oven. Combustion gases from all the

chambers collect in a common tunnel and exit via a stack

that creates a natural draft for the oven. To improve effi-

ciency, a waste heat boiler can be added before the stack to

recover waste heat and generate steam for power production.

At the completion of the coking process, the doors of the

chamber are opened, and a ram pushes the hot coke (approx-

imately 2,000�F) into a quench car, where it is typically

cooled by spraying it with water. The coke is then screened

and transported to the blast furnace.

Fig. 19.14 Chemical-looping combustion (CLC)
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By-Product Coke Production

The majority of coke produced in the United States comes

fromwet-charge, by-product coke-oven batteries. By-product

cokemaking consists of the following operations: (1) selected

coals are blended, pulverized, and oiled for bulk density

control; (2) the blended coal is charged to a number of slot-

type ovens, each oven sharing a common heating flue with the

adjacent oven; (3) the coal is carbonized in a reducing atmo-

sphere with the off-gas being collected and sent to the by-

product plant for by-product recovery; and (4) the hot coke is

discharged, quenched, and shipped to the blast furnace.

After the coke oven is charged with coal, heat is trans-

ferred from the heated brick walls to the coal charge. In the

temperature range from 375�C to 475�C, the coal

decomposes to form a plastic layer near the walls. From

475�C to 600�C, there is marked evolution of aromatic

hydrocarbons and tar, followed by resolidification into

semicoke. At 600–1,100�C, coke stabilization occurs,

characterized by contraction of the coke mass, structural

development of coke, and final hydrogen evolution. As

time progresses, the plastic phase moves from the walls to

the center of the oven. Some gas is trapped in the plastic

mass, giving the coke its porous character. When coking is

complete, the incandescent coke mass is pushed from the

oven and wet or dry quenched prior to being sent to the blast

furnace. Modern coke ovens trap the emissions released

during coke pushing and quenching, so that air pollution is

at a minimum.

By-Product Recovery. Coke-oven gas is released during the

coking process. A typical composition for raw coke-oven gas

is given in Table 19.9. In addition to the components shown

in the table, raw coke-oven gas also contains various

chemicals, such as tar vapors, light oil vapors (mainly ben-

zene, toluene, and xylene), naphthalene, ammonia, hydrogen

sulfide, and hydrogen cyanide. The by-product plant removes

these chemicals so that the gas can be used as fuel. The

volatiles emitted during the coking process are recovered as

four major by-products: clean coke-oven gas, coal tar,

ammonium sulfate, and light oil. The following description

represents a typical coke-oven gas cleanup scheme, but con-

siderable variations are possible from plant to plant.

Tar is the first by-product recovered. Hot coke-oven gas

at a temperature of about 1,100�C is quenched to about 80�C
by contact with an aqueous spray (flushing liquor) in the

primary cooler. The cooled gas, along with excess flushing

liquor, is collected in the coke-oven battery gas-collecting

main. The condensed tars and water are transported to a tar

decanter, where the heavier tars are separated out, and the

water is recycled to a primary cooler. The gas passes through

a compressor, called the exhauster, which sucks the gas from

the ovens and provides sufficient pressure to allow the gas to

flow through the rest of the by-product train. During cooling

of the coke-oven gas, some of the tar forms an aerosol, which

is carried along with the gas. Because these tar droplets

would contaminate and foul downstream equipment, the tar

mist is removed in an electrostatic precipitator. The recov-

ered tar is pumped to the tar decanter.

Ammonia removal is the next step in the gas cleanup

process. A typical approach is to contact the coke-oven gas

with a solution of sulfuric acid to form ammonium sulfate,

which is then recovered by crystallization, dried, and sold as

fertilizer. More modern processes for ammonia removal

include the water wash process, in which the coke-oven

gas is scrubbed with water that dissolves the ammonia

along with the hot blast near the bottom of the blast furnace.

The coal reacts with oxygen to form H2 and CO, which act as

reducing agents as they rise through the furnace. As long as

sufficient coke is used to preserve bed porosity, a portion of

the coke can be displaced by injected coal on a roughly

pound per pound basis. Reducing coke requirement not

only reduces costs, because coal is cheaper than coke, but

also reduces the environmental problems associated with

coke production. Furthermore, furnace capacity is increased,

because the smaller volume of coke charged means a larger

volume of iron ore can be charged.

A wide variety of noncoking coals have been successfully

tested for direct injection, ranging from lignite to

anthracites. The choice depends on price and availability

rather than on attaining the highest injection rates. Among

coals of similar cost and availability, important factors are

ash, volatile matter, moisture content, and grindability. Also,

sulfur and alkali contents should be low. Because ash lowers

temperature and affects grindability, ash should be less than

10%. When injecting pulverized coal, volatile matter should

be as high as possible, since low-volatile coals tend not to

burn completely and contribute particulate matter to the off-

gas. Moisture should be minimized, as water adsorbs heat

in the blast furnace, causes difficulties during grinding, and

can cause plugging problems in storage vessels and injection

equipment. In addition to coal, natural gas, oil, and tar are

also injected into blast furnaces.

Another approach receiving increased interest is direct

reduction of iron ore. In this process, coal is added directly to

the smelting vessel to become the source of the reducing

Table 19.9 Composition of coke-oven gas

Component

Composition

(vol. % (dry))

Hydrogen 54

Methane 25

Nitrogen 10

Carbon monoxide 6

Carbon dioxide 3

Higher hydrocarbons (ethane, propane, etc.) 2
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gases and thermal energy. Thus, easily crushed and handled,

inexpensive noncoking coals of high calorific value can be

used. Particle size requirements are variable, but less than

1 mm is most often used, and, in some cases, there is an

effort to restrict moisture content to below 6%.

Mild Gasification

Mild gasification is actually a pyrolysis-based process,

closely related to coking. It is designed to produce the

most profitable slate of alternative fuels and chemicals by

decomposing coal at relatively mild conditions of tempera-

ture and pressure [42–45]. Mild gasification differs from

coking in that in mild gasification, the goal is the production

of liquid and gaseous fuels with the accompanying char

being the by-product, whereas in coking, the coke is the

main product, and the liquids and gases are the by-products.

A major problem with this technology is the low quality of

the liquid products, which are hydrogen deficient and require

expensive upgrading to convert them into gasoline, diesel

fuel, and other products. Pyrolysis-based processing for the

production of liquids is discussed in more detail later in this

chapter under “Pyrolysis-Based Processes” in the section

“Coal Liquefaction.”

Gasification

Coal was first gasified in England by William Murdock in

1792, and the world’s first coal gas company was chartered

in England in 1812. Coal gas was first produced in America

in 1816 in Baltimore, and by 1850, over 55 commercial coal

gasification plants in the United States were generating gas

for lighting and heating. During the late 1800s and the early

1900s, a large number of coal gasifiers operated commer-

cially in the United States and Europe to produce industrial

and residential fuel gas. In the early 1930s, there were over

11,000 coal gasifiers operating in the United States, consum-

ing about 13 million tons of coal per year and producing 500

million BTU/day of coal gas.

Most of the early gasifiers were moving-bed units,

charged with sized coal and blown with steam and air to

generate “producer gas” (150 BTU/scf). Operation of the

moving-bed gasifiers in a cyclic mode (blowing first with air

to heat the coal, followed by contact with steam to produce

“water gas”) increased the heating value of the product gas

to 300 BTU/scf. The heating value of the fuel gas was further

increased to about 500 BTU/scf by co-feeding oil with steam

in the moving-bed process to produce “carbureted water

gas,” which contained hydrocarbons in addition to H2 and

CO. Coke-oven gas was also used as “town gas.” An early

gasification process, still in use today, was that developed by

Lurgi. This gasifier operates at elevated pressure and uses

oxygen, instead of air, thus increasing the heating value of

the product gas.

By the mid-1950s, the availability of inexpensive natural

gas and petroleum had led to the abandonment of most coal

gasification units. However, even as oil and natural gas use

increased, coal gasification plants continued to be built on a

limited scale in certain areas of the world, particularly in

countries with a limited supply of petroleum.

Extensive process development was carried out in the

United States in the late 1940s to mid-1950s, prompted by

a concern that natural gas reserves were limited. This work

included (1) development of a 100-t/day Texaco entrained-

flow gasifier at Morgantown, West Virginia, by Texaco and

Olin Matheson; (2) demonstration of a 360-t/day Babcock

and Wilcox entrained-flow gasifier at Belle, West Virginia;

and (3) development of a 24-t/day Koppers-Totzek

entrained-flow gasifier at Louisiana, Missouri. Further

work has resulted in the development of several additional

gasifiers, including the Shell, Kellogg-Rust Westinghouse

(KRW), E-Gas™, British Gas/Lurgi (BGL), Kilngas, and

Dow gasifiers. Recent interest in coal gasification has been

driven by the potential of IGCC facilities to increase the

efficiency of power production and reduce emissions. Devel-

opment of improved coal gasification processes increases the

potential for implementation of coal gasification technology

for a variety of applications [46, 47].

In modern gasification systems [47, 48], a bed of coal or

other carbonaceous material is blown with a mixture of

steam and air or oxygen under pressure to produce a low to

medium heating value gas whose main constituents are CO

and H2 with smaller amounts of CO2, CH4, and other

components. (A mixture of H2 and CO is called synthesis

gas or syngas. Chapter 10 discusses some of the chemicals

that can be made from syngas.) Most of the mineral matter

(ash) in the feed leaves the bottom of the gasifier either as a

dry solid or as a liquid, which solidifies to form an inert

glassy slag, suitable for sale or disposal. Only a small frac-

tion of the ash is entrained in the syngas and requires

removal downstream. During gasification, sulfur in the

feed coal is reduced to H2S, and nitrogen is reduced to

NH3. These materials, along with HCl and entrained

particulates, are removed in the downstream gas cleanup

system. A typical gasifier raw gas composition is shown in

Table 19.10.

Chemistry of Coal Gasification

The initial step in coal gasification involves grinding and/or

pretreatment of the coal to put it into a form suitable for

injection into the gasifier. In the gasifier, the coal is heated in

the presence of a reactive gas whose composition depends on
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the product desired. Walker [49] has presented an extensive

review of gasification reaction fundamentals. Breault [50]

and Shinner [51] have reviewed both the older and newer

major processes for gasification.

Reactions occurring during gasification of coal can be

divided into three groups: (1) pyrolysis reactions (thermal

decomposition of the coal), (2) gasification reactions

(gas–solid reactions), and (3) gas–gas reactions. The major

reactions taking place are listed in Table 19.11.

The first reaction that occurs is pyrolysis or devolati-

lization (Reaction (17.1)). Reaction (17.2) represents the

conversion of gaseous pyrolysis products into predominantly

methane and coke, the extent of this reaction depending

upon gasifier design. Gasification is related to pyrolysis/

coking in that, when coal is gasified by reacting it at a high

temperature with steam and an oxidant (air or oxygen),

pyrolysis is the first reaction as the coal is heated to reaction

temperature. Depending on the type of gasifier, condensable

hydrocarbons may be collected as a by-product or may be

completely destroyed.

Combustion reactions, Reactions (17.3) and (17.4), are

the fastest gasification reactions and are highly exothermic.

The oxygen can come from air, enriched air, or pure oxygen.

In practice, the oxidation reactions occur rapidly with

essentially complete oxygen consumption, so that most of

the reactor volume is utilized for the other reactions listed in

Table 19.11. The primary combustion products are CO and

CO2. The equilibrium constants for both Reactions (17.3)

and (17.4) are greater than 1 up to 3,500�C, and, as a result,
both reactions are essentially irreversible at typical gasifier

temperatures. The CO/CO2 ratio should increase with lower

pressure and higher temperature, because pressure does not

influence the equilibrium of Reaction (17.4), and Reaction

(17.3) is not favored under pressure.

Reactions (17.5)–(17.7) illustrate the gasification of char

by reaction with various gases. The carbon–steam Reaction

(17.5) is an endothermic reversible reaction. Steam

undergoes a side reaction, Reaction (17.8), called the

water–gas shift reaction. This reaction, which is very rapid,

is catalyzed by various impurities and surfaces. The

carbon–CO2 reaction, Reaction (17.6), is favored at high

temperatures and low pressures, whereas the carbon–H2

reaction, Reaction (17.7), is favored at low temperatures

and high pressure. Since only three of Reactions

(17.5)–(17.9) are independent, if the equilibrium constants

for Reactions (17.6)–(17.8) are known, the equilibrium

constants for the other reactions can be calculated.

The reactions in Table 19.11 are useful for examining the

effect of changes in gasifier operating conditions on product

gas composition. As temperature is increased, endothermic

reactions are favored over exothermic reactions, which

means that methane production will decrease and CO forma-

tion will increase. An increase in pressure favors reactions in

which there are fewer moles of products than moles of

reactants. Thus, higher pressure favors methane and CO2

formation. Coal char gasification is generally equilibrium

controlled. For design purposes, it is common to consider

char as thermodynamically equivalent to graphite, although

this is not strictly true.

Even when gasifier operating conditions are known, it is

not possible to calculate the composition of the product gas

exactly. First, the pyrolysis reactions and those of the pyrol-

ysis products are highly dependent on coal properties and

gasifier operating mode and vary significantly from case to

case. Second, the thermodynamic equations treat coal char

as if it were pure carbon, which is not the case. Finally, the

system may not reach equilibrium. Thus, although useful

predictions of gas composition can be made, exact

calculations are not possible. Nevertheless, knowledge of

stoichiometry, equilibrium constants, and reaction rates

provides a reasonable basis for the modeling and design of

gasification systems.

Pore structure canmarkedly affect char reactivity. Coals in

general are highly porous with a polymodal pore size distri-

bution. Pores normally are classified into macropores

(>500 Å in diameter), mesopores (20–500 Å in diameter),

and micropores (<20 Å in diameter). Upon pyrolysis, the

Table 19.10 Typical coal gasifier raw gas composition

Component Concentration (vol. %)

Hydrogen 25–30

Carbon monoxide 30–60

Carbon dioxide 5–15

Water 2–30

Methane 0–5

Hydrogen sulfide 0.2–1

Carbonyl sulfide 0–0.1

Nitrogen 0.5–4

Argon 0.2–1

Ammonia/hydrogen cyanide 0–0.3

Table 19.11 Reactions occurring during coal gasification

DHr

(kcal/gmol) Name Number

Pyrolysis reactions

CHx ¼ Cþ CH4 Pyrolysis (17.1)
CHx þ H2 ¼ Cþ CH4 Hydropyrolysis (17.2)

Gas–solid reactions

Cþ 0:5O2 ¼ CO �26.45 Combustion (17.3)
Cþ O2 ¼ CO2 �94.1 Combustion (17.4)
Cþ H2O ¼ COþ H2 41.9 Steam/carbon (17.5)
Cþ CO2 ¼ 2CO 41.25 Reserve boudouard (17.6)
Cþ 2H2 ¼ CH4 �17.9 Hydrogasification (17.7)

Gas–gas reactions

COþ H2O ¼ H2 þ CO2 �0.7 Water–gas shift (17.8)
COþ 3H2 ¼ CH4 þ H2O �59.8 Methanation (17.9)
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pores in the coal open up, but the char still contains

microporosity. Coal chars in general, and lignitic chars in

particular, retain coal’s polymodal pore distribution. Surface

area of coal chars are in the range 100–800m2/g [52]. Most of

this surface area and, therefore, most of the active surface

reside inside the pores, so accessibility of reactive gases to

active sites is very important.

The fundamental reactions occurring during gasification

can be described by the Langmuir–Hinshelwood and

Rideal–Eley mechanisms. The Langmuir–Hinshelwood

mechanism involves three steps: (1) adsorption of the gas

onto the solid surface, (2) surface migration/reaction, and (3)

desorption of the products from the solid surface. In the

Rideal–Eley mechanism, the basic steps are (1) reaction

between gas molecules and surface atoms by direct collision

and (2) desorption of products.

Because coal chars are highly microporous, most of the

gasification reactions take place inside the char particles.

Therefore, diffusion of gas into, and products out of, porous

particles is required. The overall diffusion process can be

described by the following steps: (1) diffusion of the reactant

from the bulk gas to the solid surface (film diffusion), (2)

diffusion of the reactant from the particle’s surface to its

interior (internal diffusion), (3) diffusion of the product from

the interior to the particle’s surface (internal diffusion), and

(4) diffusion of the product from the surface to the bulk gas

(film diffusion).

If the pore diameter and process conditions are well

defined, the rates of internal and film diffusion can be calcu-

lated. The temperature dependency of the rate can be

presented in the form of an Arrhenius plot, that is, log rate

vs. reciprocal of the absolute temperature. Gasification rates

can be divided into three zones, depending on whether

reaction rate is controlling, diffusion is controlling, or both

reaction rate and diffusion are important (Fig. 19.15). To

determine the overall gasification rate, it is necessary to

model the actual gasifier.

Because of the reducing nature of the product gas,

heteroatoms (sulfur, nitrogen, and chlorine) appear in

reduced form; that is, sulfur appears as hydrogen sulfide,

nitrogen as ammonia, and chlorine as hydrogen chloride. In

most cases, these materials are scrubbed from the product

gas before it is burned. Ammonia and HCl are very water

soluble and are easily removed by a water wash. A number

of processes have been developed for H2S removal; many of

these processes are based on absorption in solutions of

amines, such as monoethanolamine (MEA).

Types of Coal Gasifiers

Gasification processes can be separated into three major

types: (1) moving-bed (countercurrent flow) reactors, (2)

fluidized-bed (back-mixed) reactors, and (3) entrained-flow

(not back-mixed) reactors. Figure 19.16 shows the types of

gasification reactors together with temperature profiles and

locations of feed and product streams. Table 19.12

summarizes the important characteristics of each type of

gasifier, and Table 19.13 presents the performance charac-

teristics of selected gasifiers.

Moving-Bed Gasifiers. Moving-bed gasifiers consist of a

downward-moving bed of coal contacted by a countercurrent

flow of gases moving upward through the bed. In moving

down the bed, coal sequentially undergoes dying, devolati-

lization, gasification, combustion, and ash cooling. Moving-

bed gasifiers can be operated at atmospheric pressure or can

be pressurized with either air or oxygen as the oxidant, with

either dry ash or oxygen as the oxidant, with either dry ash or

molten ash removal, and with or without stirrers to prevent

agglomeration.

In the drying zone at the top of the bed, the hot upward-

flowing gases remove moisture from the coal. As the coal

moves down the bed, its temperature increases, and at about

315–480�C, pyrolysis occurs, liberating gases, oils, and tars.
As the devolatilized coal (char) further descends, it is

gasified by reaction with steam, carbon dioxide, and hydro-

gen to produce a mixture of carbon monoxide, hydrogen, and

methane, containing unreacted steam and carbon dioxide.

Below this, char is combusted by reaction with oxygen. The

final composition of the gas produced and the rates of reac-

tion are strongly influenced by gasifier temperature and

pressure.

Fig. 19.15 Effective reaction rates in temperature zones

19 Coal Technology for Power, Liquid Fuels, and Chemicals 773



Fig. 19.16 Gasifier configurations

Table 19.12 Features of fixed-bed, fluidized-bed, and entrained-bed gasifiers

Moving bed Fluidized bed Entrained bed

Parameters

Bed of coal descending under the influence

of gravity

One or more fluidized-bed zones Upflow or downflow suspension

gasification

Mechanical grates/distributors Uniform temperature and composition throughout each

fluidized zone

High-temperature–high-rate process

Moderate process response Fast process response

Discrete zones

Preheating-drying devolatilization
Gasification
Combustion

Advantages

High carbon conversion efficiency High degree of process uniformity Handles all types of coal without

pretreatment

Low-ash carryover Excellent solids/gas contact Low steam consumption

Lower-temperature operation Lower residence time than fixed-bed gasifier Excellent solids–gas contact

Lowest air/oxygen requirement Higher coal throughput per unit volume of reactor No tar formation
No phenol formation
Ability to slag ash
High capacity per unit volume of

reactor
Produces inert slagged ash

Disadvantages

Sized coal required Sized coal required Requires finely crushed coal

Coal fines must be briquetted Dry coal required for feeding Small surge capacity requiring close

control

Low off-gas temperature Requires complicated gas distributor



The ratio of steam to oxygen (air) in the gasifier controls

the peak temperature in the combustion zone. If a

nonslagging operation is desired, sufficient steam is added

to offset exothermic oxidation reactions with endothermic

steam–carbon reactions to stay safely below the ash-fusion

temperature. Slagging gasifiers operate at a higher tempera-

ture, and ash is removed in a molten state and then quenched

in a water bath.

Moving-bed gasifiers require sized coal for proper opera-

tion; typically, coal between 0.6 and 5 cm in diameter is

used. The countercurrent flow of gases and solids leads to

high thermal efficiency, with exit gas temperature usually in

the range of 260–540�C. The raw product gas contains fines

and tar/oil produced during gasification. These materials are

removed prior to downstream processing. Figure 19.17

illustrates the mechanical configuration for a Lurgi dry-

bottom gasifier.

Fluidized-Bed Gasifiers. In a fluidized-bed gasifier, reactant

gases are introduced through a distributor at the bottom of

the bed at a velocity sufficient to suspend the feed particles.

The result is a bed of highly mixed solids in intimate contact

with the gas phase. The agitation leads to a uniform temper-

ature throughout the bed. The high degree of mixing results

in reaction rates that are typically higher than those experi-

enced in moving-bed gasifiers, although fluidized-bed

gasifiers generally do not achieve as high a thermal effi-

ciency as moving-bed gasifiers.

The exit gas temperature for a fluidized-bed gasifier is

higher than that for a moving-bed gasifier. The higher tem-

perature results in further reaction of the pyrolysis products,

and, therefore, the product gas contains a much lower con-

centration of tar/oil. However, particle attrition generally

leads to higher levels of fines/dust carryover. Unconverted

char and ash are removed as dry solids. Pretreatment is

required if strongly caking coals are used.

Fluidized-bed gasifiers can be operated at atmospheric or

higher pressure. Fluidizing gases can be mixtures of steam

with either air or oxygen and, in some cases, mixtures of

hydrogen with other gases. The KRW gasifier is illustrated

in Fig. 19.18.

Entrained-Flow Gasifiers. In an entrained-flow gasifier, a

mixture of finely ground coal entrained in a reactant gas

Table 19.13 Performance characteristics of selected gasifiers

Parameters

Illinois No. 6 coal Pittsburgh No. 8 coal

KRW design estimate

West Kent coal

Lurgi dry ash Lurgi slagger Texaco Shell KRW PDU U-Gas

T (�F) 1,600 2,700 2,700 3,000 1,793 1,850 1,831

P (psia) 315 300 600 365 230 600 15

H2O–coal (mole–mole) 2.42 0.293 0.027 0 13 0.29 1.34

O2–coal (mole–mole) 0.286 0.259 0.463 0.435 0.44 0.30 0.45

C conversion (%) 99.3 99.3 99 99.3 76.0 89.6 93.3

Gas composition (dry)

CO 15.36 58.05 51.69 61.46 43.38 51.5 26.1

CO2 31.1 1.94 10.6 1.65 35.30 9.3 23.4

H2 42.9 30.41 35.1 30.6 18.04 25.9 37.4

CH4 3.78 7.76 0.09 0.04 1.33 10.4 2.8

Source: Shinner [51]

Fig. 19.17 Lurgi dry-bottom gasifier (“Comparative study of coal

gasification processes—Koppers-Totzek, Lurgi and Winkler,” Koppers

Company, Pittsburgh, PA)
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flows co-currently through the reactor, with little or no back-

mixing. This type of gasifier may be either single-stage or

two-stage.

In general, high temperatures (1,200–1,760�C) are used

to achieve complete gasification of the coal in a mixture with

steam and oxygen or air. Because of the high temperatures

employed, gasification rates are considerably higher than

those achieved with either fixed-bed or fluidized-bed

gasifiers. Entrained-flow gasifiers can handle all coals,

including strongly caking coals, without pretreatment. The

high temperature of operation produces a gas devoid of both

methane and tars/oils. In two-stage gasifiers, the incoming

coal is first entrained with reactant gases to produce gas; the

resultant char is gasified further in a second stage, which

may or may not be entrained. As is the case with fluidized-

bed gasifiers, a staged operation achieves better overall

thermal efficiency without sacrificing higher throughput,

because the more reactive incoming coal can be gasified at

a lower temperature than the less reactive char. Entrained-

flow gasifiers can be operated at atmospheric pressure or

pressurized, and ash may be removed either dry or molten.

Figure 19.19 illustrates the two-stage entrained-flow

E-Gas™ gasifier.

Gasification for Power Generation

High reliability, acceptable capital and operating costs, and

minimal environmental impact are requirements for gasifi-

cation systems proposed for utility applications. Operating

costs can be minimized by using a gasifier that is capable of

operating on run-of-mine coal, including caking coals and

fines. The potential also exists to feed other materials such as

petroleum coke, lignite, sewage sludge, refuse-derived fuel

(RDF), and biomass to the gasifier. Use of such opportunity

fuels can lower electricity costs.

Numerous studies confirm that gasifiers coupled with gas

turbine–steam turbine combined cycles represent one of the

most promising technologies for future coal-based power

Fig. 19.18 KRW gasifier

Fig. 19.19 Schematic of E-Gas™ entrained-flow gasifier
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generation systems. IGCC technologies offer the potential

for high efficiencies with low pollutant emissions. High

efficiencies are achieved in IGCC operation by combining

efficient combustion turbines with steam turbine bottoming

cycles. The gas turbine converts high-temperature (1,820�C)
heat efficiently, while the steam turbine utilizes lower-

temperature heat (565�C) in the form of steam generated

by recovering heat from the gas turbine exhaust. A typical

IGCC facility is illustrated in Fig. 19.20.

A variation on IGCC operation is to combine power

generation with chemicals or fuels production, the so-called

coproduction option. In this operating mode, part of the

syngas produced by the gasifier is used for power produc-

tion, and part is sent to a Fischer–Tropsch [53], methanol, or

similar facility for fuels/chemicals production. The

coproduction gasifier facility provides the flexibility to max-

imize power generation during peak demand while

maximizing fuels/chemicals production during off-peak

periods. This makes gasification more attractive in the

power generation market and allows flexibility in the geo-

graphical location of plants based on local grid peak shaving

needs. Although not yet commercial, coproduction is being

investigated by several energy companies.

A major goal of power production is minimal environ-

mental impact. Because the product gas from IGCC systems

is purified before combustion [54], burning this clean fuel

results in low pollutant emission levels. Another potential

environmental problem is eliminated by designing and

operating the gasifier so that tars are not formed. Ash leaving

the system is usually in the form of molten slag, which is

water quenched to form benign vitreous material suitable for

use or disposal. On balance, coal gasification systems are

environmentally superior to other alternative coal utilization

technologies and can meet rigorous environmental standards

for SO2, NOx, and particulates. Furthermore, because of their

increased efficiency, IGCC plants emit less CO, the major

greenhouse gas, per unit of electricity generated.

Description of Selected Gasification Processes

Many different gasifiers have been developed, at least through

the demonstration stage, by a variety of organizations, both

public and private. However, not all of these gasifiers have

achieved commercial success, and improved processes now

supercede some technologies that were widely used in the

past. In 2007, the GE, Shell, and Lurgi (dry ash) processes

accounted for over 90% of the installed coal gasification

capacity. It is beyond the scope of this chapter to describe

all existing gasifiers. The following processes cover a wide

variety of gasifier types and designs.

GE Energy Gasifier (GEEG). The GEEG (formerly Texaco

Gasification) offers the following design features: a down-

fed, pressurized, entrained-flow, slagging reactor; air or

oxygen blown; high operating temperature; flexible

feedstocks and products; and system coupling for cogenera-

tion. The GEEG is designed to operate at pressures between

Fig. 19.20 Block flow diagram of a typical integrated gasification combined-cycle power plant
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20 and 30 atm and temperatures between 1,200 and 1,500�C.
Figure 19.21 shows a direct quench gas cooling configura-

tion for the GEEG. The coal is wet ground and mixed

with water to make a slurry containing 60–70 wt.% solids.

The slurry is mixed with oxygen or air in the gasifier burner.

By properly adjusting the oxygen/slurry ratio, gasifier tem-

perature is maintained above the ash-fusion temperature.

The raw product gas is cooled either by direct contact

with quench water, as in Fig. 19.21, or by passage through a

radiative cooler followed by a convective cooler

(Fig. 19.22). The cooled gases go to a scrubber to remove

entrained char and ash. The product gas leaving the scrubber

contains H2, CO, CO2, H2O, and traces of Ar, N2, CH2, H2S,

and COS. Spencer and others have reported on the perfor-

mance of the GEEG [55–57].

Various products have been prepared in commercial

plants employing GEEGs, including H2, NH3, fuel gas for

electricity generation, and syngas for production of metha-

nol and other oxo products. The direct water quench cooling

method is preferred when the desired final product is NH3 or

H2, as the required shift reactor is easily integrated into the

quench train.

Any carbonaceous material that can be processed into a

concentrated, pumpable slurry can be gasified in a GEEG.

For example, petroleum coke is converted to syngas in a 30-

t/day plant in Ube City, Japan, which has been operating

since 1982. In 1991, a mixture of coal and sewage sludge

was successfully gasified. The ability of the GEEG to handle

a wide range of feedstocks without the need for additional

equipment or changes in operating procedures ensures flexi-

bility in selecting the least expensive feed alternative while

Fig. 19.21 Flow diagram of GE (Texaco) gasifier (Adapted from

“Clean Coal Technology,” DOE/NETL-2004/1207, August, 2004)

Fig. 19.22 Flow diagram of

syngas cooling system (Adapted

from “Clean Coal Technology,”

DOE/NETL-2004/1207, August,

2004)
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maintaining high availability and reliability. About 70

GEEGs are operating in 2010.

Shell Gasification Process. Shell’s experience with coal

gasification started with operation of a 6-t/day pilot plant

in Amsterdam. This was followed by a 150-t/day unit in

Hamburg, Germany, and a 250–400-t/day unit in Houston,

TX. This led to the successful operation of a 2,000-t/day

commercial unit.

The Shell gasifier (Fig. 19.23) consists of a pressure

vessel containing a gasification chamber whose inner wall

consists of closely spaced tubes. The wall temperature is

controlled by circulating water through these tubes to gener-

ate saturated steam. Coal is ground (90% less than 100 mm)

and dried in an inert atmosphere and pneumatically

transported to the coal pressurization and feeding system.

Coal, oxygen, and steam are injected into the gasifier

through pairs of opposed burners. Oxygen purity is typically

95%, but other purities can be used, depending on the appli-

cation. Gasifier pressure is 20–40 bar, and temperature is

above 1,500�C.
Most of the mineral content of the feed coal leaves the

gasification zone in the form of molten slag. The high

operating temperature ensures that the molten slag flows

freely down the tube walls and into a water bath at the

bottom of the gasifier, where it solidifies into dense glassy

granules that are washed, depressured, and sent to storage or

disposal. Greater than 99% carbon conversion is obtained.

Because of the high temperature, no hydrocarbons heavier

than methane exist in the raw gas. The insulation provided

by the molten slag layer minimizes heat loss.

The raw gas leaving the gasifier is quenched with

recycled cooled product gas to solidify any entrained slag

droplets. The gas then enters a syngas cooler that generates

high-pressure steam. The cooled gas flows through filters or

cyclones for fly slag removal. The recovered fly slag can be

recycled via the coal feed system to enhance gasification

efficiency. The syngas goes to a scrubber or removal of

remaining solids and water-soluble contaminates and then

to an acid gas removal system. Recovered H2S is converted

to elemental sulfur. Overall efficiency (including high-

pressure steam production) is very high.

The Shell process can handle a wide variety of coals,

varying from lignite to bituminous, in an environmentally

acceptable way and produce a high-purity, medium heating

value gas for use as a fuel for power generation, as a chemi-

cal feedstock, or as a source of hydrogen. As of 2010, 45

plants were operating.

Lurgi Dry Ash Gasifier. The Lurgi Dry Ash Coal Gasifica-

tion Process (Fig. 19.17) is among the earliest commercially

successful gasifiers. The first commercial plant was built in

1936. Since then, numerous plants have been built. In par-

ticular, Lurgi gasifiers provide the syngas for the Sasol

indirect coal liquefaction (ICL) plants in South Africa

(greater than 90 gasifiers) and also for the Dakota Gasifica-

tion synthetic natural gas plant (14 gasifiers).

Sized coal enters the top of the bed by way of a lock

hopper and moves down through the bed. Ash is withdrawn

by a rotating grate and is removed from the gasifier through

another lock hopper. Steam and oxygen enter the bottom of

the gasifier through the grate and react with the coal as the

gas moves up through the bed. As the coal passes down

through the gasifier vessel, it undergoes in turn drying,

devolatilization, pyrolysis, gasification, and combustion.

This countercurrent operation results in a temperature drop

across the reactor. Temperature in the combustion zone near

the bottom is in the range of 600�C, whereas gas temperature

leaving the drying and devolatilization zone near the top is

typically 125–280�C. The main factor affecting exit temper-

ature is the moisture content of the feed coal. For feed coals

high in moisture, such as lignite, the gasifier exit temperature

is at the lower end of the range, and for a low-moisture

bituminous coal, it is at the upper end.

The raw gas is quenched directly with recycle water to

condense the tar it contains. The gasifier vessel is cooled by

water jacketing, which generates a portion of the steam that

is used in the gasifier. Sufficient steam is injected to keep the

temperature at the bottom of the gasifier below the melting

Fig. 19.23 Schematic for a shell gasifier

19 Coal Technology for Power, Liquid Fuels, and Chemicals 779



temperature of the ash. The quenched gas is sent to cleanup

for removal of NH3, H2S, and other impurities. After

cleanup, the gas has a higher methane and hydrogen content

than the gas from other gasifiers. Because of the lower exit

temperature, oxygen requirement is reduced. However,

recovery and disposal of tar can be a problem, or they can

be a source of a variety of chemicals. High-reactivity, low-

rank coal with a high ash softening temperature and minimal

fines is favored as the feed.

BGL Slagging Gasifier. The BGL slagging gasifier technol-

ogy (Fig. 19.24) is very similar to the conventional dry ash

Lurgi gasifier, the key difference being that the BGL

removes ash as molten slag. Advantages of slagging the

ash include a significantly lower steam requirement and

improved utilization of high-rank coals and coal fines. Slag-

ging operation also eliminates liquid organic by-products by

recycling them.

Like the Lurgi dry ash gasifier, the BGL gasifier is a high-

pressure, moving-bed, oxygen-blown unit. Coal with a size

distribution of 2 � 0 in. (the amount of �¼-in. material

allowed depends on the coal’s swelling characteristics) and/

or briquettes are fed to the top of the bed via a lock hopper

system. A rotating internal fuel distributor rakes and levels

the top of the bed. The coal is gasified as it passes down

through the reactor. Ash is removed from the bottom of the

gasifier as molten slag through a slag tap, then quenched in

water, and removed by a lock hopper. Oxygen and steam are

injected through tuyeres near the bottom of the bed.

As with the Lurgi dry ash gasifier, there is a large temper-

ature difference between the top and bottom, the magnitude

of the difference depending mainly of the moisture content

of the feed coal. For bituminous coals, this temperature

difference is about 540–650�F. The raw gas leaving the

gasifier is directly quenched to remove solids and condens-

able liquids. The solids entrained in the raw product gas,

along with hydrocarbon by-products, such as tars and oils,

naphtha, and phenols, are recycled to the top of the gasifier

and/or reinjected into the gasifier at the tuyeres, where they

are gasified. Coal fines can also be fed through the tuyeres,

either pneumatically as dried solids or slurried with

wastewater.

E-Gas™ Process. The first large-scale experience with the

E-Gas™ gasifier (formerly the Destec gasifier) was gained in

more than 34,000 h of operation at Louisiana Gasification

Technology, Inc., from April 1987 through November 1995.

This was followed by construction of an E-Gas™ gasifier at

PSI Energy’s Wabash River Generating Station in Indiana as

part of DOE’s Clean Coal Technology program. This plant

started operations in 1995 and has the capacity to gasify

about 1,000 t/h of bituminous coal.

The E-Gas™ gasifier consists of two stages: an entrained-

flow, slagging first stage and a nonslagging second stage, as

shown in Fig. 19.19 [58]. The first stage is a horizontal,

refractory-lined vessel in which carbonaceous fuel is par-

tially combusted with oxygen at an elevated temperature and

pressure (775�C and 27 atm). The gasifier is initially heated

with natural gas and then switched to the feed slurry, pro-

duced by wet grinding of coal. Oxygen and preheated slurry

are fed to two opposed mixing nozzles, one on each end of

the horizontal section of the gasifier. The oxygen feed rate is

controlled to maintain the gasification temperature above the

ash-fusion point. Under gasifier conditions, the feed is

almost completely converted to a gas consisting primarily

of H2, CO, CO2, and H2O.

Fig. 19.24 Schematic for a BGL gasifier
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Coal ash and any added flux form a molten slag that flows

continuously through a tap hole in the floor of the horizontal

section into a quench water bath, where the slag solidifies.

A continuous removal system transfers the slag to a

dewatering bin, where the bulk of the slag settles out. The

overflow goes to a settler for removal of the remaining fines.

To improve carbon utilization, the fine particles are recycled

to the slurry preparation area.

Raw syngas from the gasifier’s first stage flows up into

the vertical, refractory-lined, second stage, where additional

slurry, but no additional oxygen, is injected. The injected

fuel undergoes devolatilization and pyrolysis that both cools

the syngas (because these reactions are endothermic) and

increases its heating value (because of the nature of the

products produced). In addition, water reacts with some of

the carbon to produce CO and H2. Unreacted char is carried

overhead with the syngas that leaves the gasifier at 565�C.
The hot syngas is cooled to approximately 190�C in the

syngas cooler, a vertical fire-tube heat recovery boiler with

the hot syngas on the tube side, that generates 110 atm

steam. The cooled syngas is sent to the particulate removal

system that removes over 99.9% of the particulates. The

particulate-free syngas is further cooled and then water

scrubbed to remove chlorides and volatile trace metals.

The syngas is then cooled to about 5�C before being sent

to the acid gas removal system. During cooling, water

condenses and dissolves most of the NH3, along with some

CO2 and H2S. This water is sent to the sour water treatment

unit. The essentially sulfur-free syngas is moisturized and

superheated and sent to the combustion turbine.

KRW Fluidized-Bed Gasifier. Development of this process

was started by Westinghouse. Later, Kellogg Rust purchased

an interest, and the technology was renamed the KRW

process (Fig. 19.18). A 15-t/day unit was successfully

operated at Waltz Mills, Pennsylvania. Based on this suc-

cess, a KRW gasifier was included as part of a 100-MW(e)

IGCC Clean Coal Technology project near Reno, Nevada.

Owing to problems, mainly with the hot gas cleanup system,

this unit only operated for short periods of time.

The KRW fluidized-bed gasifier consists of a vertical

vessel with a smaller diameter at the bottom than at the top

(Fig. 19.18). It is fitted with a central feed tube through

which coal, sorbent (limestone), oxidant (air or oxygen),

and steam are introduced. Solids are fed through a series

of bins, which raise them from atmospheric to gasifier

operating pressure. Coal and limestone are then pneuma-

tically transported to the gasifier central feed tube. Oxidant

is added to the feed tube, and the streams merge to form a

central jet. The coal quickly devolatilizes, and the remaining

char and limestone enter the gasifier bed.

Combustion of char and gas occurs within the jet to

provide the heat necessary for the endothermic devolati-

lization, gasification, and desulfurization chemical reactions.

Extraction steam from the steam turbine is also fed to the

gasifier. CO and H2 are the major combustible constituents

of the product gas. Methane and other hydrocarbons are

produced in small quantities during devolatilization of the

coal. The gasifier temperature is high enough to crack the

tars and oils produced. Because of the reducing atmosphere

present during gasification, sulfur in the coal is released as

predominantly H2S. At conditions in the gasifier, limestone

is rapidly calcined to form lime that reacts with the H2S to

form CaS. Because chemical equilibrium limits sulfur cap-

ture, remaining H2S in the product gas is captured in a

downstream desulfurizer.

As the carbon in the coal is gasified, the particles become

enriched in ash. These ash particles tend to agglomerate and,

along with dense calcium sulfide/oxide particles, separate

from the char bed because of their higher density and differ-

ent fluidization characteristics. This separation occurs pri-

marily in the region surrounding the central feed tube at the

bottom of the gasifier. These solids are cooled in the gasifier

annulus by a countercurrent stream of recycle gas. The spent

solids (unconverted calcined limestone, sulfide limestone,

and ash) leaving the gasifier are transported to the ash

collection system, consisting of a series of bins designed to

reduce pressure back to atmospheric.

Gas exiting the gasifier flows through a cyclone for

removal of entrained solids (char, ash, and sorbent) and

then to the product gas cooler, where it is cooled to 540�C
while generating 75 atm steam. Solids collected in the

cyclone are returned to the gasifier, while the gas goes to

sulfur removal before being burned in the gas turbine.

Siemens

The technology was developed originally by Deutsches

Brennstoffinstitut in 1975 to gasify brown coal. The technol-

ogy was acquired in 1991 by the Noell group and operated

under other names before Siemens acquired it in 2006. The

Siemens gasifier is a dry-feed, pressurized, entrained-flow

reactor with the internal gasifier enclosed by a cooling

screen (Fig. 19.25 left). The cooling screen consists of a

gas-tight membrane that is studded and refractory-lined

with a thin layer of silicon carbide. Molten slag cools and

solidifies when it contacts the screen, and this layer protects

it. Subsequent hot slag flows down the lag coated screen into

a water bath where it solidifies to be removed through a lock

hopper. For coals with less than 2% ash, the gasification

zone is lined with a refractory (Fig. 19.25 right).

This gasifier was used at the Schwarze Pumpe complex in

Saxony, Germany, that began commercial operation in 1984.

Recently, commercial-scale gasifiers have been installed by

Siemens in the US land in China. The company appears to be

pursuing a very aggressive campaign in China.
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Mitsubishi Heavy Industries

The Mitsubishi Heavy Industries (MHI) gasification technol-

ogy was developed with the goal to maximize the gasifier

efficiency (e.g., dry feed using a unique two-stage reactor

design) and reduce costs (e.g., air blown to eliminate power

consumption and capital cost of an oxygen plant) [59].

A joint venture of several companies and the Japanese gov-

ernment built a 2-t/day PDU and later a 200-t/day pilot plant

to test the technology. In 2004, a 1,700-t/day IGCC demon-

stration plant was built, and the plant started operation in

2007. The MHI gasifier is a pressurized, upflow, entrained-

flow slagging reactor with a unique two-state operation,

similar to the E-Gas gasifier. Unlike E-Gas, it is a dry-feed

operation that uses an internal membrane wall to protect the

reactor, similar to the Shell and Siemens designs. MHI’s

current focus is the utilization of air or enriched air-blown

IGCC application.

Compact Gasifier

Pratt & Whitney Rocketdyne has been applying its experi-

ence with rocket engines to develop a compact (90%

smaller) and cheaper (one-half the cost) gasifier [60]. This

gasifier is at an early stage of development.

Other Gasifiers

A number of gasifiers are being introduced for small-scale

processes, especially in China. An example of such gasifiers

is illustrated by the Synthesis Energy Systems (SES)

utilization of the U-Gas technology. Eight 150-t/day U-Gas

plants were installed in Shanghai, China, in 1995. Recently,

SES has installed two 400-t/day gasifiers in Zaozhuang City,

China, and another SES unit is to come on stream in 2011 in

China. These SES gasifiers utilize the cheapest coal avail-

able, frequently approach 50% ash, and may even exceed

this amount. These units are very flexible with a large turn-

down capability and rapid variation in coal quality.

These smaller gasifiers find wide usage for chemical

synthesis, especially for use in a nearby industry. Thus, at

this time, China is the scene of widespread activity in gasifi-

cation and is constructing both small and large gasifiers at a

rapid pace.

Underground

The desire to eliminate underground mining and replace it be

underground gasification is not new. In 1913, Lenin wrote in

Pravda, “Free the miners from going underground by apply-

ing underground gasification.” During the past 100 years,

interest in underground gasification has surged and ebbed

[61]. Today, environmental concerns are pushing interest in

the topic. The current status of underground coal gasification

(UCG) has recently been summarized by Couch [62].

UCG has been practiced in Russia for about 50 years;

however, it is possible to operate a process under a commu-

nist government under conditions where it would not be

practicable under a free market situation. Thus, the

Yerostigaz facility in Uzbekistan is the only remaining

UCG remaining in the former Soviet Union and Linc Energy

now owns more than 90% of this operation. Today, it appears

that Linc Energy has demonstrated the first long-term

UCG in the Western world. Linc Energy has now opened

its fourth syngas generator and is currently developing a

Fischer–Tropsch process to utilize the syngas generated by

UCG. In South Africa, the electricity supply company

Eskom, a state-owned enterprise, is now operating a pilot

plant. Sasol and Eskom have joined to develop an environ-

mental impact assessment for UCG in the Mpumalanga

coalfields.

Biomass Gasification

One approach to decrease CO2 emissions is to gasify a

coal–biomass mixture [63]. This is not without problems

because of their differences in mass and pyrolysis behavior,

but its attractiveness to decrease GHG emissions pushes

work in this area forward. Thus, the higher reactivity of the

biomass leads to pyrolysis at a lower temperature, but this

also leads to more tar formation, and it may be necessary to

Fig. 19.25 Schematic of the Siemens gasifier for high (>2%) (left)
and low (<2%) (right) ash content coals
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devise methodologies to deal with these tars. The status of

US biomass gasification has been reviewed recently [64].

Co-gasification of coal and biomass was demonstrated at

the Polk Power Plant in Tampa, Florida, but this was accom-

plished up to one and a half percent of woody biomass (by

weight) being gasified together with a bituminous coal [65].

At the NUON power plant in the Netherlands, they success-

fully fed a mixture of 30% by weight demolition wood and

79% coal to a Shell dry-feed, high-pressure, entrained gas-

ifier. The wood was reduced to sawdust (1 mm size) and was

fed using the existing lock hopper feed system.

Major issues to be defined are the development of high-

pressure biomass feed systems, gasifier optimizations for co-

gasification at varied biomass feed rates, overcoming

hurdles associated with feeding heterogeneous biomass

types, design of biomass processing systems, and choice

between biomass preprocessing at the plant or at the harvest

site [66].

Future of Gasification

It appears that gasification will continue to be utilized at an

expanding scale as recent reviews of the US [67] and world

[68] programs indicate. In this regard, Collot has recently

presented approaches for matching the gasification technol-

ogy to coal properties. Abadie and Chamorro [69] have

provided guidance by providing a market-based approach

for the economics of gasification. The Shell, GE, Texaco,

High-Temperature Winkler, and E-Gas processes can be

classified as high-pressure, oxygen-blown, pulverized-coal,

entrained-flow gasifiers having different geometries,

operating pressures, and quench mechanisms. A surprising

conclusion is that plant availability is the most important

factor [70].

Coal Liquefaction

The primary purpose of any coal liquefaction process is to

produce a liquid product with an increased hydrogen-to-

carbon ratio, a reduced heteroatom (sulfur, nitrogen, and

oxygen) content, and a minimal inorganic content. This has

been accomplished by a variety of methods, which can

generally be grouped into three major categories: pyrolysis,

direct liquefaction, and indirect liquefaction. In pyrolysis,

coal is heated to generate gases and liquids/tars while leav-

ing a char behind. The liquids/tars are condensed and further

treated to produce conventional liquid fuels. A process vari-

ation (hydropyrolysis) produces higher-quality products by

carrying out the pyrolysis in a hydrogen atmosphere.

In DCL, powdered coal is mixed with a solvent and, usually,

a catalyst, and heated under pressure in a hydrogen atmo-

sphere to produce gaseous and liquid products. The liquids

are separated from ash and unconverted coal and refined to

useful fuels. In indirect liquefaction, the coal is first gasified

to produce syngas, which is then converted in the presence of

a catalyst at an appropriate temperature and pressure to

liquid products. Each of these approaches is discussed in

more detail below.

Pyrolysis-Based Processes

When coal is heated, it undergoes thermal decomposition,

which results in the evolution of gases and liquids/tars from

the char that remains. In all coal conversion and utilization

processes (including combustion, gasification, and liquefac-

tion), some form of coal pyrolysis occurs. Because coal

pyrolysis is an important process for making metallurgical

coke, a vast amount of literature exists on the topic. By

carefully varying pyrolysis conditions and optionally adding

a reactive atmosphere (such as hydrogen), one can optimize

production of a desired product (solid, liquid, or gas).

Coal pyrolysis is a very old technique (dating back to the

eighteenth century), based on relatively inelegant technol-

ogy. Most pyrolysis systems in use in the late 1800s and the

early 1900s were in Europe and had as their objective

the production of smokeless fuel (char) for domestic use.

However, within a short time, it was realized that the coal tar

fraction contained valuable chemical products. However, as

inexpensive petroleum appeared on the scene, interest in

coal by-products faded. A detailed review has been

published [71].

Interest in pyrolysis was rekindled by the oil embargo of

1973, and emphasis was placed on developing pyrolysis

processes that would achieve a maximum yield of liquid

products capable of displacing petroleum as a source of

distillate fuels. Several processes were developed to the

pilot-plant stage in the 1970s, but development was

discontinued when oil prices softened in the early 1980s,

and none of these processes achieved commercial success.

Pyrolysis conditions determine the extent to which the

coal is carbonized and the nature of the liquid and gaseous

products. Coal pyrolysis processes are generally classified as

low temperature (<700�C), medium temperature

(700–900�C), or high temperature (>900�C). A number of

reviews on advanced pyrolysis processes are available

[72–76]. Two highly developed pyrolysis processes were

the COED process, developed by FMC Corporation, which

used a series of fluidized beds operating at successively

higher temperatures, and the TOSCOAL process, which

used a horizontal rotating kiln.
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Factors Affecting Coal Pyrolysis

During pyrolysis, the yield of gaseous and liquid products

can vary from 25% to 70% by weight, depending on a

number of variables, such as coal type, type and composition

of the atmosphere present, final pyrolysis temperature, time-

temperature path, and pressure. Although certain operating

conditions may lead to increased product yield, achieving

these conditions may result in increased costs.

Many excellent reviews [7, 77–80] have been published

that discuss the factors affecting coal pyrolysis and product

composition. In the following sections, major conclusions

presented in the literature are discussed (as summarized in

Table 19.14).

Temperature and Heating Rate. Coal undergoes many phys-

ical and chemical changes when heated gradually from

ambient temperatures to approximately 1,000�C. Some

changes, such as carbon–carbon bond scission, are observed

before the onset of thermal decomposition that occurs above

350�C. When heated to approximately 100�C, physically
sorbed moisture is liberated. Heating low-rank coals, such

as lignites, that contain appreciable carboxylic functional

groups will liberate carbon dioxide by thermal decarboxyl-

ation. Over 50% of the carboxylic acid functional groups are

lost in the temperature range 100–250�C.
As the temperature of thermal treatment increases to the

range 200–400�C, coal produces a number of lower molecu-

lar weight organic species (especially aliphatic compounds),

which are believed to arise from components that are loosely

bound to the more thermally stable part of the coal structure.

At a higher temperature (375–700�C, depending on the

heating rate), thermal destruction of the coal structure

occurs, as reflected by the formation of a variety of

Table 19.14 Summary of effects of process parameters on coal pyrolysis

Heating rate

� A rapid heating rate increases liquid/gas yield and reduced char yield
� A rapid heating rate produces poorer quality (lower H/C ratio) tar than that obtained at a slower heating rate [29, 35]
� A rapid heating rate (in a reactive gas ‘atmosphere) produces char with increased open structure and reactivity
� A rapid heating rate increases the thermoplastic (softening and swelling) behavior of coal
� Achieving a rapid heating rate requires a sophisticated (often expensive) system

Temperature

� Low-temperature operation (500–700 �C) improves liquid yield
� Temperature affects heteroatom distribution among char, liquid, and gas
� At elevated temperatures (>1,300 �C), inorganics are removed as slag
� Lower temperatures require a longer residence time for complete reaction

Pressure

Inert gas atmosphere

� Higher pressure operation reduces reactor size (i.e., increases throughput)
� Higher pressure reduced tar yield
� Coal feeding and product separation are more difficult at high pressure
� Higher pressure improves gas–solid heat transfer

H2 atmosphere

� Improves the yields of liquid and lighter products
� Requires a sophisticated pressure control system
� May increase undesirable agglomerating properties of coal [81]
� H2 cost must be compared to the increased value of the product

Other atmospheres (H2O, CO2, CO, CH4, CS2)

� Probably improve liquid–gas yield
� Little information available

Vacuum

� Plastic behavior of coal is reduced [48]
� Increases liquid/gas yield [48]
� Difficult to achieve gas–solid heat transfer (solid–solid heat transfer feasible)
� Little information available

Particle size

� Smaller particle size improves gas–liquid yield
� Smaller particle size reduced secondary reactions
� Grinding cost increases with the reduction in size

Coal rank

� High-volatile A (HVA) bituminous coals produce the largest quantity of tar
� Lignites are rich in oxygen functional groups that lead to overall reduction in the calorific value of the product
� The type of sulfur (pyritic vs. organic) present influences sulfur distribution among the products
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hydrocarbons, including methane, other alkanes, polycyclic

aromatics, phenols, and nitrogen-containing compounds.

In this temperature range, bituminous coals soften and

become plastic (thermoplastic) to varying degrees.

At still higher temperatures (600–800�C, depending on

the heating rate), the plastic mass undergoes repoly-

merization, forming semicoke (solid coke containing signif-

icant volatile matter). At temperatures exceeding 600�C,
semicoke hardens to form coke with the evolution of

methane, hydrogen, and traces of carbon oxides. Pyrolysis

of coal is essentially complete at approximately 1,000�C.
The temperature at which the maximum devolatilization rate

occurs depends on the heating rate. For a slow heating rate

(about 5�C/s), the maximum rate occurs at around 400�C,
whereas for a rapid heating rate (about 10�C/s), the maxi-

mum rate might not occur until 900�C [81, 82]. Maintaining

the coal at the final temperature for an extended period

normally increases the yield of volatile material, because

char decomposition is a relatively slow process.

Because pyrolysis reactions do not occur at sharply

defined temperatures, the heating rate has a marked effect

on the nature and distribution of pyrolysis products, as

summarized in Table 19.14. Solomon and coworkers

conducted extensive work on the kinetics of coal devolati-

lization, and many reviews are available [83].

Coal Rank. The type of coal strongly influences pyrolysis

behavior. Low-rank coals, such as lignite, contain oxygen

functional groups that evolve water and carbon oxides upon

pyrolysis. Higher-rank bituminous coals contain less oxy-

gen; consequently, these coals produce significantly less

water and carbon oxides when pyrolyzed. The nature of the

tar produced is also dependent on coal rank. Bituminous coal

tars tend to be more aromatic (and relatively more thermally

stable) than the tars generated from lignites. When heated,

bituminous coals soften, become plastic, and swell to vary-

ing degrees, whereas lower-rank coals generally do not

become plastic. However, at a rapid heating rate (about

10�C/min) or elevated pressure, certain lower-rank coals

may melt and demonstrate some plastic and swelling

characteristics.

Other Factors. Several other factors influence, at least to

some extent, the course of the pyrolysis process. These

include particle size, bed configuration, pressure/vacuum

during pyrolysis, nature of the coal ash, secondary reactions,

etc. [84]. It is beyond the scope of this chapter to consider

these items, but the interested reader can find additional

information in the literature, including reports on pressure

effects [45, 85], effect of vacuum [48], effect of inorganics

[86], and effect of a reactive atmosphere [48, 87].

Utilization and Characterization
of Pyrolysis Products

Efficient utilization of all the products, solid, liquid, and

gaseous, is essential if favorable economics for a pyrolysis

process are to be achieved. Products may require varying

degrees of treatment before they are usable. The stream

exiting the pyrolyzer requires separation of gas, liquid, and

particulates, similar to the situation for a fixed-bed gasifier

(i.e., cold gas cleanup). Possible operations include hot dust

removal cyclones, quench/particulate scrubber towers, and

venturi scrubbers to remove tar mist. In general, gas stream

sulfur removal and wastewater treatment are also required.

Finally, environmental factors, such as toxicity [88], carci-

nogenicity, and mutagenicity of the coal pyrolysis liquids

(CPL), need to be considered. For example, the mutagenicity

of CPL is strongly dependent on the conditions of pyrolysis

(temperature, coal type, and atmosphere during pyrolysis).

Liquid fuels markets tend to have product specifications

that do not vary widely. However, the characteristics of CPL

can vary greatly, depending on coal type and operating

conditions. In general, the H/C atomic ratio for CPL is

lower than that for petroleum products, which is in the

range 1.8–1.9 for No. 2 fuel oil and 1.7–1.8 for No. 6 fuel

oil. In contrast, the H/C ratio for CPL is in the range 0.9–1.5,

indicating that CPL is significantly more aromatic (50–70%)

than petroleum-derived products.

The uses of CPL can be divided into two broad categories:

(1) direct combustion, requiring little or no upgrading, and

(2) transportation fuels and chemicals, requiring extensive

upgrading. The high aromaticity of CPL indicates that con-

version to gasoline is preferred to conversion to diesel fuel.

Much of the attention in low-temperature tar processing

has been devoted to hydroprocessing techniques, such as

hydrotreating and hydrocracking, with the primary objec-

tives of reducing viscosity, reducing polynuclear aromatics,

and removing heteroatoms (sulfur, nitrogen, and oxygen) to

produce usable fuels and chemicals.

The cost of H2 is still the primary impediment to tar

upgrading. Although the tar fraction can be used as a source

for chemicals, such as phenolics, road tars, preservatives,

and carbon binders, these uses do not constitute a large

enough market to support a major industry. Likewise, the

char has a range of potential applications, but the char must

provide an economic return for pyrolysis processes to oper-

ate profitably. One obvious application is on-site combustion

to generate heat for the pyrolysis process. Alternatively, the

char can be combusted in an electric power plant. Char could

also be gasified to produce hydrogen for use in hydro-

pyrolysis or tar hydrotreatment. Other applications include

production of activated carbon and molecular sieves.
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Coal Liquefaction

This approach to the conversion of coal to liquids was

developed in Germany by Bergius starting in 1913 [89].

It was made possible by the advances in utilizing high-

pressure processing that was based on the commercialization

of the ammonia synthesis in Germany beginning about 1910.

The use of high-pressure processing for DCL continued in

Germany during the 1900s.

DCL refers to the process of converting coal to liquid

products by mixing ground coal with a recycled process

solvent and/or petroleum-derived residual oil (coprocessing).

The slurry reacts in a hydrogen atmosphere at 750–850�F
(400–450�C) and 1,000–2,500 psig (7–17MPa). Under these

conditions, the coal structure breaks down into a variety of

products, some of which are in the gas phase and some

soluble in the liquid phase. The highly aromatic products

are separated from the ash and unconverted coal by solvent

deashing (SDA) or vacuum distillation and upgraded by

conventional petroleum refining techniques to gasoline, ker-

osene, diesel and jet fuels, and other distillate fractions.

The success of any DCL is highly dependent on the type

of coal used. Coal rank influences both overall conversion

and product distribution. Lower-rank coals have been

reported to give both higher and lower conversions than

bituminous coals [90], with most evidence supporting the

latter. Furthermore, the liquid products from lower-rank

coals are generally more volatile and of lower molecular

weight [91] than those from bituminous coals.

German organizations demonstrated commercial-scale

operation of DCL during World War II, employing the

Bergius process, which they had developed. After World

War II, the United States constructed a 200-bbl/day DCL

plant in Louisiana, Missouri, based on the German technol-

ogy. This plant was operated by the Bureau of Mines from

1949 to 1954. However, as the extent of petroleum deposits

in the Middle East and other locations became apparent and

fears of an oil shortage subsided, interest in DCL dimin-

ished. For information on the early history of DCL, see Wu

and Storch [92], Donath and Hoering [93], Ministry of Fuel

and Power [94], and Perry’s Chemical Engineering Hand-

book [95].

The 1973 oil embargo created a new surge of interest in

DCL as one of a number of routes to produces petroleum

substitutes from indigenous resources. From this renewed

effort in the early 1970s, three major DCL processes

emerged: Solvent Refined Coal (SRC-I and SRC-II),

Exxon Donor Solvent (EDS), and H-Coal. These processes

converted coal to liquids in a single reaction stage and, by

the late 1970s, had been developed at pilot-plant scale, with

designs underway for demonstration plants. However, in the

early 1980s, these plants were canceled due to projected

unfavorable economics. Interest then shifted to developing

a two-stage process, which promised higher yields and better

quality product with a concomitant improvement in

economics.

Chemistry of Direct Coal Liquefaction

As coal is heated in a suitable solvent, it is rather rapidly

(1–5 min) converted into soluble entities that have a high

molecular weight and an average elemental composition

relatively little changed from that of the moisture- and ash-

free (maf) feed coal. As residence time is extended, hydro-

cracking converts the dissolved entities to lower-boiling

liquids with reduced heteroatom content [96]. The exact

product slate depends on many factors, including operating

conditions, coal properties, and the solvent used. The disso-

lution reactions produce free radicals, which may undergo

retrograde reactions to form insoluble coke or, if there is

sufficient hydrogenation activity, be stabilized by reaction

with hydrogen atoms. The stabilized free radicals can then

undergo hydrocracking reactions to form a wide range of

products from methane through heavy oil. Some hydrogen

comes from the gas phase, but most is transferred from the

solvent. The most effective hydrogen transfer agents (hydro-

gen donor solvents) are hydroaromatic compounds, which

can lose hydrogen and revert to polynuclear aromatics and

later to be rehydrogenated to hydroaromatics. The mecha-

nism of these and other DCL reactions is not fully under-

stood, and since every coal molecule is unique, it is unlikely

that precise kinetics will ever be possible.

Because of the high concentration of ring structures in

coal, coal liquids are highly aromatic, particularly the heavier

fractions. This can be a problem, since some polynuclear

aromatics are carcinogenic. Even though the carcinogens

can be eliminated from the final product by limiting the

endpoint of the distillate to about 370�C and recycling

heavier components to extinction, care must be taken to

prevent exposure of plant workers. Another problem is that

the current trend is to limit the aromatics content of transpor-

tation fuels for environmental reasons. Therefore, production

of specification fuels from coal liquids can require extensive

(and potentially expensive) hydroprocessing.

The conversion of coal, measured as the fraction that is

soluble, depends upon the coal rank as shown in Fig. 19.26

for subbituminous and lignite coals. For the lower carbon

containing coals, it is the lower reactivity of the structure

that limits short-time conversion; with increasing reaction

time, the higher conversion is obtained. The solid line at

about 85 MAF coal represents the coal chosen for the early

work by Berguis; he was either well informed or very fortu-

nate in his choice.
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One of the great advances made in DCL was the improve-

ment of catalysis and the lowering of the reaction tempera-

ture. This led to a very significant reduction in the amount of

light gases found in the product slate and therefore an

increase in the amount of distillate (Fig. 19.27) [97].

Keogh and Davis [98–100] converted a number of coals

at various reaction conditions and came to the conclusion

that the production of individual fractions (insoluble,

preasphaltenes, etc.) and three lumped parameters (oil

plus gases, preasphaltenes plus asphaltenes, and insoluble

organic matter) as a function of a severity index, defined in

terms of reaction temperature and time, defined a single

reaction pathway. From ternary plots of the three lumped

parameters, along with plots of individual fractions vs. a

severity index, they deduced reaction pathways for a num-

ber of coals during either thermal and/or catalyzed

pathways. From inspection of the data, they were able to

show, for example, that the addition of a catalyst affects the

reaction rate but it does not alter the reaction pathway

(Fig. 19.28). It appears therefore that the catalyst generates

the hydrogen donor by adding gaseous hydrogen to aro-

matic structures which then stabilize radicals generated by

the thermal reaction that converts higher to lower molecu-

lar weight compounds. The large pilot plants normally did

not generate data for a wide range of conversions; however,

the reaction pathway defined by Keogh and Davis [99] in

small reactors applied to the large pilot-plant data

(Fig. 19.29).

The first DCL processes were single-stage processes, in

which both coal dissolution and hydrocracking take place in

the same reactor. Later, it became apparent that these two

steps could not both be optimized at the same operating

conditions. This led to the development of a two-stage pro-

cess, in which a short contact time (SCT) thermal liquefac-

tion reactor was followed by a catalytic and upgrading

reactor to optimize conditions for both reactions, thus lead-

ing to higher yields, more efficient use of hydrogen, and a

better product distribution. Other variations of two-stage

processing, such as the integrated two-stage liquefaction

(ISTL) process, were developed later. Tables 19.15 and

19.16 present typical compositions and yields, respectively,

Fig. 19.26 Dependence of coal conversion upon moisture- and ash-

free (MAF) carbon content (Adapted from Whitehurst DD, Mitchell

TO, Farcasiu M (1980) Coal liquefaction: the chemistry and technology

of thermal processes. Academic Press, New York)

Fig. 19.27 Relation of light

gas production to the operating

temperature
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of distillates from various DCL processes. Table 19.17

provides a listing of large plants operated in the United

States during the 1970–1980s period, and Table 19.18 lists

major non-US plants. Table 19.19 presents a typical product

distribution obtained at some of these plants.

Solvent Refined Coal (SRC-I and SRC-II)

The Solvent Refined Coal (SRC-I, process began by Spencer

Chemical, later acquired by Gulf Oil, in 1962) was designed

as a means of deashing coal [101]. It soon became apparent

that the cost for the improvement in the quality of the coal

that was achieved by the SRC-I process was too large for the

process to be viable and SRC-I was abandoned. Gulf Oil

continued to operate the Fort Lewis plant in the SRC-II

mode which involved recycling the ash that contained iron,

a catalyst for the liquefaction process, as well as operating

with iron added to the feed. The SRC-II plant operated to

provide sufficient SRC for combustion testing in a large

power plant; however, the SRC-II had operating difficulties

in maintaining an adequate production of recycle solvent.

The smaller SRC-I plant at Wilsonville, Alabama, continued

to operate and moved on to verify several processes that

involved two-stage operations as described below.

Exxon Donor Solvent Process (EDS)

Research on the EDS process began in 1966. Exxon workers

investigated a variety of process options before they settled

upon a process scheme in which coal is mixed with a recycle

Fig. 19.28 (Left) Conversion of 69 bituminous coals in tetralin at 15 min at 385�C (open squares); 427�C (open triangles) and 4457�C (open
circles) (98–100). (Right) Catalytic conversion of Western Kentucky coal (98–100)

Fig. 19.29 Ternary plot of results from pilot plants (thermal and

Hoover ICRC) and 6–200-t/day pilot plants
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Table 19.15 Heteroatom content of products from direct liquefaction processes

Process

Wt.% in naphtha (C5-390
�F) Wt.% in distillate (400–975 �F)

O N S H O N S H

H-Coal 0.6 0.3 0.07 13.19 1.1 0.5 0.08 9.52

EDS 2.42 0.23 0.28 12.03 2.0 0.6 0.3 8.97

SRC-II 3.51 0.42 0.26 10.46 3.63 0.99 0.25 9.27

ITSL 0.41 0.14 0.01 13.78 0.56 0.30 0.015 10.21

Table 19.16 Distillate yields from various direct liquefaction processes

Process Configuration

Distillate (wt.%

Maf. coal)

Yield (bbl/tons

Maf. coal)

Distillate quality

(gravity API) Heteroatoms (wt.%)

SRC-II (1982) One-stage noncatalytic 41 2.4 12.3 1.0 2.33 0.33

H-Coal (1982) One-stage noncatalytic 52 3.3 20.2 0.50 1.0 0.20

Wilsonville (1985) ITSL thermal–catalytic 62 3.8 20.2 0.25 1.9 0.23

Wilsonville (1986) CC-ITSL catalytic–catalytic 70 4.5 26.8 0.16 <1 0.11

Table 19.17 US pilot plants for coal liquefaction

Plants and location Sponsor(s)

Capacity

(t/day) Conversion methods Date

Project-Gasoline, Cresap, WV Office of Coal

Research/Consolidation Coal Co.

20 Extraction + catalytic hydrogenation 1967–1970

COED, Princeton, NJ Office of Coal Research/FMC 36 Staged pyrolysis 1970–1975

H-Coal, Trenton, NJ HRI, ARCO, Ashland Oil, Esso, Amoco 3 Hydrogenation in ebullated catalyst

bed

1968–1983

Solvent refining (PAMCO), Ft.

Lewis, WA

Gulf (PAMCO)/ERDA 50 Dissolution + filtration 1974–1983

Solvent refining, Wilsonville, AL Southern Services 6–12 Dissolution + filtration, catalytic

hydrogenation

1974–1992

Exxon donor solvent Exxon 1 Extraction–hydrogenation 1975–1984

Exxon donor solvent Exxon, US DOE 250 Extraction–hydrogenation 1980–1983

H-Coal, Ashland, KY Ashland, and up to 12 other companies

and US DOE

200–600 Hydrogenation in ebullated catalyst

bed

1980–1983

Table 19.18 Non-US direct coal liquefaction processes (post-1950)

Plant and location Sponsor(s)

Capacity

(t/day) Conversion methods Catalyst

Date of

operation

IGOR; Bottrop,

Germany

German government, Veba Oel and

Ruhrkohle

200 Extraction/hydrogenation Red muda

NiMo–aluminab
1981–1987

Point-of-Ayr, UK British Coal Corp. 2.5 Stirred tank-typea fluidized

bedb
1983–1995

NEDOL New Energy and Ind. Technol. 150 Extraction/hydrogenation Natural pyrite 1996–1998

PYROSOL, Germany Saarbergwerke AG 6 Countercurrent None 1972–1988

BCL, Australia Australia and Japan governments 50 Fixed bed Iron baseda 1980s

NiMo–aluminab

CT-5, USSR 7 Mo 1986–1990

Shenhua I, China China Shenhua Energy Co., Ltd. 6 Suspended bed Iron 2002

Shenhua II, China China Shenhua Energy Co., Ltd. 3,000 Suspended bed Iron 2008

aFirst stage
bSecond stage
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solvent that has been hydrogenated between passes to the

liquefaction reactor and the mixture is then fed to the reactor

together with high-pressure hydrogen (see Fig. 19.30). The

recycle solvent is hydrogenated in a separate reactor before

mixing with the coal. More than 2.6 barrels of a synthetic

crude boiling below 525�C are produced from a ton of dry,

high-volatile coal feed. The process development advanced to

a 250-t/day pilot-plant stage that went into operation in June

1980 and operated during the next 3 years. At a smaller scale,

it was demonstrated that the process could be usedwith awide

range of coals. Even though it was thought that the process

was under control, it was learned that this was not the case. In

spite of having a staff that was very familiar with operating

large-scale refineries, they experienced many unexpected

difficulties in operating the coal liquefaction plant. Operation

of the plant indicated that there were a number of conditions

that had to be overcome, and manageable solutions were

found for these operating and mechanical problems. For

example, it was learned that there was an optimum level of

hydrogen content for the process solvent, and that over

hydrogenation could be detrimental. Another important

observation was that upon scaling up from the smaller plants

to the 250-bbl/day plant, the coal conversion was 5–10%

lower than in the smaller units. Radioactive tracer studies

showed that the residence time distributions of the reactants

change significantly as the reactor diameter was increased.

The runs in the large ECLP reactor were terminated in 1983,

and the pilot plant was dismantled. After 3 years of operation,

it was reported that “the operating staff was now running the

plant instead of the plant running the staff” [102].

Initially, the operation of the EDS process resembled the

SRC-II process. A later modification of the EDS process

utilized vacuum bottoms recycle, and this allowed for the

production of a higher distillate yield. This processing

scheme allowed for a longer contact time of the heavy,

high-boiling bottoms recycle allowed for a higher yield of

Table 19.19 Products from direct coal liquefaction in large pilot plants

SRC-II H-Coal EDSa
Integrated

two-stage Bergius Run 254 G Ohio coal Dow Bottrop (Ill. #6 coal)

Yields (wt.% of MAF coal)

C1–C4 gas 18.8 14.8 10.7 5.1 13.2 7.9a 22.1 20

Naphtha 11.6 18.6 33.6 7.4 22.0 23.8 13.2 15

Mid-distillate 20.3 24.7 13.1 38.8 10 26.1 28.6 37

Heavy distillate 9.0 5.3 9.0 ~10 21.4 4.9 10

Efficiency No. distillate/no. H2 added 8.2 8.8 8.7 12 8.0 7.3 9.0 –

% Distillate % C2–C4 2.2 3.3 4.4 11 3.2 9.0 2.1 3.1

aBottoms recycle

Fig. 19.30 Schematic of Exxon donor solvent process (Courtesy of The Pace Company, Denver, CO)
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naphtha [103]. In addition to the longer residence time, the

recycle bottoms contained ash which likely provided a cata-

lytic impact [104]. The distillate yield was in the range

2.5–3.0 barrels of liquid per ton of coal.

Exxon continued research at intervals following the

closure of the ECLP pilot plant. During this time, they

developed the Exxon microcatalytic direct coal liquefaction

technology (MCL) [105]. It was announced in 2009 that

Accelergy Corp. had obtained a global leasing agreement

that would allow them to produce liquid fuels and chemicals

from coal resources using the MCL process. In one modifi-

cation, the solvent hydrogenation could be eliminated

because of the activity of the added catalyst, and this

increased the thermal efficiency by 7%. In one case, the

MCL step is integrated with an existing circulating fluid-

bed power plant, and this provides a balanced plant effi-

ciency of 74% (LHV) and produces 5.3 bbl of premium

fuels per metric ton of coal [106].

H-Coal Process

TheH-Coal process is an extension of theH-Oil process which

was designed to upgrade heavy crude under high hydrogen

pressure to lower-boiling products [107]. Both processes uti-

lize an ebullated-bed catalytic reactor. A schematic of the

H-Coal process with a single stage is illustrated in

Fig. 19.31. Research began in 1964 at Hydrocarbon Research,

Inc. (HRI, now a part ofHeadwaters, Inc.), using a bench-scale

unit and then progressing to a 200–600-t/day pilot plant at

Catlettsburg, Kentucky, that was completed in 1980 and

operated through 1983. The time scale for the H-Coal process

is typical of the other plants and shows that it would take about

20–30 years from inception to a pilot or commercial plant

(Fig. 19.32).

The H-Coal process reactions are carried out at high

temperature (ca. 450�C) and intermediate pressure (ca.

150 atm). The dried coal is mixed with a recycle solvent

Fig. 19.31 Schematic of H-Coal process (Courtesy of The Pace Company, Denver, CO)

Fig. 19.32 History of development of the H-Coal process
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and fed to the bottom of the reactor. In the H-Coal

process, the catalyst was a typical hydrotreating catalyst

(Co–Mo–alumina) that was maintained in an expanded bed

by the upflow of hydrogen and the recycle solvent flow that

was provided by an internal pump. The addition of fresh

catalyst and the withdrawal of aged catalyst at the bottom of

the reactor allowed for the maintenance of a constant

catalyst activity allowing for a constant coal-conversion

level and constant reactor productivity.

The H-Coal product has a high H/C ratio and a reasonably

low heteroatom content. Because of the high temperature,

the amounts of light gases that are formed are relatively high

compared to the H-Oil process. Typically, between 14,000

and 20,000 standard cubic feet of hydrogen are required for

each ton of coal processed. Approximately 3.0–3.5 barrels of

liquid product were produced for each ton of coal. The high-

volatile bituminous coal was found to be better suited for the

process since the lower reactivity of lower-rank coals signif-

icantly reduced throughput and distillate yields. Ashland Oil

completed the design for a 50,000-bbl/day plant to be

located in Western Kentucky, but its construction was can-

celed due to the low price of petroleum.

German IGOR Process

In Germany, Ruhrkohle AG and Veba Oel AG operated a

200-t/day liquefaction plant that was initially based on the

older German process (Deutsche Process, DT). The process

was upgraded by adding the Integrated Gross Oil Refining

(IGOR) stage and was operated during 1975–1993. The

operations were supported by state and/or national govern-

ment agencies. A 0.2-t/day plant was used in the initial work

and was scaled to a 200-t/day plant located at Bottrop. The

Bottrop plant utilized a dissolver reactor that contained a

“red mud” iron catalyst as well as severe operating

conditions (typically 470�C and 300 bar). Liquid yields for

the process were in the 50–60% range (maf). A feasibility

study for a 50,000-bbl/day plant was carried out, but the

decrease in the price of petroleum crude eliminated support

for the full-sized plant.

H-Tech

After the shutdown and dismantling of the IGOR/DT plant,

key experts of theKohleoel–AnlageBottrop (KAB) pilot plant

founded h-tech to pool the process know-how in engineering

pilot plant, design, and operating plants and to further develop

the technology [108]. It is claimed that the KAB process

shows the highest conversion levels and liquid yields and

thereby the lowest greenhouse gas emissions per barrel of

product.

Pyrosol Process

A similar German process (Pyrosol process) for higher ash

coals was developed by Saarbergwerke [109]. A 6-t/day

pilot plant was operated between 1981 and 1984, but low

oil prices prevented the expansion or even continuation of

the program. A major difference between the two German

processes was that the underflow is processed in a vacuum

flash unit in the DT process, whereas in the Pyrosol process,

it is carbonized in a hydropyrolysis step.

British Coal Liquid Solvent Extraction

Between 1973 and 1995, the Liquid Solvent Extraction

(LSE) process was developed by the British Coal Corpora-

tion (Fig. 19.33) [110]. The early work led to the establish-

ment of a 2.5-t/day plant at Point of Aye, North Whales, UK.

The coal conversion is carried out in two or more thermal

reactors followed by filtration. Following filtration, solvent

recovery and hydrogenation is accomplished to produce

additional products and recycle solvent. Virtually any coal

can be utilized in the process. The process can be operated so

only distillable is obtained with total distillate yields of

60–65 (daf), with virtually all boiling below 300�C. Essen-
tially the total effluent from the reactor passed to a filtration

drum and the reliable operation of this drum was never

accomplished during the work.

Two-Stage Process

As DCL progressed, it was recognized that both coal disso-

lution and hydrocracking could not be optimized in a single

reactor. The use of two reactors could enable the optimiza-

tion to be made at different reaction conditions. This led to

the introduction of a SCT thermal conversion followed by a

catalytic upgrading reactor. This combination led to higher

yields, more efficient use of hydrogen, and a better product

distribution. The development involved both government

and industrial organizations and proceeded in an evolution-

ary manner through a series of steps.

The first approach to separate the two stages was to utilize

a SRC-I-type dissolution reactor and to place an upgrading

reactor downstream. The operation of these two reactors was

not integrated, meaning that the second stage did not con-

tribute solvent to the first stage. Rather than use the typical

fixed-bed reactor normally used for hydrotreating, an

ebullated-bed reactor was used to avoid the plugging and

rapid catalyst deactivation encountered by the fixed-bed

reactor at the Cresap, WV plant.
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The ISTL process was developed next. In this process,

hydrogenated resid is recycled to the first stage to act as

solvent. SDA was used to remove ash from the recycled

resid. Initially, the SDA was located between the first and

second stages, but it was later located after the second stage

to become the reconfigured two-stage liquefaction (RISTL).

Contrary to expectations, the presence of ash in the second

stage did not deactivate the catalyst. As an additional benefit,

the product from the two-stage process was easier to upgrade

than those from the single-stage process.

The next step in the continuing development was the

introduction of the close-coupled integrated two-stage lique-

faction (CC-ISTL) where the effluent from the first stage

passes directly to the second stage, thereby improving ther-

mal efficiency, reducing the retrograde reactions, eliminating

the pressure letdown between reactors, and producing a

higher-quality solvent [84, 104, 111–121]. Distillate yields

of up to about 65% have been obtained for the conversion

of Illinois No. 6 coal for CC-ISTL. A number of variations of

the close-coupled process have been tried: thermal first stage/

catalytic second stage (T/C CC-ISTL), catalytic ebullated

bed for both stages (C/C CC-ISTL), and using a disposable

small-particle catalyst rather than the pelleted catalyst.

In the most advanced version of the close-coupled two-

stage process, disposable slurry catalysts (usually iron or

molybdenum) were added with the coal with an integrated

hydrotreated to process the distillate to produce a high dis-

tillate yield with a low concentration of heteroatoms.

The US and European units terminated large-scale

activities in the early 1990s; following this period, DCL

pilot and commercial plants were constructed and operated

in the Far East [122].

In Japan, the New Energy and Industrial Technology

Development Organization (NEDO) was established in

1980 to conduct activities that focus on research and devel-

opment that is related to oil-alternative energy, technology

for the efficient use of energy and industrial technology.

Upon its formation, it assumed responsibility for three liq-

uefaction processes: a solvent extraction process, a direct

hydrogenation process, and a solvolysis process. By 1984,

they had merged the three activities into a single concept and

began the design for a 250-t/day pilot plant that was

downsized to 150 t/day by 1988. Many days of testing in a

1-t/day PDU provided information for the design (about

a 4-year period) and construction (about a 5-year period) of

the pilot plant which was operated for about 3 years. The

final NEDO plant has many features of the Exxon EDS

process. During the past 10 years, Japanese officials have

been working with other Far Eastern countries to move to the

commercial stage but have not accomplished this to date.

A yield of about 50% light and medium oils was obtained,

but these were of poor quality and would need significant

upgrading.

In the 1980s, the Japanese and Australians joined to

operate a 50-t/day pilot plant for direct brown coal liquefac-

tion in Australia. The coal was from Latrobe Valley in

Fig. 19.33 Schematic of the LSE process (DTI, coal liquefaction. Clean coal technology program. Technology status report 010, London, UK,

Department of Trade and Industry, 14pp, Oct 1999)
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Victoria and had low-ash content, but the moisture content

was in the 55–65% range. Thus, the first step was a de-

watering of the slurry followed by liquefaction using a

“highly active” iron catalyst. An in-line hydrogenation pro-

cess produced high-quality distillable oils. Solvent deashing

separated ash from heavy oils, with the oils being recycled

and the sludge removed for use as a low-grade boiler fuel.

The oil yield was 50%, based on daf coal, and subsequent

studies using a 0.1-t/day bench-scale plant led to increases in

the oil yield as well as its quality and to reduce the amount of

catalyst that was needed.

China, with the world’s third largest coal reserves but

little petroleum, began a massive planning effort for coal

liquefaction with many projects in both direct and indirect

liquefaction. In 2008, they terminated all of the major plants

except for one for direct and one for indirect liquefaction.

The Shenhua Company is the leading Chinese coal

producer. They investigated many of the western coal lique-

faction operations but decided to develop a Chinese process.

Based on results from smaller units, they built a 6-t/day pilot

plant in Shanghai, and it has operated since 2004. One train

of 20,000–25,000 bbl/day of a commercial plant was

constructed and operated in 2009. The unit has two reactors

for the coal dissolution and substantial downstream refining

and upgrading to finished products. Runs of up to 100 days

duration were accomplished with up to 70% of the design

capacity being attained [123]. Carbon dioxide sequestration

was included in the trial runs. Following the trial runs with

the world’s largest DCL plant, modifications are being made

with start-up expected to occur during 2011.

Direct Coal Liquefaction and the Future

During the 1970s, DCL was the dominant CTL approach.

Today, the restriction on the amount of aromatics in gaso-

line, limitations on sulfur in the fuel, and the difficulty of

producing high-quality diesel fuels have almost eliminated

the direct pathway from consideration. Only in Japan and

China has the direct process continued to be developed,

and it appears that the Japanese have downplayed this

approach since the 2009 NEDO report does not emphasize

their work on the direct CTL approach. However, one should

remember that interest in these processes goes through

cycles and conditions may soon change so that interest in

direct CTL processes is revived [124–126].

Indirect Coal Liquefaction

For indirect coal liquefaction, a synthesis gas (syngas)

composed primarily of carbon monoxide and hydrogen is

produced in a suitable gasifier by reaction of coal with

oxygen and steam. Prior to the synthesis reactor, the syngas

is cooled and cleaned, which involves removal of

particulates, H2S, NH3, and other impurities. Depending

upon the catalyst being used, it may be necessary to adjust

the H2/CO ratio of the syngas. The Lurgi gasifiers used at

Sasol in South Africa and Great Plains in the United States

produce a syngas with a H2/CO ratio of two or greater and can

be employed without water–gas shift to produce the feed for

the Fischer–Tropsch or methane synthesis. Most modern coal

gasifiers typically produce syngas with a H2/CO ratio in the

range 0.45–1.0, and this must be adjusted upward to about

2.1, the usage ratio to produce the hydrocarbon products. Iron

catalysts can be utilized with any syngas below the usage

ratio, but a cobalt catalyst does not contain water–gas shift

activity, and the feed should be equal to the usage ratio.

Any of the gasifiers mentioned earlier can be used to

produce the syngas, and the one used will only impact the

subprocesses that need to be placed between the gasifier and

the syngas conversion reactor. The feature that defines the

indirect coal liquefaction is the technology used to convert

the syngas to the syncrude. Today, the Fischer–Tropsch

synthesis is the dominant approach to accomplish this syn-

thesis, but the synthesis of methanol, dimethyl ether, etc.,

can also be used.

Fischer–Tropsch

TheFischer–Tropsch (FT) synthesis was developed in 1925 by

the Germans Franz Fischer and Hans Tropsch. The initial

commercial processes in Germany were based on cobalt

catalysts and utilized fixed-bed reactors. These reactors had a

production rate of 15 bbl/day so that a plant would consist of

the number of these small reactors that were needed to attain

the design capacity of FT products. Because of the exother-

mosity of the reaction, various fixed-bed reactor designs

were tried, but the most widely utilized design consisted of

two concentric tubes with the catalyst located between

the two tubes and the cooling water/steam located inside the

inner tube and outside the outer tube. These reactors were

fitted with cooling fins and bundled within a shell in a number

needed to produce 15 bbl/day.

Soon after the end of the war, commercial operations were

undertaken in the United States and South Africa. The US

effort was led by HRI and utilized a fixed-fluid-bed reactor.

The US effort was based on cheap natural gas, and the effort

was terminated when the price of natural gas rose signifi-

cantly. In addition to many problems with oxygen produc-

tion, syngas generation, and syngas cleaning units, the scale-

up of the fixed-fluid-bed reactor encounteredmany problems.

The scale-up directly from a 2 to 7 in. laboratory to a

commercial-scale reactor caused them to not recognize the

formation of large gas bubbles and the much lower
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conversion that results from this. A circulating bed (HTFT),

rather than a fixed-bed, reactor was used in South Africa, and

problems were encountered during the initial reaction period.

However, government support allowed continued develop-

ment to overcome the operating problems. Sasol continued

operating the HTFT reactors into the 1990s when they

introduced a fixed-fluid-bed Sasol Advanced Synthol, SAS,

reactor. The major advantages of the SAS reactor led to a

rapid switch all of the HTFT reactors to SAS reactors. SAS

reactors of 20,000 bbl/day have been placed in operation.

In order to maintain the fluid bed, the FT products must

remain in the gas phase at the reaction temperature. This

requires the SAS reactors to limit the carbon number of

the products to about 20–25; to accomplish this, the reactors

are operated at high temperatures (300–350�C) and a suitable
catalyst formulation. Because the cobalt catalyst produced

predominantly methane at these high reaction temperatures,

the fluid-bed operations are limited to an iron-based catalyst.

In the 1990s, Sasol brought on-line a 2,500-bbl/day slurry

reactor wherein the small solid catalyst particles are

suspended in the reactor wax products that are produced.

Work using a similar reactor had been conducted in

Germany during the 1940–1960 period that utilized an iron

catalyst, but this work did not progress beyond the pilot-

plant stage. Even so, the German work established much of

the theoretical basis for the utilization of a slurry reactor for

the Fischer–Tropsch synthesis.

For the slurry reactor, the catalyst particles are suspended

in the high-boiling Fischer–Tropsch products; the catalyst

slurry enters at the bottom of the reactor and flows upward.

The products that are in the gas phase at the reaction tem-

perature exit the reactor with the unconverted syngas

through the top of the reactor. The nonvolatile products are

removed from the reactor using an internal filter or in an

external settling tank; wax removal is one of the challenging

aspects of this reactor type. The reactor can be operated

essentially in an isothermal mode, and this ensures that all

catalyst particles contribute equally to the generation of

products. Catalyst addition and withdrawal can be practiced

so that a constant productivity can be maintained.

In South Africa, the fixed-bed reactor was also utilized.

In the beginning, it was the same as those used in Germany

except that the catalyst was iron based rather than cobalt

based. These reactors were operated under low-temperature

conditions so that waxes were a major product. Normally,

these waxes would need to be cracked or hydrocracked to

produce transportation fuels. However, the demand for

waxes is sufficient for Sasol to process them for a variety

of uses, including candles, chewing gum, fruit and vegetable

coatings, etc.

The fixed-bed reactor provides for easy separation of the

products from the catalyst. Special operating procedures

are needed to minimize the uneven temperature along the

length of the reactor due to the highly exothermic nature of

the reaction. For both reactor types, operating temperature

increase is used to offset the gradual deactivation of the

catalyst.

Both the circulating and fixed-fluid-bed reactors are

capable of nearly isothermal operations. Catalyst addition

and withdrawal are easily accomplished with both fluid-bed

reactors. Catalyst attrition and degradation due to carbon

formation are problems that must be dealt with for the

fluid-bed reactors.

Sasol has commercial operating experience with the four

types of reactors utilized for Fischer–Tropsch synthesis

(Fig. 19.34). Sasol operates with both the iron and cobalt

catalysts at the commercial scale. Shell has concentrated on

the fixed-bed reactor for their commercial operations that

utilize the cobalt catalyst.

In the 1990s, Mossgas (now PetroSA) constructed and

brought on-line a 40,000-bbl/day plant that utilized the

circulating fluid-bed reactors such as those used by Sasol.

During the past few years, PetroSA, working with Statoil,

brought on-line and operated a 1,000-bbl/day slurry reactor.

Today, this effort has produced the GTL.F1 technology, a

combined effort of Statoil, PetroSA, and Lurgi. The PetroSA

operation is based on natural gas rather than coal.

In a simple view, the FT synthesis can be viewed as a

polymerization reaction in which the monomer is derived

from, or is, the CO reactant. Thus, in this simplified model,

the polymerization produces a product distribution as shown

in Fig. 19.35 (left); in actual practice, the distribution that is

obtained is better represented in Fig. 19.35 (right) plot.

The basic products of the FT reaction are paraffins,

olefins, and alcohols, and the reactions may be represented as:

Paraffins

ð2nþ 1ÞH2 þ nCO ¼ CnH2nþ2 þ nH2O

Olefins

2nH2 þ nCO ¼ CnH2n þ nH2O

Alcohols

2nH2 þ nCO ¼ CnH2nþ1OHþ nH2O

The following competing reaction, water–gas shift, may

occur; in practice, it occurs to a

COþ H2O ¼ H2 þ CO2

The FT reaction requires a syngas that has a H2/CO ratio

of 2.1–2.2 depending upon the fraction of light hydrocarbons

that are produced. Since modern gasifiers produce a syngas

with a H2/CO ratio in the range of 0.5–1.2, water–gas shift or
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another source of hydrogen is required. The near absence of

WGS activity for the cobalt catalyst requires an upstream

WGS reactor to be utilized with those gasifiers that produce

a syngas with a H2/CO ratio in the 0.5–1.2 range. When an

iron catalyst is used, this will not be needed.

The FT synthesis products typically follow an

Anderson–Schulz–Flory distribution:

Wn ¼ nð1� aÞ2an�1

where Wn is the weight fraction of produces with carbon

number n, and a is the chain growth probability whose value
depends upon the catalyst and operating conditions. When

the value of a is zero, only methane is formed, and as the

value of a approaches one, the products become predomi-

nantly high molecular weight waxes. In logarithmic form,

the product distribution becomes

log(Wn=nÞ ¼ nlog aþ log[(1� aÞ2=a�

Fig. 19.34 The Sasol FT reactors [147]
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A plot of log(Wn/n) vs. n is a straight line with a slope that
depends on a (Fig. 19.35 left).

Indirect Coal Liquefaction and the Future

Today, the FT synthesis has replaced the DCL pathway as

the preferred route. While Sasol currently is the only com-

mercial coal-based FT operation, it is large and studies are

underway that could lead to a doubling of the production

from coal (from 150,000 to 300,000 bbl/day). In addition,

significant expansion of FT production has occurred, based

on natural gas. Thus, Shell/Qatar is expanding by adding

120,000 bbl/day to the current 15,000 bbl/day in Malaysia.

Sasol is planning to increase the operation at Sasolburg by

12,000 bbl/day and is at various stages of planning for plants

to be located in China, India, and Australia. Thus, it appears

that there will be significant growth during the coming years.

Stranded gas and the need to reduce the carbon footprint

of fossil fuels offer promise of the need for smaller scale

plants. One potential advance that could speed developments

in these areas is the introduction of microchannel reactors.

In addition to the ability to construct much smaller reactors

(a meter length rather than 100), Velocys reports up to at

least a tenfold increase in space–time yield using these

reactors [127–129].

The technology is practiced in two temperature regions: a

high- and low-temperature synthesis. An iron catalyst is used

for the high-temperature operation where only a small frac-

tion of the products are higher boiling than the diesel fraction

so that downstream processing is essentially limited to a

distillation step. Either iron or cobalt can be used for the

low-temperature process. An iron catalyst was utilized for

the 1950s German slurry reactor investigations and the early

Sasol work for their low-temperature slurry reactor. How-

ever, today, most of the emphasis is on the cobalt catalyst for

both the fixed-bed and the slurry reactors.

In any event, the situation is in a state of flux. A listing

was presented for proposed CTL plants in the United States

in 2007; an examination of the list at the beginning of 2011

shows that nearly all of these plants have either been can-

celed or put on hold. The US DOE has caused a baseline

technical and economic assessment for FT to be made [130]

as well as for coal and biomass for producing FT fuels and

electricity [131].

Methanol. Methanol is a water-soluble, low molecular

weight alcohol that may be of increasing importance as a

low-sulfur fuel, a chemical feedstock, and perhaps as

a gasoline additive or an intermediate in gasoline production.

The synthesis of methanol is accomplished by the catalytic

conversion of synthesis gas containing two moles of hydro-

gen for each mole of carbon monoxide. Methanol synthesis is

widely practiced in industry on a commercial scale. See

Chap. 10 for a discussion of methanol manufacture.

Methanol to Gasoline: The Mobil Process. Mobil Research

and Development Corporation has developed a process that

catalytically dehydrates and polymerizesmethanol to produce

a high-octane gasoline. The catalyst is one of a family of

synthetic zeolites designated ZSM-5 byMobil. These zeolites

Fig. 19.35 (Left) Typical Schulz–Flory plot. (Right) Logarithmic plots of moles again carbon number. Hydrocarbons Schwarzheide tests

compared with those from fluidized synthesis
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have a unique channel structure, and one of these new zeolites

converts methanol into a mixture of hydrocarbons

corresponding to high-quality gasoline. The mass balance

shows 0.44 lb of gasoline and 0.56 lb of water from each

pound of methanol; however, the gasoline produced contains

95% of the heating value in the methanol feed.

A schematic diagram of one version of the process is

shown in Fig. 19.36. Crude methanol is vaporized at the

bottom of the reactor and passes through a dense fluidized

bed at 410–415�C and 25 psig. The methanol is converted to

hydrocarbons and water. The catalyst is separated from

reaction products in a disengager section at the top of the

reactor, the reactor effluent is condensed, and the water and

hydrocarbon products are separated. To make additional

gasoline, propene and butenes can be alkylated with isobu-

tane by conventional petroleum technology (see Chap. 18).

Portions of the powdered catalyst are removed from the

reactor, regenerated with air, and returned to the reactor.

Small amounts of carbon monoxide, carbon dioxide, and

coke are formed as by-products. The process and potential

opportunities for the use of MTG to produce fuels from coal

have been discussed recently (2008) [132].

The process was operated at the 15,000-bbl/day scale in

New Zealand in the 1980s. Multiple fixed-bed reactors were

used in the New Zealand operation. The first reactor was

used to convert methanol to an equilibrium mixture of meth-

anol, dimethyl ether, and water. This equilibrium mixture is

mixed with recycle gas and passed over the ZSM-5 catalyst

in a fixed-bed reactor. The first reactor to produce the alco-

hol, ether, and water mixture releases about 20% of the

overall heat of reaction. ExxonMobil claims to have made

advances since then that reduce both capital investment and

operation expense [133].

Methanol can also be converted to olefins and produce

essentially only ethene and propene. While the ZSM-5 cata-

lyst can be adapted for this purpose, usually a less acidic

catalyst is utilized, frequently a silicoaluminophosphate

(e.g., SAPO-34) [134]. A process (UOP/HYDRO MTO) is

Fig. 19.36 Schematic of

Mobil’s fluid-bed MTG process,

which uses a unique zeolite

catalyst to convert methanol

to high-octane, unleaded gasoline

(Courtesy of The Pace Company,

Denver, CO)
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described that claims up to 80% ethene/propene and greater

than 95% conversion to C2–C4 alkenes [135]. The UOP

process is at or near the commercial scale.

CTL Summary

The economics for CTL are complex and are very site

dependent. This is illustrated by the prices for three locations

shown in Table 19.20 for DCL [136]. The outlook should be

similar for indirect coal liquefaction. For indirect CTL, the

avoidance of CO2 is relatively low since CO2 is readily

available from the syngas purification step. Based on the

cost shown in Table 19.20, projects should be profitable in

China and the United States but not in Europe; however, the

price in 2011 is not adequate to lead to the initiation of major

activities in either country.

The situationwith CTL is very unstable. Typical is the case

in China. Five years ago, there were many direct and indirect

processes at various stages of development. Then, in 2008, the

National Development andReformCommission decided that,

apart from two projects operated by the Shenhua Group, none

could go ahead before receiving official approval. This was

because CTL is “a technology-, talent- and capital-intensive

project at an experimental stage with high business risks”

[138]. Since Sasol was making significant profits for their

CTL operations in South Africa and was involved in a CTL

project in China, this decision must have been based on

conditions specific to China.

Military needs have provided impetus but little funding

for coal to liquids development [138, 139]. The current

outlook for CTL has been presented by several groups in

recent years [140–147].

Petrochemical Feedstocks

Feedstocks for the petrochemical industry are produced

mainly from crude oil (Chap. 18) and natural gas (Chap.

20). About 90% of all organic chemicals are manufactured

from just six feedstocks: synthesis gas, ethylene, propylene,

butadiene, benzene, and p-xylene, with synthesis gas

accounting for over half of these feedstocks. Although a lot

of syngas for the manufacture of ammonia, methanol, and

other chemicals is produced by steam reforming of natural

gas or light oils, as discussed above, syngas can also be

produced by coal gasification.

Several sources discuss and evaluate processes for the

production of chemicals from coal [148–155]. Most basic

chemicals currently produced from oil or natural gas can

be produced from coal using demonstrated technology. The

broadest range of synthesized products is available by conver-

sion of coal to synthesis gas and utilization of existing pro-

cesses for production of chemicals, such as ammonia,

methanol, and acetyl derivatives. Advances in the chemistry

of synthesis gas are rapidly expanding the array of chemicals

obtainable from coal by this route [156–162]. Many other

chemicals can be separated from the by-products of gasifica-

tion and pyrolysis processes. In fact, the foundation of the

modern chemical industry was built on processes utilizing

coal hydrogenation and pyrolysis to obtain a variety of

chemicals, including dyes, solvents, fuels, and pharma-

ceuticals [163]. However, in the 1950s, the wide availability

and low cost of crude oil made petroleum-derived materials

the preferred source for chemicals production.

Presently (2011), the choice of feedstock for chemicals

production depends on complex technical, economic, envi-

ronmental, and political factors. Clearly, not all chemicals

are suitable for production from coal with current technol-

ogy. Some factors to be considered in the evaluation of the

appropriate feedstock for a particular chemical product

are (1) the relationship between the carbon/hydrogen ratio

in the chemical product and the feedstock, (2) the delivered

cost of alternative raw materials, (3) capital costs, (4) envi-

ronmental protection, and (5) the reliability of supply.

Recently, except for special situations, such as that for

Sasol in South Africa, the manufacture of chemicals from

coal at coal prices relative to the prices of petroleum and

natural gas has not been economically attractive.

Chemicals from Coal

The use of coal as a raw material for the production of

chemicals started with the discovery of the first coal tar

dye by Sir William Perkins in 1856. Prior to that time, the

liquid by-products of coking were regarded as wastes.

Perkins’ discovery revealed that valuable materials could

be isolated or made from coal tar and ultimately led to the

establishment of the modern chemical industry. Coke ovens

rapidly came to be important as sources of chemicals, such

as benzene, naphthalene, ammonia, and hydrogen. Coal tar

became an important source for aromatic and heterocyclic

chemicals for the dye and pharmaceutical industries.

Coke production was formerly the most important

demonstrated technology associated with the direct produc-

tion of chemicals from coal. Industrial chemicals currently

obtained in significant amounts as coke by-products include

benzene, toluene, xylene, naphthalene, anthracene, phenan-

threne, phenol, ammonia, ammonium sulfate, sulfur, and

Table 19.20 Crude oil price (Brent) for a profitable DCL project [136]

Market

Crude oil net back price

if no carbon capture

Crude oil net back price

at CO2 ¼ 40 $/tons

China 50–60 $/bbl 70–80 $/bbl

United States 75–85 $/bbl 95–105 $/bbl

Europe 90–100 $/bbl 110–120 $/bbl

19 Coal Technology for Power, Liquid Fuels, and Chemicals 799

http://dx.doi.org/10.1007/978-1-4614-4259-2_18
http://dx.doi.org/10.1007/978-1-4614-4259-2_20


carbon dioxide. The vast majority of aromatics production

from coal occurs in Eastern Europe, India, China, and Japan

[164].

Chemical by-products from coke manufacture amount to

roughly 4% of the coal feed. Although this yield initially

supplied adequate quantities of chemicals for developing

end uses, the growth of the industry eventually required

additional sources of chemicals. The advent of technology

for producing calcium carbide and acetylene in 1892

provided a means for conversion of coke to chemical

products. Also, this technology stimulated the growth of an

independent chemical industry by allowing the manufacture

of chemicals to be pursued apart from the manufacture of

coke for steel production. More recently, independent pro-

duction of chemicals from coal has gone through the synthe-

sis gas route.

Chemicals from coal via gasification of coal to synthesis

gas as a stand-alone chemical process have been difficult to

justify economically because the alternative routes through

crude oil or natural gas have been relatively cheap, but that

has recently changed. With special circumstances such as

large-scale, high final product value, low coal cost, or

intangibles such as security of raw material supply, these

types of plants have been successfully built and operated on

a limited basis. However, as crude oil and natural gas pricing

has increased, interest in coal to chemicals has dramatically

increased.

Economics of coal gasification plants can often be

improved by coproduction of “secondary” chemicals that

may be low volume, but high value. This concept of

coproduction to improve overall economics is illustrated

by the efforts at Dakota Gasification’s Great Plains Synfuels

plant in North Dakota and at Sasol in South Africa. At Great

Plains, the primary product is synthetic natural gas, but other

high-value products include naphtha, phenol, fertilizers,

krypton–xenon from the air separation plant, and CO2

exported for enhanced oil recovery. Research and develop-

ment efforts are ongoing to enable profitable recovery of

other by-products. The types of by-products produced

depend, in part, on the type of gasification technology

employed. Low-temperature gasification such as the Lurgi

gasifier used at Dakota Gasification produces more tars

and oils that can be separated and refined to other products.

Sasol has utilized the tars from gasification and the

Fischer–Tropsch products to become a chemical company.

At times, chemicals have produced more than half their

profits even though chemicals account for less than one-

fourth of their production. The high-temperature gasification

processes such as GE (formerly Texaco) produce very few

chemicals directly other than carbon monoxide, hydrogen,

and carbon dioxide.

There is also much interest in coal gasification from

power producers to produce electricity from coal more

cleanly and efficiently than traditional pulverized-coal

steam plants. This concept is commonly referred to as

IGCC (integrated gasification combined cycle). Economic

justification of stand-alone power plants via IGCC is also

difficult due to the high capital cost of these types of plants.

There could be significant synergies between power produc-

tion and chemical coproduction that could improve the eco-

nomics of both. Power plants bring the large scale necessary

for unit cost reductions, but the electricity price in many

markets is low and variable (especially in off-peak hours).

Chemicals bring a steadier, higher-value demand.

In recent years, several commercial plants have been

constructed for conversion of coal to synthesis gas for chem-

ical manufacturing. These include the Eastman Chemical’s

acetic anhydride plant, the Ube (Japan) ammonia plant, the

SAR (Germany) oxo chemicals plant, and several coal to

ammonia plants in China (e.g., Weihe, Huainan, and Lunan).

The Ube plant and the SAR plant have since converted to

lower-cost opportunity fuels (petroleum coke and residues).

The Eastman plant is still operating exclusively on coal.

Feedstock changes at the other plants illustrate the vulnera-

bility of coal-conversion processes to a changing economic

climate. The fact that the Eastman process remains competi-

tive under changing conditions is due to a set of special

circumstances that favor a coal-based process. The success

of the Eastman chemicals from coal complex demonstrates

that synthesis gas from coal is a viable feedstock for some

industrial chemicals under certain conditions.

Clearly, the number of chemicals produced from coal-

derived synthesis gas can expand as new technologies are

developed and favorable economics exist. The most likely

such chemicals are those for which processes have been

demonstrated butwhich presently are uneconomic. Relatively

small improvements in technology, shifts in feedstock avail-

ability and/or cost, decreased capital costs, or political factors

could enhance the viability of coal-based processes for the

production of methanol, ethanol, and higher alcohols, vinyl

acetate, ethylene glycol, carboxylic acids, and light olefins.

New technologies are being developed for the partial

oxidation of coal to organic acids, for plasma pyrolysis of

coal to produce acetylene and other small molecules [165],

and for the manufacture of additional chemicals such as

acetaldehyde from synthesis gas [166]. Also, the use of

coal tar for the manufacture of high-temperature engineering

plastics and bioconversion of coal to aromatics, organic

acids, alcohols, and methane [164] have been reported.

Innovative strategies are being considered that offer the

potential for reduced costs; for example, by co-gasifying

coal with waste, waste disposal credits might be obtained.
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Examples of Chemicals Production from Coal

A pioneer US manufacturer to produce a slate of industrial

chemicals from coal is Eastman Chemical Company. Com-

mercial facilities include a coal gasification plant for synthe-

sis gas manufacture, raw gas cleanup and separation

facilities, a sulfur recovery unit, and chemical plants to

produce methanol, methyl acetate, acetic acid, and acetic

anhydride. A flow diagram of Eastman’s chemicals from

coal plant is shown in Fig. 19.37.

A GE quench coal gasifier provides synthesis gas at ele-

vated pressure from local coal. Medium- and low-pressure

steams for use elsewhere in the complex are produced by

recovering waste heat. After the gasifier product is scrubbed

with water to cool the gas and remove ash particles, a portion

of the syngas is sent to a water–gas shift reactor to increase its

hydrogen content. A Rectisol unit, using a cold methanol

wash, then removes hydrogen sulfide and carbon dioxide

from the product gas streams. Cryogenic separation in a

Linde “cold box” provides a carbon monoxide stream for

the acetic anhydride plant and a hydrogen-rich stream

for methanol production. The recovered hydrogen sulfide is

converted to elemental sulfur in a Claus unit followed by a

SCOT tail gas treating unit.

Methanol is produced from carbon monoxide, carbon

dioxide, and hydrogen. The proper feed composition is

achieved by combining the hydrogen-enriched syngas from

the shift reactor and the hydrogen–carbon monoxide stream

from the gas separation unit. The feed stream goes to both an

energy-efficient, low-pressure, gas-phase, catalytic Lurgi

methanol process and an Air Products liquid-phase process.

Methanol is reacted with acetic acid to form methyl acetate.

In the final step of the process, purified carbon monoxide

from the gas separation plant is reacted withmethyl acetate to

form acetic anhydride. Part of the acetic anhydride is reacted

with methanol to coproduce acetic acid. The methyl acetate

resulting from this reaction is recarbonylated in the acetic

anhydride reactor. The acetic anhydride is used to make

various cellulose acetate plastics and fibers and acetate

solvents. The reaction produces by-product acetic acid that

is recycled to the methyl acetate plant to react with methanol.

Another example of large-scale production of chemicals

from coal is the Sasol facility in South Africa. Sasol

produces many products from coal-derived syngas, includ-

ing ethylene, propylene, a-olefins, alcohols, and ketones.

They have also increased their production of methanol,

synthetic lubricants, detergent alcohols, acrylic acid and

acrylates, oxo alcohols, styrene and polystyrene, propylene

oxide, and propylene glycol.

Today, the Shenhua Broton Coal Chemical project is a

leader in restoring coal as a feedstock for chemicals produc-

tion, and it will be one of the first new world-scale coals to

chemicals project. The methanol plant will be one of the

world’s largest plants, and the methanol that is produced will

be a feedstock for a variety of large-scale chemicals produc-

tion. Other Chinese plants are converting coal to simple

chemicals, and their expansion in this area is very rapid

[167–171].

Fig. 19.37 Overall block flow diagram for coal gasification–acetic anhydride complex
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As the above examples illustrate, the potential exists for

producing larger quantities of commodity chemicals from

coal. Some factors that could facilitate the increased use of

coal for this purpose include price increases for petroleum

and increased use of coal gasifiers for power production. As

IGCC plants are built, there will be an opportunity to incor-

porate in the plant design the coproduction of high-value

chemicals.
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Natural Gas 20
James D. Idol, Mahmood Moshfeghian, and Arland H. Johannes

Characteristics

Natural gas is a naturally occurring mixture of simple

hydrocarbons and nonhydrocarbons that exists as a gas at

ordinary pressures and temperatures. In the raw state, as

produced from the earth, natural gas consists principally of

methane (CH4) and ethane (C2H4), with fractional amounts

of propane (C3H8), butane (C4H10), and other hydrocarbons,

pentane (C5H12) and heavier. Occasionally, small traces of

light aromatic hydrocarbons such as benzene and toluene

may also be present.

The ethane and heavier hydrocarbon components of nat-

ural gas are rather easily separated from the gas stream and

liquefied under moderate pressure.

Most of these components are separated and recovered

because of their added value when they are sold as separate

products. Unprocessed natural gas is described as “rich”

(“wet”) or “lean” (“dry”), depending on the amounts of

liquefiable heavier components present in the unprocessed

gas. (The dividing line is not specific).

In addition to hydrocarbon components, raw natural gas

from some reservoirs may contain varying amounts of

nonhydrocarbon contaminants, or diluents, such as hydrogen

sulfide (H2S), carbon dioxide (CO2), water (H2O), nitrogen

(N2), and/or helium (He). Natural gas containing the first

two of these compounds, hydrogen sulfide and carbon diox-

ide, is termed “sour” and the contaminants are referred to

as “acid” gases. Natural gas that contains low enough

concentrations of the acid gases to meet sales specifications

is termed “sweet.”

Although some natural gas is suitable for use as a fuel as

produced, virtually all natural gas undergoes some processing

to produce a merchantable gas the composition of which

is principally methane and ethane. Water and acid gas

components are removed to prevent freezing, corrosion, or

other operating problems in transmission or utilization.

Diluents that exist in significant quantities usually are removed

to improve the combustion and/or heating properties of the

gas. Much of the ethane and propane and essentially all of the

butanes and heavier hydrocarbons are removed because of

their greater value when sold as separate liquid products.

Table 20.1 gives typical raw gas compositions.

“Casinghead” gas is typically collected from liquid–gas

separators in oil production facilities. Because the separators

generally operate at low pressures, the gas from this source

tends to be richer in liquefiable hydrocarbons content. “Gas

well” gas and “condensate well” gas generally are produced

at higher pressure and with little or no accompanying liquid,

so their compositions show less liquefiable hydrocarbon

content. These characteristics describe “traditional” natural

gas or gas from commonly thought of sources. Today gas is

available or becoming available from nontraditional sources.

This “unconventional gas” tends to have a composition that

is much more like the “gas well” gas than “casinghead” gas.

Table 20.2 shows the physical properties of the principal

constituents of natural gas as produced. Table 20.3 presents

typical specifications for pipeline quality, or “merchant-

able,” natural gas.

The common unit of measurement for natural gas is the

“standard” cubic foot in the English system and the “stan-

dard” cubic meter in the SI system. Each of these “standards”

is expressed at pressures and temperatures commonly used as

standard to the system in the geographical area of concern.

In the United States, where standards frequently vary from

state to state, the cubic foot is frequently expressed in the

English system at standard conditions of 14.69 pounds per

square inch absolute (psia) and 60� Fahrenheit (60�F),
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although there are a number of other “standard”

conditions specified by various regulatory and govern-

ment agencies at various governmental levels. In metric

units, the cubic meter is commonly defined as being at

one atmosphere of pressure (101.325 kPa) and 15 degree

Celsius (15�C).
Another common unit of measurement for natural gas is

by use of its heating value, expressed in British thermal units

(BTU) per standard cubic foot in the English system, and in

Joules (or calories) per unit volume in the metric system.

Commercially used natural gas, after processing, yields the

equivalent of about 950–1,050 BTU/sft3. Also used as a unit

of measurement is the therm, equivalent to 100,000 BTU, or

the nominal heat content of 100 standard cubic feet of lean,

processed natural gas.

The most common unit of measurement in the English

system is the mscf or thousand (103) standard cubic feet.

Larger volumes, used to express production or pipeline

volumes, are noted as bscf, or billion (109) standard cubic

feet. Even larger volumes, such as reserve figures, usually

are expressed as tcf, or trillion (1012) standard cubic feet.

Occurrence of Natural Gas

Natural gas occurs in a number of different forms, depending

primarily on the source: associated gas is gas produced “in

association” with crude oil; nonassociated gas is gas pro-

duced from a gas well with little or no accompanying liquid;

Table 20.1 Typical raw gas compositions (water-free basis)

Casinghead (wet) gas Condensate well gas Gas well (dry) gas

(Mol. %) (Gal/mscf) (Mol. %) (Gal/mscf) (Mol. %) (Gal/mscf)

Carbon dioxide 0.63

Nitrogen 3.73 1.25 0.53

Hydrogen sulfide 0.57

Methane 64.48 91.01 94.87

Ethane 11.98 4.88 2.89

Propane 8.75 2.399 1.69 0.463 0.92 0.252

iso-Butane 0.93 0.303 0.14 0.046 0.31 0.101

n-Butane 2.91 0.914 0.52 0.163 0.22 0.069

iso-Pentane 0.54 0.09 0.09

n-Pentane 0.80 0.18 0.06

iC5 + nC5+ 0.777 0.203 0.103

Hexanes 0.37 0.13 0.05

Heptanes plus 0.31 0.11 0.06

100.00 4.393 100.00 0.875 100.00 0.525

Source: furnished in cooperation from the Gas Processors Suppliers Association Engineering Data Book, 12th Edition, 2004

Table 20.2 Properties of components in natural gas and natural gas liquids

Chemical formula Molecular mass

Boiling point

@14.496 psi (�F)
Vapor pressure

@100�F (psia)

Gas relative

density air ¼ 1

Heating value

BTU/scf gas

Methane CH4 16.043 �258.73 (5,000)a 0.554 1010.0

Ethane C2H6 30.070 �127.49 (800)a 1.038 1769.6

Propane C3H8 44.097 �43.75 188.64 1.523 2516.1

i-Butane C4H10 58.123 10.78 72.58 2.007 3251.9

n-Butane C4H10 58.123 31.08 51.71 2.007 3262.3

i-Pentane C5H12 72.150 82.12 20.45 2.491 4000.9

n-Pentane C5H12 72.150 96.92 15.57 2.491 4008.9

Hexane C6H14 86.177 155.72 4.96 2.976 4755.9

Heptane C7H16 100.204 209.16 1.62 3.460 5502.5

Octane C8H18 114.231 258.21 0.54 3.944 6248.9

Carbon dioxide CO2 44.01 �109.26 1.520 0

Hydrogen sulfide H2S 34.08 �76.50 394.59 1.177 637.1

Source: furnished in cooperation from the Gas Processors Association Standard 2145
aExtrapolated. Above critical temperature
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gas produced in combination with liquid condensate which

is much lower in molecular weight and lighter in color than

crude oil; and “coal bed methane (CBM),” which is gas

produced from relatively shallow (3,000–5,000 ft)

formations containing primarily coal but that also contain

marketable quantities of high methane content natural gas.

Typical compositions for the first three of these categories

are shown in Table 20.1. Figure 20.1 is a simplified sche-

matic layout of the flow of natural gas from the producing

well through various stages of processing.

Associated gas is found in crude oil reservoirs, either

dissolved in the crude oil or in conjunction with crude oil

deposits. Dissolved or associated gas provides the driving

force or reservoir pressure necessary to produce oil from a

reservoir. Dissolved gases are produced from oil wells along

with the oil. The gas separates, or is separated from the crude

oil at the well head. Such gas also may be called “casinghead

gas” or “oil well gas.” In the early days of the industry,

virtually all the natural gas usefully utilized was associated

gas from oil wells. Much of the very large gas reserves of

several Persian Gulf countries and the Prudhoe Bay reserves

of Alaska are associated gas.

Nonassociated gas occurs in reservoirs separate from

those of crude oil. It is commonly referred to as “gas well

gas,” and contains much less of the heavier, or condensable,

hydrocarbons that are found in associated gas.

Recently huge reserves of “nonassociated” or “gas well”

gas have been discovered in the Persian Gulf area.

Today, because of the wide demand for natural gas, most

utilized gas is nonassociated gas.

The third form in which conventional natural gas reserves

occur might be called a single-phase fluid, because it is

neither a true gas nor a true liquid. It is not a gas or liquid

because no surface boundary exists between gas and liquid.

Reservoirs of this type are called “gas condensate”

reservoirs, and usually are found in moderately deep

formations, have very high pressures, and pose special

problems in production and processing.

In recent years gas wells have been drilled at increasing

depths. This greatly increases drilling costs and new wells

may cost many millions of dollars to drill and bring into

production. At least a partial remedy for this has been the

rapid development of “CBM” as a major source of natural

gas in the United States. The wells are relatively shallow—

around 5,000 ft maximum at present—and much less expen-

sive to drill, complete, and bring to onstream production.

In addition, CBM appears to be widely distributed across

the lower 48 states of the United States.

Early on the subsurface coal mining industry learned that

“swamp gas” or “firedamp” was prevalent in underground

coal mines. The gas is largely methane formed from the

decay and rotting of carbonaceous materials to ultimately

form coal. When pressure is released (as by drilling into the

coal seam) the methane-rich gas migrates to the low pressure

and is produced. The composition and properties of several

CBM streams are shown in Fig. 20.2 [1].

CBM has rapidly gained a major position in the lower 48

states natural gas production. Figure 20.3 [2] shows, by

year, the number of producing CBM wells in the lower 48

U.S. states. The total number producing for the year 2000

was almost 14,000, and the total gas production as shown in

Fig. 20.4 [2] was almost 1.4 tcf. This works out to an

average per well production in the order of 40 mcf per day

per well.

Evolution of the U.S. Natural Gas Industry

Although natural gas is the predominant product (98%) of

the gas industry today, its utilization evolved out of the

production and use of manufactured gas, and its

major expansion came about through utilization of early

“town gas” systems originally installed to distribute

manufactured gas.

Table 20.3 Typical pipeline quality natural gas [23]

Minimum Maximum

Major and minor components, mol %
Methane

Ethane

Propane

Butanes

Pentanes and heavier

Nitrogen and other inerts

Carbon dioxide

Hydrogen

Total unsaturated hydrocarbons

Carbon monoxide

75

–

–

–

–

–

–

–

–

–

–

10

2

5

0.5

18

3

5

0.5

0.1

Trace components
Hydrogen sulfide

Mercaptan sulfur

Total sulfur

Water vapor

–

–

–

–

0.25 gr/100 scf

0.50 gr/100 scf

1.0 gr/100 scf

7.0 lb/mm scf
Oxygen – 10 ppmv

Other characteristics
Heating value, BTU/scf

Gross saturated

Gross dry

950

967

1,150

1,170

Relative density 0.530 0.740

Liquids: free of liquid water and hydrocarbons at delivery temperature

and pressure

Solids: free of particulates in amounts deleterious to transmission and

utilization equipment

gr/100 ¼ grains/100

Source: furnished in cooperation from the Gas Processors Suppliers

Association Engineering Data Book, 12th Edition, 2004
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Fig. 20.1 Schematic flow of natural gas from well through processing

BASIN STATE DEPTH BTU N2 CO2 C1 C2 C3 nC4 iC4 nC5 iC5 Other

SAN JUAN BASIN NM 2792 914 3.500 6.600 89.500 0.200 0.000 0.000 0.000 0.100 0.010 0.090

SAN JUAN BASIN CO 2576 930 1.500 7.500 90.100 0.500 0.300 0.000 0.000 0.000 0.000 0.100

SAN JUAN BASIN NM 2580 1029 0.900 3.500 91.100 2.600 1.100 0.500 0.000 0.200 0.000 0.100

WARRIOR BASIN AL 2162 995 0.900 0.160 98.200 0.020 0.000 0.000 0.000 0.000 0.000 0.720

GREEN RIVER BASIN WY 957 1.000 4.290 94.600 0.110 0.000 0.000 0.000 0.000 0.000 0.000

PICEANCE BASIN CO 6344 1001 0.370 10.470 81.710 4.050 1.800 0.410 0.580 0.120 0.220 0.270

POWDER RIVER BASIN WY 402 969 3.630 0.470 95.860 0.010 0.000 0.000 0.000 0.000 0.000 0.030

ARKOMA BASIN OK 837 1002 0.900 0.900 96.400 1.400 0.000 0.000 0.000 0.000 0.000 0.400

CHER. & FOREST CITY KS 983 976 2.160 1.170 96.090 0.380 0.110 0.020 0.010 0.000 0.000 0.060

SAN JUAN BASIN NM 2843 996 1.060 4.950 90.690 1.880 0.810 0.200 0.150 0.050 0.070 0.140

Key for Items in Table:
Depth, feet
Heating value, BTU/Standard Cubic Foot at 14.73 psia and 60°F
N2 = Nitrogen
CO2 = Carbon Dioxide
C1 = Mehane
C2 = Ethane
C3 = Propane
iC4 = Iso Butane
nC4 = Normal Butane
iC5 = Iso Pentane
nC5 = Normal Pentane
Other---To obtain “other” add nitrogen through nC5 in each row and subtract from 100.00. The difference is “other.”

Fig. 20.2 Composition of several coal bed methane streams [1]
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Manufactured gases are those obtained by destructive

distillation of coal, by the thermal decomposition of oil, or

by the reactions of steam passing through a bed of heated

coal or coke. Prior to the development of large natural gas

reserves, manufactured gas was used widely for illumination

in the “gaslight” era of the United States.

Following the discovery of major oil and gas reserves in

the early twentieth century, associated gas became plentiful

in oil-producing areas, and natural gas began to displace

manufactured gas in town systems. However, early natural

gas utilization was confined largely to areas at or very near

the source of supply because methods and materials for

transporting the gas had not yet been developed.

Natural gas is relatively difficult to transport and store

and is extremely bulky compared with other forms of

energy. At atmospheric pressure, one cubic foot of natural

Fig. 20.3 Number of producing coal bed methane wells in lower 48 states (USA) [2]

Fig. 20.4 Annual coal bed methane production for lower 48 states (USA) [2]
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gas contains about two-tenths the energy content of a cubic

foot of solid or liquid fuel. This is the primary reason natural

gas is transported through pipelines at very high pressures,

typically 900–1,000 psia. The development of high tensile

strength, thin wall pipe, and modern welding techniques in

the mid-1930s permitted the construction of numerous long-

distance, high-pressure gas transmission lines from the large

and growing gas reserves of the southwestern United States

to the major industrial and population centers of the country.

In rapid succession, a number of long-distance pipelines

were laid during the period from 1930 to 1940, including

three pioneer 1,000-mile lines from areas containing large

natural gas reserves in the Southwest to major markets in the

North and the Northeast. Spurred by abundant and inexpen-

sive gas reserves, the U.S. natural gas industry expanded

rapidly after 1945, and natural gas virtually replaced the

more expensive manufactured gas in city distribution

systems.

In 1930, marketed production of natural gas totaled

1.9 tcf; following early pipeline expansion, total consump-

tion by 1940 had risen to 2.7 tcf. Then, in the decade

between 1940 and 1950, gas consumption more than dou-

bled to 6.3 tcf, and it doubled again to 12.8 tcf by 1960.

Marketed production in the United States peaked at 22.7 tcf

in 1973, followed by significant declines resulting from

conservation efforts. By 1990 the marketed production of

natural gas was about 18 tcf per year, and demand was

increasing steadily because of the convenience of natural

gas and its qualities as an environmentally desirable fuel.

U.S. Marketed Production [3–5]

Natural gas accounts for well over one-half of total U.S.

petroleum energy production. Its major market segments

are residential and commercial fuels, industrial fuel and

chemical feedstock, and electric power generation.

Residential consumption is predominantly for spaceheating,

cooking, and water heating. Commercial use includes space

heating and other fuel needs for commercial establishments

suchas stores, hotels, and restaurants. Industrial use, accounting

for about 35% of total gas consumption, includes fuels for

manufacturing operations, industrial boiler fuel, and process

heat. Oil refineries are major consumers of natural gas for

refining operations. In addition, natural gas is the prime feed-

stock for themanufacture of ammonia fertilizers,methanol, and

other basic chemical derivatives. Figure 20.5 is a simplified

schematic that shows some of the principal chemical and com-

mercial products derived from natural gas.

Fuel for electric power generation accounts for about

20% of marketed natural gas production. This market seg-

ment is extremely price-sensitive and competes directly with

fuel oil and coal. Given the current environmental emphasis

on reduction of air pollutants, the use of cleaner-burning

natural gas is expected to increase significantly in the fore-

seeable future.

In addition to what is termed “marketed production” for

these uses, substantial quantities of natural gas are consumed

annually as lease, processing plant and pipeline fuels.

At current production levels, a majority of U.S. petroleum

energy production consists of the gaseous fuels natural gas

and natural gas liquids. Moreover, since reaching peak pro-

duction in 1985, U.S. crude oil production has consistently

declined while gaseous fuel production has steadily

increased. These trends suggest that the U.S. petroleum

economy will become even more dependent on the gaseous

fuels in the future.

Natural Gas Liquids

Included in the gaseous fuels segment of U.S. petroleum

energy production are the natural gas liquids extracted from

natural gas as produced and before sale. These natural

gas liquids, commonly termed “NGLs,” are ethane, propane,

butanes, pentanes, and highermolecularweight hydrocarbons.

The recovery and separation of natural gas liquids from raw

natural gas is a relatively simple operation, which relies

principally on the differences in boiling points and vapor

pressures of the various components. (These differences are

shown in Table 20.2.) The two most prevalent recovery

processes are the absorption process and the cryogenic

turbo-expander process. Together, they account for approxi-

mately 90% of total U.S. natural gas liquids production. The

bulk of U.S. gas liquids is produced as a raw mix stream in

some several hundred gas-processing plants located in or near

major gas-producing provinces. Typically, the raw mix

streams are transported through an extensive pipeline network

to large central fractionator complexes where the mixed liquid

stream is fractionated into its components ethane, propane,

butanes, and pentanes.

The total U.S. recovery of natural gas liquids is about

30–35 barrels per million cubic feet of marketed natural gas.

The total NGL supply is supplemented by about 200–250

million barrels per year of refinery production, which

equates to about 5% of the total crude oil charge to refineries.

Some of the petrochemical products produced from natural

gas and NGLs are shown in Fig. 20.5.

Major demand segments for NGLs indicate that around

35–40% of gas liquids, principally ethane and propane, are

consumed as cracking feedstocks for ethylene manufacture.

Some of the chemical derivatives obtained from ethane and

propane are shown in Fig. 20.6.

Traditionally, a major demand for natural gas liquids,

mainly butanes and pentanes, has been in the manufacture

of motor gasolines. However, the recent phasing out of
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leaded gasoline and the current, ongoing reduction in motor

gasoline volatility have drastically reduced demand for

butanes and pentanes as gasoline blending stocks. On the

other hand, these same measures, enacted to reduce air

pollutants from the automobile, have resulted in an increased

demand for these products as prime feed stocks for the

formulation of clean-burning reformulated gasolines.

A third major market is consumption of propane as both a

residential and commercial fuel, principally in rural areas

beyond the reach of natural gas distribution systems. Addi-

tional major uses indicated in the “other” category of

Fig. 20.6 include consumption as internal combustion engine

fuels and numerous agricultural uses, such as crop drying.

U.S. Natural Gas Reserves

At any given time proven U.S. natural gas reserves seem to

remain at approximately 10 years of indigenous supply at the

then current consumption rates. Proven reserves estimates

are subject to constant change, either up or down, depending

on reservoir operating experience, field extensions resulting

from additional drilling, and revised estimates.

Not included in reserves data are undiscovered but prob-

ably recoverable reserves in unexplored or unproven

provinces. Currently, these probable reserves are estimated

by the U.S. Department of Energy at 307–500 tcf, much of

which almost certainly will become proven reserves when

they become economically feasible.

Whatever the ultimate recoverable reserves may be, cur-

rent estimates of proven reserves of natural gas comprise

about 50% of U.S. proven reserves of total petroleum

energy.

Structure of the U.S. Natural Gas Industry

The natural gas industry in theUnited States ismade up of four

major segments: production, processing, transmission, and

distribution. The industry is physically interconnected by a

Fig. 20.5 Some petrochemical products derived from natural gas (Crockett and Widgery [35]. Reprinted by permission of the Gas Processors

Suppliers Association)
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pipeline network that extends through the lower 48 states and

across international borders into Mexico and Canada.

The production function is a large part of the oil-producing

industry, and most of the same firms are dominant in both oil

and gas. Exploration and drilling technologies for both oil and

gas are essentially identical. Production from both oil well gas

and gas well gas is introduced into large field gathering

systems for delivery to the processing facilities. A typical

gathering system may include 2,000 or more miles of

gathering lines connected to 1,000 or more producing wells.

Fig. 20.6 Some products derived from ethane and propane (Crockett and Widgery [35]. Reprinted by permission of the Gas Processors Supplier

Association)
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The gas-processing function includes the gathering and

delivery of gas streams from a field or fields into a central

processing facility. There are currently several hundred gas-

processing plants in operation in the United States. In these

plants the raw natural gas is dehydrated to remove moisture,

treated for removal of contaminants and, if necessary, com-

pressed to pipeline pressure. During treating, most raw gas

also is processed for recovery of liquid products, including

ethane, propane, butanes, and natural gasoline. These liquid

products are then sold separately to be used for petrochemi-

cal and gasoline feedstocks and other fuel uses.

The transmission function covers transport of the

processed pipeline quality gas from the gas-processing

plant to major markets. About two-thirds of U.S. marketed

gas production reaches the ultimate consumer through a

network of some 250,000 miles of pipelines. Other

deliveries may be made directly to industrial consumers or

to city distribution systems.

The distribution function receives natural gas from the

transmission pipeline at the city gate of the local distribution

system and delivers it to the ultimate consumer through a

network totaling some 600,000 miles of distribution

pipelines.

World Natural Gas

Natural gas, in recent years, has become an international

commodity fuel. Current world reserves of natural gas are

estimated at about 6,500 tcf [6], the equivalent of about 40%

of world petroleum energy reserves. About 35% of these

reserves are in remote regions of the Former Soviet Union

(FSU) and about 40% are located in the Persian Gulf

countries of the Middle East.

The location of these reserves, far from the major

populations of consuming countries, suggests that the

world natural gas industry is still in a developmental stage

and that further extension and expansion can be expected.

Gas from the Groeningen field of the Netherlands, from

Norway and the North Sea, and from the FSU is flowing

by pipeline into industrialized Western Europe. In addition,

natural gas is piped from the FSU into Eastern Europe.

Additional international movements of natural gas are in

the form of liquefied natural gas (LNG), principally from

Northern Africa and the Middle East into Japan, South

Korea, and the United States.

It is certain that world use of natural gas will increase

dramatically in the near future as industrialized countries

replace coal-fired facilities with cleaner-burning natural gas.

In addition, a number of countries remote from major

markets are in the process of installing world-scale plants

for utilization of natural gas and gas liquids for production of

fertilizers, methanol, premium gasoline blending stocks, and

other basic petrochemical derivatives that will result in

higher-value products from natural gas and gas liquids for

which there are no local markets.

Already, the gaseous fuels account for approximately

40% of world petroleum energy production and nearly one-

half of world petroleum energy reserves. Moreover, the

growth of world natural gas consumption is already increas-

ing rapidly.

Despite a world surplus of crude oil capacity for the

foreseeable future, it seems certain that the world has entered

the “Age of Gaseous Energy,” and that natural gas and gas

liquids will continue to move into a position of petroleum

energy dominance in the next decade.

Gas-to-Liquids Technology

In contrast to the United States, many oil- and gas-producing

areas of the world do not have a well-developed gas distri-

bution system and large numbers of consumers want a clean-

burning, environmentally friendly industrial and residential

fuel. Also, many of these areas have the potential capability

for producing large quantities of natural gas for long periods

of time. One way of solving this problem is to market LNG.

Atmospheric pressure tankers are the popular choice, and

they must operate at or near the atmospheric boiling point of

methane, which is ~161.52�C or ~258.74�F. Huge quantities
of compression horsepower are required to produce the

LNG, and huge quantities of heat are required to gasify the

LNG after it has reached port and before it is suitable for

consumer use.

Despite these difficulties and obstacles, there are several

successful LNG operations in various parts of the world.

Japan, which has no petroleum or natural gas reserves, has

been particularly active in trying to import LNG and

other products. As fuel costs rise, LNG inherently becomes

more competitive. Additionally, LNG liquefaction plants

are becoming more efficient and cost effective. The combi-

nation of these two effects indicate a bright future for

tankered LNG.

Before World War II, German scientists developed pro-

cesses for converting gas primarily formed by burning coal

to hydrocarbons and other chemicals with molecular weights

in the motor fuel range. Processes using these reactions and

catalysts were used for some fuel and chemicals production

during World War II. After the hostilities a good share of the

Fischer–Tropsch “know-how” and technology was liberated

and put within the purview of the U.S. Bureau of Mines. In

the early 1950s the South African government made a politi-

cal decision to produce gasoline and chemicals from their

plentiful internal supply of coal and not be dependent on

imported petroleum. This led to the design and construction

of multiple integrated chemical–motor fuel plants to serve
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the internal requirements for motor fuel and simultaneously

provide a variety of chemicals for both export and internal

consumption. Derivatives of the original Fischer–Tropsch

and later Sasol processes are currently being used to try to

make marketable natural gas discoveries in areas where

there is no industrial or home-based demand for clean-

burning natural gas fuel.

As crude oil exploration spread to cover more of the

globe, discoveries of huge natural gas reserves spread to

more inhospitable places and thoughts of plants to produce

longchain liquid hydrocarbons became more enticing. In the

early 1980s planning for such plants began in earnest and in

the space of a few years three separate plants utilizing three

different liquidation technologies were well under way.

Table 20.4 [7] shows some of the key parameters for the

three plants. All the investment numbers are too large for the

projects ever to be profitable. Estimates now are that about

$50,000 investment per daily capacity barrel is about the

maximum the traffic can bear.

Plans for several more liquidation plants had developed

but the cost, construction, and operating problems of the first

three slowed investor ardor and caused reassessment of the

possibilities and goals. Expectations had been that by the

mid 1990s a dozen or more plants would be in operation

producing more than a million barrels per day of automotive

fuel range hydrocarbons. Instead, the New Zealand plant

was switched to producing methanol and the other two

were continuing to encounter operating problems.

Three second-generation gas-to-liquid (GTL) plants are

known currently to be underway. Some details for each are

shown in Table 20.5 [8]. Investment per daily capacity barrel

is much lower than for the first three. But the total capacity

of the three new plants is only 80,000 barrels per day. If GTL

technology proves out, it will be at a much more sedate pace

than originally envisioned.

Preparing Natural Gas
for Transmission and Sale

Tomake a product suitable for sale, the various contaminants

and undesirable constituents contained in the raw gas must

be removed. The first step is to separate the gas from

any liquids and/or solids. This initial separation usually is

carried out in near proximity to the producing well.

The separators used depend primarily upon the difference

in density between the gas and the liquid for separating

the two phases. These separators may be classified as

vertical, horizontal, or spherical, depending on their geom-

etry and physical orientation [9].

The liquids produced are sold as oil or condensate,

depending upon the type of reservoir from which the product

is obtained. The natural gas stream after this first stage of

separation contains only gaseous components, though some

of these may be liquefied by later processing.

Typical compositions for gas streams at this point are

shown in Table 20.1. (The compositions in Table 20.1 are

on a water-free basis.) As typically produced, each of the gas

streams would be saturated with water vapor. Developing the

technology for handling gas streams that contain significant

quantities of water vapor was one of the keys necessary to the

development of the natural gas industry as it exists today.

In the presence of water, natural gas can, under the proper

conditions of temperature and pressure, form hydrates. To

the naked eye the hydrates are similar in appearance to snow;

and they can result in plugging of pipelines and flow

systems. Hydrates can form at temperatures well above the

freezing point of water. In the early days of pipelining

natural gas under pressure, shutdowns of the lines during

the winter months frequently were caused by plugging with

hydrates.

Table 20.4 Summarized data for the first three major GTL complexes built

Plant site Date of commissioning Design capacity (Mbpd) F-T unit technology Investment/daily capacity barrel ($/bbl)

Montunui, New Zealand 1985 14.5 Mobil 102,000

Mossel Bay, South Africa 1993 27.5 Sasol 127,000

Bintulu, Malaysia 1993 12 Shell 125,000

Based on information in Samsam Bakhtiari [7]. Copyright 2001 by Gulf Publishing Company, all rights reserved

Table 20.5 Summarized data for the three second-generation GTL complexes presently under construction

Plant site Scheduled startup Design capacity (Mbpd) F-T unit technology Investment estimate/daily capacity barrel ($/bbl)

Australia, NW Shelf 2004 11.5 Syntroleum 52,000

Nigeria, Escravos 2005 34 Sasol 23,500

Qatar, Ras Laffan 2005 34 Sasol 23,500

Based on information in Samsam Bakhtiari [7]. Copyright 2001 by Gulf Publishing Company, all rights reserved
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A hydrate is a type of chemical compound called a clath-

rate, defined as a solid molecular compound in which one

component is trapped in the cavities of cage-like crystals of

another component. In the natural gas hydrate, water

molecules form the “cage,” and hydrocarbon molecules are

the trapped component(s).

Hydrate formation can be prevented or avoided in two

ways: (1) by dehydration, in which water is removed from

the gas stream so that under conditions of processing or

transporting, no liquid water will condense; and (2) by

inhibition, which involves injecting into the gas stream a

component that will dissolve the water and thus interfere

with the ability of the water to form hydrates with the gas.

Both procedures are widely used in the gas industry.

Of the wide variety of materials that can effectively

depress the hydrate-forming tendency of a natural gas,

three—methyl alcohol, ethylene glycol, and diethylene

glycol—are used almost exclusively. Ethylene glycol

(C2H6O2) and diethylene glycol (C4H10O3) are both polyhy-

droxy alcohols. They are high-boiling-point materials that

mix in all proportions with water and both remain predomi-

nantly in the liquid phase. At temperatures approaching

the freezing point of water, solutions containing more than

50% by weight ethylene glycol (or diethylene glycol) have

viscosities approaching 10 cp. This limits their utilization in

some low-temperature applications.

Methyl alcohol (CH3OH) has a much lower boiling point

and consequently a much higher vapor pressure than either

ethylene or diethylene glycol. Hence procedures used for

estimating the amount of methyl alcohol required must take

into account the amount of methyl alcohol that vaporizes

into the gas phase [10–12]. Although the necessity for vapor-

ization requires the injection of greater quantities of metha-

nol, it does have potential advantages. If the gas phase were

cooled in further processing or transmission, one would

expect some methanol to condense along with additional

water and/or hydrocarbons. This would provide a safety

factor for hydrate prevention that does not exist with the

glycols.

Dehydration of the gas can be accomplished through the

use of either a liquid or a solid desiccant. The solid desiccants

most often employed include alumina, silica gel, and molec-

ular sieves. The liquid desiccant most frequently used is

triethylene glycol. Any of the solid materials used as

desiccants must be regenerated periodically, so there must

be at least two adsorption towers if dehydration of the gas is to

be continuous. A schematic of a typical two-tower adsorption

plant is shown in Fig. 20.7. The adsorbent must be heated to

high temperature (about 400�F, 200�C) to remove the water

and regenerate the solid desiccant. This usually is accom-

plished by heating a slip stream of the gas and circulating the

heated gas through the off-stream adsorbent bed.

Figure 20.8 shows a schematic flow diagram for a typical

triethylene glycol dehydration system. The lean glycol is

pumped to the top of an absorber column and flows down-

ward in countercurrent contact with the water–wet gas enter-

ing the bottom of the tower.

The absorber may contain either plates or packing.

Dehydrated gas leaves the top of the absorber and the glycol

diluted by the absorbed water flows from the bottom into a

regenerator. After the absorbed water has been fractionated

from the triethylene glycol solution, the solution is

recirculated to the absorber. The concentration of the glycol

leaving the reboiler will be approximately 98.5–98.7% by

weight triethylene glycol if the reboiler operates at 400�F
(205�C) and one atmosphere pressure.

Normal contract specification for gas to be transmitted

through a high-pressure pipeline is a water content of 7 lb of

Fig. 20.7 Two-tower adsorption

dehydration unit
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water per million standard cubic feet of natural gas. This is

approximately the water content of natural gas in equilib-

rium with water at the freezing point (32�F) when the gas is

under a pressure of 1,000 psia.

The solid desiccants offer much lower water contents for

the dehydrated gas. With proper design and operation,

molecular sieve dehydrators can satisfactorily prepare gas

for total liquefaction at temperatures as low as �263�F
(�165�C). Lower outlet water dew points can be obtained

with triethylene glycol if the concentration of glycol going to

the absorber is increased. This can be accomplished by using

a vacuum in the reboiler or by introducing another material

into the reboiler to lower the effective partial pressure of the

water vapor above the glycol. Proper design and operation of

such glycol systems can produce outlet water dew points in

the �40�F (�40�C) range, or lower.
Natural gas pipelines normally operate at elevated

pressures. In many instances the gas is available at low

pressures so must be pumped or compressed to higher pres-

sure. If the volume of the gas stream is small, reciprocating

compressors must be used. For larger gas volumes, rotary

compressors of various types are available. Figure 20.9 [13]

shows pressure and flow rate ranges in which different types

of compressors currently available are used.

Fig. 20.8 Glycol dehydration

unit

Fig. 20.9 Approximate range

of application for compressors

(GPSA Data Book, 12th Edition,

2004; Copyright Gas Processors

Suppliers Association, and

reprinted by permission of the

copyright owner)
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If the natural gas stream contains unacceptable quantities

of hydrogen sulfide and/or carbon dioxide, they must be

removed in order to make the gas suitable for transmission

and sale. The details of removal of H2S and CO2 from

natural gas streams are beyond the scope of this chapter,

but excellent discussions are available [13, 14]. There are

many different processes available, depending upon the

contaminants to be removed and their concentration in

both the sour gas available and the sweetened gas to be

produced. The dominant treating process is still the use of

an alkanolamine. A typical flow diagram for an amine

sweetening installation for removal of hydrogen sulfide and

carbon dioxide from a natural gas stream is shown in

Fig. 20.10 [14].

Environmental restrictions and controls normally will not

permit the release of the hydrogen sulfide and/or its inciner-

ation to sulfur dioxide. As pointed out by Maddox [14], the

least undesirable alternative is conversion of the hydrogen

sulfide to sulfur. Again, there are many different processes

available, several of which are discussed in the book by

Maddox. The dominant method is by use of the Claus pro-

cess, which involves partial combustion of the hydrogen

sulfide to sulfur dioxide and catalytic combination of the

hydrogen sulfide and sulfur dioxide to produce sulfur.

Detailed discussions of the Claus technology as well as

other techniques of converting hydrogen sulfide to sulfur

are available [13, 14].

Figure 20.11 is a sketch of a “once-through” Claus process

using a hot gas bypass for reheat. Sufficient air is used to burn

one-third of the H2S and all hydrocarbons. Steam usually is

generated in the waste heat boiler, where the combustion

products are cooled, and sulfur is condensed. The gas must

be reheated before introduction to the reactor to prevent

sulfur condensation in the reactor bed. Tail gas usually is

sent to a tail gas cleanup unit to minimize sulfur emissions.

Processing for Liquids Recovery

The first time that liquids were recovered from a natural gas

stream probably happened more by accident than by design.

Any time a gas stream from a liquid–gas separator is either

cooled or compressed, liquids will form. This simple state-

ment still provides the basis for nearly all hydrocarbon liquid

recovery systems from natural gas. Figure 20.12 [15] shows

Fig. 20.10 Typical

ethanolamine sweetening unit

Fig. 20.11 Once-through Claus

sulfur unit
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schematically the flow through a simple compression liquids-

recovery facility. Replacing the water cooling after the sec-

ond stage of compression with refrigeration would increase

liquids recovery. If the gas had not been dehydrated, there

would be danger of hydrate formation at this point unless the

water had been removed.

As the natural gas industry developed and expanded, so

did the demand for liquids recovered from natural gas. One

way of recovering additional liquids is through the use of a

heavy absorption oil that has good solubility characteristics

for the propane and heavier hydrocarbon components in the

gas stream. As in the case of dehydration, the solvent must

be regenerated. Figure 20.13 [15] shows the absorption-

stripping section of an absorption-type hydrocarbon liquids-

recovery facility. The absorbent is circulated to the top of

the absorber and flows downward, absorbing liquefiable

components from the gas stream. It then is heated in the

stripper, with the stripped components being cooled and

condensed while the stripped absorption oil is recirculated.

The liquid hydrocarbon stream typically would flow through

a fractionation train for separation into the individual

components or mixtures that could be sold.

Combining refrigeration with oil absorption allowed for

additional liquid recoveries and greater economy of opera-

tion. Using temperatures as low as �40�F (�40�C),

refrigerated oil absorption plants were capable of recovering

70% or more of the propane present in the natural gas

stream. Recoveries of the butane and heavier constituents

were essentially 100%.

Development of the turbo-expander process allowed the

design and construction of plants for recovery of liquid

ethane, as well as the heavier hydrocarbon components.

The turbo-expander extracts useful work from the gas during

expansion from a high pressure to a lower pressure. Because

of the work extraction the gas is cooled more than in a simple

pressure expansion, and, by means of suitable heat exchange,

temperatures as low as �150�F (�100�C) can easily be

achieved. The separation at low pressure gives higher relative

values of the vapor–liquid equilibrium constant for nitrogen

and methane than for ethane and heavier hydrocarbons. The

result is that the process shown in Fig. 20.14 [11] can recover

as much as 75% or more of the ethane contained in the gas as

the demethanized product. In some cases the process will be

run to produce a de-ethanized product that contains essen-

tially all the propane in the feed gas.

The liquid product from the facility either can go to

on-site fractionation into salable products or, more typically,

be introduced into a pipeline and transported to a central

fractionation facility near the point of ultimate use for the

liquid product.

Fig. 20.12 Liquid hydrocarbon

recovery by compression

and cooling (adapted from
Huntington [15])

Fig. 20.13 Absorption-stripping

unit (adapted from
Huntington [15])
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A New Potential Source for Natural Gas

Under proper conditions of temperature and pressure, water

molecules can form ice-like structures in which there are

cavities. If small molecules such as methane and nitrogen are

present, they can be held in the cavities and there serve to

stabilize the crystalline structure. The resulting crystalline

structures are called clathrates [16, 17]. Although each crys-

talline form has a unique composition, there are no chemical

bonds per se. Thermodynamically the structures are solid

solutions. Although several different hydrate structures are

known, the Structure 1 (S-1) hydrate typically dominates in

natural gas systems. The general formula for type S-1

hydrates is 8X�46H2O, where X can be molecules of argon,

krypton, xenon, nitrogen, oxygen, hydrogen sulfide, carbon

dioxide, methane, ethane, and/or propane. When gas

containing more than one component is involved, the

hydrate typically will contain more than a single gaseous

constituent.

The stability of the hydrate structure depends heavily on

the size of the entrapped guest molecules. Ultimately the

molecules can become so large (pentane for example) that a

stable hydrate cannot form. As noted earlier, many materials

can interfere and prevent hydrate formation.

In recent years deposits of methane hydrate have been

discovered in all parts of the world. The methane appar-

ently forms in the decomposition of bio mass, primarily in

water-containing areas, and the stabilized hydrate

accumulates.

The storage of methane as hydrates offers a potentially vast

natural gas resource. As to the question of how much hydrate

there is right now, there is no definitive answer. However, the

worldwide amount of carbon bound in gas hydrates has been

estimated to total twice the amount of carbon to be found

in all known fossil fuels originally on Earth. Additionally, -
conventional gas resources appear to be trapped beneathmeth-

ane hydrate layers in ocean sediments [18].

In the United States, deposits have been confirmed on all

areas of the continental shelf and under Alaskan permafrost.

Similar deposits have been confirmed in many locations

throughout the world. But little is known about the actual

size and location of even most hydrates that are presumed

to exist.

Estimates of the amount of gas sequestered in hydrates

varies markedly. Today, most engineers and scientists esti-

mate that at an absolute minimum there is approximately

100,000 tcf. They also estimate there is a maximum of

270,000,000 tcf, or more.

The numbers for the United States are as follows. The

U.S. Geological Survey (USGS) released a report in 1995

evaluating the U.S. hydrate resource base. It categorized

estimates by the level of certainty that they exist [19].

• At a level of certainty of 95%, resources ~112,785 tcf

• At a level of certainty of 50%, resources ~276,119 tcf

• At a level of certainty of 5%, resources ~676,110 tcf

• The mean of these estimates ~320,222 tcf

Obviously, hydrates have tremendous potential as a

future source for natural gas. The concluding section of

this chapter will serve as a summary of what is currently

being used and of promising technology for future

development.

Methane Conversion Processes

Methane conversion as treated here encompasses chemical

transformation only, although in the broadest interpretation

purification, compression, and liquefaction operations are

sometimes included, especially in relation to methane con-

sumption as a fuel.

Methane is the simplest, most abundant, and geographi-

cally most widely distributed hydrocarbon. It therefore

receives constantly increasing attention as an alternate

energy source to coal and petroleum from both the world

fuels industry and from the science and engineering commu-

nity to broaden its utility and enhance its transportability by

energy-efficient conversion to liquid hydrocarbons and func-

tional chemical raw materials.

Apart from combustion as fuel, the largest chemical

conversion of methane is steam reforming to synthesis

gas (syngas) mixtures of CO and H2 in ratios varied to fit

the particular process. Syngas is the raw material base for

methanol and its many derivatives including gasoline range

hydrocarbons and methyl-t-butyl ether (MTBE),

Fischer–Tropsch hydrocarbons, hydroformylation (oxo

reaction) products, formaldehyde, hydrogen source for

Fig. 20.14 Turbo-expander process flow
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ammonia, and a further wide spectrum of industrial

chemicals [20]. These are regarded as “indirect” methane

conversion products since methane is consumed as the raw

material for the final plant products and syngas accounts for

over 80% of all methane conversion to commercial

products.

The industrially important direct methane conversion

processes comprise oxidative coupling, reductive coupling

including pyrolysis reactions, partial oxidation, halogenation

and oxyhalogenation [21], and ammoxidation. Other direct

conversions include alkylation, electrophilic substitution,

and C–H bond activation over various complex and super

acid catalysts [22]. Several of these direct conversion

technologies remain to be exploited to achieve their full

commercial potentials.

Indirect Conversion via Syngas

Steam reforming of methane—and low-to-middle range

hydrocarbons—is widely practiced to generate syngas for a

number of basic, high-volume fuel stocks, such as gasoline

range and middle distillate hydrocarbons, and also basic

industrial chemicals such as methanol and ammonia.

The catalytic reaction of steam with methane at elevated

temperatures (300�400 þ �C) over various catalysts: cop-
per or nickel/molybdenum oxide/alumina—can be made to

yield CO and H2 in desired ratios. The generalized reaction

for hydrocarbons with steam is:

CnHm þ COþ H2OÐ nCOþ ½m=2þ n�H2 Ð CO2 þ H2

With adjustment of the steam/methane ratio, the reactor

can produce a synthesis gas with CO/H2 ¼ 1/2, the stoichio-

metric proportions needed for methanol production. This

mixture at approximately 200 atm pressure is fed to the

methanol unit where the reaction then proceeds at 350�C.
Per pass conversions range from 30 to 50 over the catalyst—

typically a supported copper oxide with a zinc, chromium, or

manganese oxide promoter: [23]

COþ 2H2 Ð CH3OH

The methanol unit operating regime, process parameters,

and sometimes the catalyst may be adjusted to yield a sig-

nificant coproduction of higher mixed alcohols typically

ranging from C2 to C6.

Methanol to gasoline units following the Mobil fixed-bed

design with a ZSM-5 molecular sieve catalyst are capable

of producing high-grade gasoline with an iso-paraffinic

hydrocarbon front end and a methlyated aromatic hydrocar-

bon back end. Dilution with other source alkylate to a

lower aromatic content gives a premium grade mid-90s

octane gasoline.

Alternatively, high-quality gasoline range distillates are

produced directly from syngas via the Fischer–Tropsch

synthesis. The product from all the operating units is a

mixture of paraffins and olefins having a straight chain

structure and molecular weight distribution predicted by

the Schulz–Flory–Anderson theory. Isomerization for

improved octane rating yields superior automotive fuels.

Recent reviews present a position of concern that GTL

processes based in syngas intermediate unavoidably entail

capital costs exceeding $25,000–30,000 per daily barrel of

capacity, and in most cases are not competitive with

petroleum-based liquid fuel processes. The 30+ percent

consumption of originally contained energy in the methane

consumed to power the syngas units—compression and

heat costs—must also be reckoned a process driving energy

component.

Indirect Conversion via Nonsyngas
Intermediates

The oxidative conversion of methane to reactive

intermediates such as methyl sulfate has been reported

recently [22]. The reaction, catalyzed by Group V and VI

metal complexes in concentrated sulfuric acid media,

utilizes molecular oxygen (air or industrial gas source)

selectively to break and substitute the C–H bond in sequen-

tial oxidative scission and sulfate ester formation steps.

Methanol may then be generated via hydrolysis with

subsequent sulfuric acid recovery. While not yet industri-

ally established as a methanol source for liquid fuels man-

ufacture, this technology provides a methane C–H bond-

breaking technique that is restricted to one C–H bond only

and conserves much of the CH3 group energy content that is

expended in driving the commercial syngas-based metha-

nol process alternative.

Direct Methane Conversion to Hydrocarbons
and Chemical Derivatives

The direct, one-step conversion of methane to higher

hydrocarbons and chemical derivatives, after several

decades, continues to be intensely researched worldwide as

a possible source of liquid fuels and chemical raw materials

based on natural gas—independent of petroleum and coal.

For clarity and convenience the following “direct conver-

sion” categories [20] are recognized:

• Oxidative coupling to higher hydrocarbons

• Partial oxidation to chemical derivatives
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• Pyrolysis or cracking

• Other direct conversion processes

Oxidative Coupling to Higher Hydrocarbons

The catalyzed gas phase reaction of methane with oxygen,

wherein a hydrogen atom is abstracted from two methane

molecules which are subsequently joined or “coupled” to

form ethane with the coincidental formation of gaseous

water, was reported [24] in the early 1980s:

2CH4 þ 1

2
O2 Ð C2H6 þ H2O

Immediate interest and continuing, increased research by

additional investigators has shown that variations in reaction

conditions (typically 500–800�C, 1–5 bar, high space

velocities) in combination with homo and heterogeneous,

fixed and fluid bed catalysts, enables the formation of higher

alkanes and olefins reaching to C6–C8 chain length, although

C2–C3 dominates. With optimal methane/oxygen ratio, reac-

tion temperature, and catalyst parameters, further

oxydehydrogenation to ethlyene can occur: [25]

CH3 � CH3 þ 1

2
O2 Ð CH2 = CH2 þ H2O

Methane-based commercial production of ethylene via

oxidative coupling has been investigated, but to date the

lower per pass conversions required for acceptable ethylene

selectivities combined with purified oxygen costs make this

process noncompetitive with thermal cracking of ethane

from natural gas liquids.

Oxidative coupling of methane nonetheless may be basi-

cally regarded as a polymerization reaction. Catalyzed oxi-

dative coupling reactions are in commercial use today for

high polymer production, for example, conversion of 2,6-

dimethylphenol to poly (phenylene oxide) with molecular

oxygen. However, the lower C–H bond energy and resulting

greater liability of the hydrogen atoms involved in the cou-

pling reaction allow operation in the liquid phase at far lower

temperatures (below 100�C).
Methane-coupling reaction conversions and yields less

than 25% initially were—and still are—below those accept-

able for commercial fuel and chemical feedstock production.

But worldwide research and development in more recent

years continue to suggest that variations in process

parameters, reactor design, and catalyst composition and

structure may bridge this gap [26]. Lower reaction

temperatures—in the 300–400�C range may be needed.

Yields of 90% coupled with hydrocarbon products at 10%

methane conversion have been reported at temperatures

below 600�C where the activation energy for ethane and

ethylene formation is below 90 kcal [27].

The major obstacle to high-yield oxidative methane

coupling remains the high energy necessary to dissociate

the C–H bond with its 94 kcal bonding energy. The rigorous

reaction conditions and temperatures required to accom-

plish C–H bond scission in the methane molecule are

essentially the same as those favoring further oxidation

and degradation of the methyl radical or related short-

lived highly reactive intermediates to waste products such

as CO and CO2. Research in recent years has identified

catalysts, particularly including some based on transition

metals, such as iridium and palladium complexes, which

are able to dissociate the C–H bond at much lower

temperatures, even as low as below 200�C.
Industry experts today suggest conversions of 40–50%

and selectivities above 80% based on methane and

oxygen as the minimum needed for commercial consider-

ation after fixed and variable costs are added. Nonetheless,

methane oxidative coupling holds the most promising com-

bination of process simplicity, product slate versatility and

low cost, and worldwide raw material availability not

offered now by practiced fuel and chemical feedstock

technologies.

An important aspect of direct methane oxidative coupling

that merits further attention is optimization of the process to

focus on the simplest products of the highest value and

which are the easiest to obtain, namely the C-2 and C-3

products. Of these, the C-3 products, now commercially

derived from light hydrocarbon and naphtha cracking or

refinery streams, propane and particularly propylene, are in

increasingly high demand and offer a versatility of existing

end uses and potential utility not matched by the higher

range C-4 and up aliphatic hydrocarbons, namely

1. Petrochemical raw materials for a multiplicity of

plastics, films, fibers, elastomers, and chemical industry

intermediates.

2. Specialty (LPG) and commodity automotive fuels–the

research octane rating of 115 for propane compels indus-

try interest.

3. High energy content, low vapor pressure (200 psi), and

liquid state at ambient temperatures favors low-cost liq-

uid pipeline transportation vs. high-pressure compressed

gas—1,000+ psig if methane conversion is done near the

production site.

Methane oxidative coupling process simplifications and

advances—especially combinations of reactor design and

catalyst features, product separation, and recycle

economies—are areas marked for technological innovation

with accompanying economic opportunity. C-3’s handling

and transportation advantages compared with remote natural

gas, their potential as alternate fuel, and their demand and
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versatility as chemical feedstocks compared with higher

liquid homologues should drive intensive methane-to-C-

3’s research and development for the next decade. Signifi-

cant areas of exploration and development [28] will

focus on:

1. Reactor design—fixed vs. fluid/moving bed variations.

2. Catalyst discovery research—metal oxides and supports,

shape selective and hetero metal substituted molecular

sieves, pillared clays, biomimetic, methanotropic and

other bio systems; and combinatorial catalytic screening

techniques, liquid phase homogeneous systems.

3. Reactor–catalyst combinations with emphasis on porous

substrates.

4. Unique absorption–desorption product recovery systems.

Partial Oxidation to Chemical Derivatives

Oxygen-deficient cool flame partial oxidation of methane

to methanol and/or formaldehyde has long been known

[29], but methane-based selectivities of 71% methanol

and 14% formaldehyde at 2% conversions require a recycle

ratio of 200 to 1. Higher conversion levels led to flame

temperature increase with markedly lower yields.

Constraining factors were controlling the reaction stream

adiabatic temperature rise within narrow ranges (25�C) to
minimize waste product formation, and desirable narrow

tube reactor design which raises the reactor pressure to

undesirable levels—above 60 bar—and also lowers yields.

At 5% conversion, the adiabatic temperature increase was

near 250�C.
An alternative approach to partial oxidation of methane is

oxyhydrohalogenation—usually oxyhydrochlorination [30].

In this alternative chemistry modification, methane is

converted first to methyl chloride in a reactor fed a mixture

of HCl, steam, and methane. The intermediately formed

methyl chloride then is converted in a second catalytic

(zeolite) reactor to low-to-medium range hydrocarbons.

The net reaction is:

nCH4 þ 2HClþ nO2 Ð CnHð2nþ2Þ þ Cl2 þ nH2O

In this process, the strategy of selective chlorination of

methane to intermediate methyl chloride in effect provides

for much lower temperatures and milder C–H bond-

breaking energetic regimes than those so far reported in

the higher temperature direct oxidative processes. The

lower-temperature, halogen-based stoichiometry further

sidesteps the problematic degradative oxidation of the

extremely fragile methyl radical and derived intermediate

species to waste products (CO and CO2) experienced in

most reported direct oxidative coupling work. This

innovative approach has received careful attention as an

alternative to the other “direct” oxidative coupling pro-

cesses. Conversely, the handling, recovery, and recycling

of chlorine and hydrogen add complexity and possible cost

to the technology.

Pyrolysis or Cracking

Acetylene production via high-temperature gas phase

pyrolysis is the method of choice for the production of

acetylene in large volume usage. It is essentially confined

to on-site dedicated units to avoid the expense and hazards of

transporting acetylene long distances by pipeline, truck, or

rail. In the classic Wulff process and variations thereon, pure

methane is fed to a pipe pyrolysis reactor operating slightly

above atmospheric pressure—not more that a few bars—at

residence times of a few seconds and temperatures from near

1,000�C to much higher. The reactor effluent after heat

exchanger cooling is passed to an absorber where acetylene

is solvent scrubbed from the reactor stream comprising the

major product hydrogen and unconverted/methane. Follow-

ing hydrogen separation, methane is recycled. Small

amounts of carbon may carry through to the absorber

where they are removed from the solvent raffinate after

acetylene recovery.

Methane high-temperature, in situ cracking to carbon and

easily disposed of gaseous by products is practiced in the

carbon/graphite composites industry where additional

layerings of amorphous or microstructured carbon deposits

are fabricated on preformed scaffolds. These are utilized

primarily in the aerospace industry. Thin diamond coatings

are also fabricated by the low-vacuum, in situ chemical

vapor deposition from methane decomposition.

Other Direct Conversion Processes

Chlorination of methane to methyl chloride, methylene chlo-

ride, chloroform, and carbon tetrachloride is practiced indus-

trially worldwide on a large scale. Bromination and

iodination are similarly practiced on a smaller scale to pre-

pare the corresponding bromine and iodine derivatives

which are important pharmaceutical, synthetic, and

fireproofing raw materials.

Methane Ammoxidation

Hydrogen cyanide (HCN) is a widely used high-volume raw

and intermediate material in the world chemical industry.

For the last several decades it has been increasingly supplied

as a by-product of propylene ammoxidation—by which
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acrylonitrile, a major chemical, plastics fiber, and rubber

ingredient, is made. However, transportation of liquid

HCN (boiling point 26�C) over significant distances is con-
sidered hazardous because of its high toxicity and volatility

and on-site production for immediate use is usually

desirable. Thus, methane catalytic oxidation with oxygen

(air) in the presence of ammonia, or “ammoxidation,” the

Andrussow process [31], is the long-established most

practiced industrial technology for HCN manufacture. The

singlestep reaction is straightforward and both conversions

and yields are high:

CH4 þ NH3 þ 11

2
O2 Ð HCNþ 3H2O

CH4 þ NH3 þ 1
1

2
O2 Ð HCN þ 3H2O

As can be seen from the above equation, formation of

HCN is in reality a heterobimolecular oxidative coupling

reaction of methane with ammonia. The ammoxidation reac-

tor construction is a simple fixed-bed multitube and the

catalyst is usually a platinum or sometimes a Group V or

VI metal oxide on a silica or alumina support. The HCN

product is recovered by condensation and fractionation.

With the reaction simplicity and yield, and widespread avail-

ability of starting materials, in situ HCN generation is an

ideal industry solution to HCN supply. (See Chap. 29 for

more details).

Of coincidental interest, ammoxidation of propylene [32],

itself an oxidative coupling product of methane as noted

above, is the commercially practiced route to acrylonitrile,

which is produced in high conversions and yields:

CH2 = CH� CH3 þ 1
1

2
O2 Ð CH2 = CH� CNþ 3H2O

Acrylonitrile is a commodity monomer raw material for

many fibers, plastics, rubbers, and chemical intermediates.

Economically recoverable quantities of by-product HCN

may be produced which are purchased by industrial

consumers or, as necessary, disposed of by incineration.

Methane Reductive Nitrilization

Vapor phase co-pyrolysis of methane–ammonia mixtures at

temperatures in the 1,200–1,400�C range at modest

pressures, the BMA Process [32], is also an industrial source

of HCN and is carried out in several international locations

where raw material costs are favorable. Another methane

reductive nitrilization technology of considerable interest

that has been carried out in several facilities internationally,

is the Shawinigan fluohmic reactor process. Mixed methane

and ammonia gases are reductively co-pyrolized to HCN and

hydrogen in a fluidized bed of carbon particles maintained at

pyrolytic temperatures in the 1,400�C range. Propane is

reported to be a preferred feedstock [33], but methane is

sometimes the economic choice. The carbon particle bed

temperature is achieved by the transmission of low-voltage

electric alternating current from immersed electrodes

through and between carbon particles with accompanying

interparticle electric arcing. Reaction stoichiometry differs

from the Andrussow given the absence of oxygen in the

reactant stream, and of water in the reactor effluent stream.

Space restrictions do not allow a complete survey of the

countless methane conversion examples available or in the

published literature. This overview is intended to highlight

those methane conversion technologies which are or have

been used industrially and might impact conversion of meth-

ane from hydrate deposits.

The authors are firm in their belief that methane conver-

sion(s) hold much greater promise for the future exploitation

of huge hydrate reserves than does GTL technology.

A Different View of the Origins of Natural Gas

As an essential transportation and heating fuel, and principal

raw material for many process industries the future supply of

natural gas is an always critical issue. Because it is more

widely geographically distributed than petroleum,maintaining

an adequate supply at stable pricing is a national and world

economic and societal concern. In concluding this section the

authors feel an overviewof the status and future outlook for the

natural gas supply from the standpoint of methane and light

hydrocarbon origins and sourcing is appropriate. Simulta-

neously, much industry attention is focusing on methane

and natural gas hydrates and affordable recovery and produc-

tion technologies.

The two prevailing concepts on the origin and sources of

natural gas and methane, its major constituent, are based on

either biological or nonbiological reactions and mechanisms.

Both address petroleum and, coincidentally, natural gas

because the methane and other light hydrocarbons in natural

gas are also constituents of most petroleum as produced. The

mounting evidence for nonbiological methane and natural

gas is briefly discussed below.

Natural Gas from Biological Origins

The traditional biological concept, still by far the most

widely discussed and accepted across the petroleum and

gas industries, is based on the widely studied biologically

assisted decay and transformation of extensive deposits of
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vegetable-derived carbohydrate matter—trees, shrubs,

etc.—into petroleum hydrocarbons. Deposits of such matter

built up over millions of years were captured and com-

pressed at hundreds of kilobars pressure under continuously

building sedimentary rock strata in the earth’s crust. The

theory reconciles how the limestone or sandstone rock bur-

den and at-depth geothermal temperatures combined to pro-

vide a favorable environment for indigenous bacterial

strains. It then explains how their known metabolic

capabilities on carbohydrate substrates accomplished scis-

sion of carbohydrate structures, with plausible reaction paths

for subsequent recombinant synthesis of hydrocarbons yield-

ing, in combination with subjection to pressure and temper-

ature extremes during geological processes, a variable

product plate of kerogen, petroleum, and natural gas, com-

monly known as “fossil fuels.” The concept of a geological

region deeper in the earth’s crust, i.e., 10–30 km, well below

the deepest well bores and where hardy extremophilic bac-

teria might survive and biocatalyze conversion of methane to

higher hydrocarbons has been proposed by Gold [34]. Bac-

teria from very deep sea volcanic vents which thrive at

130�C and 100 bars pressure are well known. Such

conditions exist at ocean depths around the world. They

metabolize carbon nitrogen-, oxygen, and sulfur-containing

aquatic life to degraded metabolites, and some convert

vented mercaptans and H2S to elemental sulfur and degraded

products. Searches are underway to identify strains and

higher temperature functionality limits that might oxida-

tively couple—and thus polymerize—methane to natural

gas and petroleum range hydrocarbons.

Natural Gas from Nonbiological Origins

The more recently proposed nonbiological natural gas origin

concepts expertly presented and summarized by Gold [34],

are based on recognizing that natural gas and petroleum

building blocks were constituents of, or derived from, the

primordial materials and processes that originally formed

planet Earth. Primordial matter and dust in the pre-Earth

planetary orbit consisted of H2 (the most abundant element

in the universe) Si, O2, C, CH4, C2H6, S, and substantial

quantities of metals such as Al, Na, K, Ca, Fe, Ni, V, Cr, Mo,

radioactive U, Th, and others. Planet Earth formation began

about four billion years ago and proceeded through the

gradual agglomeration of the planetary orbit materials.

As earth mass increased, gravity-driven densification and

compaction caused a consequential temperature rise. Metal

oxide formation and reduction by hydrogen or carbon (yield-

ing by-product H2O) led to formation of a dense, semi-solid,

mostly metal core. This was followed by the gravitational

and density graded formation of the lower and upper mantles

(and associated volcanism). The latter was constituted from

lighter medium to metals and their oxides, silicious or non-

metal, oxides, sulfate, silicate, and carbonate species. Pri-

mordial nitrogen, methane and ethane, light petroleum

liquids derived from them, and other volatiles were squeezed

out of the more dense lower strata and diffused or otherwise

migrated to the crustal strata above. This uppermost earth

crust was constituted of basaltic, silica/silicate, sulfate, and

carbonate materials via sedimentation processes yielding

features including domes, faults, strati graphic traps, and

other petroleum and gas reservoir structures, accompanied

by magma intrusions, and over- and under-thrusts. The least

dense outer crustal materials stabilized gradually into the

land masses and oceans. Over time, gravity attracted and

captured from the planetary orbit and outer space a gaseous

atmosphere with contributions of upward migrating gases

from the lower crust and mantles. Earth’s depth vs. density

gradient and its geotherm or thermal gradient, were

established during these events.

Metal and metal oxide catalysts with this capability were

reported in the 1980s. Several of these metals occur in

widely distributed petroleum samples and are among the

above listed as constituents of primordial Earth planetary

orbit dust. In the metallic and compounded state some have

the ability to catalyze hydrogenation of carbon to kerogen-

like high viscosity hydrocarbons. Kerogen, a heavier

petroleum-like hydrocarbon mixture occurs in tar sands

and porous shales (oil shale). Thus the question of conceiv-

able prehistoric or more recent petroleum from methane

generation must be considered.

Natural Gas Release from Lower Crust
and Mantle Domains

Methane, the most stable hydrocarbon, and some others, in

the absence of oxidants can endure temperatures of 1,000�C
and higher. With some mantle and lower crustal rock poros-

ity, gas law behavior would require that during planet earth

formation and the long gradient-densification process, most

of the primordial methane component (which) escaped oxi-

dation, should have diffused upward to be trapped in the

sedimentary crustal reservoirs and likewise for ethane and

other light hydrocarbons, with little loss. If this upward

migration continued from mantle or lower crustal depths,

ca. 300 km, depleted modern natural gas upper crustal

reservoirs, given time, should substantially refill. This has

been observed in numerous cases, offering convincing sup-

port for the nonbiological natural gas concept.

Of particular note is that methane, and natural gas, if from

great depths, should contain He from radioactive decay of

the very dense uranium and thorium in the lower crust and

mantle domains. This has been documented in most of the

above instances. Natural gas reservoirs producing gas
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containing over 5%, sometimes as much as 10%, helium are

long known, and they provide this purified gas for many

industrial uses and lighter-than-air transportation craft.

Methane and a few other light hydrocarbons, C2 and C3

are capable of forming solid clathrate compositions with

water. These are literally ice-like structures with methane

molecules occupying cavities formed by solid-state

hydrogen-bonded H2O molecules. A ratio of six H2O units

to one CH4 unit forms the stable methane hydrate at

temperatures below 7�C and pressures higher than 50 bars.

A typical mostly methane natural gas with about 10% minor

components, including ethane, other light hydrocarbons,

CO2 and N2 forms a stable hydrate at temperatures below

10�C and pressures higher than 21 bars. Such hydrates are

often nuisances (and worse) in cold-weather gas pipeline

operation, but have great significance to natural gas technol-

ogy and outlook. Pressure–temperature combinations span-

ning the above example are common at various ocean

depths, and vast gas hydrate deposits exist beneath ocean

floors where upwelling natural gas forms hydrate caps with

subocean floor seawater and forms very large subterranean

free gas reservoirs. The distribution and size of such hydrate

deposits offer further persuasive evidence confirming the

deep earth gas theory. Analogous in-earth deposits are

believed to exist in land sites at temperatures compliant

with the geotherm, pressure at depth, and compatible rock

structure. Gas reserves in known ocean floor hydrate

reservoirs are estimated at 1015 kg.

Summary for Methane and Natural
Gas Future Sourcing

As for future sourcing, methane generation from biological

sources such as coal beds and composted vegetation is well

known, industrially exploited, and of particular recent inter-

est as a potentially renewable source. Methane is also an

important constituent of numerous petroleum grades that

contain hopanoid and optically active hydrocarbons, which

are associated with biological and biochemical processes.

Beginning, however, in the 1990s, compelling factors and

reasons that support the origin of nonbiologically derived

methane have come to worldwide attention. These are rooted

in its having been a substantial component of the planetary

orbit dust from which the primordial earth mass

agglomerated; and that it now appears it is being continu-

ously released from the mantle and lower crustal domains

via upward diffusion or other migratory processes to shallow

crustal and surface levels. Moreover, methane (with its good

thermodynamic stability) and higher hydrocarbons (with

somewhat less stability depending on molecular weight and

structure) could, with subsequent core and mantle tempera-

ture and pressure rise, well have been, and could continue to

be, formed within these core and mantle domains by

the metal catalyzed combination of primordial hydrogen

and carbon.

At least three established major factors strongly reinforce

these nonbiological methane scenarios. First is the presence

of significant amounts (occasionally up to 10 volume%)

helium in widely spread natural gas production sites. Second

is the observed gradual refilling of previously depleted

natural gas reservoirs by upwelling. Third is the existence

of vast methane/natural gas hydrate deposits below ocean

floors and land masses, some of which act as caps for larger

gaseous methane reservoirs beneath. These gas hydrates are

able to form at temperatures above the freezing point of

water and at pressures near 5,000–6,000 psi. The estimated

worldwide total carbon in these natural gas formations is 10-

to 100-fold greater than presently estimated worldwide

petroleum reserves.

As a result of these discoveries in recent years, the search

for cost-effective production and applicable extraction, dril-

ling, or other recovery technologies is an industry and mul-

tinational priority.
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Introduction

The objective of the nuclear industry is to produce energy

in the forms of heat from either fission reactions or radio-

active decay and radiation from radioactive decay or by

accelerator methods. For fission heat applications, the

nuclear fuel has a very high specific energy content that

currently has two principal uses, for military explosives

and for electricity generation. As higher temperature

reactors become more widely available, the high tempera-

ture heat (>900�C) will also be useful for making

chemicals such as hydrogen. For radiation applications,

the emissions from radioactive decay of unstable nuclides

are employed in research, medicine, and industry for diag-

nostic purposes and for chemical reaction initiation. Radio-

active decay heat is also employed to generate electricity

from thermoelectric generators for low-power applications

in space or remote terrestrial locations. Radiation produced

from accelerator-based sources is used for geologic inves-

tigation (e.g., identifying oil deposits), materials modifica-

tion, and contrast imaging of dense media (e.g., security

inspections in commercial shipping). Fuel from the first

atomic pile is shown in Fig. 21.1.

This nuclear technology is based on both the nuclear and

the chemical properties of the atom. At the beginning of the

twentieth century fewer than 90 chemical elements were

known and there was only a dawning awareness of isotopes.

Today, largely because of the nuclear industry, thousands of

isotopes (or nuclides, depending on the properties of

interest) have been identified. Brief definitions of several

chemical and nuclear terms are given in Table 21.1.

As with other technology, nuclear technology involves a

combination of science and art. However, it is unique

because of the development of the atomic bomb that

contributed to the ending of World War II. Many people

view nuclear technology from the point of view of nuclear

weapons and more recently nuclear accidents such as those

at Chernobyl and Three Mile Island. This leads to the view

that nuclear technology is only useful for explosive

applications and that it is only with great care that it can be

safely used. In reality, it is difficult to produce nuclear

explosions and safe use of nuclear energy is really only a

matter of following common-sense rules of behavior no

more mysterious than those involved with handling danger-

ous chemicals or electricity.

This chapter first considers the following subjects.

• The status and outlook of the nuclear industry.

• Nuclear safety.

• The role of nuclear energy in meeting the world’s energy

needs.

• The nuclear processes on which the nuclear industry is

based (Fig. 21.2a).

• The chemical process technologies involved in the fuel

cycle for nuclear electric power and chemical process

heat generation (Fig. 21.2b).

This is followed by discussions of radioactive waste

management and transportation of nuclear materials, and

consideration of various applications, such as nuclear

power reactors used for the generation of electric power,

the use of radioisotopes, and other military and civilian

uses of nuclear materials (Fig. 21.2c). The processing of

uranium ore, the enrichment of material for use as nuclear

fuels, the production of electricity using nuclear fuel and the

subsequent handling, storage, and in some cases reproc-

essing of the radioactively contaminated waste constitute

some of the more sophisticated and challenging areas of

fundamental and applied chemistry and engineering as well

as requiring huge investments on the order of tens of billions

of dollars for each stage in the process.

A reference section is provided for those who wish to

have more detailed information.
T. Congedo � E. Lahoda (*) � R. Matzie � K. Task
Westinghouse Electric LLC, Hartford, TX, USA

e-mail: lahodaej@westinghouse.com

J.A. Kent (ed.), Handbook of Industrial Chemistry and Biotechnology,
DOI 10.1007/978-1-4614-4259-2_21, # Springer Science+Business Media New York 2012
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Status and Outlook

Nuclear energy provides products that play vital societal roles:

• As a primary energy source for the production of electricity

to meet the world’s energy needs without polluting the

atmosphere [1]. Currently, it is the only large-scale electri-

cal production process that does not produce greenhouse

gases (e.g., CO2) or other pollutants such as SO2, NOx,

mercury, or particulates.

• As stable and radioactive nuclides, which contribute

significantly to research, medicine, and industry (see

Table 21.2 and Fig. 21.2.).

• As radioactive decay heat sources that in conjunction

with thermoelectric conversion devices provide low

levels (kilowatts) of power for very long times in deep

space probes and for remote terrestrial applications such

as weather sensors.

• As nuclear explosives and in nuclear-powered submarines

and ships, which have contributed to maintaining world

peace since World War II, but have since declined in

importance.

• Test reactors that are used to generate isotopes, do chem-

ical analyses, and study materials.

Nuclear technology continues to be developed for mili-

tary applications including nuclear explosives, submarines,

and ships. Brief attention is given herein to explosives,

primarily in terms of their historical role as a potential

means for excavating harbors and canals and in the enhance-

ment of gas and petroleum deposits.

It should also be noted that since the end of the Cold War,

official military stockpiles of nuclear (and other) weapons

have been diminished, by international agreement. At the

same time, acquisition or fabrication of nuclear devices by

nongovernmental terrorist groups or individual states has

become a matter of increased concern.

Since the discovery of nuclear fission in the late 1930s,

this technology has been developed to supply 14% of the

world’s electricity from 435 nuclear reactors located in 30

countries (2012) [2]. This is an international program

regulated by the United Nations International Atomic

Energy Agency (IAEA) which, as of 2012, includes 155

member countries. In 2012 there 104 nuclear units in the

United States, including 69 pressurized water reactors

(PWRs) and 35 boiling water reactors, which together

generated 790 billion kWh of electricity, some 20% of the

country’s total electricity generation [2]. This represented a

217% increase in output since 1980 (see Fig. 21.3).

Fig. 21.1 Uranium metal fuel

from the first atomic pile. This

reactor contained 40 t of uranium

oxide along with 6.2 t of uranium

metal (ORNL News, 1-01-076)

Table 21.1 Definitions of atoms, chemical elements, isotopes, nuclides, and isomers

Atoms: Elementary particles of matter composed of protons, neutrons, and electrons. In a neutral atom the total number of orbital electrons is equal

to the number of protons in the nucleus

Chemical elements: Atoms with unique properties related to their orbital electrons

Fissile: Capable of undergoing nuclear fission initiated by a slow neutron

Fissionable: Requiring a neutron of kinetic energy above a threshold value, to initiate nuclear fission

Isotopes: Atoms of the same chemical element with different masses related to a different number of neutrons in the nucleus

Nuclides: Atoms with unique properties related to the neutrons and protons in the nucleus of the atom

Isomers: Nuclides with the same numbers of protons and neutron but in different energy states

Radioactive decay: The process by which unstable nuclei become more stable

Radioactive half-life: The time during which the decay rate of a radioactive nuclide decreases by a factor of 2
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The safety record of the nuclear industry has continued to

be generally very good, despite the 1987 accident with a

nuclear reactor at Chernobyl, in Ukraine, which killed a

number of workers, caused the abandonment of adjacent

communities and farmland, and resulted in radioactive fall-

out in neighboring countries. It should be noted that these

were the first civilian nuclear fatalities since the beginning of

the nuclear power industry [4]. It is generally agreed that this

unfortunate occurrence was caused by serious design flaws,

and that power reactors in use elsewhere are not subject to

similar occurrences. Indeed, a somewhat similar yet also

very different accident occurred in the United States in

1979 (Three Mile Island); but because of the reactor’s inher-

ent physics feedback mechanisms and its engineered safety

features (required in the United States and recommended by

the IAEA), there were no injuries and no significant radia-

tion exposure, either to workers or the public [5]. More

recently (2011) a tsunami triggered by a major earthquake

Fig. 21.2 The nuclear industry

Table 21.2 Nuclear Industry Products (2012)

Civilian

Worldwide electric generating plants

Ships (icebreakers and transports)

Research reactors

Radioisotope applications (tracers, radiation sources, thermal sources)

Radiation modification of materials (solid-state devices, treated polymers, etc.)

Approximate number

435–433

~10

240

Millions

Small (mostly proprietary)

Military

Weapons

Submarines, ships (aircraft carriers, cruisers, transports)

20,000a

~140

aAlthough it is a possibility that up to 10,000 more nuclear warheads may be awaiting dismantling or are in reserve in Russia [3]
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off the coast of Japan disabled the emergency gererators that

powered the longterm cooling systems at the Fukushima

Nuclear Poner Plant in Japan. Three reactors and some of

the spent fuel pools suffered meltdowns and released signifi-

cant amounts of radioactive material which contaminated

large areas of the surrounding country side. Two workers

died from non-radiation covles and no willian casualties

occured.

Worldwide, aggressive public concern about nuclear

safety has been delaying the development of waste disposal

facilities for high-level wastes. Current intermediate-level

waste facilities in the United States are nearly full, and

there has been great difficulty in siting new facilities. It

now appears that for many years the interim solution for the

storage of spent fuel elements will be above-ground storage

facilities at existing reactor sites with appropriate safeguards

and security. On the energy side, increased attention to con-

servation and the ready availability of natural gas in the

United States that can be used in low-cost combined cycle

electric generating plants reduced the pressure for continued

nuclear power development in the later years of the twentieth

and the beginning of the twenty-first century. Supplies of

natural gas continue to be plentiful and it accounted for

about 23% of the energy used in the US in 2010. Due to

new shake gas supplies that continue to come on line, prices

will likely continue to be low for the foreseeable future, and

the percentage of energy from natural gas will continue to

increase, mainly from displacing coal use. Because of world-

wide concerns regarding climate change and other environ-

mental factors, there is increasing emphasis on reducing the

use of all fossil fuels. Nuclear is the only non-fossil technol-

ogy which is capable of being a significant and economically

acceptable electrical power generating option.

Light water reactors (LWRs) and HWRs have been suc-

cessfully used for electric power generation throughout the

world with good operating and safety records. In recent

years significant advances in nuclear reactor technology

have been realized. A new generation of light and HWRs

has been designed and licensed to further reduce the already

very low probability of loss-of-coolant accidents such as

occurred at Three Mile Island and station blackouts as

occured at Fukushima and Chernobyl. In addition, the

enrichment level of new fuel for LWRs has been increased,

and the average fuel life has thereby been extended from

33,000 to as high as 50,000 MW days/mt, and the typical

reactor cycle between shutdowns has been increased from 12

to 18 months. As a result, online times (i.e., capacity factors)

have increased to the low 90 percents, providing low-cost as

well as reliable electrical power generation.

All the components of the nuclear fission power system are

fully operational except for ultimate waste disposal. How-

ever, spent fuel is not reprocessed in theUnited States because

there is currently an adequate supply of natural uranium and

enrichment services available domestically and from other

countries at a lower cost than that of the recovered fissionable

material from spent fuel. Also, the United States unilaterally

declared a moratorium on reprocessing in the early 1980s in

an attempt to reduce the spread of nuclear weapons. Current

economics do not favor a return to reprocessing and fuel

recycling in the United States it for the foreseeable future.

Fig. 21.3 The Calvert Cliffs

Plant in Lusby, MD, Baltimore

Gas and Electric. Capacity:

1,600 MW(e) from two reactors

(Courtesy of EEI-Electric

Perspective)
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The nuclear industrymakes available about 3,000 nuclides,

including both the stable and the radioactive nuclides. Approx-

imately 50 radioactive nuclides, along with some stable

nuclides that have been isotopically enriched, are essential in

research, medical, and industrial applications. Many of these

are now produced commercially, but several still are depen-

dent on government facilities. Some, for economic reasons,

come from other countries. Radiation processing for steriliza-

tion of disposable medical supplies is an important operation

using cobalt-60 from Canada. Electron accelerators have

replaced radioactive nuclides as radiation sources for

polymerizing plastic coatings on wire and paper. Perhaps the

greatest disappointment experienced by the industry has been

the public opposition to irradiation of food to extend its shelf

life. The principal current application of this type is by the

Russians, who are using electron accelerators for the

deinfestation of wheat, and the use in the United States for

treating herbs and spices.

In the continuing research and development of advanced

nuclear energy, the liquid metal reactor (LMR), molten salt

reactor (MSR), high-temperature gas-cooled reactor

(HTGR), and fusion are the major activities. It would now

appear that these alternatives will likely increase the cost of

electrical energy in comparison with the present LWR/HWR

technology based on low-cost uranium ore. HTGRs have

been of interest since 2003 when the United States declared

its intent to replace the use of oil-based fuels for transporta-

tion with hydrogen. Several hydrogen production processes

(e.g., the Westinghouse Process and the Sulfur Iodine Pro-

cess; see Fig. 21.4) have been investigated that utilize high

temperature (850–900�C) heat from a reactor to provide a

major portion of the energy for making hydrogen. These

temperatures are only compatible with HTGRs. The advan-

tage of using these high-temperature processes is the higher

overall energy efficiency that is obtainable (see Fig. 21.5).

For instance, the Westinghouse Process can achieve overall

efficiencies of 33% or greater.

Plant-scale liquid metal (sodium) reactors (2008) have

been in operation in France and Russia to establish the engi-

neering technology and to evaluate their role in increasing the

efficiency of uranium utilization. France, without a signifi-

cant primary energy supply, wants to minimize imports of

uranium. According to the USEIAweb site, the United States

imported over 40% of its uranium. In the United States,

engineering test LMRs operated for many years and made

significant contributions to LMR technology.

Whereas LMRs were first studied to reduce natural ura-

nium requirements to approximately 20 mt/GW year electri-

cal (GWye), development is now centered on reducing

plutonium in the waste. However, at this time all such

LMRs have been shut down and are being decommissioned.

Programs are also underway to use conventional uranium

dioxide fuel containing “blended down” highly enriched

uranium (HEU) or mixed oxide (MOX) fuel containing

oxides of uranium and plutonium in commercial nuclear

power reactors in order to dispose of nuclear weapons

materials. Other theoretical reactor concepts are also being

investigated for disposal of actinides.

It is difficult to assess the progress of fusion research, a

significant international research program. Russia, the Euro-

pean Community, China, Japan, and the United States are the

principal participants. It is now clear that fusion will be a high-

Fig. 21.4 High-temperature processes for generating hydrogen (Nuclear Hydrogen R&D Plan. Final Draft, U.S. Department of Energy, March

2004)
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cost source of energy and not economically justified within the

foreseeable future. However, it is essential for the major world

nations to cooperate responsibly in its development because of

the severe technical challenges and high cost of research and

development of this technology. The basic research has yet to

achieve controlled ignition of the fusion reaction along with

energy parity (energy input less than output).

At this time (2012), the outlook for the nuclear industry is

difficult to project. France and Korea, countries without

domestic energy resources, are continuing to move ahead

to establish efficient nuclear systems for electric generation;

and although they have a concerned public, their fears

regarding waste disposal and proliferation are not overriding

their need for electricity. China has embarked on an aggres-

sive nuclear build program, but its projected electricity

demand is growing so rapidly that this aggressive program

will only result in about 5% of electricity from nuclear in the

next 15 years. In Japan and Germany, countries which cur-

rently produce a significant amount of electrical power

from nuclear, there is movement to eliminate the Nuclear

power option.

Recently, a number of countries which had no previous

reactors or new construction for a long period of time, have

embarked on building new nuclear plants. Included in this

list are countries new to nuclear power such as the UAE, as

well as established nuclear users such as the US, Canada,

UK, and Finland.

Nuclear Safety

Safety first has always been and continues to be the basic

policy of the nuclear industry. This includes reactor safety by

design as well as activities to discourage the proliferation of

nuclear weapons and to prevent sabotage of nuclear facilities.

This policy has been successful; the chance of death from a

nuclear accident is over a million times less than death from

ordinary human activities, and over a thousand times less

than death from natural events (see Table 21.3). Safety

remains the most challenging responsibility of the nuclear

industry.

It is the public’s strong perception that all nuclear

activities are more dangerous than other accepted risks.

Much of this public concern results from the atomic

bombs and the government’s secret program that produced

the bombs. However, even with the early large-scale

nuclear operations, there were few nuclear fatalities or

life-shortening injuries. After 40 or more years of opera-

tion, these facilities were due to be retired; however, there

is a strong movement now to extend the life of most

operating reactors for another 20 years or more. Mean-

while, considerable operating and safety experience has

been gained that may very significantly reduce public con-

cern in the future.

The nuclear safety program originally was based on both

established laws regulating all industrial safety and early

knowledge of radiation health effects related to radium

and X-ray exposure. Since then the safety regulations have

been greatly enhanced, and they are present in the Code of

Federal Regulations, Title 10, Chapter 1, titled “Nuclear

Regulatory Commission” [6]. These regulations strictly con-

trol the management, engineering design, and operations of

all nuclear activities. In addition the IAEA already detained

previouly has established regulations as a reference for all

national programs. Each country also has its own regulatory

agency. There are two areas of concern in nuclear safety:

radiation exposure of the public and of workers resulting

from normal and accident conditions; and danger to world

peace and order from nuclear weapons proliferation and

sabotage.

Fig. 21.5 Efficiencies of various

H2 production processes (Charles

Bolthrunis et al. (March, 2009)

NGNP hydrogen plant

alternatives study, NGNP HPS

SHAW-HPA, pp. 5–28)
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Radiation, like air, has a ubiquitous presence in the

human environment. The amount of background radiation

that humans are exposed to ranges from 100 to 300 mrem/

year depending on their location in the world, and an addi-

tional 60 mrem/year comes from other normal sources (med-

ical, consumer products, etc.). The principal natural

radiation sources are cosmic rays from outer space, radon

from geologic sources, and potassium-40 within the human

body (see Table 21.4). The radiation exposure to the public

resulting from normal nuclear operations is limited by fed-

eral regulation of engineering design and management

controls. There is also an overriding requirement that limits

the radiation exposure to “as low as reasonably achievable

(ALARA).”

The annual radiation exposure of nuclear workers is lim-

ited to 5 rem, and the limit for public exposure (not radiation

workers) from licensed activities is 100 mrem/year although

people living near a nuclear power station are on average

only exposed to <1 mrem/year [8]. The government also

puts limits on fatality risk levels due to a nuclear accident:

The risk of an immediate fatality to an average individual in

the vicinity of a nuclear power plant that might result from

reactor accidents should not exceed 0.1% of the sum of the

immediate fatality risks that result from other accidents to

which the US population is generally exposed, and the risk of

cancer fatalities to the population near a nuclear power plant

should not exceed 0.1% of the sum of cancer fatality risks from

all other causes [9].

The levels of radiation exposure were first established on

the basis of historical data, and since then they have been

periodically evaluated by the International Commission on

the basis of continuing experience.

In 1975 the United States Energy Research and Develop-

ment Agency, the forerunner of the United States Depart-

ment of Energy, sponsored the “Reactor Safety Study,” the

most thorough hazard analysis ever performed [10] for any

technology. It concluded that on the basis of past licensing

review practices, the risk from existing light water type

power reactors was orders of magnitude less than other

commonly accepted hazards. It further concluded that

human error would be the expected cause of any accidents

that might occur. This study also found that the cost of

nuclear power reactor accidents would be several orders of

magnitude less than the cost of other natural and human-

caused events to which the public is accustomed (see

Fig. 21.6).

In the 1950s the Nuclear Safeguards Program was

established by the United Nations to administratively reduce

the risk of nuclear proliferation. The objective of the

Safeguards Program is to prevent the diversion of fissionable

material, primarily plutonium, from the reprocessing of

spent fuel. A force of onsite inspectors is employed by

IAEA in this activity. This program is administered by the

IAEA and is generally considered to be successful.

Countries join this program voluntarily and do not include

their weapons production facilities. India, Pakistan, and

North Korea did not choose to join and developed their

own nuclear weapons. Two nonmember countries have in

the past or are developing nuclear weapons including South

Africa and Israel.

In 1980 a study of proliferation control, titled “Interna-

tional Nuclear Fuel Cycle Evaluation,” was carried out for

President Jimmy Carter of the United States. The United

States had called for this study, in which 50 countries

Table 21.4 Annual estimated average effective dose equivalent

received by a member of the population of the United States (From

HP Society University of Michigan site, 1/18/05 [10])

Average annual

effective dose equivalent

Source (mSv) (mrem)

Inhaled (radon and decay products) 2,000 200

Other internally deposited

radionuclides

390 39

Terrestrial radiation 280 28

Cosmic radiation 270 27

Cosmogenic radioactivity 10 1

Rounded total from natural sources 3,000 300

Rounded total from artificial sources 600 60

Total 3,600 360

Table 21.3 Average risk of fatality by various causes in the United

States

Accident type

Annual total

number∗
Individual

annual risk∗∗

Total Transportation Accidents 45,832 1 in 4,429

Poisoning 24,313 1 in 8,349

Falls 22,736 1 in 8,928

Homicides 17,520 1 in 11,586

Fires 3,276 1 in 61,965

Drowning 3,237 1 in 62,712

Accidential Discharge of Firearms 721 1 in 281,553

Average Lightning Deaths∗∗∗ 58 1 in 350,000

Average Tornado Deaths∗∗∗ 57 1 in 3,561,403

Average Huricane Deaths∗∗∗ 48 1 in 4,229,166

Nuclear reactors∗∗∗∗ � 1 in 357,615,8940

∗2007 Statistics from the Centers for Disease Control http://www.cdc.

gov/nchs/fastats/injury.htm

National Vital Statistical Reports, Volume 58, Number 1 August 19,

2009, Deaths: Preliminary Data for 2007

Table 2. Deaths, death rates, and age-adjusted death rates for 113

selected causes: UnitedStates, final 2006 and preliminary 2007
∗∗US 2007 Population from Population Reference Bureau http://www.

prb.org/pdf07/07WPDS_Eng.pdf
∗∗∗National Weather Service – Lightning Safety http://www.

lightningsafety.noaa.gov/overview.htm
∗∗∗∗Calculation based on 100 LWRs operating under United States

Nuclear Reugulatory Commission Supervision
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participated and which required several years to complete.

The study concluded that only administrative controls such

as those already in place would be effective, and these could

only delay really determined nations from diverting nuclear

fuel from power reactors to military weapons. By 2003,

North Korea became the first example of the subversion of

test/commercial nuclear materials for use in weapons.

The Earth’s Energy Supply and Use

The earth is provided with two sources of energy, the

“capital” resources deposited within the earth during its

formation and the “income” resource continuously beamed

onto the earth from the sun. Both are essential to human

existence.

In the 1950s, global energy analyses were performed by

King Hubbard for the US Geologic Survey and by Palmer

Putnam for the Atomic Energy Commission. Hubbard’s

work reported the income energy from the sun to be equiva-

lent to 178,000 million MW (Fig. 21.7). At noon on a

cloudless day a square meter of the earth’s surface facing

the sun receives approximately 1 kW. The income resource

also includes a very small contribution, less than 0.02%,

from the gravitational forces of the sun, moon, and earth

and from the thermal and nuclear sources within the earth.

Part of the solar energy appears in the form of water and

wind power, wood, alcohol, garbage, cow dung, solar

heaters, and photoelectric generators.

Putnam’s study, titled “Energy in the Future,” was

primarily concerned with the capital energy resources.

These analyses are continued today by the Energy Informa-

tion Administration in the US Department of Energy

(see Fig. 21.8). The capital resources are the fossil and

nuclear fuels present in the crust of the earth. The fossil

fuels were created by the interaction of the sun with the

terrestrial flora and fauna. This was a very low-yield process

that over the 5 billion years the earth has existed captured

about 2 days of the solar energy in the form of coal, oil, gas,

and other combustibles. The recoverable quantities are diffi-

cult to estimate [11–14].

The nuclear fuels were created in the cosmic event that

created the universe and were deposited in the earth as it

took form. There are two families of nuclear fuels, those for

fission (uranium) and those for fusion (protium [11H], deute-

rium, helium-3, and lithium). Only uranium fission has been

developed as a commercial source of nuclear energy.

Fig. 21.6 Frequency of property

damage due to natural and

human-caused events

(Notes: (1) Property damage due

to auto accidents not included.

(2) Approximate uncertainties for

nuclear events are estimated to be

represented by factors of 1/5 and

2 on consequence magnitudes and

by factors of 1/5 and 5 on

probabilities. (3) For natural

and human-caused occurrences

the uncertainty in probability

of the largest recorded

consequence magnitude

is estimated to be represented

by factors of 1/20 and 5. Smaller

magnitudes have less uncertainty)
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Fig. 21.7 World energy flow sheet (Hubbert, U.S. Geological Survey)

Fig. 21.8 U.S. energy flow, 2011 (quadrillion Btu) (Annual Energy Review, U.S. Department of Energy 2011)



Although fusion has been developed as a military weapon,

the hydrogen bomb, it is premature to include the fusion

fuels in the world’s inventory of capital energy. The

technology for controlled fusion is not available, nor is

development of a controlled fusion process expected in the

next decade. When available it would increase the capital

supply to a level greater than that from all other sources

combined [15].

In 1990, the National Academy of Science completed an

energy study that concluded that commercial fusion power

may be required by the year 2050. By that time 40% of the

oil reserves will have been consumed, and current natural

gas reserves can supply only about half of the projected

needs. Since then, the discovery of additional deposits and

improved production methods have met the need for natural

gas and decreased prices.

Little use was made of the earth’s capital energy until the

nineteenth century, and now 5–8% of that resource may have

been consumed. Yet even though most of the fossil fuels

remain, there are increasing problems with their extraction

and distribution and the pollution that is incidental to their

use. The demand for energy is increasing as the world

continues to industrialize. In 2002, the annual per capita

consumption in the United States was 340 million Btus

vs.190 million in Russia, 47.7 million in Brazil, and 13.5

million in India. The increasing demand will stem from

population growth and increases in the standard of living.

It will be accompanied by increased energy use for the

extraction of marginal resources and the treatment of wastes

before their release into the earth’s environment.

Petroleum is and will remain the major source of mobile

energy for the next century. However, petroleum production

has passed its peak in the United States, and in several

decades it may peak in the rest of the world. However, in

2001, approximately 45.8 trillion kWh of energy were con-

sumed worldwide using oil, and projections indicate that this

number will increase to approximately 71–74 trillion kWh in

2025, indicating a ~58.3% increase in oil consumption. Also

in 2001, the US energy supply from petroleum products was

11.2 trillion kWh, and it is projected that this number will

increase to 16.1 trillion kWh, indicating a 43.8% increase [8].

Coal can supply US needs for the next several hundred

years, but there is increasing concern regarding pollution

from both coal and petroleum. Unfortunately for the devel-

oped nations, using pollution-free energy sources such as

nuclear and solar will do comparatively little to reduce

worldwide atmospheric pollution. The sources of such pol-

lution are worldwide. About 6 billion tons of CO2 were

generated in 1985, and this pollution source is expected to

increase to 30 billion t/year by 2060. In the 1980s only 10%

of the 6 billion t/year came from the United States. In 2002,

this increased to about 5.7 billion tons (Annual Energy

Review 2003, DOE) or about 23% of the world’s total.

In 2002, about 210 million tons of avoided carbon emission

was achieved by nuclear (140 million) and renewables

(mainly hydro) [16].

The benefits of nuclear power obtainable with the present

technology depend on the availability of uranium resources.

For example, using the present light water reactor technol-

ogy, each 1,000-MW reactor requires a few thousand metric

tons of uranium during its 60-year operation. Because of

limited uranium ore reserves in the United States and the

lower cost of uranium from other countries, in the late 1980s

about 50% of ore consumed in the United States was

imported. This number increased to 64% in 2003. However,

US reserves should increase significantly when exploration

again becomes profitable. In addition, the energy extracted

from the uranium can be significantly increased by

reprocessing the spent fuel. If the recovered mixed uranium

and plutonium were used in a HRW, there might be as much

as a 68% increase in energy generated. A further increase by

a factor of 10 might be achieved going to a liquid metal

cooled reactor. However, such advanced technology will

result in higher electricity cost. In view of the current low

cost for natural uranium, storage rather than reprocessing of

spent reactor fuel creates a beneficial fission fuel reserve.

Nuclear Processes

The science of the nuclear processes has a long history.

Democritus in the fifth century BC started the search for the

elementary particle of nature he called the atom. John Dal-

ton, about 1803, related atomic masses to hydrogen, and

Mendeleev in 1869 correlated these masses with the atoms´

chemical properties and hypothesized missing elements.

Many thought this ended the adventure, but in 1895

Roentgen discovered X-rays, and a year later Becquerel

discovered natural radioactivity. A short time thereafter, in

1902, Rutherford and Soddy proposed that radioactivity was

related to atomic changes, and in 1905 Einstein equated

mass to energy. In 1932 Curie and Joliot discovered artificial

radioactivity, and in 1938 Meitner and Frisch recognized

that uranium fissioned when bombarded with neutrons. In

1942 Enrico Fermi and Glen Seaborg led development of the

first controlled neutron fission reactor to produce plutonium-

239 [17].

The nuclear processes of most interest to the nuclear

industry are radioactive decay and the transmutation of

nuclides. Whereas chemical processes relate to the

interactions of orbital electrons of the atom, nuclear pro-

cesses relate to interactions of neutrons, charged particles,

and nuclides with the neutrons and protons in the nucleus of

the atom. As noted above, several thousand nuclides and

isomers are now known with only 287 of these occurring

naturally. More continue to be found. As Mendeleev
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invented the chart of the chemical elements, Emilio Segre

invented the chart of the nuclides to give order to the nuclear

properties and processes [18].

Radioactive Decay

Radioactive decay occurs when an unstable atomic nucleus

emits particles and/or energy to achieve a stable state. The

nucleus contains neutrons and protons along with the energy

that binds them together. Many reactions are involved in

radioactive decay (see Table 21.5). These reactions are

characterized by the type, energy, and rate of radiation

emitted. A different nuclide, which may also be unstable,

results from the decay process. This nuclide then will decay

with its own unique radiation. Naturally occurring uranium-

238 passes through 12 nuclides before reaching a stable end

product, lead-210. The types of radiation include:

• Electrons, called beta particles when negatively charged

and positrons when positively charged

• Helium ions, called alpha particles

• Electromagnetic energy, called gamma or X-rays, which

accompanies almost all other emissions

• Neutrons

• Nuclide ions from fission and fusion

The energy of these emissions covers a wide range of

values but is typically 190 million electron volts (MeV) for

fission, 17 MeV for fusion, 5 MeV for alphas, 1 MeV for

gammas, and 0.5 MeV for betas. The rate of radioactive

decay is expressed through the half-life, the time required

for the number of atoms of a specific nuclide to decrease by a

factor of 2. The half-lives range from less than microseconds

to greater than a trillion years.

As radiation is not detected by the human senses, special

detection andmeasurement methods are necessary. The silver

halides in photographic film are sensitive to radiation as well

as to the electromagnetic energy of visible light; in fact, it was

photographic film detection that led to the accidental discov-

ery of radiation. This technique continues to be used, particu-

larly for the study of cosmic irradiation. A closely related

method is the use of crystals (sodium iodide and germanium

silicide) that emit light when subjected to radiation. This light

is measured with photoelectric cells that can be tuned to

measure the strength of the radiation. Another popularmethod

measures the discharge of electric condensers in the form of

gas-filled ion chambers. The radiation passing through the

chamber ionizes the gas and discharges the condenser. Ion

chambers are particularly useful for soft alpha and beta radia-

tion measurement. The Geiger counter is an ion chamber with

its spontaneous discharge hooked to an audio speaker, whose

resulting clicking provides a background noise. All these

detection methods have special uses but at the same time a

wide range of applications. For each application they are

calibrated with radioactive standards that are traceable to

national and international reference standards.

Fission

Fission is a relatively simple process. The process is

explained in detail very well by Lamarsh [20]. Neutrons at

room temperature (termed thermal) are captured by a fissile

material producing an unstable nuclide which promptly

fissions, yielding energy and fission products. (Note that

certain nuclei, termed fissionable, are caused to fission only

by the impingement of an energetic neutron.) The fission

products generally include more than two neutrons, and

under certain circumstances a fission chain reaction can be

sustained. Under special conditions where more than one

neutron per fission reaction produces a subsequent fission in

the fissile/fissionable material in an uncontrolled manner, a

violent explosion can result. However, considerable techni-

cal effort is required to hold the material together long

enough to obtain a high-yield explosion. In a controlled

Table 21.5 Radioactive decay process examplesa

Nuclide

Decay process Parent Daughterb Half-lifea Energy (MeV)

Alpha (a, 4/2He) Pu-238 U-234 89.6y 5.5

Beta (b�, e) Cu-64c Zn-64(s) 13 h 0.57

Positron (b+, e) Cu-64c Ni-64(s) 13 h 0.65

Orbital electron capture (EC, e) Cu-64c Ni-64(s) 13 h 1.68

Internal transition (IT) Tc-99 m Tc-99 6 h 0.14

Fission U-235

Cf-252

FPd, n

FP, n

Prompt

2.6 years

~200

~200

Fusion D/T He-4(s), n Prompt 17

aThorium-234 also is radioactive, and the decay process continues through ten more radioactive nuclides before reaching stable lead-210. Decay

half-life calculated by t
1=2
¼ ðð‘n2ðt� toÞÞ=ðð‘nðN=NoÞÞ where t ¼ time and N ¼ disintegration/s

bDaughters always include gamma rays
cCu-64 has three decay processes (b� 38%, b+ 19%, and E, C 43%)
dFission products

(s)Stable nuclides; others are radioactive
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nuclear fission process, such as in a nuclear power reactor,

only one of the neutrons is captured by other fissile/

fissionable nuclei. The remaining neutrons are used to pro-

duce more fissile/fissionable material, are absorbed in other

components, or leak from the reactor.

Uranium-235. Natural uranium contains 0.711% uranium-

235. The nuclear industry is still completely dependent on

this single nuclide, which is the only naturally occurring one

that can be effectively fissioned with thermal neutrons. A

controlled nuclear fission chain reaction was first achieved

on December 2, 1942 under the west stands of the football

stadium at the University of Chicago. The Chicago event was

achieved in an atomic pile, a stacked array of natural uranium

bodies in channels of a large graphite block. The graphite was

present to reduce the energy of the neutrons to a value where

they are most readily captured in U-235 (see Table 21.6.)

Approximately 85% of the 200 MeV released in a fission

reaction is in the kinetic energy of the fission products and is

instantly captured in the uranium in the form of thermal

energy. The remaining energy is released in the form of

radiation during decay of the radioactive fission products, e.

g., strontium-90 and cesium-137. When this radiation is

released, it too is largely converted into thermal energy.

The fission neutrons at birth have energies of approxi-

mately 1–2 MeV. In a thermal reactor the neutron energy is

rapidly reduced through collisions with light nuclei to ther-

mal (~0.02–1 eV), to promote more efficient capture.

Besides the nuclear fuel, there are many other materials

in the reactor core also competing for the neutrons,

including: the moderator (the material used to slow down

or thermalize the neutrons), fertile nuclides that produce

additional fissile material (discussed in a later section), neu-

tron poisons present in control rods, the coolant, fuel ele-

ment cladding, and other structural materials.

Neutron poisons, which are nuclides with very high cross-

sections for the capture of neutrons but which do not produce

any neutrons, are an essential part of the nuclear reactor core.

By their addition and withdrawal, the nuclear chain reaction is

controlled with a multiplication factor of 1, that is, one fission

per fission in the previous generation. To achieve high fuel

burnup (utilization) in a pressurized LWR, boron (a poison) is

present in the coolant (and in some cases on the fuel pellets)

during the early part of each operating cycle. This serves to

remove the excess neutrons (and therefore the excess reactiv-

ity of the fuel); subsequently, the boron is removed as the fuel

is consumed and poisons from the fission products accumulate.

This is the primary means of controlling the neutron multipli-

cation throughout the operating cycle. Cadmium and/or boron

is placed in control rods for fine tuning such as load-follow

operation and reactor shutdown.Gadolinium and boron,which

have very high cross-sections for neutron absorption, find use

in emergency shutdown of HRWs and as a volumetrically

dispersed component within the fuel pellets of some LWRs.

Table 21.6 shows cross-sections at thermal energy for the

principal fissile materials.

Plutonium-239. Plutonium-239 represents a fortuitous phe-

nomenon. Whereas U-235 is the only significant fissile

nuclide in nature, its major isotope, U-238, captures a neu-

tron to produce another fissile nuclide, plutonium-239.

A substantial amount of the energy produced during the

life of uranium fuel is produced by the conversion of

U-238 to Pu-239 which subsequently fissions. This process

provides the basis for the nuclear breeding cycle.

Uranium-233.A second fissionable isotope, uranium-233, can

be produced from naturally occurring thorium. It does not

present an economically attractive option at present because

of its dependence on highly enriched U-235 or Pu isotopes to

bring the thorium cycle into operation and the large R&D

expenditures required to develop the technology (for more

information see ref [21]). In addition, U-232 is also generated

along with the U-233 whose decay products produce high

energy gammas. Fabrication of U-233 based fuel would there-

fore require extensive amounts of shielding making this fuel

significantly less economical than U-235 based fuel.

Fusion

At present the only application for fusion is in thermonuclear

military explosives, where the necessary temperature and

Table 21.6 The fission process

Reference equation

84 % Fission products + ~200 MeV

<Image/>
Fission cross-sectionsa vs. neutron energy

Energy (keV)
U-235

Pu-239

U-233

Thermalb

585

750

531

Thermal neutron-capture cross section

Fissionable nuclides (includes fission) Moderating materials

U-235

Pu-239

U-233

684

1,021

577

H2O

D2O

Helium

0.33

0.0006

0.007

Fertile nuclidesc

U-238

Th-232

2.7

7.4

Carbon

Sodium

Neutron poisons

0.004

0.01d

Fuel cladding Boron 760

Zircaloy

Stainless steel

0.2

3

Cadmium

Gadolinium

3,300

46,000

aCross-section in barns (10�24 cm2)
bThermal energy at 20 �C, 2,200 m/s, 0.0253 eV
cCapture neutrons to produce fissile nuclides
dAt 100–1,000 keV
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pressure are achieved with a plutonium fission initiator for a

very short time. The search for the science and technology

needed to make fusion a viable source of energy for commer-

cial electric power generation is the basis for one of theworld’s

most important and challenging R&D efforts. The develop-

ment of a controlled nuclear fusion reactor could provide a

virtually unlimited source of energy. Like fission, fusion

eliminates the atmospheric pollution associated with the use

of fossil fuels. Also, it could significantly reduce the waste

disposal problem of energy-producing processes [21, 22].

In the Tokamak fusion reactor depicted in Fig. 21.9,

electric current to the poloidal coils on the primary magnetic

transformer generates the axial current in the secondary

plasma composed of deuterium and tritium ions. These

ions are heated to ignition temperature and then the reaction

becomes self-sustaining. The toroidal field coil suspends the

plasma away from the metal conducting walls. Contact with

the wall would both cool the plasma below ignition temper-

ature and contaminate the plasma with heavy ions. The

relevant reactions are given below.

Deuterium-Tritium Fusion
1. 2

1Hþ3
1 H!4

2 Heþ1
0 nþ 17:6MeV

It should be noted that this reaction is also used to provide

rugged, durable commercial sources of 14 MeV neutrons for

oil-well logging and scientific research. Similarly,

deuterium–deuterium fusion provides sources of 2.5 MeV

neutrons.

Tritium production is accomplished in a fusion reactor blan-

ket (or a fission reactor, as is now done to produce tritium for

the weapons program).

2. 6
3Liþ1

0 n!3
1 Hþ4

2 He

3. 7
3Liþ1

0 n!3
1 Hþ4

2 Heþ1
0 n

Protium lithium fusion would produce charged particles

(90% of the energy in helium ions) for direct conversion to

electricity, but higher temperatures and pressure would need

to be achieved.

4. 1
1Hþ6

3 Li!3
2 Heþ4

2 Heþ 4 MeV

5. 1
1Hþ7

3 Li!4
2 Heþ4

2 Heþ 17 MeV

Of the several fusion reactions, deuterium-tritium fusion

is the most feasible, as it has the lowest ignition temperature,

40 million �K (see Reaction 1). Deuterium comprises 0.15%

of naturally occurring hydrogen, whereas tritium is produced

by neutron fission of lithium-6 that is irradiated in a blanket

surrounding a nuclear reactor core or by the absorption of a

neutron by deuterium, for example, in a HRW. Nuclide

separation is required to produce the deuterium and possibly

the lithium. The tritium would be produced in a surrounding

lithium blanket of the fusion reactor to sustain the process

(see Reactions 2 and 3). The tritium for hydrogen bombs is

produced in nuclear fission reactors using these processes.

The alternative fusion reactions use protium and lithium and

yield charged helium ions (see Reactions 4 and 5). These

would contain 90% of the fusion energy and could be

directly converted to electricity, but higher temperatures

and pressures would be required.

There are now two approaches to developing a fusion

reactor: magnetic containment and inertial confinement.

The major effort, magnetic containment, uses the Tokamak

concept to compress and heat the reactants in a plasma

isolated in a vacuum away from the walls of the reactor.

The fuel is injected as pellets and heated with electric ohmic

energy to strive for the ignition temperature. Research along

this line started in the early 1950s, and in 1968 the Russians

discovered the Tokamak principles. (Tokamak is the Rus-

sian acronym for “toroidal chamber with magnetic coil.”)

Massive amounts of electrical energy are required to heat

and compress the plasma. Ohmic energy now is

supplemented with induction, microwave, and neutral

beam techniques. The time of heating has been extended

from microseconds to over a minute using these additional

methods.

There are two immediate objectives in fusion research,

first to achieve ignition self-sustaining burning and then to

achieve parity (produce more energy than is required to

maintain steady-state operation). In the 1990s the Interna-

tional Energy Agency (IEA) member countries spent

Fig. 21.9 Tokamak fusion reactor (Courtesy of U.S. Department of

Energy)
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approximately $8.9 billion on fusion R&D. Today (2012),

the majority of fusion research is carried out by the European

Union (EU), the United States, Russia, China, India, South

Korea and Japan. The largest Tokamaks that have been

recently studied are the Tokamak Fusion Test Reactor

(TFTR) located at Princeton, New Jersey, United States,

operated from 1982 to 1997, and the Joint European Torus

(JET) located in the United Kingdom (still in operation). JET

was first to demonstrate breakeven (output power ¼ input

power) in 1997, although ignition had not been achieved as

of 2012. However, it was decided by the Soviet Union in the

mid 1980s that a next generation Tokamak was needed. In

1992 the Soviet Union, Europe, Japan, and the United States

agreed to collectively design an International Thermonu-

clear Experimental Reactor (ITER). Although the United

States pulled out of the collaborative group in the late

1990s, it rejoined in 2003. The cost of the ITER is thought

to be about $12 billion over the 30 year life of the project and

its construction would take 10 years. The EU is expected to

cover 45% of the project’s total cost, with the other six

partners—China, India, Japan, South Korea, Russia and the

United States—contributing about 9% each [23]. Inertial

confinement fusion is an alternative technique that uses

lasers to generatic high intensity x-rays to compress a bead

containing deutarium and tritium. This technique is being

developed at Lowrence Liver more National Laboratory in

the US, among others in Japan and the UN. When ignition

and parity are finally achieved and understood, spending will

need to be substantially increased to establish commercial

feasibility. It is now realized that electricity from fusion will

be more costly than that from fossil and fission processes. It

is only as these resources are depleted that fusion will

become economically feasible.

Nuclide Production

Nuclides are produced by capturing a nuclear particle in the

nucleus of the target atom, which thus is transmuted to a

different atom, one that in most cases is unstable and decays,

as discussed in an earlier section [24].

The target atom may be any stable or radioactive atom. In

a process termed irradiation, it is bombarded, leading to

production of many of the nuclear particles discussed in

the previous section. Most often the incident particle is a

neutron produced in a nuclear reactor, but frequently it is a

charged particle raised to the required energy in an electro-

magnetic accelerator. The charged particles often are

protons but may be deuterons, helium nuclei (He-4 or He-

3), or heavier ions [25, 26].

The rate of nuclide production is dependent on the num-

ber and the energy of particles bombarding the target, the

cross-section of the target and the half-life of the product

(see Table 21.7). The decay of these products can be a source

of significant amounts of energy, as already discussed.

Fission Products

The fission process produces radioactive as well as stable

nuclides with mass numbers ranging from 72 to 167 and with

two broad peaks in the regions of 95 and 138. The masses are

identified rather than the specific nuclides because in fission

many short-lived nuclides are produced that quickly decay

by beta emission to a long-lived or stable member of the

mass chain [18, 19].

The yields of selected mass chains that result from fission

of U-235 and Pu-239 are shown in Table 21.8. In addition to

the fission products with masses roughly half that of U-235,

neutrons, tritium, helium, and beryllium are products of

ternary fission. There are significant differences in some of

the yields from U-235 and Pu-239.

Although the fission products could be recovered as

byproducts from the waste from spent nuclear reactor fuel,

special-purpose neutron irradiation of HEU (isotopically

separated uranium-235) followed by chemical separation is

Table 21.7 Nuclide production process

A ¼ Nsf(1�e�lt)
Where

(1 � e�lt) ¼ Saturation factor: for small values of l, it equals
lt; for t ¼ t1/2, it equals 0.5, the optimum

irradiation time

A ¼ Disintegrations per second; 1 Ci ¼ 3.7 E10 day/s

N ¼ Number of atoms; Avogrado’s

number ¼ 6.023E23 atoms/g atomic wt

S ¼ Sorption cross-section; 1 b ¼ 10�24 cm2

F ¼ Irradiation flux, particles/s/cm2; for

electromagnetic accelerators reported in

microamperes

L ¼ Decay constant, natural logarithm 2/half-life

T ¼ Irradiation time, seconds

t
1=2

¼ Nuclide half-life

Examples

1. Co-60 production (Co-59 target at 1E14 s/cm2, s ¼ 37 b)

Irradiation time
(years)

Curies Co-60/g targeta

1.1

2.2

5.5

130

225

370

2. Pu-239 production (U-238 target at 1E14 s/cm2, s ¼ 2.7 b)

Grams Pu-239/metric ton target

1

2

3

4,800

9,600

14,400

aThese quantities ignore depletion of the products through decay and

conversion to other products
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the normal production method. The major products,

molybdenum-99 and iodine-131 with fission yields of 6.1

and 6.7%, respectively, have important medical applications.

Mo-99, with a half-life of 2.7 days, is particularly interesting

because its short-lived decay product, technetium-99 m with

a half-life of 6 h, is the product actually used. To make this

short-lived product available, the Mo-99 is sorbed in a silica

gel column, and the Tc-99 m is eluted as needed.

During the 1980s, large-scale processing of the defense

wastes at Hanford extracted and encapsulated 100 MCi

of strontium-90 and cesium-137 to reduce heat generation

in the waste storage tanks. Krypton-85 has been recovered

from the airborne effluents at the Idaho processing plant.

In addition, development studies have addressed the

recovery of stable rhodium, xenon, technetium, and palla-

dium because of their limited availability in nature. For

palladium, this would amount to about 40 kg/year from a

1,000 MWe reactor. However, a small amount of palladium-

107 (half-life 6E6y) is present that could complicate its use.

This is also a problem for technetium, which is 100%

technetium-99 with a half-life of 2E5y.

Iodine-135 provides an example of a fission product chain

that must specifically be considered in reactor operation.

Iodine-135 with a 6.6 h half-life decays to 9.1 h xenon-

135, which has a high cross-section for thermal neutrons.

When a reactor is shut down, the xenon-135 grows in from

its I-135 parent, because it is not being eliminated by

neutron irradiation. For high-flux reactors this could lead to

a “dead-time” of tens of hours during which the reactor

cannot be restarted. These effects are controlled through

the adjustment of fixed and dissolved neutron poisons during

power changing maneuvers.

Neutron Transmutation Products

The production of neutron transmutation products involves

the neutron irradiation of target materials followed by chem-

ical separation. Although this promises high purity with high

specific activity, the isotopic composition of the target along

with other competing reactions frequently yields a spectrum

of isotopes in addition to the desired nuclide.

Plutonium-239 and tritium for use as military explosives

are the two major transmutation products. The nuclear pro-

cess for Pu-239 production is the same as for energy genera-

tion, but there are some differences: (a) metallic natural

uranium clad with aluminum facilitates later dissolution for

plutonium recovery, and the reactor operates at a relatively

low temperature because of the aluminum cladding and

better heat transfer (due to the metallic natural uranium);

(b) the irradiation cycle is limited to a few months to mini-

mize the Pu-239 conversion to Pu-240 and Pu-241; and (c) a

carbon or a heavy water moderator is used to increase the

neutron efficiency.

More complex is the production of Pu-238 (used for

isotopic heat sources) and californium-252 (used in research

Table 21.8 Major fission products

Long-lived nuclides

Percent yielda

Mass State Half-life U-235 Pu-239

72 Zn 46.5 h 0.001 0.001

79 Se Meta stable 3.92 min 0.044 0.044

Ground 6.5 E4–6.5 E5 years

85 Kr Meta stable 4.48 h 1.3 0.58

Ground 10.76 years

90b Sr 28.78 years 5.8 2

99 Mo 2.7476 days 6.1 6.2

102 Pd(s) 1.02% (a/o) abundance 7.7c 28.1

103 Rh(s) 100% (a/o) abundance 3 7

124 Xe(s) 0.096% (a/o) abundance 23.7 27.2

131 I 8.0207 days 2.9 3.9

133 I 21 h 6.7 7.0

133 Xe Meta stable 2.19 days

Ground 5.243 days

137 Cs 30.07 year 6.7 6.6

140 Ba, La 1.678 days 6.2 5.4

167 Dy 6.2 min 0.001 0.001

aBecause two fission products are emitted for every binary fission, the cumulative yield for the mass chains is 200%
bMass-90 beta decay chain (half-life): Br(2 s), Kr(32 s), Rb(4 m), Sr(29 y), Y(2.6 day), Zn(stable)
cThis is equivalent to 1.2 kg of palladium/mt of spent fuel burned to 32,000 MWd. One megawatt-day of thermal energy from fission is

approximately equivalent to 1 g of fission products

(s) Stable products of the mass chains. Multiple chains contribute to the high yields for palladium and xenon
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as a source of fission neutrons). For Pu-238 there are two

irradiation cycles: the first starts with natural uranium but

maximizes the neptunium-237 yield; then the Np-237 is

separated, converted into aluminum-clad oxide targets, and

irradiated to Pu-238 in a second cycle. The total process

requires double neutron capture.

Californium-252 production was especially challenging,

as it involved the sequential capture of 14 neutrons along

with the intermediate separation and fabrication of two

intermediate targets (americium and curium isotopes) when

starting with Pu-239 [27]. This production campaign lasted

10 years, produced about 10 g of Cf-252, and then was

terminated. The product was evaluated as a neutron source

but had insufficient value to justify continuing production.

Neutron Activation Products

The neutron activation production cycle requires only neu-

tron irradiation without chemical separation. The target and

the product are the same chemical element but have different

nuclide compositions. The specific radioactivity of the prod-

uct is a function of the nuclide composition of the target, the

neutron flux environment, the irradiation time, and the half-

life of the product nuclide, along with the nuclear cross-

sections of target and product nuclides.

The major neutron activation product is cobalt-60 with a

reasonably long half-life (5.3 years). It is produced by cap-

ture of a thermal neutron by cobalt-59, the only naturally

occurring isotope of that element. Cobalt-60 emits high-

energy beta particles and gamma rays appropriate for radio-

graphic, irradiation, and isotopic power applications. It is an

ideal product because naturally occurring cobalt is a rela-

tively stable metal that is uniquely monoisotopic cobalt-59.

Furthermore, the target nuclear cross-section is good, and

the product cross-section is lower than the target’s by a

factor of 10. Another factor in cobalt-60s long list of

advantages is that the Canadian CANDU family of nuclear

power reactors are ideal for production of Co-60.

Other important activation products include molybdenum-

99 and iridium-192. However, the Mo-99 is better obtained

from fission, as has been previously discussed. The 74-day Ir-

192 has a gamma with less energy than Co-60 and is used for

radiography of less dense materials.

Charged Particle Transmutation Products

Many radionuclides can be produced in cyclotrons, thus

avoiding the use of more costly nuclear reactors. Many

research hospitals now have cyclotrons to provide

short-lived radionuclides of carbon, nitrogen, oxygen, and

fluorine. The longer-lived products are produced

commercially or in government laboratories [26, 27, 29]. A

list of major isotopes and their uses is shown in Table 21.9.

These radionuclides are produced by irradiating targets

with beams of hydrogen ions (protons), but frequently deute-

rium ions (deuterons) are used (see Table 21.10). Some

products require beams of helium-4 and helium-3 ions. The

typical process involves the capture of the proton with the

prompt emission of a neutron. This is called a p,n reaction.

However, in other cases there may be protons, alpha particles,

or up to five neutrons emitted. The resulting products decay

generally by positively charged electron (positron) emission,

but also decay by capture of an orbital electron.

To produce the beam of high-energy charged particles, a

stream of hydrogen or helium is electrically ionized and

accelerated in an oscillating magnetic field that holds the

particles in a spiral path within the cyclotron. At the desired

Table 21.9 Major isotopes and their uses

Isotope Use

D D2O moderator for HWR
Fuel in fusion reactions

Li-6 Source for tritium
Fuel in fusion reactions

Li-7 Water-cooled reactors use lithium-7 hydroxide

as a water conditioner

Possible coolant in LMFBR

F-18 Used in nuclear medicine, especially in labeling

D-glucose

N-13 Tests done show that when used in ammonia, helps

to determine global myocardial blood flow

C-14 Used in carbon dating

N-15

C-13

D-17

O-18

)
Used as tracer in living beings

Using in NMR

B-10 Neutron absorber in nuclear reactors

Used in the medical field in neutron-capture therapy

B-11 Can be used in tritium production and in NMR

Na-24 Used to locate pipe leaks

Mg-27 Used to locate pipe leaks

K-42 Can measure exchanged potassium in blood

Cr-51 Used to label red blood cells

Fe-57 Used as a spin isotope in chemistry

Fe-59 Used in blood studies

Can be used to determine friction in machinery

when used with steel

Co-60 Used in cancer treatment

Ga-67 Used to locate tumors

Kr-81 Used in lung ventilation studies

Tc-99 Used as a tracer in locating brain tumors

I-131 Used as a tracer when studying the thyroid gland

Yb-169 Used during brain scans

U-235 Fuel for most nuclear reactors

Pu-239 Used in nuclear weapons, fast breeder reactors,

and MOX fuel reactors

Am-241 Used in smoke detectors
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energy the particle beam is magnetically deflected to the

target. The beam energy can vary from 4 to 800 MeV but

is usually less than 30 MeV. The beam current ranges from 3

to 2,500 mA. The target is designed to accommodate the ten

to several hundred watts of thermal energy deposited by the

beam. Gas and liquid targets are used for the short-lived

products to facilitate processing for use. For the long-lived

products that require longer irradiation and higher energy

flux (up to a kW/cm2), the target material may be plated on a

water-cooled heat exchanger. The target materials in many

cases are separated stable nuclides.

The Department of Energy’s laboratories have accelerators

that provide up to 800 MeV proton beams. Other machines

support high-energy physics research but occasionally are

used to produce special nuclides such as xenon-127.

Reactor Materials Processing

Reactor materials processing is concerned with preparation of

the specialmaterials used in nuclear reactors. This includes the

nuclear reactor fuels along with the reactor vessels, plumbing,

heat exchangers, coolants, and moderators. All the materials

that go into the nuclear reactors are deliberately and thor-

oughly controlled by standards established by the nuclear

industry with the participation of the Nuclear Regulatory

Commission and administered by the American National

Standards Institute. These materials include the uranium

oxide pellets, zirconium cladding, and zirconium or steel

fittings of the fuel assemblies, the corrosion–and radiation-

resistant steel used for the reactor vessels, and the various

corrosion–and erosion-resistant steels for piping, valves,

pumps, and heat exchangers. In addition, there are the coolants

(water, sodium, and helium), the moderators (water, deute-

rium, and graphite), and the neutron sorbers (boron, erbium,

cadmium, hafnium, and gadolinium). Each of these materials

requires intensive processing to achieve safe and reliable oper-

ation of the nuclear reactors.

Isotope Enrichment

Isotope enrichment is a major activity of the nuclear indus-

try. The naturally occurring chemical elements are com-

posed of isotopes with varying nuclear properties. By

enriching the chemical element in the nuclide with the desir-

able nuclear property, the performance of the nuclear pro-

cesses is enhanced. In addition, the sensitivity of isotopic

analysis permits the use of enriched chemical elements in

place of radioisotopes as tracers in research, medicine, and

industry.

The separation of chemical isotopes is based on small

differences in their physical and chemical properties. For the

lower-mass isotopes, chemical exchange, distillation, and

electrolysis have been used. For the higher mass isotopes,

techniques based on mass have been used, including jet

nozzles, gaseous diffusion, centrifugation, thermal diffusion,

and ion activation [29, 30]. A newer method uses lasers that

produce coherent light tuned to the specific wavelength of a

vibration bond related to the desired isotope in an atom or

molecule. This technique is still under development but

promises much higher per stage separation factors resulting

in lower energy consumption and capital costs. Themain issue

with this technology is the availability of low capital and

operating cost lasers with sufficient wavelength selectivity.

The most universal of these techniques uses the Calutron,

an electromagnetic accelerator employing the first arc of a

cyclotron (Fig. 21.10). In 1945 it provided the enriched

U-235 that was used in an early atomic bomb. Since then it

has been used to enrich small quantities of most of the stable

isotopes. The separation is achieved by ionizing the feed

material and then accelerating the ions through the field of a

bending magnet. The differences in mass causes the heavier

elements to pass through a larger arc with the ions trapped in

carbon pockets located 180� from the feed point. The

accelerating voltage and magnetic field are controlled to

optimize performance. Separation factors of 10–100 are

obtained, but the yields are only 1–10%.

Table 21.10 Nuclide production by charged particles

Typical reaction

14
7 Nþ1

1 H!15
8 O!4

2 Heþ11
6 C!20m bþ !11

5 B ðstableÞ
This reaction normally is reported as N-14(p,a)C-11. Natural nitrogen gas is bombarded in a cyclotron with a 30-mCi current of 4–13 MeV protons

(p). O-15 is produced, but an alpha particle is promptly ejected, producing C-11, the desired product. The yield for a 20-min bombardment is 0.2 Ci

58
28Niþ1

1 H!59
29 Cu� 211Hþ57

27 Co !
EC

270d

57
26 Fe ðstableÞ

Ni-58[p,2p]Co-57. Enriched Ni-58 (enriched in the Oak Ridge Calutron) is plated on a copper heat exchanger, bombarded for 5 h with 1,000 mA of

20 MeV protons. Cu-59 is produced but two protons are promptly ejected producing Co-57, the desired product. The yield for a 14 h bombardment

is approximately 28 mCi/mA hour

Other (p,n) processes: Li-7 to Be-7; Fe-56 to Co-56; Cu-65 to Zn-65; Ag-109 to Cd-109

Other processes and products: N-14(d,n)O-15; O-16(p, a) N-13; Ne-20(d, a)F-18

b+ represents a positron
EC represents electron capture
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Large-scale production has been applied to enrich U-235,

deuterium, boron 10, and lithium-6. The original gaseous

diffusion technology has now been replaced by high-speed

centrifuges as the principal technology for U-235 and is

discussed further as part of the fuel cycle. Dual-temperature

chemical exchange processes are used to enrich hydrogen

and lithium isotopes. Distillation is used for boron 10.

Several methods can be used to obtain high-purity deute-

rium for use as a coolant in HRWs. Natural hydrogen

contains 0.16% deuterium and is enriched to 10–20% deute-

rium in pairs of 200 plate columns [31]. The chemical

exchange system is hydrogen sulfide gas and water. One

column operates at 27�C and the second at 220�C, with the

enriched product removed from the bottom of the cold

column that flows to the second set of columns. From the

second set it goes to distillation and then to electrolysis to

yield 99.8% deuterium. The specific enrichments at the

crossovers between processes are controlled by energy

considerations. Other methods in use are the chemical

exchange reaction between liquid ammonia and hydrogen

and nitrogen gas using potassium amide as a catalyst. At

least two plants are in commercial operation: one in

Argentina and one in India.

The chemical exchange system employed for lithium-6

enrichment is lithium amalgam and aqueous lithium hydrox-

ide. It also employs paired dual-temperature columns.

Cryogenic distillation is used to enrich carbon-13,

nitrogen-15, oxygen-17, and oxygen-18. Typical of these

processes is carbon monoxide distillation, which has a

C-13/C-12 separation factor of 1.008 between the vapor

and the liquid. The initial 20-m packed column is tapered

from 2.5 cm at the boiler to 10 cm at the reflux condenser.

This brings the carbon-13 from 1.1 to 12%. In a second

column it is brought to 93%.

Fig. 21.10 Oak Ridge Calutron for separation of isotopes. The first method to achieve large-scale separation of U-235 and today the source of

research quantities of most stable and a few radioactive nuclides (Courtesy of USDOE)
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Zirconium Production

Nuclear-grade zirconium alloys are used for the manufacture

of nuclear fuel rod tubes and structural components.

Processing begins with zircon sand (ZrSiO4) obtained from

Australia, India, or a variety of locations (see Fig. 21.11).

Zircon sand is co-milled with coke, and injected into a large

fluidized bed reactor (crude chlorination). The reactor is

heated to approximately 1,000�C by induction heating of

the graphite liner, and the bed is fluidized with chlorine

gas. Zircon is converted to zirconium tetrachloride by the

following reactions.

ZrSiO4 þ 4 Cl2 þ 4 C! ZrCl44

þ SiCl4 þ 4 CO;

ZrSiO4 þ 4Cl2 þ 2C! ZrCl44

þ SiCl4 þ 2CO2:

Fig. 21.11 Schematic of Western zirconium plant in Ogden, UT
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The process gases pass through two stages of condensa-

tion, separating low-volatility ZrCl4 product from the

remaining offgases. Metal chloride impurities that escape

from the chlorinator also condense with the zirconium prod-

uct. The offgases pass through several stages of cryogenic

quenching with liquid SiCl4, recovering SiCl4, Cl2, and

COCl2. Distillation operations then separate silicon tetra-

chloride from chlorine and phosgene. The latter two species

are recycled back to the crude chlorinator, and SiCl4 is

purified further by activated charcoal absorption, and sold

as a valuable by-product. Remaining offgases are scrubbed

with aqueous NaOH to remove traces of chlorine and phos-

gene, and are then vented; salt solutions resulting from

scrubbing operations are sent to evaporation ponds.

The zirconium tetrachloride product must then be purified

before reduction to metal. In particular, hafnium must be

removed to less than 100 ppm Hf:Zr because of the high

neutron absorption cross-section it exhibits, and phosphorus

and aluminum must be removed to even lower specifications

due to their deleterious metallurgical impact on the final

zirconium alloys. The tetrachloride product is first dissolved

in water under carefully controlled conditions to produce an

acidic ZrOCl2 solution. This solution is complexed with

ammonium thiocyanate, and contacted with methylisobutyl

ketone (MIBK) solvent in a series of solvent extraction

columns. Advantage is taken of the relative solubilities of

Zr, Hf, and Fe thiocyanate complexes to accomplish a high

degree of separation of hafnium and iron from the

zirconium.

Purified zirconyl chloride solution is then reacted sequen-

tially with surfuric acid and ammonium hydroxide to precip-

itate a complex zirconium oxysulfate. The precipitate is

washed, filtered, and stripped to remove traces of MIBK,

and then calcined to drive off sulfur and convert the product

to ZrO2. The precipitation process leaves behind most of the

aluminum and phosphorus. The hafnium stream leaving

solvent extraction is treated similarly, producing a HfO2

by-product.

Zirconium dioxide is then carbochlorinated a second time

(pure chlorination) and converted once again to ZrCl4. This

operation is very similar to crude chlorination, but takes

place at lower temperature due to more favorable thermody-

namics. The purified ZrCl4 product is then reduced to zirco-

nium metal by direct reaction with molten magnesiummetal,

according to

ZrCl4 þ 2 Mg! Zrþ 2 MgCl2:

This reaction (known as Kroll reduction) is carried out in

sealed vessels at approximately 1,000�C, producing a mix-

ture of MgCl2 and a porous zirconium metal morphology

known as sponge. Because of the large density difference,

the molten MgCl2 floats above the sponge; most of it is

recovered by mechanical separation, and sold as a high-

purity byproduct.

The purified sponge is then crushed, combined with

alloying elements, pressed into large cylindrical ingots, and

electron-beam-welded into a solid cylinder. This cylinder is

then remelted by vacuum arc melting to obtain the proper

metallurgical properties. All of these operations must be

done with great care to avoid introduction of oxides and

nitrides into the final metal product, both of which will result

in embrittlement. From here, the ingot is heated, forged, and

formed into either flat plate or heavy walled tubing known as

Trex (Tube reduced extrusion). The Trex is then extruded

and pilgered into the final nuclear fuel to form, and the plate

is formed into other structural internal components. A vari-

ety of different zirconium alloys are produced, having spe-

cific applications for different reactor designs.

The Uranium Fuel Cycle

The uranium fuel cycle for the uranium–plutonium system is

a multicomponent system of chemical process operations

that begins with mining uranium ore from the earth as the

starting material and ends with the radioactive waste

products in above-ground or belowground terminal

repositories. Some radioactivity is released in the air and

water discharged to the environment at concentrations and

quantities below those specified by federal regulations. The

topics to be considered in this section are mining, milling the

ore, uranium fuel preparation, and reprocessing [32, 33]. The

following section discusses radioactive waste management.

A similar set of processes has been partially developed

for the thorium–uranium system but is not discussed here

because it is not expected to be employed in the next several

decades. The important feature of the thorium cycle is that it

could be used to achieve breeding (to produce more

fissionable material than is consumed) in thermal reactors,

but nuclear as well as chemical factors have frustrated this

development (for more information, see ref. [21]). Thorium

based cycles may in the future povide a means of burning

very long half-life actinides such as Pu, cm and Am to make

a high level Nuclear waste that decays to lower radiatoxicity

levels in hundreds rather than thousand on tens of thousands

of years.

It should be noted that breeders would not reduce the

demand for uranium ore for many decades because several

LWR and/or HWR converters (which produce fissionable

material, but less than consumption) are required during

the run-in of a breeder cycle to equilibrium. The doubling

time of a breeder (the time required for the breeder to

produce sufficient fissionable material to start up a second

breeder reactor) might be a significant part of its operating

life. The tritium for the fusion cycle will be made in nuclear
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reactors, as it now is for nuclear weapons. The nuclear

industry will always be dependent on a continuing supply

of uranium from ore.

Mining

Uranium mines are primarily the open pit type, but there is

significant production from deep mines as well as from

solution mining. Sometimes uranium is produced as a by-

product of mining operations for vanadium, phosphate,

copper and gold.

Where uranium ore deposits occur in permeable aquifers

with low-permeability geologic formations above and below

them, the uranium is extracted by circulating a carbonate

leaching solution. The leach solutions are sulfuric acid,

ammonium carbonate, or sodium carbonate–bicarbonate

along with air, peroxide, or sodium chlorate as the oxidizing

agent. Holes are drilled to the bottom of the ore body on a

grid pattern, 50–200 ft apart. The holes are cased with

screened sections through the ore body. Varying

combinations of injection and withdrawal of the leaching

agents are applied to recover the uranium. The uranium is

recovered from the leaching agent by ion exchange. The

leachate is adjusted and recycled.

Milling

In milling, the uranium is leached from the ore, separated

from major contaminants, and converted to yellow cake [or

sodium diuranate (Na2U2O7)
�]. The uranium ores milled in

the United States generally contain 0.05–0.2% U3O8, with

an average of 0.1%. To save transport costs, the mills are

located near the mines. There are two major processes, one

based on a carbonate leachant and the other on sulfuric acid

(see Fig. 21.12.).

Carbonate process. In this process the ores are leached with

hot sodium carbonate for 24 h, and sparged with air to

Fig. 21.12 Uranium ore mill processes: (a) carbonate leach, caustic precipitation process; (b) acid leach, ion exchange and acid leach, solvent

extraction processes; (c) acid leach, resin-in-pulp process
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provide oxidation. The leachate is cooled in countercurrent

heat exchangers, heating the carbonate solution for the next

batch. The carbonate leachate is filtered on rotary drums, and

the uranium is precipitated with sodium hydroxide and fil-

tered. The filtrate is converted back to carbonate by sparging

with carbon dioxide, usually from a boiler flue gas, and

recycled. The dried precipitate in the form of sodium

diuranate is about 90% U3O8. Carbonate leaching is fairly

specific for uranium, and the product is fairly low in

contaminants.

Sulfuric acid process. In the sulfuric acid process, the

pulverized rock is leached for about 8 h with sodium chlo-

rate or manganese dioxide added for oxidation. The leachate

passes through a series of thickeners countercurrent to the

flow of the wash water. The liquid (leachate) is then

separated from the solids using filtration. The acid leachate

is not very specific for uranium and therefore goes through

ion exchange or solvent extraction for purification. The

solvent is a hydrocarbon-diluted 2-diethyl-hexyl phosphoric

acid applicable to the recovery of both vanadium and ura-

nium when both are present in the ore. A variation is the RIP

(resin-in-pulp) process. After thickening, to avoid the filtra-

tion step, the slimecontaining leachate goes into tanks where

screen baskets of anion exchange resins, mechanically

sloshed up and down, absorb the uranium. After loading,

the uranium is stripped from the resin with an acidified

chloride or nitrate solution. These product streams are

precipitated with sodium hydroxide and the resulting

sodium diuranate is dried. An additional cycle of ion

exchange may be required to achieve the desired product

quality.

Fuel Preparation

There are twogeneral processing routes formaking feed for the

nuclear fuel manufacturing plants. The primary route is

through solvent extraction for purification, denitration to

UO3, and reduction with hydrogen to UO2, followed by either

hydrofluorination toUF4 and reduction tometal, orfluorination

to UF6 followed by isotopic separation and reduction to UO2.

The other route starts with higher grade yellow cake, skips

solvent extraction, and goes directly to hydrofluorination, with

distillation of the final hexafluoride added for purification.

Uranium fuel preparation takes the UF6 and is converted

to either (a) aluminum-clad uranium metal for the weapons

plutonium production reactors or (b) to Zirconium-clad UO2

for electricity production in the light and heavy water power

reactor (see Fig. 21.13).

Solvent extraction. The yellow cake is dissolved in nitric

acid and extracted from this aqueous phase by 5% tributyl

phosphate (TBP) in a hydrocarbon diluent. The diluent

reduces the density and viscosity of the TBP, enhancing

the aqueous/solvent phase separation. The extraction

is very specific for uranium, with separation factors of

103 to 105. The product thus obtained is an aqueous uranyl

nitrate solution (Fig. 21.14).

Denitration. The uranyl nitrate solution from solvent extrac-

tion is converted to UO3 by evaporating the solution to a

final boiling point of 120–140�C, followed by calcination at

620�C. The product characteristics are dependent on the type
of calciner (pot, trough, or fluid bed) and significantly affect

the subsequent steps (see Fig. 21.15).

Fig. 21.13 Uranium feed

materials flow sheet
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Fig. 21.14 Uranium solvent extraction process for purification of ore concentrate and scrap; slurry feed eliminates clarification cost and losses

(Courtesy of USDOE)

Fig. 21.15 Uranium denigration process prepares UO3 for conversion to metal and UF6. A continuous fluid-bed process has been developed

(Courtesy of USDOE)
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Conversion to uranium hexafluoride. The calcined UO3 is

reduced to UO2 with hydrogen, then converted first to UF4
with hydrogen fluoride and finally to UF6 using fluorine.

These steps usually are carried out in fluidized bed reactors,

but the conversion to UF4 sometimes is done in a stirred

trough reactor [34].

The fluid-bed process at the Honeywell Metropolis Plant

uses a series of three sets of fluidized beds (see Fig. 21.16).

The first bed is fluidized with hydrogen and reduces the UO3

to granular UO2. Then it is hydrofluorinated to a granular

UF4 in a two-stage fluid bed to achieve efficient consump-

tion of the hydrofluoric acid. Finally, in two parallel

fluidized bed reactors, the granular UF4 burns in a fluorine

atmosphere to UF6 vapor. The fluorine is fed in through the

ash at the bottom of the reactor to maximize the uranium

yield, and then exits through the UF4 screw feeder to mini-

mize the loss of the high-cost fluorine.

UF6 purification. Distillation of the UF6 is required for

purification when the yellow cake does not go through

solvent extraction. At Metropolis, the molybdenum, vana-

dium, and other impurities are removed in a pair of columns,

one a 120-ft, l00-plate column operating at 200�F and

85 psia to remove the high volatiles and the second a 45-

plate column operating at 240�F and 95 psia to remove the

low volatiles. The UF6 is condensed into 10-t (48b) cylinders

and delivered to the enrichment plant.

Reduction to metal. Uranium metal is produced by bomb

(high-temperature chemical reactor) reduction of UF4 with

magnesium metal. In this process, granular UF4 is blended

with magnesium metal pellets and tamped into a steel

reactor lined with the reaction by-product, magnesium

fluoride (see Fig. 21.17). After the container is capped, it

is placed in a furnace where the temperature is raised to the

ignition temperature at which the magnesium and UF4 react

spontaneously. The reaction mass reaches a temperature

sufficiently high for the liquid uranium metal to form a

puddle within the bomb. This is a very empirical technol-

ogy, dependent on the control of many physical factors.

Fig. 21.16 Fluid-bed system

for UO2 conversion to UF4
(Metropolis process)
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Failure to maintain control of the process parameters will

produce dispersed uranium shot instead of the desired

regulus.

The resulting 350-lb uranium regulus, called the derby, is

broken out, remelted in a vacuum furnace, and held at

1,454�C to volatilize and remove the impurities. It then is

recast in graphite molds to produce the ingot. This is formed

into 1- to 2-in.-diameter rods by extrusion and rolling-mill

operations followed by machining and cladding with alumi-

num. Its primary use is for plutonium production; however,

some of the depleted metal is used for shipping-cask shields,

military projectiles, and counterweights. The magnesium

fluoride by-product is ground and screened to provide mate-

rial for lining the metal reduction bombs. Excess MgF2 is

disposed of as a low-level waste.

Uranium enrichment. Enrichment of uranium-235, from

0.711% as present in natural uranium, is essential to the

economical operation of LWRs where the fuel life is a

function of the enrichment. With approximately 4.95% U-

235 fuel, the pressurized LWRs produce an average of

about 55,000 thermal megawatt-days of energy/metric ton

of uranium during the 4.5 years the fuel is in the reactors.

In the naval submarine and ship reactors using highly

enriched U-235, the fuel life exceeds 10 years. During the

original development, gaseous diffusion was selected over

electromagnetic separation and thermal diffusion to separate

uranium isotopes. Enrichment represents about 15–25% of

the production cost (fuel plus operations and maintenance

cost) of nuclear-generated electricity. Gas centrifugal

separators are now used in newer enrichment plants. Laser

technology is now in various stages of development that

might reduce this cost by a factor of 4. Separation in the

ultra-high-speed centrifuge depends on isotopic mass differ-

ence, as does the jet nozzle [35]. The last-named device is a

pneumatic cyclone with a high-velocity gas flow induced by

a high differential pressure.

Laser-induced separation is being developed, based on

differential activation energies of the uranium

hexafluorides. This latest enrichment technology uses

laser irradiation of the hexafluoride vapor to selectively

decompose the U-235 F6 and precipitate U-235 F5. This

process promises to recover much of the U-235 that

remains in the tails from gaseous diffusion plants. Although

this process is not yet commercial (as of June 2012), it is

very advanced in its development stage. The only process

that is currently developing this technique is the SILEX

process in Australia. GE is presently testing this process at

their Wilmington, NC plant.

Gaseous diffusion. In the gaseous diffusion process, the UF6
flows through a porous nickel membrane called the barrier.

Fig. 21.17 Uranium metal reduction process; a similar process is used for plutonium metal production (Courtesy of USDOE)
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The heavier U-238 F6 flows more slowly than the U-235 F6,

and the theoretical separation factor for an equilibrium

stage is:

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
238UF6ð352Þ
235UF6ð349Þ

s
¼ 1:0043

The optimum conditions require elevated temperature

and reduced pressure with a pressure differential across the

barrier sufficient to transport half the UF6 flowing through

that stage. However, by varying this flow ratio, the stages

are reduced in size as the enrichment of the U-235 is

increased. This practice, called tapering, is very important

because a large number of stages are required. In the largest

stages, axial flow compressors driven by electric motors

rated to 3,300 hp transport the UF6, and 640,000 kg of this

material is circulated to produce one separation work

unit (SWU).

When it was operating at full capacity, about 150 mt of

UF6 was fed to the plant daily in the process described here.

Tapering reduces the time required for the plant to come to

equilibrium.

The Department of Energy’s gaseous diffusion plant in

1980 had 10,812 stages, consumed 6,000 MW of electric

power and 1,350 million gallons of water a day, and took

months to come to equilibrium. The building housing the

plant had a combined floor area of a square mile. Plans to

further expand the plant using gas centrifuges were scrapped

in the 1980s when the expected growth of nuclear power was

not realized. In addition, other countries and companies,

including Russia and URENCO (which services such

countries as the United Kingdom, Holland, and Germany),

now offer such services [36].

The capacity of processes employing diffusion and mass

separation is reported on the basis of the work required, and

is expressed as SWUs. (The SWU is a measure of the work

required to separate uranium of a given U-235 content into

two components, one having a higher and the other a lower

U-235 content.) It takes 5.3 SWU to enrich natural uranium

to 3.44% U-235 (see Table 21.11). The Department of

Energy facility has the capacity of 11.3 million SWU/year,

and there is a world capacity of about 60 million SWU/year

Uranium hexafluoride conversion to oxide. There are sev-

eral processes used commercially to make nuclear fuel. A

diagram of the conversion and fuel manufacturing process

is shown in Fig. 21.18. The oldest is called the ADU

process. In this process, the UF6 is hydrolyzed in water to

a UO2F2 solution which is mixed with an aqueous ammonia

solution to precipitate ammonium diuranate and then

calcined in a hydrogen and steam atmosphere to UO2.

Another process is called the AUC process. In this process,

UF6 is injected into a solution of ammonium carbonate to

form an uranyl tricarbonate precipitate. This precipitate is

then calcined in a fluidized bed using steam and hydrogen

to UO2 powder. In both the ADU and AUC processes, a

liquid waste of ammonium fluoride is produced that is

treated using lime to produce a calcium fluoride waste

and recycle ammonia. Disposal of the calcium fluoride is

sometimes difficult depending on how contaminated with

uranium it is. In order to get around producing a solid waste

that is hard to decontaminate, the IDR process was devel-

oped. In this process, UF6 and steam are combined in a

nozzle to form UO2F2 powder. This UO2F2 powder then

drops into a calciner where it is calcined to UO2 in a

hydrogen and steam atmosphere. The advantage of this

process is that the waste stream is only HF which can be

disposed of (or sold) much more readily than the wastes

from either the AUC or ADU processes. This is because the

HF can be easily decontaminated (separated from any

residual uranium).

The UO2 powder produced from these conversion pro-

cesses is then mixed with U3O8 recycle material, die

lubricants, and other materials and then granulated,

pelletized, and fired in a hydrogen furnace to achieve high

density (see Fig. 21.18.). Typical densities are >95.5% of

the theoretical UO2 density (10.96 g/cm3). The pellets are

then ground to size in wet centerless griders and inspected

for chips, cracks, etc. Rejected pellets and grinder sludge are

oxidized in air furnaces at about 400�C to U3O8 which is

then recycled to the pelleting operation.

As with most industrial operations, uranium-bearing

wastes as well as excess uranium scrap is produced during

the course of normal operations. Because of the value of the

Table 21.11 Separation work unit requirements (SWU/kg product)a

Percent U-235 SWU

0.5 0.17b

0.6 0.11b

0.711 0.00

1.0 0.4

2.6 3.4

3.4 5.3

4.0 6.5

5.0 8.9

20.0 45.7

98.0 270

aTails 0.2% U-235
bAdded for depleted fuel. Reference cost $112/SWU/kg
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uranium in this waste and scrap, it is processed to recover the

uranium. The scrap and waste is treated with nitric acid to

dissolve the uranium. This uranium nitrate solution is then

treated using solvent extraction to recover the uranium from

the other waste components. The raffinate from this waste is

then neutralized with lime to precipitate any metals and then

discharged. The resulting uranyl nitrate is processed in either

an ADU or AUC process.

The oxide pellets are then ground to size and loaded into

zirconium tubing to form fuel rods. There are approximately

80 miles of these rods in a nuclear power reactor. Another

method, called the Cezus process, involves dissolving purified

(Zr, HF)Cl4 in KAlCl4, which is then distilled to separate the

zirconium from the hafnium.Thismethod has the advantage of

not requiring a second chlorination step. However, the

compounds are highly corrosive and capital and maintenance

cost are high.

Spent Fuel Reprocessing

At this time (2012), it is not know how the used Nucler fuel

rods will be treated. An earlier plan of burial in Yucca Moun-

tain (near Las Vegas, NV) was rejected. The spent fuel still

contains a large percentage of fissionable material (see

Table 21.12 for an example from a 32,000 MW days/t fuel)

because the buildup of fission products has effectively poi-

soned the fuel by capturing toomany neutrons. Another option

instead of disposal is to reprocess the spent nuclear fuel. Most

of the reprocessing to date has been performed for the

weapons program. Currently, there are plants in England,

France, Russia and India for commercial reprocessing. Japan

is building a plant. Reprocessing providesmore efficient use of

natural uranium for the uranium cycle. Note that reprocessing

does not reduce the activity of the fission products in the

spent fuel but concentrates it into a high-level waste.

Fig. 21.18 UF6 conversion to commercial UO2 nuclear fuel (Courtesy of Westinghouse Electric, LLC, Nuclear Fuels Division)
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High-level waste reprocessing is the most hazardous

operation in the nuclear industry. It is there that the largest

quantities of fissionable and radioactive nuclides are han-

dled in aqueous solution. These large-scale operations

require both remote control and remote maintenance of

the plant to protect the workers from radiation. In addition,

the air and water effluents along with the solid refuse

must be closely monitored to assure that the public is

protected. Finally, the fissionable material requires strict

accountability to ensure that it is not diverted to unautho-

rized uses.

As nuclear safety is a foremost public concern, it is well

to note that the operation of the plutonium recovery plants

since 1945 has met design specifications. There have been

no significant health effects on either the workers or the

public. The recovery plants were designed with large under-

ground tanks for interim storage of the aqueous waste. This

waste is then processed to an oxide, blended with glass-

forming additives, and then melted into a glass mass (log)

within a metal canister. The use of glass to encase the high

activity waste has been chosen for defense waste in the

United States and for defense and commercial waste in the

rest of the world. Cement/grout or glass has been picked for

stabilizing the mid- and low-activity waste that results from

this processing. It is proposed that the canisters containing

the high-level waste will then disposed of for the long term

(hundreds or thousand to millions of years) deep under-

ground in geologic formations. In the United States, the

proposed geologic formation was at Yucca Mountain in

Nevada. However, the status of this site as a repository is

not known at this time due to political considerations. Other

counteries such as the UK, France and Japan have also not

yet identified deep geological reposition.

The main separation process in spent fuel reprocessing is

the Purex (plutonium–uranium extraction) process.

Fig. 21.19 shows a generalized flow diagram for nuclear

fuel recovery via solvent extraction [37]. The solvent is

TBP in a hydrocarbon diluent. The process was first used

at the Ames Laboratory for uranium purification, then at Oak

Table 21.12 PWR and BWR fuel burnup (late 1980s)

Fuel burnup (Mwd/mt)

Fuel composition (g/mt)

U-235 Pu-239 Pu-241

PWR–plutonium withdrawal

Charge

Discharge

–

32,000

32,500

8,359

0

5,327

0

1,213

PWR–plutonium recycle

Charge

Discharge

–

32,000

6,869

2,919

19,849

8,765

4,082

4,647

BWR–plutonium withdrawal

Charge

Discharge

–

27,000

25,000

6,403

0

4,808

0

1,034

Fig. 21.19 General solvent extraction process for spent fuel recovery
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Ridge National Laboratory for spent fuel. Although other

processes were used in earlier days, the Purex process, with

various modifications, is now used for many chemical

separations in the uranium fuel cycle. It first was used on a

large scale to recover uranium from the bismuth phosphate

waste generated by the original plutonium recovery opera-

tion. This technology was shared with the world at the first

Atoms for Peace Conference in Geneva in 1955.

A typical Purex process includes the following.

1. Aging the spent fuel to reduce by radioactive decay the

8-day iodine-131 that would be released to the atmo-

spheric during dissolution

2. Shearing the Zircaloy-clad fuel rods into approximately

1 in. lengths so the UO2 can be dissolved

3. Dissolving the UO2 in nitric acid

4. Solvent extraction to separate the plutonium, uranium,

and fission products

5. Anion exchange to clean up the plutonium

6. Sorption to clean up the uranium

Modifications to this process can be made to effect recov-

ery of neptunium, americium, curium, californium, stron-

tium, cesium, technetium, and other nuclides. The efficient

production of specific transuranic products requires consid-

eration of the irradiation cycle in the reactor and separation

of intermediate products for further irradiation.

The facilities and equipment are designed for worker and

public protection and for accident avoidance. Also, provi-

sion is made to allow remote replacement, decontamination,

repair, and disposal. The instrumentation used in the process

is designed to measure and report all the independent and

dependent parameters essential to controlling and monitor-

ing the operation. Management of the defined standard

operating procedures, including quality control and quality

assurance, is dictated by international standards and safety

regulations.

Dissolution. The spent fuel is dissolved in nitric acid to

prepare it for solvent extraction. This is a batch process

that is made complex by the fuel cladding and radioactivity.

A typical fuel assembly for a PWR contains about 250, 0.37-

in. zirconium-clad rods 12-ft long containing in total about

1,100 lb of UO2. The assembled rods are mechanically

sheared into 1 to 2 in. lengths and dropped into a perforated

basket. This is placed in the dissolver tank where the ura-

nium oxide is dissolved as discussed above. The basket then

is removed from the dissolver, and the zirconium hulls and

associated hardware therein are dumped into containers,

compressed, sealed, and sent to transuranic waste storage.

Ultimately, they will go to a disposal facility.

Separation and purification. In the Purex process discussed

here, the uranium, plutonium, and fission products are

separated by solvent extraction into three different streams

(Fig. 21.20). The plutonium stream goes through anion

exchange (discussed later) to reduce traces of ruthenium,

and the uranium stream goes through silica gel sorption to

reduce traces of zirconium. The fission-product stream,

which contains the fission products with the transplutonium

products, is sent to waste treatment. About 99% of the

uranium and plutonium is recovered in separate product

streams, and decontamination from fission products by a

factor greater than 107 is effected [38]. The spent fuel solu-

tion from the dissolver, adjusted to 2 M nitric acid, flows into

the middle of the first column. From there it flows downward

countercurrent to a 5% TBP/95% hydrocarbon solvent,

which is introduced into the bottom section. The uranium

and plutonium transfer to the solvent, leaving most of the

fission products in the acid phase, which pass out the bottom

of the column. The U/Pu solvent solution is scrubbed in the

top half of the column with 3 M nitric acid to wash out

additional fission products.

The valence of the plutonium in the U/Pu solvent stream is

reduced from +6 to +4 with hydrazine to lower its extract-

ability, and the stream flows to the middle of the second

column, where the plutonium is stripped out of the solvent

with mild acid. The uranium passes on in the solvent stream

to the third column, where it is washed from the solvent with

a weak acid. The fission product stream flowing from the

bottom of the first column, containing less than 1% of the U

and the Pu, is the high-level waste. It is evaporated to remove

most of the acid, and neutralized with sodium hydroxide

before going to earth-covered storage tanks in the United

States. In Europe, the high-level waste steam is oxidized,

mixed with glass formers, and disposed of in glass logs.

The uranium and plutonium streams flow separately

through second sets of two columns for re-extraction and

stripping for further separation from fission products,

according to the scheme shown for Pu in the lower portion of

Fig. 21.20. The acidwaste streams from the second cyclesmay

be recycled to the first to eliminate the second cycle losses.

Centrifugal contractors or pulsed columns are used for

these solvent extraction operations in preference to longer

packed columns because the latter would complicate the

shielding problem. Longer columns increase the exposure

time and therefore the decomposition of the extractant and

solvent due to the radiation field. Mixer-settlers also can be

used. The solvent is recycled after treatment to remove

decomposition products caused by radiation and chemical

effects. This treatment may include a combination of distil-

lation with acid and caustic washes.

From the second cycle the plutonium goes through anion

exchange for final purification (Fig. 21.21). The principal

problem here is due to ruthenium, which is difficult to

remove because of its many valence states. The uranium

stream goes through silica sorption primarily to remove

zirconium, which seems to be carried along as a colloid.
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The process is installed in buildings called canyons, where

there are rows of concrete shielded cells serviced by overhead

gantry cranes for remote replacement and servicing of valves,

pumps, piping, and other equipment. Penetrations through the

cell walls are offset to prevent radiation from streaming

through. Some equipment is located in cells equipped with

windows, TV cameras, and manipulators. Cells for remote

repair of the equipment may be similarly equipped.

It is occasionally necessary for personnel to enter some of

these facilities. This requires considerable time for decon-

tamination and placement of local shielding. The operations

that will be performed are carefully planned and rehearsed

in order to get the entry over with as swiftly as possible.

A special group of employees, the health physicists, are

responsible for radiation safety throughout the plant, and

they provide close monitoring of these entries.

Fig. 21.20 Purex process

showing (top) first solvent

extraction cycle, and (bottom)

second plutonium solvent

extraction cycle
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Another unique consideration is the prevention of nuclear

criticality, i.e., the start of a chain reaction leading to a self-

sustaining nuclear reaction within the cells. In the dissolver and

first cycle, criticality is prevented by the presence of the

uranium-238, which absorbs neutrons. Later in the process,

where the plutonium is separated from the uranium, criticality

is prevented by proper design of the vessels and piping. This

includes the cell floor and sumps,wherematerialswould collect

in case of leakage from the equipment. To prevent criticality,

the vessels are limited in either diameter or thickness. Vessels

and piping are placed in arrangements designed to avoid a

critical array. In addition to design considerations, the risk of

criticality can be lowered by limiting the amount of total fissile

material in any given vessel, and when possible, by choosing a

medium which is not an appropriate moderator for fission.

In one modification of the Purex process, the plutonium is

not separated from the uranium. In this version, the first

cycle has only two columns instead of three. In addition to

reducing the criticality risk, this modification reduces the

risk of unauthorized diversion of the plutonium.

Radioactive Waste Management

Radioactive waste management involves the treatment, stor-

age, and disposal of liquid, airborne, and solid effluents from

the nuclear industry’s operations, along with those from

other activities that employ the radioactive products. Its

strategy involves four approaches: limit generation, delay

and decay, concentrate and contain, and dilute and disperse.

Combinations of all four of these usually are employed to

manage each waste stream [39].

There are three types of nuclear wastes, based on their

radionuclide characteristics:

• Uranium-contaminated waste, principally from mining,

(the “Tails” (Non-Uranium containing minerals contain

radium and radon as uranium decay products)) milling,

and enrichment [40]. Under some circumstances

uranium’s 15-h radon decay product requires additional

control. The uranium tails from enrichment generally are

not included in waste tabulations because in time they

may be incorporated as a fertile material in breeding.

• Plutonium-contaminated waste, principally from weapons

materials processsing. There are two classes of plutonium

wastes: the transuranic, containing mostly plutonium and

other transuranics, and the high-level wastes that contain

significant heat-generating products, strontium, and cesium.

• Other radionuclide-contaminated waste, generally called

low-level waste, as generated in the reactor and fuel

cycle, as well as in the radionuclide applications (see

Tables 21.13 and 21.14.).

Limiting the generation of waste is the first andmost impor-

tant consideration in managing radioactive wastes. The Purex

process was developed to eliminate the solids additions to the -

high-level wastes in earlier technology. Improved

housekeeping procedures have greatly reduced the low-level

and transuranic wastes generated in the power plants, defense

plants, and laboratories. Delay and decay is frequently an

Fig. 21.21 Plutonium ion exchange flow sheet
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important strategy because much of the radioactivity in nuclear

reactors and accelerators is very short-lived, a fewminutes to a

few days. Concentrating and containing is the objective of the

treatment activities for the longer-lived radioactivity. The

concentrate and contain strategy generally involves converting

the airborne, liquid, and solidwaste to stable solids in corrosion-

resistant containers for storage and for transport to andemplace-

ment in carefully selected disposal sites.

Finally, both dilution and dispersion of large volumes of

air and water effluents containing very low quantities

of radioactivity generally are necessary. The concentration

of radioactivity in these effluents is controlled by federal and

international regulations, and such effluents are continuously

monitored before release to the environment from the waste

treatment and other activities. In a particular operation, the

regulations may be reflected by a set of actions that are

triggered by successively higher levels of radioactivity.

The first action, where correction by the plant operator is

called for, occurs at a small fraction of the permissible level.

A somewhat higher level of radioactivity requires both oper-

ator action and regulatory notification. The next higher level

requires regulatory participation, and if the final level is

reached, the operation must be shut down.

Liquid Waste Treatment

Liquidwaste treatment is primarily concernedwith conversion

of an aqueous solution to a solid form suitable for storage and

disposal. Evaporation is the most effective process and

achieves decontamination factors for the evaporate of

100–100,000 per cycle.

Table 21.13 Radionuclides in a PWR spent fuel assemblya

Nuclide Half-life (years) mpc (Ci/L)b
Curies: years after discharge

10 100 1,000 10,000c

Zr Clad

Fe 55

Co 60

ZR 93

2.7

5.3

9E5

8E-7

5E-8

6E-8

180

970

0.10

10�8

0.01

0.10

–

–

0.10

–

–

0.10

UO2 fuel—fission products

Kr 85

Rh 106

Pd 107

I 129

Xe 133

Cs/Ba 137 m

10.4

2.2 h

7E6

2E7

0.014

30

3E-10

–

–

6E-11

3E-10

2E-8

2,300

270

0.05

0.01

–

74,000

6.8

10�25

0.05

0.01

–

9,300

10�25

–

0.05

0.01

–

10�5

–

–

0.05

0.01

–

–

UO2 fuel–transuranium products

Ra 226 1,620 3E-11 10�7 10�5 10�3 10�1

Np 237 2E6 3E-9 7.6 7.6 7.0 3.1

Pu 238 89 5E-8 1,000 500 0.5 0.06

Pu 239 24,360 5E-8 142 142 139 108

Pu 240 6,580 5E-8 236 235 214 85

Pu 241 13 2E-7 36,000 500 0.01 0.003

Am 241 458 4E-9 770 1,700 410 0.005

Cm 244 17.6 7E-9 480 15 10�14 –
aCharacteristics: 33,000 MWd/tU burnup, 14.7 kg U235, 446 kg U238, 108 kg Zr, 10 kg steel and Inconel
bNormal human consumption in water would be equivalent to a radiation dose of 500 mrem/year, approximately 2–5 times the natural radiation

background
cAfter 10,000 years the radioactive toxicity is approximately constant for several million years

Table 21.14 Estimated cumulative waste quantities and land

requirements: United Statesa

Volume (106 ft3) Land (acres)

1980 1990 2000 1980 1990 2000

Low level
Defense 60 80 90 540 650 680

Commercial 15 45 83 150 300 420

TRUb

Defense 0.05 0.05 0.05 20 100 200

Commercial 0.01 0.01 0.01 Nil Nil Nil

High leveld

Defense (sludge and

calcine)c
– – 0.004 0 0 900

Defense (LLW salt cake) – – 0.008 Nil Nil 15

Commercial spent fueld 0.014 0.7 1.4 20 50 2,200

Disposal facilitiesd

Near-surface burial

groundse
– – – 690 950 1,100

Deep geologic vaults – – – Nil Nil 2,700
aIRG Appendix D, assuming 148 GWe in 2000 and commercial fuel not

processed
bTRU in interim surface storage until decision made regarding disposal
cPackaging of defense wastes started in early 1990s
dSpent fuel and defense high-level waste in surface storage until deci-

sion made regarding disposal
eIncludes scrap from decommissioned facilities
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Ion exchange and scavenging precipitation can be

employed at a lower cost than that of evaporation when

decontamination factors of 5–100 are adequate.

As an example, in the US defense establishment most of

the radioactivity from plutonium production is found in the

liquid high-level waste from the first cycle of the Purex

process. This liquid is neutralized with sodium hydroxide

and stored in earth-shielded tanks. There a sludge settles out

that contains most of the radioactivity. The residual liquor is

partially evaporated to decrease the volume of the waste, and

sodium nitrite crystallizes on top of the sludge. In a process

to be used at the Savannah River plant, the sodium liquor

fraction, containing most of the cesium fission product, is

pumped from the tank and treated using solvent extraction.

The concentrated cesium and strontium stream is then com-

bined with the sludge that was slurried from the tank and

washed to remove the salt liquor. The resulting mixture is

then mixed with a pulverized glass frit and converted to a

boro-aluminum silica glass in a vitrification furnace, cast in a

canister, and sealed (see Fig. 21.22). This high-level waste

form is then sent to a high-level repository. The

sodium nitrate and the residual liquor will be combined

with cement and other components to make a “Saltcrete”

for long-term disposal in above-ground storage vaults.

Airborne Waste Treatment

The largest volume of radioactive waste is made up of the

ventilation air from processes, plants, and laboratories.

However, the quantity of radioactivity is relatively low. It

generally occurs in a particulate form readily removed by

dry filters. A special class of paper filters developed for this

purpose (HEPA or high efficiency particulate air) removes

99.97% of 0.3-mm particles. These filters frequently are

preceded by scrubbers, sorbers, and roughing filters to

extend the life of the paper filter.

A notable exception to the above is the airborne effluent

from spent nuclear fuel reprocessing and from tritium pro-

duction. In this case, iodine-131 volatilizes from fuel

reprocessing and must be removed by passing the airborne

effluent through a silver catalyst bed, which provides a

decontamination factor of about 100,000. Prior to

reprocessing, the spent fuel is stored for a sufficient time

for decay of the 8-day iodine-131, usually 10 half-lives, to

make this treatment adequate. The processing effluent also

carries increased levels of krypton-85, xenon and tritium,

gases, and solid radioactive particulates. The particulates are

removed by filtration, but the other substances generally can

be released. In tritium production, cold traps and sorbers are

used to remove tritium from the airborne effluents.

Solid Waste Treatment

The solid wastes from nuclear operations include the

concentrates from liquid and airborne treatment along

with paper, clothing, lab glassware, and scrap equipment.

The transuranic and low-level wastes both receive the same

but separate treatment. In plutonium operations the first step

frequently is monitoring to separate the transuranic from the

Fig. 21.22 Slurry-fed

vitrification furnace converts

aqueous high-level waste into a

boro-aluminum silicate glass

form (Courtesy of USDOE)
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low-level wastes. Some of these are incinerated to reduce

their volume, but this process produces additional airborne

and liquid waste. Physical compaction frequently is more

useful. Equipment items, including large reactor

components, are decontaminated by using a series of acid,

chelating, and caustic washes. Finally, the solids may be

incorporated in asphalt or concrete to reduce their

leachability and then are drummed. Most of these solid

wastes go to low-level disposal.

From power reactors with no reprocessing, the high-level

waste consists of assemblies of zirconium-clad spent fuel

rods to be packaged in stainless steel canisters. If the spent

fuel is reprocessed, then the high-level waste will be

converted to a silicate glass form similar to that from defense

operations. The uranium and plutonium content in the waste,

and also possibly the strontium-90 and cesium-137, would

be reduced by 90–99%. The nuclides are useful, and their

removal reduces the waste disposal problem in several ways:

it reduces the toxicity and heat load of the waste and also

reduces the incentive for future generations to undertake the

very costly recovery of what may become valuable energy-

producing resources.

Storage of Spent Fuel

Spent fuel originally was originally supposed to be stored at

each nuclear power reactor in water pools designed to

accommodate a 5-year inventory on the assumption it

would be reprocessed later. However, reprocessing did not

develop, and there has been a delay in identifying the ulti-

mate repository. The storage pools were reracked to increase

their capacity, and now the older reactors also are installing

dry storage capacity to accommodate the life of the reactor,

approximately 60 or even 80 years, as power plant license

extensions are granted [41].

The federal government was committed to begin

accepting spent fuel in the late 1990s and was planning to

provide away-from-reactor storage that would have

included a fuel rod consolidation facility. The nuclear

utilities have been assessed at 0.001/kWh electric that is

expected to pay for disposal of their high-level spent fuel

wastes. As is usual for all new nuclear operations, the site

and the schedule for this facility was dependent on public

acceptance. Because this public acceptance was not forth-

coming, the political support was not available in the US

Congress to make a decision on an ultimate final burial site

for high-level waste. While many options have been con-

sidered (see Table 21.15), as of 2012, no site has been

selected.

It appears that the repository capacity for high-level

wastes will be heat-limited to 1 kW/acre. This is equivalent

to 1 t of fuel after storage for 10 years. This can be increased

to about 2 tons od fuel if the uranium and the plutonium were

removed, and considerably less than that if the strontium and

the cesium also were removed. Although reprocessing would

reduce the transuranic content by a factor of 10–50, this

amount would be an insignificant fraction of the transuranic

hazard in the waste.

The most restrictive of the current regulations require this

waste to be contained for about 10,000 years. Intensive

international R&D has been conducted, along with extensive

geologic surveys by responsible scientists. A 1990 National

Academy of Sciences study concluded that this requirement

is beyond the possibility of proof. Extensive experimental

work has been carried out, and perhaps the most interesting

study is related to a group of natural nuclear reactors found

by the French in Gabon, Africa. During the Neolithic time,

where uranium was being deposited in a swamp, the devel-

oping ore body repeatedly achieved criticality. This occurred

over a period of centuries at a series of interconnected sites.

It appears that the long-lived products were closely held

within the ore body. Unfortunately, the translation of this

information to other geologic environments poses many

uncertainties.

In 1989 a deep mined repository, The Waste Isolation

Pilot Plant, was opened in a bedded salt formation

near Carlsbad, New Mexico. The site has been receiving

transuranic wastes since and has now disposed hundreds

of tons.

Low-Level Waste Disposal

The solidified low-level radioactive wastes for which ulti-

mate disposal must be provided fall into two broad

categories: the uranium-containing wastes from milling

and the front end of the fuel cycle, including enrichment;

and the radionuclides from the nuclear reactors and spent

Table 21.15 Conceptual methods for radioactive waste disposal

Terrestrial Shallow land burial

Deep geological vaults

Continental sites

Island sites

Caves

Deep hole

Sub seabed

Ice cap

Hydrofracturing

In situ rock melting

Extraterrestrial Solar orbit–space shuttle

Moon crater–rocket/soft lander

Solar escape–electric cannon

Transmutation Fission reactors

Fusion reactors

Electromagnetic accelerators
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fuel operations, together with the radionuclides from

applications in research, medicine, and other industries [42].

The proposed technology for disposing of the second

category of wastes consists of near-surface burial for low-

level wastes after stabilization in cement.

Mill wastes. Agreement has been reached with the public

regarding mill waste, and disposal of the accumulated

backlog is nearly complete via monitored surface

repositories. The uranium-containing wastes from milling

are mounded and covered with earth. This earth cover

prevents erosion and delays escape of the 14-h half-life

radon gas, the gaseous decay product of uranium, long

enough to significantly reduce released levels. They also

reduce rainwater teaching and dispersion of the radium

daughter decay product. These mill waste repositories are

located near the mines and mills and are not a very different

hazard from the original naturally occurring uranium

deposits [43, 44]. The depleted uranium from the enrich-

ment operations is stored in cylinders as uranium

hexafluoride for possible future use in the

uranium–plutonium breeding cycle. Other uranium-

containing wastes from enrichment and fuel fabrication

go to the low-level repositories.

Low-level wastes. Low-level wastes presently are being

entombed in near-surface, earth-covered trenches. These

trenches are designed to minimize the inflow of water and

drain to a sump that is constantly monitored. Treatment

facilities are maintained to process drainage that exceeds

licensed levels of radioactivity for release in the

groundwater.

One of the major repositories for commercial low-level

waste is near Barnwell, South Carolina and is nearing its

capacity. Other repositories around the country were closed

when full or when required to be closed by state regulatory

action. The major repository for very low-level or incidental

nuclear waste is near Salt Lake City, UT and there is another

located in Texas. There have been no health effects or

releases of radioactivity exceeding licensed limits from

these low-level repositories. The schedule for opening addi-

tional low-level repositories has been delayed for several

years by the same type of public opposition encountered by

proposals relating to treatment and disposal of municipal and

other wastes.

Transportation of Nuclear Materials

The transport of nuclear materials reflects many years of

experience based on millions of shipments. These shipments

range from microcuries in liquid and gaseous forms in glass

vials carefully packaged in sealed cans inside cardboard

boxes to megacurie quantities contained in spent fuel

packaged in hundred-ton shipping casks. They are shipped

by both private and public carriers, by car, bus, truck, rail-

road, airplane, barge, and ship.

During these years there have been many incidents

involving all forms of transportation, both commercial and

military, and a few of these events resulted in some contam-

ination of facilities. However, there have been no health

effects to any individual transport worker or the general

public.

Shipments of radioactive materials, originated by many

different shippers throughout the world, are controlled by an

established code of national and international regulations.

Although most nuclear operations relate to a localized pop-

ulation, transport potentially affects large numbers of peo-

ple. Many communities have attempted unsuccessfully to

prohibit nuclear transport through their jurisdiction. Some,

notably New York City, have succeeded.

Shipments of spent nuclear fuel constitute the largest

quantity of nuclear materials being transported. These

shipments involve 50-t truck casks with the capacity for

one to several fuel assemblies. Rail and ship casks weighing

about 100 t carry many assemblies. The design of these casks

provides:

1. Radiation shielding to limit radiation to the workers and

the public

2. Passive cooling for the heat-generating spent fuel, up to

several kW per assembly

3. Assured containment in the event of the maximum

accident

Current casks are designed to handle 5-year were aged

spent fuel that travels by truck, rail, and ship. There are

frequent ocean shipments from Japan to England and con-

siderable rail shipment in Europe. Most of the spent fuel

shipments in the United States are by truck. No cask failure

has been experienced in any accident to date.

The transport of plutonium wastes to the transuranic and

high-level repositories will represent a major increase in the

quantities of radioactive materials shipped; therefore an

extensive demographic study has been made to examine

potential exposures of the public and to select routes to

minimize such exposure [45, 46].

New casks are being developed to maximize the effi-

ciency of the longer-aged spent fuel shipments and to reduce

the exposure of the workers involved in loading and

unloading the casks. There are expected to be two families

of casks; those transporting the spent fuel from the reactors

to a temporary storage facility, primarily truck casks; and

those transporting the spent fuel from the storage facility to

the repository, primarily rail casks. Another set of casks is

being developed for the high-level defense waste glass at the

Hanford and Savannah River facilities, and the commercial

high-level waste at West Valley, NY.
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The Nuclear Reactor

Development of the commercial nuclear power industry for

electricity generation began in the early 1950s. The first

commercial electric power was produced using a LWR at

Shippingport, PA in 1957. By the 1970s, large numbers of

power reactors had come online. In the United States all but

one were LWRs, but in Canada the preference was for heavy

water reactors (HWRs). There were many gas-cooled graph-

ite reactors (GCRs) in England, France, and Russia and one in

the United States. France and Russia had the first operating

liquid metal fast breeder reactors (LMFBRs) operating, with

several engineering test reactors in the United States. The

characteristics of typical units are presented in Table 21.16.

Nuclear reactors can be classified in several ways:

• Burners vs. breeders: Burners depend on uranium from

ore but may recycle the residual fissionable material from

the spent fuel to reduce the ore requirement. Breeders

produce more fissionable material than they consume by

converting either uranium-238 into plutonium-239 or

thorium-232 into uranium-233. The breeders depend on

the plutonium-239 or uranium-233 from the burners to

bring them into equilibrium, and this may take 30 years.

• Choice of neutron moderator-light water (protium),

heavy water (deuterium), liquid sodium or lead or molten

salts, or solid (graphite): Except in the case of graphite,

the moderator also serves as the coolant. In the case of a

graphite moderator, gas (He or CO2) or sometime water is

used as a coolant.

• Neutron energy (thermal vs. fast): The liquid metal/salt

reactor operates with fast neutrons to breed using the

uranium cycle. The water and graphite reactors operate

with thermalized neutrons to more effectively burn the

fissile material.

• Pressurized vs. boiling LWRs: The PWR transfers its

energy from the fuel to an intermediate heat exchanger

to generate the steam that drives the turbine. The boiling

reactor generates steam within the reactor that goes

directly to the turbine.

The LWR, CANDU, and graphite reactors are the major

producers of electricity from nuclear energy. When com-

pared on the basis of cost, reliability, and safety, they are

competitive. The PWR is the most widely used LWR (267),

but there are also many BWR’s in use (84). In 2010 there

were 51 CANDU’s and other heavy water moderated

reactors operating in the world, including Canada, where

they were developed with several in other countries as

well. In addition, there are 33 other types of reactors, includ-

ing sodium cooled, and graphite-moderated (Nuclear News,

1th Annual Reference Issue, March 2012).

When PWRs and CANDUs are compared on the basis of

uranium utilization, the CANDU requires 19% less uranium

from ore on a per kWh basis (see Table 21.17). As there is

now an abundance of low-cost uranium from ore and enrich-

ment service, the electric utilities continue to favor the PWR

Table 21.16 Characteristics of nuclear power reactors

PWRa BWRb CANDUc LMFBRd HTGRe AGRf

Electric power (GWe) 1.1 1.06 0.74 0.23 0.33 0.63

Plant efficiency (%) 33 33 30 40 42 42

Fuel UO2 UO2 UO2 UO2 UO2ThO2 UO2

Clad Zr Zr Zr SS C Mg

Uranium loading (t) 99 155 130 – 95 –

U-235(5) 3.0 2.9 0.81 12g 40 0.75

Burnup (GWd/t) 30 28 7.3 100 110 –

SWU (t/GWey) 109 114 0 0,03 130 –

Fueling internal (years) 1.1 1 0.003 0.5 1 –

Fuel fraction 0.3 0.2 0.003 0.3 0.3 –

Power density (kW/kgU) 38 25 26 160 115 38

Coolant/Moderator H2O H2O D2O Sodium He/C CO2

Pressure (bars) 155 73 100 2 45 40

Temp (�C) 327 – 310 560 750 670

Flowrate (t/s) 21 15 12 3 0.4 –

Conversion ratio 0.6 0.6 0.6 1.2 0.8 0.6

aZion 1 1973
bPeach Bottom 2 1974
cBruce 1 1977
dPhenix 1973
eFort St. Varain 1979
fHinkley Point B1 1976 (advanced gas-cooled reactor)
gIncludes Pu-239
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and BWR types. Operating experience with graphite reactors

in England, France, and Russia also has been generally

satisfactory. However, the graphite moderator represents a

large inventory of combustible material, which contributed

significantly to the severity of the Chernobyl and windscale

accidents. Further development of the high-temperature,

gas-cooled, graphite-moderated reactor is being considered

for the advanced Generation IV reactors to be deployed from

2015 and beyond. Due to its much higher operating temper-

ature (~900�C), this type of reactor can be used to provide

process heat for a variety of industries.

A new family of advanced nuclear reactors has been

designed by the PWR, BWR, and CANDU suppliers, which

are now (2012) being licensed and built in Finland (1), China

(4) and the US (4). It is the industry’s objective to use proven

technology to provide reactors that are simpler and less costly

to build than older designs. These reactors would have wider

safety margins through the increased use of passive safety

systems, relying more on reactor design and less on operator

action and outside power and water resources to prevent

accidents. They would be made less complex by drastically

reducing the number of components necessary for operation.

This design also would facilitate plant construction by requir-

ing less concrete, fewer valves and pumps, and less piping.

Most likely the future will see introduction of modular built

systems that will be prefabricated at the factory. Safety

considerations always will be paramount [47, 48].

Light Water Reactors

Pressurized water reactor. The PWR contains three coolant

systems: the primary system, which removes heat from the

reactor and partially controls nuclear criticality; the second-

ary system, which transfers the heat from the primary system

via the steam generator to the turbine-driven electrical gen-

erator; and the service water system (the heat sink), which

dumps the residual coolant energy from the turbine con-

denser to the environment. The service water is recirculated

from a river, lake, ocean, or cooling tower. In the primary

system (Fig. 21.23), dissolved boron is present to control

Table 21.17 PWR and CANDU requirements for Uranium from ore

mt/GWy-electric

PWR CANDU

Once-through cycle 217a 175b

Pu/U recycle 157 129c

a3.25 % U-235 fuel
b0.71 % U-235 fuel (natural uranium)
cPu/U recycled to CANDUs, from PWR once-through spent fuel

(PWR/TANDEM)

Fig. 21.23 Pressurized water reactor (PWR) for power generation (Courtesy of USDOE)
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nuclear criticality. Fixed-bed ion exchange units are used to

maintain the water quality in both the primary and the

secondary systems. The chemical and volume control sys-

tem reduces boron concentration during the power cycle to

compensate for fuel burnup. These operations are carried out

continuously through bypass systems [49].A more complete

view of the current technology is presented in Table 21.16.

Boiling water reactor. In the BWR, steam is generated in the

reactor and goes directly to the turbine (Fig. 21.24).

Although the BWR eliminates the intermediate heat

exchanger, it places the steam turbine in a radioactive envi-

ronment. In the primary system, there are full-flow ion

exchange units treating about 30,000 gal of water/min,

which serves two objectives: removal of radioactivity

resulting from neutron-activated corrosion products and

fuel cladding leaks; and corrosion protection of the reactor,

fuel, and turbine from possible leakage of service water to

the primary coolant from the turbine condenser.

In the following paragraphs, three important aspects of

LWRs are discussed: fuel elements, the primary coolant

system, and reactor containment. They each play an impor-

tant role in providing multiple barriers that prevent radioac-

tive fuel and fission products from being released to the

environment.

Fuel elements. The fuel element is designed to provide the

primary containment for the radioactive fuel and fission

products over the three- to six-year operating life of the

PWR and BWR fuel. In addition, without significant

problems, it has provided the containment of the spent fuel

after discharge from the reactors for more than 50 years

under water in the storage pools at some of the reactors. At

some of the older reactors it is now being packaged in

stainless steel canisters and placed in dry storage vaults at

the reactor site [50].

The quality of the reactor coolant depends on the integrity

of about 80–110 miles of 0.0225 inch thich wall Zirconium

alloy tubing operating at temperatures up to 350�C
containing uranium oxide pellets. The PWR fuel assembly,

which is about 14 ft long, is made up of up to about 264 fuel

pins (Fig. 21.25). A typical PWR contains about 110 mt of

fuel charged with up to 4.95% U-235. The economics of the

fuel cycle require this degree of enrichment to achieve a

reasonably long operating life and high energy yield from

each assembly. Because these nuclear power stations repre-

sent a significant part of the total power system capacity of

the United States (about 20% in 2012), frequent shutdowns

are undesirable. With the increased experience and expecta-

tion of a once-through fuel cycle, the enrichment has been

increased to raise the energy yield to an average of

50,000 MW days/metric ton and to extend the time between

refueling shutdowns to 18 months or longer. This reduces

the amount of replacement power needed during shutdowns,

which generally comes from the older, more costly, fossil-

fuel-powered plants or must be purchased from outside the

system. Approximately one-third of the fuel is replaced in

the core of the reactor during each refueling shutdown.

Fig. 21.24 Boiling water reactor (BWR) for power generation (Courtesy of USDOE)
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In order to improve fuel cycle economics and protect the

reactor vessel from radiation-induced embrittlement, par-

tially burned fuel is often loaded in the core periphery.

Appropriate placement of the new fuel and shuffling of

other partially burned fuel ensures satisfactorily flat power

distributions.

A 1,000 MWe BWR core contains about 165 t of UO2,

which is charged up to 4.95% U-235 (Fig. 21.26). Here the

integrity of the 0.032 inch thick wall fuel cladding

(Fig. 21.26) is even more important than in the PWR because

the steam is generated in the reactor core and goes directly to

the turbine. This has proved to be a feasible design and

eliminates the PWR expense of replacing steam generators.

Two engineering system demonstrations were performed

to reduce the uranium-from-ore requirements of LWRs: recy-

cle of the plutonium and conversion to the thorium–uranium

cycle to achieve thermal breeding. The demonstration phase

of the plutonium recycle development was carried out in

seven power reactors. Several LWRs originally were started

up on the thorium–uranium cycle, and a light water breeder

reactor core using the thorium cycle was tested in the

Shippingport reactor. Although these tests did not resolve all

the technology questions, nomajor problemswere uncovered.

In the United States, plans for fuel recycling and the use of the

thorium cycle have been postponed because of the low cost of

uranium from ore as well as the perceived danger of diversion

of the fissionable materials.

Primary coolant system. Nuclear technology faces

challenges on most of the frontiers of engineering, with

design and fabrication of the primary coolant system being

one of the greatest. The reactor vessel and associated piping

and heat exchangers comprise the second barrier to prevent

the release of radioactive materials from the fuel to the

environment. The steel for the reactor vessels must meet

metallurgical standards developed for them to withstand the

temperature and pressure cycles as well as neutron irradia-

tion, which in time reduces the ductility of the metal.

Carbides and phosphides precipitated in the grain boundaries

prevent slippage along the crystal planes. The design criteria

for optimum performance require operating pressures of

1,050 psia for BWRs and 2,250 psia for PWRs. Typical

dimensions for vessels serving 1,000 MWe stations range

from 21 ft in diameter by 70 ft in height for BWRs, to 14 by

42 ft for PWRs, with vessel weights of 782 and 459 t, respec-

tively. These vessels are shop-fabricated, and their transport

to the reactor site tests the ingenuity of the carriers [51, 52].

As anticipated, there have been occasional equipment

failures involving reactors, but the safety systems have

been sufficiently redundant so that one or more have always

worked. Even in the Three Mile Island accident in 1979, the

safety systems worked as designed. Much of the damage

resulted from operator actions to override the safety systems.

Fig. 21.25 Cutaway of PWR fuel element with the control rod cluster

assembly. Element contains about 1,200 lb UO2 in up to about 264 rods

(Courtesy of USDOE)

Fig. 21.26 Cutaway of BWR fuel element containing 488 lb UO2 in

49 rods (Courtesy of USDOE)
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As concluded in the Reactor Safety Report, the limitations

of the operator created and then seriously aggravated the

Three Mile Island incident. Nevertheless, the features of the

containment system prevented significant exposure to the

plant personnel or any off-site individual, this despite failure

of the barriers provided by the fuel cladding and the primary

coolant system.

LWR tests-to-failure had been performed to evaluate

accident scenarios involving loss-of-coolant accident

(LOCA) events such as occurred in the Three Mile Island

incident. The power burst tests in a 20 MW PWR have

created fuel failures and defined the initiating conditions.

The LOCA tests with a 50 MW PWR have demonstrated

recovery from catastrophic major feedwater and steam line

breaks without fuel damage.

Advanced reactors such as the Westinghouse AP600,

AP1000, and General Electric ESBWR have been developed

that produce the same amount of power but with many fewer

components. These reactors will have increased reliability

and greater safety due to the reduced component count that

reduces both the cost and the number of points at which

failures can occur. In addition, these newer reactor designs

are designed to be passively safe. That is, active involvement

by the reactor operators is not required to maintain the

reactor in a safe state. These types of designs were devel-

oped to allow time for reasoned decisions to be made in case

of an accident or major equipment failure while still keeping

the reactor in a safe state.

CANDU Heavy Water Reactor

This Canadian reactor design originally utilized (1) natural

uranium as the fuel, thus avoiding the necessity for uranium

enrichment, and (2) heavy water as both coolant and moder-

ator, to maximize neutron utilization. Current designs plan to

use slightly enriched fuel and light water as a coolant. In

addition to electrical power, this reactor can efficiently pro-

duce cobalt-60, which has commercial markets for product

irradiation. Each reactor can produce 30–50 MCi annually,

and in 1999, the catalog price was $1.20/Ci. The CANDU

requires 18% less uranium from ore than the LWR once-

through cycles need. The spent fuel contains 0.23% U-235,

roughly equivalent to the tails from the gaseous diffusion

enrichment operation. It also contains 0.27% fissionable

plutonium. The average residence time of a fuel is about

1 year, with approximately 0.3% replaced each day. This

requires refueling during operation. The CANDU fuel

bundles contain 37 Zircaloy-clad UO slugs, a less complex

design than that of LWR assemblies. Many alternative

fuel cycles are being considered for the CANDU to further

decrease the requirements of uranium from ore, but they will

require enrichment or reprocessing [53].

Liquid Metal Fast Breeder Reactor

The salient features of the liquid metal fast breeder reactor

include a fuel doubling time of 10–30 years, along with a

high coolant temperature for more efficient energy conver-

sion and low operating pressure through the use of

liquid sodium or lead as the coolant. Operation of the

reactor with fast neutrons increases the neutron multiplica-

tion factor for the mixed uranium–plutonium oxide fuel.

The power density in the LMFBR is about five times

greater than that in the LWR cores; so the reactor vessel

is much smaller. This core is surrounded with radial and

axial blankets of fertile material. These blanket regions,

which capture the leakage neutrons, must be used to

achieve breeding, which consists of the production of fissile

material from fertile material. Finally, the use of the

uranium–plutonium fuel cycle makes optimum use of the

plutonium produced in the LWRs.

All major nuclear countries have participated in LMFBR

demonstration plants, ranging from about 200–500 MWe. In

the United States, the Experimental Breeder Reactor I (EBR

I), the starting point of this program, went critical in 1951.

LMFBRs were operated in the United States, England,

France, Japan, and Russia. In France, the Phenix, a

590 MW/230 MWe reactor, was operated starting in 1973,

and the Super Phenix, a 1,200 MWe reactor, first generated

power in 1987 and was in commercial operation. The EBR I,

Phenix and Super Phenix have all been shut down. In the

former Soviet Union, the BN-350 MWe reactor produced

power and steam heat for Shevchenko on the shore of the

Caspian Sea from 1973 to 1999; and another reactor, the BN-

600, has been operating since 1980. In the United States, the

400 MW Fast Flux Test Facility started operation in 1980 to

test fuels and materials. The objectives of this program were

satisfied in 1989, and it was shut down.

During the 1980s, the Argonne National Laboratory was

developing a metal-fueled LMFBR in contrast to the oxide-

fueled version described above. The principal advantage of the

metal fuel was to be the ease of recycle using electrometal-

lurgical technology. The program was called the Integral Fast

Reactor with emphasis on high burnup instead of breeding,

possibly 185,000 MW-days/metric ton vs. 50,000 for the

present-day PWRs (Fig. 21.27) Early work with metal fuel

showed that it expanded because of the presence of the xenon

and ruptured the cladding. The fuel rods have been redesigned

to accommodate this phenomenon. Finally, each reactor site

would have its own reprocessing unit, and this would greatly

reduce concern about proliferation. Cost estimates indicate

that the cost of the electricity generated would exceed to that

fromLWR and HWR systems.Muchwork remains to be done

to confirm all these attractive indications [54]. However, the

high cost of reprocessing, the fast reactor and fuelmanufacture

as well as the safely and maintenace issues associated with
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molten sodium metal make this technology commercially

unacceptable for electrical production.

Other Nuclear Reactors

Many other nuclear reactors have been developed for

research, engineering development, nuclide production, and

mobile power. Most noteworthy are the nuclear propulsion

systems for naval applications. In the United States, the PWR

technology for electric power generation is an outgrowth of

the nuclear naval development program. The first nuclear

submarine, the Nautilus, was commissioned in 1954. Today

there are more than 100 nuclear submarines, along with a

number of aircraft carriers and other surface vessels. Other

nuclear propulsion systems have been studied for arctic trac-

tor trains, aircraft, and rockets for space propulsion, but these

studies were terminated before completion owing to insuffi-

cient benefit or other funding priorities and environmental

concerns. Recently, nuclear reactor development was started

again to provide power on orbiting space stations in connec-

tion with the United States Strategic Defense Initiative pro-

gram and for propulsion as part of the NASA manned and

unmaned planetary explorer programs [55]. As part of this

activity, a “space” reactor was purchased from the Russians

who have been employing them for many years.

The remaining classes of nuclear reactors range from

zero-power, subcritical neutron sources for university train-

ing to large-scale reactor systems for plutonium-239 produc-

tion. Portable reactors have provided heat, power, and water

to US bases in Alaska, Antarctica, and Panama. Private

industry has operated various test reactors for reactor studies

and radioisotope production.

Radiation Processing

Next to the generation of electric power, radiation

processing is potentially the most important commercial

application of nuclear energy. Radiation processes have

been developed for treating food and medical supplies to

inhibit growth of bacteria, viruses, fungi, and insects, and for

polymerization of plastics and rubber. They take the place of

thermal and chemical treatment to achieve these objectives.

Radiation also is an important tool in the medical treat-

ment of cancer. However, what may be one of its most

important applications, extending the storage life of foods,

has been seriously delayed by public concern, in spite of

Fig. 21.27 Schematic of integral fast reactor and fuel cycle concept (IFR) (Courtesy of USDOE)
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extensive tests showing that irradiated foods meet all inter-

national safety standards. Currently, the United States

irradiates spices for the main purpose of bug removal.

In early radiation processing work, cobalt-60 was the

principal source of radiation, but now it has been displaced

by machine-produced electrons wherever possible. Cobalt-

60 is commercially available from the Canadian CANDU

power reactors.

Commercial information regarding the application of

machine-produced electrons is closely held, but the follow-

ing are a few examples of their use:

1. Low-energy electrons, up to 0.5 MeV, are in general use

to polymerize thin plastic sheeting and coatings. Fixed

beams up to 2.5 m wide irradiate 0.4-mm-thick products

with 10 kiloGray (kGy) at 1,600 m/h.

2. Electrons with energies up to 5 MeV are widely used in

scanned beam machines. The typical scan width is 1–2 m

when applied to the polymerization of thicker materials.

These machines also are being used for irradiating grain

and chicken feed. The Russians are treating 200 t/h of

grain with a dose of 0.4 kGy, and the Israelis treat chicken

feed with 3.8 kGy at 15 t/h. In both cases the flowing-bed

depth is about 6 mm.

3. A 5-kW beam of 7 MeV electrons is delivering a 3 kGy

dose to flat cakes of deep frozen cakes of chicken meat at

a rate of 50 t/day; disposable medical supplies are being

treated at the rate of 100 m3/day [56].

Radioisotope Applications

The tremendous release of energy from nuclear reactions

makes possible a unique family of applications for long-

lived radioisotopes that are important to health, science,

and industry. Whereas fission and fusion occur almost

instantaneously, other radioactive decay processes occur

in times ranging from a few minutes to thousands of

years. The general areas of application may be grouped

into irradiation, thermal energy generation, and tracer

applications [57].

Radiation Sources

Radiation from radioactive nuclides is used to detect

changes in density or other characteristics of materials,

to promote chemical, physical, or biological changes,

and to provide a source of thermal energy. Some radioac-

tive materials find use in industry, research, and medicine

as tracers for physical, chemical, and biological

processes [58].

The very important radioisotope cobalt-60 has a 5-year

half-life and emits 1.17 and 1.33 MeV gamma rays. Co-60 is

made by irradiating naturally occurring Co-59 with neutrons

in a reactor. It is the major radioisotope in a number of

applications including the following.

1. Destruction of malignant tumors.

2. Sterilization of prepackaged medical supplies, particu-

larly those that are heat-sensitive or can be contaminated

by chemical agents.

3. Food irradiation to extend shelf life.

4. Radiographing metals to determine weld quality

(Iridium-192, with a 0.3 MeV gamma ray, provides better

definition than Co-60 in some cases but has a shorter half-

life.).

5. Polymerization of coatings on electrical conductors and

paper and monomers impregnated into wood and con-

crete (Machine radiation generally is preferred in

applications involving thin materials.).

6. Density measurements for level controllers in silos and

other vessels bearing solids.

There also are many applications for alpha and beta

radiation sources, including:

1. Polonium-210 alpha activation of beryllium to yield

neutrons that in turn are used to start up nuclear reactors.

2. Plutonium-238 activation of beryllium to produce

neutrons for logging drill holes to detect hydrogenous

materials in geologic formations.

3. Strontium-90 beta sources to measure the thickness of

paper in paper manufacture and also to discharge static

electricity by ionizing the air in high-speed printing

operations.

Radioisotope Thermoelectric Generators

These devices (radioisotope thermoelectric generators,

RTGs) provide reliable long-life sources of electrical

energy. The thermal energy required to drive the thermo-

electric element is provided by a long-lived radionuclide.

The electricity is generated by passing the thermal energy

through the thermoelectric element from the heat source at

one end (the hot foot) to a heat sink at the other end (the cold

foot). Germanium silicide is now the thermoelectric material

of choice; because of its higher thermal stability, it can be

driven with larger temperature differentials. Lead telluride is

more efficient per degree of temperature difference but has

lower thermal stability [59].

Plutonium-238 is the most important heat source; it is an

alpha emitter whose radioactive decay energy is easily

absorbed and converted into thermal energy. It also is easily

shielded. In addition, its long half-life, 90 years, makes possi-

ble hundred-watt power sources with a design life exceeding

10 years. Although solar cells generally comprise the
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technology of choice to power extraterrestrial missions, a Pu-

238 RTG was used for the Apollo moon landings. Such

devices are used when the mission path is shielded from the

sun, and they continue to be used for deep-space missions (see

Fig. 21.28).

Terrestrial RTGs have also been developed and are com-

mercially available. A beta emitter, 30-year strontium-90,

has been the major radionuclide used for terrestrial

applications. Although beta particles (negative electrons)

are easily sorbed and converted to thermal energy, the sorp-

tion process is accompanied by the emission of X-rays that

require shielding. This necessitates a heavy device, about

300 lb for a 5-W source. Because strontium-90 is a fission

product, the supply now is limited to 100 MCi recovered in

the 1960s from the Hanford defense waste. This is equiva-

lent to about 10 kW of electrical energy, assuming a 5%

conversion efficiency.

Tracers

The radiation emitted from decay of single atoms can be

easily measured. Thus, small amounts of radioisotopes can

be incorporated into systems to study, for example, chemical

reactions and the flow of fluids through complex systems

such as organs of the human body. They also can be used in

more mundane applications such as locating leaks in buried

piping. Many organic compounds tagged with carbon-14 in

specific positions are commercially available.

Because C-14 with a half-life of 5,700 years occurs in

nature, it can be used to determine the age of carbon-

containing artifacts. The basis for such determinations is

the loss of C-14 that was trapped in the artifact (animal,

human, fired pottery, etc.). The related art and science of

carbon dating are fairly complex and thus subject to signifi-

cant uncertainties.

Fig. 21.28 The multi-hundred-

watt electric generator. Three

units on Voyager generated

475 W from the decay heat of

plutonium-238 acting on

thermoelectric couples (Courtesy

of USDOE)
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Nuclear Medicine

Nuclear medicine is one part of nuclear utilization readily

accepted by the public. However, there is strong opposition

to the siting of the low-level waste repositories needed for

disposal of the wastes that result from the practice of nuclear

medicine.

The medical applications of nuclear technology range

from in vitro and in vivo injections for diagnostic tests to

cobalt radiation for cancer therapy. A new medical specialty

was created, a family of compact cyclotrons was developed

to provide short-lived nuclides, and a sizable industry

evolved to produce technetium. Until the nuclear industry

was created, technetium had been missing from the chart of

chemical elements because the half-life of the most stable

member was too short, 21,000 years. Technetium and sev-

eral other nuclides of importance here are discussed else-

where in the chapter in connection with their production (see

Table 21.18) [60, 61].

The two principal applications of nuclear medicine are

for radiation treatment of tumors and for visualizing organ

functions and tumors. These nuclear-medical procedures

supplement other medical treatment and diagnostic

procedures, and are available in most hospitals throughout

the industrialized countries and in the major hospitals in

other countries.
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Synthetic Nitrogen Products 22
Gary R. Maxwell

Nitrogen products are among the most important chemicals

produced in the world today. The largest quantities are used as

fertilizers, but nitrogen products also find very important uses

in the manufacture of nylon and acrylic fibers, methacrylate

and other plastics, foamed insulation and plastics, metal

plating, goldmining, animal feed supplements, and herbicides.

Nitrogen

Characteristics

Nitrogen is colorless, odorless, and slightly lighter than air

with a density of 0.967 (air ¼ 1.0). Some people consider

nitrogen to be one of the most dangerous gases. This is

because a person in an atmosphere of nitrogen can lose

consciousness without any warning symptoms in as little as

20 s. Death can follow in 3–4 min. One deep breath of 100%

nitrogen can be fatal because nitrogen will displace carbon

dioxide in the body completely. In the absence of a carbon

dioxide signal to the brain, breathing stops.

No one should work in or enter atmospheres containing

less than 19.5% oxygen, unless equipped with a self-

contained breathing apparatus or a breathing air mask. This

is also true of rescue personnel who can be overcome by the

same oxygen-deficient atmosphere as the initial victim [1].

The properties of nitrogen are listed in Table 22.1.

Although the ability of nitrogen to easily unite with other

elements is quite limited, it does form some interesting

compounds. When nitrogen combines with certain elements,

it produces dyes that rival the rainbow in the brilliance of

their colors. With other elements, nitrogen forms drugs such

as morphine, quinine, and acetanilid that ease pain and

combat diseases. With other compounds, nitrogen forms

some of our most powerful explosives such as nitroglycerin

and guncotton. Nitrogen can also be used to make some very

deadly compounds such as ptomaines. Some nitrogen

compounds provide pleasant-tasting flavors and sweet

perfumes, and others are so vile in taste and odor that they

are beyond description. In nitric acid, we find nitrogen in a

strong acid, whereas in ammonium hydroxide, we have it in

a well-known base [2].

Nitrogen Production Processes

Economical fixation of nitrogen from the atmosphere has

been a never-ending quest. It has been a difficult task

because elemental nitrogen is comparatively unreactive. It

only combines with most elements under high pressure and/

or high temperature. As a result, industry meets its demand

for high-purity nitrogen by obtaining most of it from liquid

air (see reference 1 and Chap. 27).

Nitrogen production via PSA (pressure swing absorption)

is based on the principle that nitrogen and oxygen have

different absorption rates on carbon molecular sieves

(CMS). Some of the nitrogen production processes that use

this technology are described in [3–7].

Nitrogen Fixation

Nature uses nitrogen fixation to combine free nitrogen with

other elements. Nodules on the roots of many plants contain

bacteria that extract nitrogen from the air and convert it into

soluble nitrates that fertilize the soil. Most nitrogen products

are based on nitrogen oxides and ammonia, as described on

the following pages.

Nitrogen Oxides

The five oxides of nitrogen are [2]: nitrous oxide (N2O),

nitrogen dioxide (NO2), nitric oxide (NO), nitrogen
G.R. Maxwell (*)
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pentoxide (N2O5), and nitrogen trioxide (N2O3). Nitrogen

trioxide and nitrogen pentoxide are the anhydrides of nitrous

acid and of nitric acid.

Nitrous oxide (laughing gas) is a colorless gas. Since the

1840s, the major use of nitrous oxide has been as an anes-

thetic, especially by dentists. It is also used as a propellant in

some aerosol cans, in atomic absorption spectrophotometry,

in cryosurgery, and in racecar engines to provide extra

power and acceleration.

Nitric oxide is a colorless gas that is insoluble in water.

The most noticeable chemical characteristic of nitric oxide is

the ease with which it combines with oxygen to form nitro-

gen dioxide. Its major use is in the industrial preparation of

nitric acid.

In the late 1980s, nitric oxide (NO) was discovered as a

product of enzymatic synthesis in mammals. And in 1998,

the Nobel Prize in Physiology was awarded to the scientist

that discovered the role of NO as a biological messenger.

Nitric oxide uses range from its role as a critical endogenous

regulator of blood flow and thrombosis to a principal neuro-

transmitter mediating erectile function to a major patho-

physiological mediator of inflammation and host defense.

These major discoveries have stimulated research into a

vast array of fields. The Nitric Oxide Society has been

formed to coordinate meetings, and they also publish a

research journal. More information is available at http://

www.apnet.com/no.

Nitrogen dioxide is a red-brown gas that is very soluble in

water. It has an unpleasant odor and is quite poisonous.

When nitrogen dioxide is cooled, its brown color fades to a

pale yellow.

2NO2
Nitrogen dioxide

ðBrownÞ

! N2O4
Nitrogen textroxide

ðYellowÞ

The importance of nitrogen dioxide lies in the fact that it

combines readily with water to form nitric acid.

3NO2 þ H2O! 2HNO3 þ NO

This is the final step in the synthetic production of nitric

acid. Nitrogen dioxide also acts as an oxidizing agent in the

manufacture of sulfuric acid.

Nitrous oxide production technology can be licensed

from the Sanghi Organization in Worli, India (http://www.

sanghioverseas.com). Their technology is based on heating

ammonium nitrate to 250�C and then purifying the resulting

gas stream.

Research continues on the formation of nitrogen oxides.

The high-temperature fixation of nitrogen as oxides remains

an environmental problem rather than a commercially attrac-

tive process, as large quantities of nitrogen oxides are pro-

duced by fixation in high-temperature combustion processes

such as power plants, automobile engines, and home

furnaces. The US EPA promulgated regulations in 2000

(NOx SIP Call) that require several states in the Eastern

United States to reduce their NOx emissions by a combined

total of 35–40% by 2005 (see http://www.epa.gov/ttn/otag).

Ammonia

Ammonia was prepared by the alchemists by distilling

leather scraps, hoof, horns, and other animal refuse. Because

they found that the best ammonia was obtained by distilling

deer antlers, the alchemists called ammonia “spirits of harts-

horn” [2]. Nature forms ammonia by decomposition of

proteins. The odor of ammonia can often be detected around

manure piles and other decaying organic matter.

A process for synthesizing ammonia from nitrogen and

hydrogen, using high temperatures and pressures and an

iron-containing catalyst, was invented by Fritz Haber at

Table 22.1 Physical properties of nitrogen

Property Value

Molecular weight 14.0067

Boiling point, �C (�F) �195.8 (�320.5)
Freezing point, �C (�F) �200.86 (�346.0)
Critical temperature, �C (�F) �146.95 (�232.4)
Critical pressure, kPa (psi) 3,393 (492.3)

Critical volume, cc/g mol 89.5

Specific heat, 20�C and 147 psia

cp (BTU/lb
�F) 0.247

cv (BTU/lb
�F) 0.176

21�C (J/kg K) 1,046

k ¼ cp/cv 1.41

Heat of formation of gas, DH, kJ/mol 0.3604

Heat of fusion at melting point

J/g 25.6

Heat of vaporization at boiling point

J/g 199

BTU/lb 85.5

Solubility in water (g N2 per 100 g H2O at 760 mm)

0�C 0.00239

20�C 0.00189

40�C 0.00139

60�C 0.00105

Specific gravity

Relative to air 0.967

�195.8�C (liquid) 0.808

�252�C (solid) 1.026

Specific volume (70�F and 1 atm), ft3/lb 13.80

Density, kg/m3

20�C 1.16

Liquid at boiling point 808.6

Solid at melting/freezing point 1,028

Thermal conductivity, W/m K

Gas @ 21�C 0.026

Liquid @ �200�C 0.14456
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BASF in 1908 [3]. In 1909, C. Bosch of BASF built a pilot

plant using an osmium-based catalyst, and in 1913, a larger

plant was built in Germany [8–13]. The chemistry for this

process is

N2 þ 3H2
! 2NH3

In 1883, the Mond gas process produced ammonia by

gasifying coal at a relatively low temperature by using a

mixture of air and steam [3]. It was invented primarily to

produce ammonia that was needed for the Solvay process

that makes sodium carbonate [14, 15].

Some other processes that have been used to make ammo-

nia are

• The Casale ammonia process in Switzerland in 1921 [3,

11, 16].

• The high-pressure Claude–Casale ammonia synthesis

process in the 1920s [3, 11, 17, 18].

• The Fauser process in Italy in 1924 [11].

• The Mont Cenis process that was similar to the

Haber–Bosch process except that it used coke-oven gas

[3]. It was started up in The Netherlands in 1929 [19, 20].

• The Braun process is a variation on the classic ammonia

synthesis process in which the synthesis gas is purified

cryogenically [3]. It has been widely used since the mid-

1960s [21].

• The AMV process for making ammonia was invented by

ICI and announced in 1982 [3]. It is described in [22–24].

• The LCA (Leading Concept Ammonia) is essentially a

simplified form of the standard ammonia synthesis pro-

cess that is more suitable for smaller plants. It is described

in [3, 14, 25, 26].

• The BYAS (Bypass Ammonia Synthesis) process can be

used for economical expansion of existing ammonia syn-

thesis plants. It is described in [3].

• The KAAP (Kellogg Advanced Ammonia Process) pro-
cess is the first high-pressure ammonia synthesis process

that makes ammonia from nitrogen and hydrogen without

the aid of an iron-containing catalyst [3]. It is described in

[27–30].

Ammonia and some of its salts and derivatives are used

as fertilizers. Ammonia also is a very important building

block for many other chemical commodities as shown

in Fig. 22.1.

Nitrogen Consumption

The demand for nitrogen in a chemically fixed form (as

opposed to elemental nitrogen gas) drives a huge interna-

tional industry that encompasses the production of many

nitrogen products. Nitrogen products had a total annual

commercial value on the order of $50 billion in 1996.

The cornerstone of this industry is ammonia. Virtually all

ammonia is produced in anhydrous form via the Haber

process. Anhydrous ammonia is the basic raw material in

the manufacture of fertilizers, livestock feeds, commercial

and military explosives, polymer intermediates, and miscel-

laneous chemicals [31].

On a worldwide basis, nitrogen fertilizer consumption

accounts for more than 85% of the total nitrogen industry.

In the United States, with its significant industrial markets,

fertilizer use accounts for only approximately 80% of

total nitrogen consumption [31]. About 97% of nitrogen

fertilizers are derived from synthetically produced ammonia.

The rest are produced as by-product ammonium sulfate from

caprolactam processes, acrylonitrile (ACRN) processes,

metal refining operations, and small quantities of natural

nitrates, especially from Chile [31]. Ammonia is the starting

material for six primary nitrogen fertilizer products: urea,

ammonium nitrate, ammonium phosphates, ammonium sul-

fate, nitric acid, and nitrogen solutions [32].

Up through the 1960s, the development of the nitrogen

industry took place in the developed countries of Western

Europe, North America, and Japan. However, in the 1970s

and early 1980s, the construction of new plants shifted to the

gas-rich countries of the Caribbean and Middle East. Addi-

tional plants were also built in some large consuming

countries such as China, India, Indonesia, and Pakistan. At

the same time, many plant closures occurred in Western

Europe and Japan. Western European share fell from 20%

in 1980/1981 to 11% in 1997/1998. In 1980/1981, the devel-

oping countries accounted for 31% of nitrogen fertilizer

production. By 1997/1998, their share had increased to

55% [32] (see Fig. 22.2). The main regions that produced

nitrogen fertilizers in 1997/1998 are summarized in

Table 22.2. Although at least 60 countries produce urea,

over one-third of the world’s production is in just two

countries: China and India [32].

World ammonia capacity increased by nearly 14% from

1984 to 1996, and capacity for urea, the primary downstream

nitrogen product, increased by 45%. The increases were due

primarily to (1) a desire by some major importing countries

to become more self-sufficient and (2) the construction of

export-oriented capacity in the Middle East and in the for-

mer Soviet Union (FSU). Ammonium nitrate capacity

declined by 2% from 1984 to 1996, and ammonium sulfate

capacity declined by 8% [31]. Ammonium phosphate capac-

ity increased by 9% during this time.

In the future, developing nations are expected to continue

to account for most of the increases in ammonia and urea

capacity. Ammonia capacity is expected to increase by about

13.5 million tons and urea capacity by about 15 million tons

between 1999 and 2004. The availability of relatively low-

cost feedstock (usually natural gas) will be a major determi-

nant as to where this new capacity is installed [31, 33].
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The apparent consumption of ammonia increased by about

15% between 1984 and 1996, and the apparent consumption

of urea increased by about 54%. The developing countries

are largely responsible for the increased consumption.

In 2002, urea accounted for almost 61% of worldwide

consumption of the four major downstream nitrogen

products. World urea consumption is forecast to increase at

an average annual rate of 2.4% between 1999 and 2004.

Only ammonium phosphate consumption, at 4.3% per year,

is expected to grow more rapidly [31, 32].

Although world fertilizer consumption grew substantially

between 1984 and 1996, it actually peaked at 79.6 million

Fig. 22.2 Nitrogen fertilizer production 1980/1981 and 1999/2000

[32] (Reproduced by permission of the International Fertilizer Industry

Association, IFA)

Fig. 22.1 Synthetic

nitrogen products
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tons of nitrogen in 1989 and declined through 1994 because

of a sharp drop in fertilizer consumption in Eastern Europe,

the FSU, andWestern Europe. Total world nitrogen fertilizer

consumption resumed its long-term upward growth trend in

1995, and substantial growth is expected [31]. Japan is one

of the few countries where the use of slow-release fertilizers

is developing on field crops, especially in crops grown in

paddies [32].

Estimates of world industrial nitrogen consumption by

region show that the four largest markets in 1984 were North

America, socialist Asia, Western Europe, and the FSU [31].

By 1996, South Asia had replaced the FSU as one of the four

largest markets.

Trade is an important component of the world nitrogen

industry, and trade in each of the nitrogen products analyzed

(ammonia, urea, ammonium nitrate, ammonium sulfate, and

ammonium phosphates) increased substantially between

1986 and 1998. The percentage of production that is traded

internationally varies from 10% for ammonia up to 40% for

ammonium phosphates [31].

Environmental Issues

Since 1980, the nitrogen industry has made major

improvements in environmental controls to reduce atmo-

spheric emissions and liquid effluents.

The primary pollution problem in nitric acid manufacture

is the abatement of nitrogen oxides (NOx) in tail gases. In the

United States, gaseous emissions from newly constructed

nitric acid plants must be limited to 1.5 kg of NOx/ton of

nitric acid (100% basis) produced, with a maximum stack

opacity of 10%. Modern acid towers, with extended sections,

can reduce NOx emissions to less than 200 ppm [31].

The most important environmental concern about the use

of nitrogen fertilizers is the loss of nitrogen to groundwater.

This is having a significant impact on the use of nitrogen

fertilizers, particularly in Western Europe. There is a lesser

but still significant concern about nitrate levels in

groundwater in the United States. Other than this runoff

aspect, which most seriously affects ammonium nitrate, no

serious environmental concerns exist with the use of the

major nitrogen products as fertilizer materials [31].

Environmental issues play an important role in the

ammonium sulfate industry. This is because a significant

portion of the world’s ammonium sulfate production is the

direct result of the necessity to remove sulfur dioxide from

stack gases at various metal smelting and refining operations

in order to conform to government regulations on sulfur

dioxide emissions. A large potential source of additional

by-product ammonium sulfate production is sulfur dioxide

recovery from coal-fired electrical generating stations. It is

estimated that a 500-MW plant that is burning 3.5% sulfur

coal could generate 250,000 tons of ammonium sulfate per

year [31]. This is equivalent to ~7% of the total worldwide

ammonium sulfate production in 2000.

Ammonia Production

Because no economical nitrogen fixation process that starts

with nitrogen oxides has been discovered, ammonia has

developed into the most important building block for syn-

thetic nitrogen products. Anhydrous ammonia is produced in

about 80 countries [32].

In the USA, only 80% of the ammonia is used to make

fertilizers. Chemical intermediates (such as acrylonitrile and

caprolactam) account for 19% of the ammonia use, and the

remaining 1% is used in pulp and paper, metals, and refrig-

eration applications [34].

Worldwide ammonia capacity grew from 119 million

tons in 1980 to a peak of 141 million tons in 1989 [32].

Ammonia demand grew at a rate of 3.2% per year from 1993

to 1998, but the growth rate is expected to slow to 0.5% per

year from 1998 to 2002 [34]. US capacity declined in the

1970s, and it continued to decline during the 1990s by

5–10% to about 13 million tons/year. During the 1990s,

US ammonia capacity was between 13 and 14 million tons/

year with operating rates over 95%. The US capacity is

forecast to reach 15 million tons/year by 2002, and world-

wide ammonia capacity is forecast to grow at over 2% per

year and exceed 140 million tons/year by 2002 [31].

By 2002, 30% of North American ammonia production

was curtailed, and in 2004, four more plants were shut down.

Although periodic downtimes of plants are not uncommon,

the combination of import competition that depressed prices

and very high feedstock costs in many industrialized

countries has resulted in shutdowns of high-cost plants

which resulted in a decline in world capacity [35–37].

In 1998, most of the ammonia production capacity was

located in the regions shown in Table 22.3 [32, 36].

Table 22.2 Main producing regions for nitrogen fertilizers

Region % of world production

China 23

North America 18

South Asia 15

Western Europe 11

Former Soviet Union (FSU) 10

Other countries 7

Central Europe 5

Middle East 5

Indonesia and Japan 4

Mexico and the Caribbean 2
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About 90% of world ammonia production is processed or

used in the countries where it is produced. The remaining

10% of production enters international trade. The major net

exporters in 1997 were Russia and Ukraine (43% of world

exports), Trinidad (22%), and the Middle East (13%). The

major net importers were the United States (43% of world

imports) and Western Europe (26%) [32].

In the mid-1990s, the ammonia industry accounted

for about 5% of worldwide natural gas consumption. For

economic and environmental reasons, natural gas is the

feedstock of choice. However, processes for ammonia pro-

duction can use a wide range of energy sources. For exam-

ple, 60% of China’s nitrogen fertilizer production is

currently based on coal. At present, natural gas is the most

economic feedstock for the production of ammonia as shown

in Table 22.4 [38].

All commercial ammonia manufacturing processes are

based on the synthesis of ammonia from nitrogen and hydro-

gen. Thus, the many processes are differentiated by the

method of producing the hydrogen and nitrogen for the

synthesis. Preparation of nitrogen can be by separation from

air in a standard “air” plant. Or air can be fed to the ammonia

unit where the oxygen is used to burn a portion of the

hydrocarbon feed, leaving the nitrogen for ammonia synthe-

sis. The latter is the dominant type. Most of the hydrogen for

ammonia manufacture is prepared from hydrocarbon feeds.

Some physical properties of ammonia and densities

of aqueous solutions of ammonia are given in Tables 22.5

and 22.6, respectively.

Hydrogen Production

Ammonia production is the single largest consumer of

hydrogen for use in chemical manufacture. Hydrogen pro-

duction is typically integrated into the overall plant design,

so most ammonia producers regard themselves as consumers

of natural gas (or another feedstock) rather than hydrogen.

Table 22.3 Ammonia capacity by region (thousands of metric tons N)

Region

1987 1998 1999 2005

Quantity Share (%) Share Quantity Share (%) Capacity Share (%)

China 18,675 16.9 22 30,450 23.6 33,460 24.6

Former Soviet Union 21,725 19.7 17 19,340 15.0 18,455 13.6

North America 16,390 14.8 15 18,955 14.7 18,410 13.6

South Asia 8,935 8.1 12 15,750 12.2 16,705 12.3

Western Europe 15,635 14.1 9 11,870 9.2 11,255 8.3

Middle East 4,100 3.7 7 5,950 4.6 7,795 5.7

Central Europe 9,830 8.9 6 7,560 5.9 6,820 5.0

Indonesia and Japan 5,800 5.3 4 7,725 6.0 8,340 6.1

Mexico and the Caribbean (including Venezuela) 5,705 5.2 3 6,415 5.0 8,265 6.1

Other countries 3,700 3.4 5 4,790 3.7 6,330 4.7

Totals 110,495 128,805 135,835

Table 22.4 Feedstock economics for ammonia production: relative

consumptions and economics for different feedstocks

Natural gas Heavy oil Coal

Energy consumption 1.0 1.3 1.7

Investment cost 1.0 1.4 2.4

Production cost 1.0 1.2 1.7

Source: EFMA. Reproduced by permission of European Fertilizer

Manufacturers Association

Table 22.5 Physical properties of ammonia

Property Value

Molecular weight 17.03

Boiling point, �C �33.35 @ 760 mmHg

Freezing point, �C �77.7
Color Colorless

Critical temperature, �C 133.0

Critical pressure, kPa (psi) 1,425 (1,657)

Specific heat, J/kg K

0�C 2,097.2

100�C 2,226.2

200�C 2,105.6

Heat of formation of gas, DH, kJ/kg mol (BTU/lb mol)

0 K �39,222 (�16,862)
298 K �46,222 (�19,872)

Solubility in water (wt.%)

0�C 42.8

20�C 33.1

25�C 31.8

40�C 23.4

60�C 14.1

Specific gravitya

�40�C 0.690

0�C 0.639

40�C 0.580

Vapor pressure, mmHg 7,500 @ 25�C
Vapor density 0.6 (air ¼ 1.0) at 0�C
Flammable limits in air (% by volume)

Lower explosion limit (LEL) 15

Upper explosion limit (UEL) 28

Autoignition temperature 651�C (1,204�F)
aAnhydrous ammonia
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Worldwide, a few ammonia plants have been located near

by-product sources of hydrogen. In the United States,

Coastal Refining & Marketing, Inc. brought a new ammonia

plant onstream in late 1997 in Freeport, Texas, using pur-

chased pipeline hydrogen. Air Liquide America purifies 45

million SCF/day of by-product hydrogen from Dow Chemi-

cal Company for pipeline delivery to Coastal’s Freeport

facility. In 2002, this was the only US ammonia plant

using purchased hydrogen [39]. Hydrogen requirements in

the main world regions are shown in [39, 40], and more

details are given in Chap. 27.

To help meet increased hydrogen requirements, a meth-

odology has been developed for assessment of hydrogen

sources that is based on an analogy with the problem of

process heat recovery. A hydrogen surplus diagram allows

the engineer to find the “hydrogen pinch” and to set targets

for hydrogen recovery, hydrogen plant production, and

import requirements. This method also gives insights into

the effective use of hydrogen purification units. It has been

shown that a purification unit should not be placed below the

hydrogen pinch. Purifying gas above the pinch may have

some benefits, but placing the purifier across the pinch is the

best option [41].

Hydrogen pinch technology has been applied commer-

cially by several companies including AspenTech, BP-

Amoco, Engineers India, Exxon, ICI, Linnhoff-March, M.

W. Kellogg, and UOP [42, 43].

Hydrogen is a nontoxic, colorless, odorless, and tasteless

gas. It is the lightest and most abundant element (making up

over 90% of the atoms in our universe), but it is present at

only extremely low levels (0.1 ppm) as a pure element in the

earth’s atmosphere. More than 50% of the atoms in our

environment are hydrogen.

Hydrogen is present in fossil fuels and water in sufficient

amounts that it can be produced from these sources on a

large scale by several different methods: (1) petrochemical

processes, (2) coal-based chemical processes, and (3) elec-

trochemical processes (electrolysis).

In Table 22.7, the percentage of hydrogen production is

broken down by type of manufacturing process [44].

In the petrochemical processes, both natural gas and

crude oil fractions can be converted into synthesis gas

using two basically different methods [44]:

• With the allothermal steam reforming method, catalytic

cracking takes place in the presence of water vapor. The

necessary heat is supplied from external sources.

• With the autothermal cracking process, heat for the ther-

mal cracking is supplied by partial combustion of the

feed. Water is used and carbon dioxide (CO2) may be

recycled to attain a desired CO/H2 ratio.

The processes for the manufacture of synthesis gas were

originally based on the gasification of coke from hard coal and

low-temperature coke from brown coal by means of air

and steam. After World War II, the easy-to-handle liquid

and gaseous fossil fuels—oil and natural gas—were also

employed as feedstocks. Their value lies in their high hydro-

gen content that produces highermolar ratios of hydrogen (H2)

to carbonmonoxide (CO) in the synthesis gas (see Table 22.8).

By using excess steam in the reforming of methane, the

H2-to-CO molar ratio can be as high as 5.0 (see Table 22.8).

Selection of a process for hydrogen manufacture from

hydrocarbons and coal therefore depends on the raw material

and its cost, the scale of operation, the purity of the synthesis

gas to be produced, the pressure level of the natural gas feed,

and the number and type of downstream processes that will

consume the carbon monoxide and hydrogen.

Hydrogen is also manufactured industrially by direct

electrolysis of H2O, HF, and 22–25% hydrochloric acid

(HCl). However, the hydrogen produced by electrolysis

accounts for a small percentage of the total H2 production

(see Table 22.7). In contrast to the steam reforming of

Table 22.6 Densities of aqueous ammonia at 15�C

Ammonia (wt.%) Density (g/L)

8 0.970

16 0.947

32 0.889

50 0.832

75 0.733

100 0.618

Table 22.7 World hydrogen production and type of manufacturing

process (in %) [44]

Process 1974 1984 1988

Cracking of crude oil 48

77 80

Cracking of natural gas 30

Coal and coke gasification 16 18 16

Electrolysis 3 4

4

Miscellaneous processes 3 1

Source: Copyright by VCH Publishers and reproduced by permission of

the copyright owner

Table 22.8 H2/CO molar ratio in synthesis gas

Method of manufacture H2/CO molar ratio

Oxygen-coke-steam 0.6

Air-coke-steam 0.9

Oxygen-coal-steam 1.0

Oxygen-fuel oil-steam 1.0

Propane-steam 1.33

Methane-oxygen 1.7

Oil-steam 2.1

Petroleum ether-steam 2.4

Methane-steam 3.0–5.0
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hydrocarbons, the hydrogen from electrolysis is very pure

(>99 vol.%) which eliminates the costly purification steps.

Manufacturing Processes

Hydrogen is manufactured by four principal processes

(see Table 22.7 and Fig. 22.3): steam reforming of natural

gas, partial combustion of natural gas or oil with pure oxygen,

gasification of coal or coke with air (or oxygen) and steam,

and recovery of by-product hydrogen from petroleum refinery

gases or other cracking operations. Small amounts of hydro-

gen also are manufactured by electrolysis. These processes

are discussed in more detail in the following sections.

Reforming. Reforming is a general name for the reaction of a

hydrocarbon, such as methane, with water and/or carbon

dioxide, to produce a mixture of carbon monoxide and

hydrogen. The different reforming processes can be divided

into the following types [38]:

• Conventional steam reforming with a fired primary

reformer and stoichiometric air secondary reforming

(stoichiometric H/N ratio)

• Steam reforming with mild conditions in a fired primary

reformer and excess air secondary reforming (under-

stoichiometric H/N ratio)

• Heat exchange autothermal reforming (ATR), with

a process gas heated steam reformer (heat exchange

reformer) and a separate secondary reformer, or in

a combined autothermal reformer, using excess or

enriched air (under-stoichiometric or stoichiometric H/N

ratio)

The typical steps in the reforming process and how they

tie into ammonia production are shown in Fig. 22.4.

Fig. 22.3 Hydrogen

manufacturing process steps [44]

(Copyright by VCH Publishers

and reproduced by permission

of the copyright owner)
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If water is used, the process is called steam reforming or

steam cracking. The reforming reaction (22.1) is endother-

mic and requires a catalyst [3].

CH4 þ H2O ! 3H2 þ CO

DH ¼ þ49 kcal/mol or 205 kJ/mol
(22.1)

Other reactions that proceed at the same time as the

reforming reaction are [44]

COþ H2O ! H2 þ CO2

DH ¼ �10 kcal/mol or 42 kJ/mol
(22.2a)

(The Homogenous Water–Gas Reaction or Water–Gas

Shift)

CH4
! 2H2 þ C

DH ¼ þ17:9 kcal/mol or 75 kJ/mol
(22.3)

2CO ! CO2 þ C (22.4)

Boudouard reaction

DH ¼ �41:4 kcal/mol or 173 kJ/mol

The equilibrium composition of the synthesis gas

depends on the steam-to-gas ratio entering the reactor, the

reaction temperature, the reaction pressure, and the quantity

of inerts in the reaction mixture. To avoid carbon formation

as indicated by (22.3) and (22.4), the steam-to-gas ratio must

be kept high enough to favor the reforming reaction (22.1)

and the water–gas shift reaction (22.2a) over the reactions

that form carbon.

In 2003, Synetix, a subsidiary of Johnson Matthey,

offered for license a large-scale steam reforming process.

In this process, hydrocarbon feeds with boiling points up to

200�C can be treated. The process consists of three steps:

feed pretreatment, catalytic reforming, and reforming of

residual methane. The advantage of the Synetix process is

that no soot forms, even with liquid crude oil fractions as

feed. This makes catalyst regeneration unnecessary [44].

Because of these advantages, the Synetix technology is

used in over 400 reformers in over 30 countries. When

North Sea gas and other natural gas reserves around the

world were developed, the use of naphtha as a feedstock

declined and the need for this technology was reduced.

Feed Pretreatment

The catalysts used in the steam reforming process are

poisoned by trace components in the hydrocarbon feed—

particularly sulfur, chlorine, and metal compounds. The best

way to remove sulfur compounds is to convert the organic

sulfur species to H2S over a hydrodesulfurization catalyst.

The next step is sulfur removal with an absorbent. The same

catalyst can usually convert any organochloride species to

give HCl and also act as an absorbent for most problematic

metal species. A second absorbent is used for chloride

removal [45].

Prereformer

A prereformer partially completes the steam reforming

reactions upstream of the main steam reformer at a much

lower temperature by using a more active catalyst. One

advantage in new plant designs is that the conventional

steam reformer furnace can be smaller [45]. All the ethane,

the heavier hydrocarbons, and some of the methane are

decomposed endothermically and at temperatures below

those in the main reformer. The product gas from the

prereformer is an equilibrium mixture of hydrogen,

methane, steam, and carbon oxides. The prereformer can

reduce fuel consumption by up to 10% and increase through-

put by up to 15% [46].

Another advantage is that a prereformer may be

preferred in flowsheets for processing heavier feedstocks.

Fig. 22.4 Block diagram of the steam/air reforming process [38]

(Used by permission of European Fertilizer Manufacturers

Association)
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The prereformer converts heavier hydrocarbons to methane

before they are fed to the steam reformer. This allows the

steam reformer to be designed for methane service. The

prereforming catalysts are very sensitive to poisons. There-

fore, a good feed purification section is essential [45].

Reformers

Steam reforming refers to the endothermic catalytic conver-

sion of light hydrocarbons in the presence of steam. Catalytic

reforming takes place across a nickel catalyst that is packed

in tubes in a fired furnace (the “primary reformer”) and in the

refractory-lined chamber reactor (the “secondary reformer”).

This is where hot process air is added to introduce nitrogen

into the process. Typical reaction conditions in the primary

reformer are 700–830�C and 15–40 bar. Additional details

about the primary reformer can be found in [44]. A portion of

the primary reformer discharge gas is burned in the second-

ary reformer with added air or oxygen to give a gas mixture at

a temperature of over 1,200�C. Almost all of the methane

reacts with steam at this temperature. The methane concen-

tration depends upon the pressure, the temperature, and

the quantity of nitrogen and steam present [44].

Reformer Catalysts

The secondary reformer catalyst does not need to be as

active as that in the primary reformer. The usual nickel

concentration is about 15% in the secondary reformer and

25% in the primary reformer catalyst.

The steam reforming catalyst selection depends on fur-

nace design, feedstock types, and the operating conditions.

The main categories of catalyst are for (1) light-duty

reforming, (2) intermediate-duty reforming, and (3) heavy-

duty reforming. The light-duty catalysts are for natural gas,

refinery off-gas, and preformed feeds [45].

Intermediate-duty catalysts are for feeds with a signifi-

cant content of components from ethanes up to liquid petro-

leum gas (LPG). Heavy-duty catalysts are primarily for

naphtha feeds that have even more tendency for carbon

deposition [45].

Silica and silica-bearing materials cannot be used with

the shift catalyst. This is because the silica volatilizes and

migrates from the hotter zone to lower-temperature zones

downstream. Usually it deposits on the waste heat boiler

tubes after the secondary reformer.

Normally, the nickel oxide is reduced to nickel and water

by the hydrogen that is produced in the operation. In some

cases, the reduced nickel can be reoxidized to nickel oxide

when large amounts of steam and small amounts of H2 are

present [47]:

Niþ H2O ! NiOþ H2 (22.5)

The addition of H2 to the natural gas feed keeps the nickel

in the reduced state, which makes it more active. Also, the

hydrogen will retard the formation of nickel sulfide and

prevent or minimize poisoning of the catalyst:

NiSþ H2
! Niþ H2S (22.6)

Carbon can also reduce the effectiveness of the catalyst.

When conditions are favorable for the following reactions,

carbon will deposit on the catalyst:

CH4
! 2H2 þ C

DH ¼ þ17:9 kcal/mol or 75 kJ/mol
(22.3)

2CO ! CO2 þ C

DH ¼ �41:4 kcal/mol or 173 kJ/mol
(22.4)

Thus, if insufficient steam is present, carbon will be

deposited on the catalyst and reduce its effectiveness. Car-

bon will gasify with steam at 800�C or higher in the

reformer:

Cþ H2O ! H2 þ CO

DH ¼ þ28 kcal/mol or 119 kJ/mol
(22.2b)

Reformer operation and changes in operating rate should

always be carried out in a way that ensures sufficient steam

is over the catalyst. Thus, if the feed rate is to be increased,

the steam rate should be increased first. Conversely, if the

feed rate is to be decreased, the natural gas rate should be

decreased first.

Reformer Materials of Construction

The primary reformer is a steam–hydrocarbon reforming

tubular furnace that is typically externally fired at

25–35 bar and 780–820�C on the process side. From the

1950s through the 1960s, SS 304, SS 310, SS 347, HK

40 alloy, and HP 25/35 modified alloys were used as tube

materials. However, these materials developed various

operating problems as rates increased and longer service

lives were needed for economical operation [48].

HP microalloys were developed during the 1990s. The

microalloys enhanced carburization resistance and improved

high-temperature creep–rupture resistance [48].

For reformer outlet manifolds, the normal metallurgy

choice is a wrought type of Alloy 800 H. Hot reformed-gas

transfer lines are usually refractory-lined with an interior of

Alloy 800 sheathing [48].
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In the secondary reformer, air is added to the process stream

at operating conditions of 28–30 bar and 955–1,025�C. The
refractory-lined vessel has an outer shell of a low-alloy steel

containing 0.5 month. Metal dusting occurs in the secondary

reformer outlet sections. With hot gases containing a high

CO content, carbon will diffuse into the Fe–Cr–Ni alloy.

This phenomenon can lead to local mechanical fracturing

of surface layers and failures by pitting [48].

Materials such as SS 304 andAlloy 800 are very susceptible

to metal dusting in the range of 500–800�C. Besides tempera-

ture, carbon activity (the CO/CO2 ratio in the gas) and CO

partial pressure also affect metal dusting. Severe attacks occur

when the carbon activity is in the range of 3–10. Recirculating

CO2 into the primary reformer along with feedstock can

maintain a low CO/CO2 ratio and avoid the severity of this

attack. By maintaining a high steam-to-hydrogen ratio in the

gas, the metal dusting can also be minimized [48].

Hydrogen embrittlement is another important corrosion

problem that is encountered in reformed-gas pipelines. The

Nelson curves list the operating limits that should be

followed to avoid decarburization and fissuring of steel in

hydrogen service [48].

Waste Heat Recovery

The waste heat recovery system is associated with flue gas

from the reformer furnace and process gas from the second-

ary reformer. It generates high-pressure steam in specially

designed boilers. Proper material selections and stringent

water quality control are two proactive loss-prevention

methods [48].

Hydrogen Production Costs and Capital Costs

The theoretical energy requirement per mole of hydrogen

produced for the overall steam reforming process is

40.75 kJ/mol of hydrogen [49]. The capital cost for a 60

million SCF/day hydrogen plant, based on steam methane

reforming technology, is US$ 1.00 to US$ 1.50 per SCF of

hydrogen/day [50].

The cost for making hydrogen by steam reforming of natu-

ral gas depends primarily on the cost of natural gas. Several

sources estimate the hydrogen production cost, excluding

capital charges (in US$ per million BTU of H2), to be 150%

of the natural gas cost (in US$ per million BTU) [50–52].

Other Reforming Processes

The RKN process uses steam reforming to make hydrogen

from hydrocarbon gases. This process was developed by

Haldor Topsøe in the 1960s. By 1974, 24 plants based on

this technology were operating [53].

The SMART (Steam Methane Advanced Reformer Tech-
nology) process makes hydrogen by the steam reforming of

methane, and it houses the catalyst in a proprietary heat

exchanger. The process was developed by Mannesmann

KTI in 1996, and the first installation was started up in

Maryland in 1998 [53].

The ATR (autothermal reforming) process makes CO-

enriched syngas. It combines partial oxidation with adiabatic

steam reforming. It was developed in the late 1950s for

ammonia and methanol synthesis and then further developed

in the 1990s by Haldor Topsøe [53].

The CAR (combined autothermal reforming) process is

used to make syngas from light hydrocarbons, and the heat is

provided by partial oxidation in a section of the reactor. It

was developed by Uhde and commercialized in Slovakia in

1991 [53].

The KRES (Kellogg reforming exchanger system) is a

reforming process that provides syngas to the KAAP pro-

cess. The KAAP process is a high-pressure process that

makes ammonia from its elements and does not use an

iron-containing catalyst. MWKellogg developed the process

in 1990, and Ocelot Ammonia installed the first plant in

British Columbia, in 1994 [53]. Another KRES plant started

up in 2003 at an NH3 plant owned by Liaotong in Liaoning

Province, China [54].

The Haldor Topsøe convection reformer (HTCR) is a

relatively small piece of equipment that combines the

radiant and waste heat sections of the conventional

reformer. It uses PSA to make 99.9% hydrogen purity. It is

best for small- and medium-sized hydrogen plants

(500–10,000 Nm3/h) [55].

Reliability and Revamps

Some of the revisions to conventional reforming are listed

below.

Decreased Firing in the Primary Reformer. Decreased heat

supply in the primary reformer means that the process outlet

temperature is lowered to about 700�C, the firing efficiency

increases, and the size and cost of the primary reformer are

reduced. The milder operating conditions prolong catalyst

life, catalyst tube life, and outlet header service life [38].

Increased Process Air Supply to the Secondary Reformer.
Decreased heat supply in the primary reformer means that

increased internal firing is necessary to achieve approxi-

mately the same degree of total reforming. A somewhat

higher methane slip (and thus a lower secondary reformer

outlet temperature) is acceptable and preferable in this type
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of process. This is because methane is removed in the final

purification [38].

The process air requirement is about 50% higher than in

the conventional process. This means increased compression

capacity and energy. The process air compressor is usually

driven by a gas turbine with the exhaust gas from the turbine

being used as combustion air in the primary reformer.

Some excess steam is available for export when using a

gas turbine [38].

Reformer. Where an increase of 10–50% of existing steam

reforming capacity is required, revamping is often more cost

effective than a new plant or the purchase of hydrogen over

the fence. In most revamps, the reaction area is only slightly

affected by operating rate, and existing reactors are often

able to operate at increased rate. Existing heat exchangers

are often adequate as capacity is increased. However, air

coolers in a CO2 removal unit often need to be modified by

adding surface area or increasing fan horsepower [56].

Separation equipment tends to have fixed limits and can

be costly to change. However, more capacity can often be

obtained by changing column internals or the solvent com-

position [56].

Radiant Section. Changes in the radiant section can be diffi-

cult to justify based on capacity alone. However, if the

radiant tubes are near the end of their useful life, an upgrade

to this section may provide more capacity. Changes in met-

allurgy since the mid-1970s have allowed changes in radiant

section operating conditions.

Time

period

Tube

material

Operating

pressure (psig)

Operating

temperature (�F/�C)
1970s HK 40 300 1,450/790

1980s HP 325 1,550/845

1990s Microalloy 450 1,575/855

The microalloy tubes allow increased flux rates and

higher reformer outlet temperatures. This in turn can make

it possible to reduce the steam-to-carbon ratio, while the

hydrogen purity remains the same [56].

Convection Section. The effects on the reformer of

increased gas flow and temperature are multiplied in

the convection section because additional load is placed on

convection coils, fans, and the steam system. These areas

commonly limit the operating rate of the reformer. The tube

supports also need to be considered because they are

exposed to hot flue gas without the cooling effect of process

fluids [56].

One of the most effective reformer modifications is to use

heat from the convection section to preheat radiant section

feed. This will reduce radiant section heat load, reduce

radiant section firing rate, and potentially unload other

areas such as steam generation. This option has been used

to increase capacity by 10% without increasing the arch

temperature in the radiant section [56].

Combustion Air Preheat. Combustion air preheat reduces

the flue gas flow through the furnace which unloads the

fans and the entire convection section. The best known

option is to use heat exchange with flue gas. For new units,

this can have the advantage of very high efficiency because

the heat sink is ambient air. Another option is the use of

steam to preheat air. This option was used to obtain a 12%

increase in capacity at the same fuel firing rate and combus-

tion air flow. A third option is to use circulating boiler

feedwater to preheat the air [56].

Heat Exchange Autothermal Reforming. A new develop-

ment in the late 1980s was heat exchange autothermal

reforming. In this process, the heat content of the secondary

reformer gas is used in a primary reformer with a new

design. This reformer is a gas-heated, heat exchange

reformer rather than the conventional fired furnace design.

Surplus air or oxygen-enriched air is required in the second-

ary reformer to meet the heat balance in this autothermal

concept [38].

Emissions to the atmosphere are reduced significantly by

eliminating the flue gas from the primary reformer. NOx

emissions may be reduced by 50% or more compared to

conventional steam. The level of NOx reductions depends

on the extent of auxiliary combustion in the plant [38].

Two processes of this kind are in operation, and some

others are at the pilot stage. As of 1999, single-train

capacities have been limited to 1,000 tons/day or less [38],

and four plants had been installed that use Synetix gas-

heated reformer (GHR) technology [57].

Synetix developed a modified design of the GHR known

as the advanced GHR or AGHR. BHP Petroleum of

Australia became the first operator of an AGHR in 1998.

The key difference in the AGHR is that it uses a single-pass

tube arrangement, whereas the GHR uses a bayonet tube

reformer. Based on the experience at BHP Petroleum, the

AGHR design results in a reformer that is lower in cost,

easier to operate, easier to fabricate, and allows scale-up to

capacities in excess of current world-scale throughputs (see

Fig. 22.5) [57].

A hydrogen plant based on steam reforming with PSA

was installed in Venezuela at the Compagnia Hidrogeno de

Paraguana (CHP) plant to supply hydrogen to a refinery. The

plant produces 50 million SCFD of hydrogen at 99.5%

purity and 400 psig. The plant is a joint venture between

BOC and Foster Wheeler and was started up in September

1997. This plant uses 4% less in total fuel for firing and has

an installed cost that is approximately 23% below that of

other plants of the same size [58].
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Small-Scale Reforming

Small-scale reforming systems are being pursued by a num-

ber of companies developing fuel cell electrical generation

systems for home and automotive fuel cell applications.

Before these systems become affordable and simple enough

to be used as home electrical system components, they may

be cost effective for industrial hydrogen supply systems [59].

Small-scale reforming systems are relatively complex

because they need fuel and air-feed systems, the reformer,

a hydrogen purification system, and various cooling and

water processing ancillary systems to make it all work. The

systems also have to employ a specific hydrocarbon that is

available at a reasonable cost at a customer’s location. These

systems probably work best for customers with hydrogen

consumption rates in the 1,500–10,000 SCF/h range. They

are most cost effective when employed to produce hydrogen

with a 99.9% or lower assay. As of 2007, small-scale

reforming systems have not been commercialized. But they

are in the advanced development stage [59].

Technology Suppliers

Companies that provide technology to produce hydrogen via

steam reforming are in the United States, Europe, and Japan.

Many of these companies are listed in [39].

Partial Oxidation. Noncatalytic partial oxidation processes

(see Fig. 22.6) react hydrocarbons with gaseous oxygen at

very high temperatures in a refractory-lined, pressurized

reactor to produce synthesis gas. Although the process can

handle a wide range of feedstocks, it was developed mainly

to utilize the low-value “bottom of the barrel” and waste

feedstocks that typically have high-sulfur and high-metal

contents [39].

Synthesis gas manufacture by partial oxidation or

autothermal cracking of crude oil fractions was developed

by BASF/Lurgi, Texaco and Hydrocarbon Research. Heat

for the thermal cracking is supplied by partial combustion of

the feed in the presence of water. Recycled CO2 may also be

added to the combustion to attain a desired CO/H2 ratio.

Shell developed a modified version (which does not use a

catalyst) that is referred to as the gasification process [44].

As illustrated in Table 22.8, the H2-to-CO molar ratio in

the synthesis gas product stream depends on the raw

materials and the operating conditions. By burning natural

gas with a limited quantity of oxygen, a synthesis gas that

has an H2-to-CO molar ratio of approximately 2:1 can be

produced:

CH4 þ 1

2
O2 ! 2H2 þ CO (22.7)

Fig. 22.5 Advanced Gas Heated Reformer (AGHR) from Synetix

(Reproduced by permission of Johnson Matthey Catalyst. Copyright

Johnson Matthey PLC)
Fig. 22.6 Block diagram of partial oxidation process [38] (Used by

permission of the European Fertilizer Manufacturers Association)
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If steam is introduced into the reaction, the H2-to-CO

molar ratio can be increased to over 2.0. This reaction is

exothermic and can reach temperatures of 1,200–1,500�C
[60]. Typical operating costs are shown in [39].

If fuel oil or crude oil is used as the raw material in partial

combustion, care must be taken to provide for the removal of

sulfur compounds and ash-containing materials in the crude

oil (see Fig. 22.6). With crude-oil or fuel-oil partial combus-

tion, the carbon content is much greater than in the case of

natural gas, and special design considerations are necessary

to produce a satisfactory gas.

Typical gas compositions from the partial combustion of

various fuels are given in Table 22.9. The nitrogen that is

needed to produce the desired H2/N2 ratio for ammonia

production is usually introduced later in the processing

sequence.

Partial Oxidation Processes

The Multipurpose Gasification (MPG) process uses partial

oxidation with oxygen to generate synthesis gas from differ-

ent hydrocarbon feeds. These feeds include natural gas, tars,

and other coal gasification residues, refinery residues,

asphalts, coal and coke slurries, and chemical wastes. MPG

is an updated development based on technology that Lurgi

acquired in 1997 from SVZ [61].

The MPG process preheats a gaseous feedstock with hot

raw gas and an optional fired preheater. Preheat level and

installation of the fired heater are determined by energy and

cost optimization, which is based on the relative values of

feed, fuel gas, and oxygen. Feed gas and oxygen enter the

reactor with a minor amount of steam via the gas burner.

Gasification occurs in a refractory-lined reactor at

temperatures between 1,200 �C and 1,400�C [61].

The noncatalytic partial oxidation of hydrocarbons by the

Shell gasification process (SGP) takes place in a refractory-

lined reactor that uses a specially designed burner. The

oxidant is preheated and then mixed with steam before it is

fed to the burner. The feedstock gasification conditions

range from 1,200�C to 1,400�C at a pressure of 50–70 bar,

depending on the feedstock [62, 63].

The THGP (Texaco Hydrogen Generation Process)
makes pure, high-pressure hydrogen from various gaseous

and light hydrocarbons. This process can be licensed from

the Texaco Development Corporation [3, 64].

Technology Suppliers

The companies that license partial oxidation technology can

be found in the United States and Europe. Some of these

companies are listed in [39].

Coal and Coke Gasification. In coal gasification, the exo-

thermic partial combustion of carbon and the endothermic

water gas formation represent the actual gasification

reactions [44]:

Cþ O2
! 2CO DH ¼ �60 kcal/mol or 246 kJ/mol

Partial combustion

(22.8)

Cþ H2O ! H2 þ CO DH ¼ þ28 kcal/mol or 119 kJ/mol

Heterogeneous water gas reaction

(22.2b)

Some other important reactions are

Cþ CO2
! 2CO DH ¼ þ38 kcal/mol or 162 kJ/mol

Boudouard reaction

(22.9)

COþH2O ! H2 þ CO2 DH ¼ �10 kcal/mol or 42 kJ/mol

Homogeneous water gas reaction ðwater gas shiftÞ
(22.2a)

Table 22.9 Product gas compositions from various feeds by partial combustion (percent by volume—dry)

Feedstocks and gas components Nat. gas Light naphtha Heavy fuel oil Vacuum resid. Propane asphalt Coal

Hydrogen 61.80 52.09 46.74 44.80 43.69 34.39

Carbon monoxide 33.75 42.59 48.14 49.52 50.09 44.22

Carbon dioxide 3.10 4.88 3.80 4.16 4.45 18.64

Methane 1.00 0.30 0.30 0.30 0.30 0.38

N2 + A 0.27 0.13 0.23 0.18 0.30 0.68

H2S – 0.01 0.76 1.00 1.12 1.46

COS – – 0.03 0.04 0.05 0.10

NH3 – – – – 0.13 –

H2/CO mol/mol 1.83 1.22 0.97 0.09 0.87 0.78
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Cþ 2H2
! CH4 DH ¼ �2 kcal/mol or 87 kJ/mol

Hydrogenative gasification

(22.10)

COþ 3H2
! H2OþCH4 DH¼�49kcal/mol or 206kJ/mol

Methanation

(22.11)

Gasification processes can be characterized by the type of

coal used and by the coal’s physical and chemical properties

[44]. Some processes use external heating and others use

self-heating. The reactors may be fixed bed, fluidized bed, or

entrained bed. The coal gasification processes are described

in more detail under “Coal Technology” (Chap. 19).

Sasol (Suid-Afrikaans Sintetiese Olie) in South Africa has
one of the largest coal gasification production operations in

the world with the three plants [3]. One plant produces only

chemicals and the other plants produce both liquid fuels and

chemical feedstocks from coal. In 1994, Sasol’s total ammo-

nia capacity was over 500,000 tons/year [65].

One of the first coal gasification plants in the United States

was the Great Plains Synfuels plant that is operated by

Dakota Gasification in Beulah, ND. This plant consumes

over 5.5 million tons of coal per year and produces over 54

billion SCF (1.4 billion Nm3) of natural gas, 365,000 tons/

year of ammonia, 24 million gal of liquid nitrogen per year

(68 million kg or 150 million lb) plus several other chemicals

[66] (see http://www.dakota.com for more details).

In 2000, Farmland Industries in Kansas started up a

petroleum coke gasification plant to make ammonia. The

plant uses Texaco’s process to make 1,000 tons/day of

ammonia [67, 68]. In 2004, Rentech purchased an 830-

tons-per-day ammonia plant in Illinois and plans to convert

it from natural gas to coal feedstock. Startup of the conver-

sion is expected in 2007 [69].

By-product Hydrogen. Large volumes of by-product hydro-

gen are generated from a variety of production processes.

Some of these processes are listed in [39]. Some of the

processes that can be used to obtain purified hydrogen are

summarized below.

The HyTex (Hydrogen Texaco) process makes pure

hydrogen from waste gases in oil refineries in a three-step

process [3]. The process was developed by Texaco and

announced in 1991. The first commercial unit started up in

Anacortes, WA, in 1993.

Platforming operations make a gas that contains as much

as 90–95% hydrogen. This gas is usually purified by low-

temperature fractionation or washing with liquid nitrogen.

Kvaerner Oil & Gas, Norway, has introduced a process

for manufacturing carbon black that generates substantial

quantities of by-product hydrogen. In 1998, the process

was installed in Montreal, Québec (Canada), to produce

20,000 tons of carbon black and 50 million Nm3/year (5.2

million SCF/day) of hydrogen. The process appears to be

economic only when the carbon black can also be sold as an

end product [39].

Air Products and Chemicals, Inc. has been selected to

supply a hydrocarbon and nitrogen recovery system for a

new polyethylene manufacturing plant in Baytown, TX. The

plant will be owned by Chevron Phillips Chemical Company

and Solvay Polymers, Inc. The recovery system uses partial

condensation in conjunction with Air Products’ PSA tech-

nology to recover hydrocarbons in the polyolefin plants and

recycle nitrogen with a purity of greater than 99% [70].

A few ammonia plants have been located where a hydro-

gen off-gas stream is available from a nearby methanol or

ethylene operation (e.g., Canadian plants at Kitimat, BC, and

Joffre, AB). The capital cost of such a plant is about 50% of

the cost of a conventional plant of similar capacity because

only the synthesis portion of the plant is required. However,

by-product carbon dioxide is not produced, and downstream

urea production is therefore not possible [71].

Electrolysis. Electrolytic hydrogen production yields the

highest-purity hydrogen (up to 99.999%), benefits from

widespread raw materials availability (electricity and

water), boasts simple system architecture, and can be scaled

economically to serve applications ranging from the smallest

hydrogen uses to the larger-volume uses. The main disad-

vantage of water electrolysis is that electricity is an expen-

sive “fuel.” As a result, the technology generally is practical

only for systems with hydrogen requirements of 2,000 SCF/

h and less [59].

By 2002, several manufacturers had introduced advanced

water electrolysis systems that are standardized, compact in

size, need minimal operator intervention, and require little

maintenance. New cell designs, materials of construction,

standardized designs, and manufacturing techniques have

enabled manufacturers to decrease the fixed costs of elec-

trolysis technology. In addition, these new systems operate

automatically and require very little maintenance [59, 72].

Developing regions are the largest market for electrolysis

systems. Electrolysis currently accounts for a very small

portion of the hydrogen generated in developed countries

that have a commercial hydrogen infrastructure. However,

electrolysis can be economic for small-scale generation in

areas with inexpensive electricity, and a few plants still

produce hydrogen for small-volume ammonia production

[36]. In 1997, Messer-MG Industries announced two hydro-

gen gas plants based on water electrolysis in the United

States. In Canada, a portion of the capacity installed at

HydrogenAl’s merchant hydrogen plant in Québec is based

on electrolytic cells [39]. Some of the companies that offer

electrolysis technology are listed in [39].

22 Synthetic Nitrogen Products 889

http://dx.doi.org/10.1007/978-1-4614-4259-2_19
http://www.dakota.com


Other Processes [3]. The Hypro process makes hydrogen by

catalytically decomposing hydrocarbons to carbon and

hydrogen. The carbon is burned to provide the heat for the

reaction. This process was developed by UOP.

The Lane process makes hydrogen by passing steam over

sponge iron at approximately 650�C. The iron is converted

to magnetite.

The MRH (methanol reformer hydrogen) process for

generating hydrogen from methanol and separating it by

PSA was developed by the Marutani CPE Company.

The Proximol process makes hydrogen by reforming

methanol. This technology is offered by Lurgi.

The SBA-HT (Société Belge de l’ Azote–Haldor Topsøe)

process is a combination of both steam reforming and partial

oxidation. The process converts LPG to syngas that is rich in

hydrogen. This process was operated in France and Belgium

in the 1960s.

New Developments. Several research organizations are

developing low-cost methods of hydrogen production.

Much of this work is sponsored by the US Department

of Energy. Some of the research programs can be found

in [73].

The ITM Syngas process involves the direct conversion

of methane to synthesis gas (see Fig. 22.7). The process

utilizes a mixed, conducting ceramic membrane and partial

oxidation to produce the synthesis gas [39]. The goal of this

advanced reformer technology is to reduce the cost of hydro-

gen production by over 25% [73, 74].

Two projects were announced in the late 1990s to develop

the ITM process and another related technology. Air

Products will lead an 8-year, US$ 90 million research

project that is supposed to culminate in the construction in

2005 of a 500 million SCFD ITM process development unit

[39]. A separate Oxygen Transport Membrane (OTM)

Syngas alliance was formed in 1997 to develop ceramic

membrane technology for conversion of natural gas to

synthesis gas [75].

Another process is the CO2-free production of hydrogen

via thermocatalytic decomposition of hydrocarbon fuels.

The process involves a single-step decomposition of

hydrocarbons over carbon catalysts in an air- and water-

free environment. Preliminary assessments of the process

indicated that hydrogen could be produced at a cost of US$

5.00 per million BTU (if carbon sold at US$ 100/ton). This

production cost is less than that for a steam reforming

process coupled with CO2 sequestration [49].

Some additional new developments in hydrogen produc-

tion are summarized below.

NGK Insulators of Japan received US Patent 5,741,474 in

1998 for a process for production of high-purity hydrogen.

This process is a combination of reforming, partial oxida-

tion, and membrane separation.

Northwest Power Systems obtained US Patent 5,997,594

in 1999 for a steam reformer with internal hydrogen

purification.

BP and Kvaerner process are finalizing the demonstration

of their compact reformer technology in 2001. This technol-

ogy involves the integration of combustion, heat transfer,

and catalytic reaction within a simple tubular module [76].

Battelle Pacific Northwest National Laboratories are

developing microreactors that produce synthesis gas. These

reactors can be mass-produced to yield efficient, compact,

and cost-effective systems [77].

A related effort is FORSiM (fast oxidation reaction in

Si-technology-based microreactors) which is funded by the

Dutch Technology Foundation and is a cooperative venture

between the University of Twente and the Technical

University of Eindhoven. The objective of this work is to

build and operate the first microreactor for catalytic partial

oxidation for small-scale and on-demand hydrogen

production [77].

Initial Purification of Synthesis Gas

Synthesis gas from the gasification of fossil fuels is

contaminated by several gaseous compounds that would

affect its further use in different ways. The purification

steps depend on the type of syngas process and the feed-

stock. Table 22.9 illustrates how the synthesis gas stream can

vary with different feedstocks. Figure 22.8 illustrates the

different process steps that may occur before ammonia syn-

thesis takes place [78].

If sulfur is present as H2S or COS, it is a poison for many

catalysts and will partly or completely inhibit the catalyst

activity [44]. Carbon monoxide (CO) and carbon dioxide

(CO2) can poison the ammonia synthesis catalyst, so both of

these compounds must be removed [38].

Fig. 22.7 ITM syngas process
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After the sulfur is removed, most traditional ammonia

processes have employed the purification steps that are

shown in Figs. 22.4 and 22.6. However, ammonia plants

have been built that use hydrogen purification via PSA,

membrane separation with polymeric membranes, and cryo-

genic separation. PSA achieves the greatest product purities

(about 99.999% pure hydrogen), but it is capital-intensive.

Polymeric membranes are the least capital-intensive, but

they achieve the lowest purity (about 96–98%). In 1998,

PSA was considered the standard process for high-purity

hydrogen recovery from raw synthesis gas. It has replaced

the traditional steps of the shift conversion of carbon

monoxide followed by carbon dioxide removal by absorp-

tion and then final purification by methanation.

Characteristics of these three purification technologies are

outlined in Table 22.10 [39].

Fig. 22.8 Alternative process steps for generation and purification of synthesis gas (Courtesy of Wiley-VCH. Bakemeier H, Huberich T et al

(1985) Ammonia. In: Ullmann’s encyclopedia of industrial chemistry, 5th edn, vol A2. VCH Verlagsgesellschaft, Weinheim, pp 143–242)

Table 22.10 Hydrogen recovery technology characteristics [39, 184]

Characteristic Membrane Absorption Cryogenics

Hydrogen purity, % <95 99.9þ 95–99

Hydrogen recovery, % <90 75–90 90–98

Hydrogen product pressure <Feed pressure Feed pressure Variable

By-products available No No Yes

Feed pressure, psig 250–1,800 250–500
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Purification with PSA and Polymeric Membranes. The PSA
process is based on the selective adsorption of gaseous

compounds on a fixed bed of solid adsorbent in a series of

identical adsorption beds. The adsorbent is an active carbon

or a carbon molecular sieve. Each bed undergoes a repetitive

cycle of adsorption and regeneration steps [79, 80]. PSA

provides the hydrogen at about the same pressure as the

feed, but recoveries are typically lower than from other

technologies [51].

The first purification plant that used PSA was developed

by Union Carbide Corporation (UCC) and was built at the

Yokkaichi Plant of Mitsubishi Petrochemical Industries in

1971 [5]. The process is now licensed by UOP, and more

than 400 units were operating worldwide in 1992 [3].

TheHYSECprocess was developed byMitsubishi Kakoki

K. and Kansai Coke & Chemicals. It has basically the same

PSA unit as the UCC process. After the main PSA beds, trace

amounts of remaining oxygen are removed by a Deoxo

catalytic converter followed by a zeolitic dehumidifier [5].

The LO-FIN (Last Out–First In) includes a unique gas-

retaining vessel that preserves the concentration gradient in

one stream before using it to repressurize another bed. This

process was jointly developed by Toyo Engineering and

Essex Corporation [5].

The Sumitomo-BF PSA process uses CMS as the selec-

tive adsorbent [5].

Monsanto and Ube (Japan) developed membrane pro-

cesses for purification of hydrogen gas mixtures. This pro-

cess is based on the selective diffusion of hydrogen through

semipermeable membranes in the form of hollow fibers. The

Monsanto PRISM® separator process (owned by Air

Products as of 2004) uses a polysulfone fiber, whereas Ube

uses an aromatic polyimide fiber [44].

Conventional polymeric hydrogen separation membranes

yield hydrogen at low pressure. Air Products has

demonstrated a carbon membrane on an alumina support

that removes hydrocarbons from hydrogen/hydrocarbon

mixtures and leaves the hydrogen at high pressure [39].

For ultra-high-purity hydrogen (up to 99.9999% pure),

high-pressure gas passes over heated palladium membranes.

Johnson Matthey is believed to be the leading supplier of

these membranes. In 1996, Generex (Tryon, NC) licensed

newly developed palladium membrane technology from Los

Alamos National Laboratories. In 1998, Wah Chang, an

Allegheny Teledyne Company, purchased all patents and

rights to the hydrogen metal membrane technology that

Bend Research developed [39].

US Patent 6,183,542 was issued in 2001 for a palladium

membrane process. This process provides an apparatus that

can handle high flow rates of gas while using a minimal

amount of hydrogen-permeable material.

Proton Energy Systems (Rocky Hill, CT) received US

Patent 6,168,705 in 2001 for an electrochemical gas purifier

system that can purify and simultaneously compress

hydrogen from a dirty gas stream without relying on moving

parts. Final hydrogen gas pressures can exceed 2,000 psig.

The companies that supply PSA and membrane separa-

tion systems are listed in [39].

Carbon Monoxide Shift. The water–gas shift conversion or

the carbon monoxide shift reaction is one of the traditional

purification steps that are found in many ammonia plants.

The CO must be removed because it acts as a poison to the

catalyst that is used in ammonia synthesis.

The carbon monoxide shift removes most of the CO from

the synthesis gas and also produces more hydrogen:

COþH2O ! H2 þ CO2 DH ¼ �10 kcal/mol or 42 kJ/mol

Homogenous water gas reaction ðwater gas shiftÞ
(22.2a)

The “shift” from CO to CO2 occurs in two steps. In the

high-temperature shift (HTS) conversion, the synthesis gas

is passed through a bed of iron oxide/chromium oxide cata-

lyst at around 400�C. The CO content of the gas is reduced to

about 3% (on a dry-gas basis). Additional details about the

HTS step are given in [38, 45].

The gas from the HTS is cooled to increase the conver-

sion, and then it is passed through the low-temperature shift

(LTS) converter. The LTS converter is filled with copper

oxide/zinc oxide–based catalyst and operates at about

200–220�C. The residual CO content is about 0.2–0.4%

(on a dry-gas basis) [38].

In some plants, the two shift reactions are combined in a

medium-temperature shift conversion. When the feed gas is

not desulfurized, the CO conversion is called sour–gas shift,

and a sulfur-resistant catalyst is used [81–86].

Removal of Sulfur Compounds and Carbon Dioxide. If sulfur

is present as H2S or COS or if CO2 is present, any of these

compounds will be a poison for many catalysts and will

partly or completely inhibit catalyst activity.

The point at which sulfur removal is employed depends

on the synthesis gas process that is used. Table 22.11 lists

many of the processes that are available [44].

The Amine Guard is a corrosion inhibitor that was devel-

oped by Union Carbide. It is added to the monoethanolamine

(MEA) solvent and allows MEA concentration to be

increased. The higher MEA concentration leads to a lower

circulation flow rate and a lower energy demand during

regeneration [78].

As shown in Figs. 22.4, 22.6, and 22.8, the CO2 removal

step is normally after the shift conversion step. The process

gas from the LTS converter contains mainly hydrogen,

nitrogen, CO2, and excess process steam. The gas is cooled,

and most of the excess steam is condensed before it enters

the CO2 removal system. This condensate normally contains
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1,500–2,000 ppm of ammonia and 800–1,200 ppm of meth-

anol. Therefore, it should be stripped or recycled.

The heat that is released during the cooling/condensation

can be used to regenerate CO2 scrubbing solution, to drive an

absorption refrigeration unit, or to preheat boiler feedwater.

The amount of heat released depends on the process steam-

to-carbon ratio (see Tables 22.8 and 22.9). If all this

low-level heat is used for CO2 removal or absorption refrig-

eration, then high-level heat has to be used for the feedwater

system. An energy-efficient process should therefore have a

CO2 removal system with a low-heat demand [38].

The CO2 is removed in either a chemical, a hybrid, or a

physical absorption process. Residual CO2 contents are usu-

ally in the range of 50–1,000 ppmv, depending on the type

and design of the removal unit. The physical absorption

processes may be designed for zero heat consumption. But

for comparison with the chemical processes, the mechanical

energy requirements have to be considered [38].

Alkazid Process

The Alkazid process removes sulfur compounds from gas

streams. All the sulfur compounds are first catalytically

hydrogenated to hydrogen sulfide (H2S) using a cobalt/

molybdena catalyst. The H2S is then absorbed in an aqueous

solution of a potassium salt of either methylamino propionic

acid (“Alkazid M”) or dimethylamino acetic acid (“Alkazid

DIK”). This solution is heated to regenerate the hydrogen

sulfide as a concentrate. This concentrate is then treated by

the Claus process to recover the sulfur [3].

aMDEA Process

The aMDEA (activated methyldiethanolamine) process

removes CO2, H2S, and trace sulfur compounds from natural

gas and syngas via a pressurized wash with activated

diethanolamine. This process was developed by BASF, and

in 2002, it was used in more than 140 plants [3].

Benfield Process

The Benfield (Benson and Field) process removes carbon

dioxide, H2S, and other acid gases from industrial gas

streams by scrubbing with hot aqueous potassium carbonate

that contains activators. The chemical reactions are [3, 44]

K2CO3 þ CO2 þ H2O ! KHCO3 (22.13)

K2CO3 þ H2S ! KHSþ KHCO3 (22.14)

Process details are given in [48, 87]. The process was

invented in 1952 and is now licensed by UOP. More than

700 plants were operating in 2000 [3].

Catacarb Process

The Catacarb (catalyzed removal of carbon dioxide) process

removes carbon dioxide and hydrogen sulfide from gas

streams by adsorption in a hot potassium carbonate solution

that contains a proprietary catalyst. The process was devel-

oped and licensed by Eickmeyer and Associates based on

work at the US Bureau of Mines in the 1950s. More than 100

plants were operating in 1997 [3].

Fluor Solvent Process

The Fluor Solvent process removes CO2 from natural gas

and various industrial gas streams by dissolving the CO2 in a

propylene carbonate solvent [3]. Additional details are given

in [88, 89]. The process was invented in 1958 by the Fluor

Corporation and can be licensed from Fluor Daniel. By

1985, 13 plants were operating [3].

Table 22.11 Processes for removal of carbon dioxide and sulfur compounds from synthesis gas

Process name Key chemical(s)

The Alkazid process Alkali salts of amino acids (N-methylaminopropionic acid)

The aMDEA process Activated methyl diethanolamine

The Benfield process Hot potassium carbonate

The Carsol process Potassium carbonate

The Catacarb process Hot potassium carbonate

The Fluor Solvent process Propylene carbonate

The Giammarco-Vetrocoke process Potassium carbonate with arsenite

The Hi Pure process Two-stage hot potassium carbonate washing

The Purisol process from Lurgi N-Methyl-2-pyrrolidone (NMP)

The Rectisol process Low temperature methanol

The Selexol process Dimethyl ethers of polyethylene glycol

The Shell Sulfinol process Di-isopropanolamine dissolved in sulfolane and water

Pressurized washing Monoethanolamine (MEA) or diglycolamine

22 Synthetic Nitrogen Products 893



Giammarco-Vetrocoke Process

Two processes are known by the Giammarco-Vetrocoke

name. Both processes use an aqueous solution of sodium or

potassium carbonate and arsenite to absorb acid gases. Some

variations of the process use glycine instead of arsenite to

activate the potassium carbonate solution. In one process,

the solution is used to extract carbon dioxide from natural

gas or synthesis gas. In the other, hydrogen sulfide is

extracted from coke-oven or synthesis gas and yields ele-

mental sulfur from a complex sequence of reactions. In

1992, more than 200 plants were operating [3, 90].

Hi Pure Process

The Hi Pure process is a variation of the Benfield process. It

uses two stages of scrubbing by hot potassium carbonate solu-

tion to reduce the CO2 content of gases to very low levels [3].

Purisol Process

The Purisol process removes H2S from gases by selective

absorption in N-methyl-2-pyrrolidone (NMP). It was devel-

oped and licensed by Lurgi, particularly for desulfurizing

waste gases from IGCC (integrated gasification combined

cycle) coal gasification plants. However, the technology

might be applied to some synthesis gas processes. In 1996,

seven Purisol units were either in operation or under con-

struction [3].

Rectisol Process

The Rectisol process was originally developed to remove

sulfur and acid gas compounds from gas mixtures that are

produced from the partial oxidation of hydrocarbons. It is

based on pressurized washing with low-temperature metha-

nol, which results in the physical absorption of the sulfur

compounds in the methanol. The process was originally

developed in 1951 by Lurgi for the SASOL coal gasification

plant in South Africa. The process was further developed by

Linde and is now offered for licensing by both companies for

the removal of CO2, H2S, HCN, C6H6 (benzene), and gum-

forming hydrocarbons from syngas and fuel gas. In 2003,

over 70 units were in operation or under construction [3].

Selexol Process

The Selexol process removes acid gases from hydrocarbon

gas streams by selective absorption in polyethylene glycol

dimethyl ether (DMPEG). It absorbs H2S, CO2, COS, and

mercaptans. The process has been used to remove carbon

dioxide from syngas, natural gas, and coal gas. The process

was developed by Allied Chemical in the 1960s and is now

offered for license by UOP. Over 55 units were operating in

2002 [3].

Shell Sulfinol Process

The Shell Sulfinol process removes H2S, CO2, COS, and

organic sulfur compounds from natural gas by scrubbing

with di-isopropanolamine dissolved in a mixture of sulfolane

(C4H8SO2) and water. It was developed in the 1960s by

Shell. In 1997, over 200 commercial units were operating

or under construction [3].

Pressure Washing with Monoethanolamine

In this process, a 15–30% solution of MEA in water is used

to absorb the CO2 under pressure. The solution is then

regenerated by heating it in a stripper to release the CO2.

This process is characterized by good CO2 absorption

properties at low pressure. However, high regeneration

energy consumption limits its use.

If the Amine Guard corrosion inhibitor is used, the MEA

concentration in the circulating solution can be increased to

30% from a normal 20%. Hence, the circulating rate can be

decreased by 33%, and the heat requirements are decreased

by 43% [91]. The Amine Guard technology is licensed by

UPO [92].

Retrofits of CO2 Removal System

In a CO2 removal system that uses wet scrubbing, the existing

towers are the major limit to more capacity because they are

expensive to replace. In an amine system, absorption increases

as amine concentration increases. But a higher amine concen-

tration requires (1) more filtration to clean the solution and

(2) the addition of corrosion inhibitors. Another option is

to change fromMEA tomethyl diethanolamine (MDEA) [56].

In a potassium carbonate system, different additives can

be used to increase the CO2 absorption rate. In any wet

scrubbing system, a change from random to structured pack-

ing can lead to higher solvent circulation rates and improved

mass transfer [56].

Final Purification of Synthesis Gas

Before the synthesis gas enters the ammonia synthesis loop,

essentially all of the oxygen compounds must be completely
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removed to (1) avoid poisoning the ammonia synthesis cata-

lyst and (2) keep CO2 from forming carbamates and ammo-

nium carbonate in the synthesis loop. It is also advantageous

to remove the inert gases (methane, argon, etc.) to achieve a

higher synthesis conversion per pass [78].

Methanation. In a steam reforming process that includes CO

shift conversion and CO2 removal, the synthesis gas still

contains 0.1–0.2 mol.% CO and 100–1,000 ppmv of CO2.

The following reactions are the simplest method for

eliminating these small concentrations of oxygen

compounds:

COþ 3H2
! H2Oþ CH4

DH ¼ �49:27 kcal/mol or 206 kJ/mol
(22.11)

CO2 þ 4H2
! 2H2Oþ CH4

DH ¼ �39:44 kcal/mol or 165 kJ/mol

Methanation

(22.12)

The normal methanation operating temperature is

250–300�C, and a large excess of hydrogen is present. The

equilibrium lies far to the right side of the above reactions, so

the CO and CO2 impurities can be reduced to about 5 ppm

[45]. Additional catalyst and process details are given in [55,

78, 93, 94].

Cryogenic Purification. In the cryogenic purifier, all the

methane and the excess nitrogen are removed from the

synthesis gas as well as a part of the argon. The cooling is

produced by depressurization, and no external refrigeration

is needed. The purified syngas is then practically free of all

impurities, except for a small amount of argon. The cryo-

genic unit also receives the purge from the ammonia synthe-

sis section and delivers an off-gas for fuel. The combination

of higher conversion per pass and reduced purge flow results

in a more efficient process [38]. The KBR Purifier is an

example of this process [95]. Fifteen KBR Purifier plants

have been built since 1966. These plants range in capacity

from 680 to 1,750 tons/day, and as of 2001, all 15 plants are

still operating [95].

Dehydration. If the makeup gas to the ammonia synthesis

loop is absolutely free of catalyst poisons, such as H2O and

CO2, it can flow directly to the ammonia synthesis converter.

This leads to themost favorable arrangement from aminimum

energy point of view. This can be accomplished by allowing

the gas that leaves the methanation step to pass through beds

of molecular sieves to remove water and CO2 [78].

Liquid Nitrogen Wash. In many partial oxidation syngas

processes, liquid nitrogen scrubbing is used to remove the

carbon monoxide that remains after the shift conversion

step. The CO content may be as high as 3–5% in plants

that have only an HTS conversion. The liquid nitrogen

wash (1) delivers a gas to the ammonia synthesis loop that

is free of all impurities (including inert gases) and (2) adds

all or part of the nitrogen that is required for ammonia

synthesis. The nitrogen is obtained from the air-separation

plant that provides the oxygen for the partial oxidation

process (see Fig. 22.6) [78].

Adjust Hydrogen-to-Nitrogen Ratio. The optimum ammonia

synthesis reaction rate depends on several factors including

pressure, temperature, H2-to-N2 molar ratio, and catalyst

activity. Therefore, the H2-to-N2 molar ratio is adjusted to

suit the requirements in ammonia synthesis. This adjustment

occurs before the compression step.

Compression

Ammonia synthesis is normally carried out at a pressure that

is higher than that for synthesis gas preparation. Therefore,

the purified synthesis gas to the ammonia synthesis loop

must be compressed to a higher pressure [78].

Due to several major developments in ammonia process

technology, ammonia plants with 1,000–1,500 tons/day

capacities have become the industry standard for new plant

construction. In 2001, plants as large as 2,000 tons/day have

become common. These plants have much lower production

costs than the earlier generation of smaller plants mainly

because steam-driven, centrifugal compressors are used rather

than electrically driven, reciprocating compressors [36, 78].

Ammonia Synthesis

The ammonia synthesis reaction is [78]

N2 þ 3H2
! 2NH3

DH298 ¼ �45:72 kJ/mol or 11:04 kcal/mol
(22.15)

The reaction normally takes place on an iron catalyst. The

reaction pressure is in the range of 100–250 bar, and

temperatures are in the range of 350–550�C. At the usual

commercial converter operating conditions, the conversion

achieved per pass is 20–30% [38]. In most commercial

ammonia plants, the Haber recycle loop process is still used

to give substantially complete conversion of the synthesis

gas. In this process, the ammonia is separated from the recycle

gas by cooling and condensation. Next, the unconverted

synthesis gas is supplemented with fresh makeup gas

and returned as feed to the ammonia synthesis converter [78].
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Synthesis loop arrangements differ with respect to (1) the

points in the loop at which the makeup gas is delivered, (2)

where the ammonia is taken out, and (3) where the purge gas

is taken out [38] (see Fig. 22.9). The best arrangement is

shown in Fig. 22.9a. After the gas leaves the ammonia

synthesis converter, ammonia is condensed/removed by

cooling and the recycle gas is returned to the recycle com-

pressor. This represents the most favorable arrangement

from a minimum energy point of view. It results in the

lowest ammonia content at the entrance to the converter

and the highest ammonia concentration for condensation

[78]. The advantages and disadvantages of the other

arrangements in Fig. 22.9 are described in [78].

Conventional reforming with methanation as the final

purification step produces a synthesis gas that contains inerts

(CH4 and argon) in quantities that do not dissolve in the

condensed ammonia. Most of the inerts are removed by

taking a purge stream out of the synthesis loop. The size of

this purge stream controls the level of inerts in the loop at

about 10–15%. The purge gas is scrubbed with water to

remove ammonia, and then it can be used as fuel or sent to

hydrogen recovery. The best point at which to take the loop

purge is discussed in [38].

Reaction Rate

Knowledge of the macrokinetics is important for solving the

industrial problem of designing ammonia synthesis reactors,

for determining the optimal operating conditions, and for

computer control of ammonia plants. Some of the

considerations are as follows: high pressure promotes a

high rate of ammonia formation, high ammonia concentra-

tion in the synthesis gas (recycle gas) restricts ammonia

formation (see Fig. 22.10), the rate of formation initially

increases with rising temperature but then goes through a

maximum as the system approaches thermodynamic equilib-

rium (see Fig. 22.11), and with lower temperatures, the

maximum rate shifts to a lower hydrogen–nitrogen ratio

(see Fig. 22.12) [78].

Fig. 22.9 Schematic flow diagrams of typical ammonia synthesis loops [78] (Courtesy of Wiley-VCH. Bakemeier H, Huberich T et al (1985)

Ammonia. In: Ullmann’s encyclopedia of industrial chemistry, 5th edn, vol A2. VCH Verlagsgesellschaft, Weinheim, pp 143–242)
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In 2001, Hyprotech and Synetix announced an ammonia

plant simulation that can be used for modeling, online moni-

toring, and optimization of the plant. The simulation

includes Synetix reactor models, customized thermody-

namic data, and information to simulate the performance of

a range of catalysts. The reactor models in the simulation

include primary and secondary reformers, high-temperature

shift converter, low-temperature shift converter, methanator,

and ammonia synthesis converter [96].

Catalysts

When ammonia is made from natural gas using the steam

reforming process, several reaction stages are needed and

catalysts are key to the economic operation of each stage.

The chemistry of the process and the basic materials that

make up the catalysts are shown in Fig. 22.13 [45].

For a given operating pressure and a desired production

rate, the catalyst determines (1) the operating temperature

range, (2) recycle gas flow, and (3) refrigeration

requirements. It also indirectly influences the makeup gas

purity requirements [78].

Industrial catalysts for ammonia synthesis must satisfy

the following requirements: (1) high catalyst activity at the

lowest possible reaction temperatures, (2) the highest possi-

ble insensitivity to oxygen- and chlorine-containing catalyst

poisons, (3) long life, and (4) mechanical strength.

The choice of particle size and shape of commercial

ammonia catalysts is determined mainly by the catalyst

performance and the pressure drop. From the standpoint of

space–time yield, it is desirable to use the finest possible

particle, which is about 1–2 mm [78].

For processes operating at pressures of 25–45 MPa

(250–450 bar) and space velocities of 8,000–20,000 m3/

m3 h (STP), a grain size of 6–10 mm is preferred. (Space

velocity is defined as the number of reactor volumes of

feed—at specified conditions—that can be treated in unit

time.) Larger granulations (8–15 or 14–20 mm) are used

only in plants where the lowest possible pressure drop is

essential because of very high gas velocities. In catalyst

zones in which the ammonia formation rate is so high that

Fig. 22.10 Reaction rate for NH3 synthesis. Dependence on the

ammonia concentration at various pressures (Courtesy of Wiley-

VCH. Bakemeier H, Huberich T et al (1985) Ammonia. In: Ullmann’s

encyclopedia of industrial chemistry, 5th edn, vol A2. VCH Verlagsge-

sellschaft, Weinheim, pp 143–242)
Fig. 22.11 Reaction rate for NH3 synthesis. Dependence on the tem-

perature at various pressures (Courtesy of Wiley-VCH. Bakemeier H,

Huberich T et al (1985) Ammonia. In: Ullmann’s encyclopedia of

industrial chemistry, 5th edn, vol A2. VCH Verlagsgesellschaft,

Weinheim, pp 143–242)
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the allowable temperature limits are exceeded, it may be

advantageous as well to use coarse particles for suppressing

the reaction [78]. Some of the poisons of ammonia catalysts

are discussed in [78].

The activity of damaged catalysts may be almost

completely restored by reduction with clean synthesis gas

at a relatively low temperature. It has also been found that

the degree of poisoning rises as the partial pressure ratio,

pH2O
=pH2

, increases and the degree of poisoning falls with

increasing temperature [78].

Energy Efficiency

Due to increased feedstock costs, some new ammonia plant

designs use fuel more efficiently, but their capital cost may be

higher. The recovery of hydrogen and ammonia from the

synthesis purge gas by a cryogenic unit or a membrane system

results in an ammonia capacity increase of about 5% [36].

Substantial improvements have been made in the energy

efficiency of CO2 removal systems. The first large-scale

ammonia plants in the 1960s typically used MEA as a

solvent. Energy input was over 50,000 kcal/kg mol of CO2

removed. In 2001, plants use improved solvents and designs

that can reduce the energy input to about 10,000 kcal/kg mol

of CO2 removed [36].

A typical world-scale plant that was built in the 1970s

consumed about 42 billion BTU of natural gas per ton of

ammonia produced. Retrofitting such a plant to improve fuel

efficiency can reduce gas consumption to about 36 million

BTU/ton. Ammonia plants that were built in the late 1990s

use only about 30 million BTU/ton of ammonia, are easier to

Fig. 22.12 Ammonia synthesis rate constant dependence on

hydrogen–nitrogen ratio (Courtesy of Wiley-VCH. Bakemeier H,

Huberich T et al (1985) Ammonia. In: Ullmann’s encyclopedia of

industrial chemistry, 5th edn, vol A2. VCH Verlagsgesellschaft,

Weinheim, pp 143–242)

Fig. 22.13 Basic catalyses materials and chemistry of the ammonia process (Copyright Johnson Matthey plc. Reproduced by permission of

Johnson Matthey plc)
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operate, and have slightly lower conversion costs. Some new

plants also recover more than 1 million BTU/ton by

generating electricity from waste heat [36].

Ammonia Plant Design

A simplified flowsheet for an ammonia plant that processes

natural gas via steam reforming is shown in Fig. 22.14.

A block diagram of this same plant is shown in Fig. 22.15.

This diagram lists typical stream compositions, typical

operating conditions, catalyst types (recommended by

Synetix), and catalyst volumes.

The KAAPplus™ (Kellogg Brown & Root Advanced

Ammonia Process plus) is an ammonia process design

made up of commercially proven technologies: KBR

Reforming Exchanger System (KRES), KBR Purifier, and

KBR Advanced Ammonia Process (KAAP) for synthesis.

This process uses a ruthenium-based catalyst that is 20 times

more active than the iron-based catalysts and improves syn-

thesis efficiency. This is because synthesis pressure is

lowered from a typical pressure of 150 bar (2,175 psig) to

90 bar (1,305 psig) [36, 95, 97]. Capital cost savings of

3–8% are achieved with KAAPplus™ [95].

Haldor Topsøe’s ammonia synthesis technology is based

on the S-200 ammonia converter. This is a two-bed radial

flow converter with indirect cooling between the beds. This

converter concept has been used extensively to upgrade

existing converters (Topsøe or other designs) in modification

projects to achieve higher capacity (up to 20%) and/or

better energy efficiency [98].

Other companies that offer ammonia process technology

are Linde [99, 100], ICI [23, 24], Ammonia Casale

[101–104], and Uhde [105].

Ammonia Separation

The removal of ammonia product is accomplished via

mechanical refrigeration or absorption/distillation. The

choice is made by examining the fixed and operating costs.

Typically, refrigeration is more economical at synthesis

pressures of 100 atm (1,470 psia) or more. At lower

pressures, absorption/distillation is usually favored [106].

Ammonia Synthesis

If the synthesis gas contains traces of carbon oxides, ammo-

nium carbamate will form upon mixing with the ammonia in

the recirculating gas from the synthesis loop. The carbamate

will clog and/or corrode downstream equipment. To avoid

Fig. 22.14 Simplified ammonia flowsheet (Copyright Johnson Mattey plc. Reproduced by permission of Johnson Mathey plc)
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this condition, the carbon oxide levels in fresh makeup gas

should be less than 5 ppm [48].

Many ammonia synthesis converters are subject to nitrid-

ing and hydrogen embrittlement. The internal catalyst

baskets are made of SS 321 material [48]. The nitriding

effect is more pronounced in low-alloy steels above 450�C.
Austinic steels with a high nickel content offer considerably

more resistance. Alloys of the Cr–Ni–Mo type are usually

used for the gas side. Atomic hydrogen is absorbed in the

metal by diffusion. The subsequent reaction with carbon in

the steel results in blistering and cracking from decarburiza-

tion [48].

Large-Capacity Ammonia Plants

In 2002, the design and construction of ammonia plants with

capacities of 3,000 tons/day or more were underway. These

large-capacity plants will be at least 50% larger than the

largest plants that were operating in 2002. The benefit of

bigger plants is to realize economy of scale. Doubling the

size of a single-train plant has the potential to reduce the

capital-related cost of production by about 20% [107].

The companies that are developing large-capacity plants

are KBR [107], Haldor Topsøe [107, 108], Uhde [107, 109],

plus Lurgi and Ammonia Casale [110].

Ammonia Production Costs

Ammonia production costs are very dependent on feedstock

cost, which is normally natural gas. Natural gas prices can

vary significantly from region to region and by the cycles in

the world energy market. Typical ammonia production costs

are listed in [36]. The natural gas cost makes up 70% to over

85% of the cash production costs as the natural gas cost

varies from $2.00 per million BTU up to $6.00 per million

BTU. In general the ammonia cash production costs in $ per

ton are a factor of 40–50 times the natural gas price in US

dollars per million BTU.

Uses of Ammonia

Anhydrous ammonia was produced in about 80 countries in

2001. About 85% is used for nitrogen fertilizer production,

including about 4% that is directly applied to the fields [32,

111]. In the United States, the distribution of ammonia use

differs slightly from the worldwide uses. In the United

States, only 80% of the ammonia is used to make fertilizers.

Chemical intermediates account for 19% of the ammonia

use, and the remaining 1% is used in pulp and paper, metals,

and refrigeration applications [34].

Fig. 22.15 Block diagram of 1,000 tons/day ammonia plant (Reproduced by permission of Johnson Matthey Catalysts. Copyright Johnson

Matthey plc)
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Chemical Production and Other Uses

The uses of ammonia are listed below:

• Acrylonitrile. ACRN is used in the production of acrylic

fibers and various resins. ACRN is produced by the cata-

lytic oxidation of propylene and ammonia. About 0.48 ton

of ammonia is needed to make 1 ton of ACRN [36].

• Caprolactam. Caprolactam is used principally in the pro-

duction of nylon-6 fibers. In the production of caprolac-

tam, ammonia is used to maintain a reaction pH of 7 in

one step, and in another step, it is used to neutralize

sulfuric acid. Both of these steps result in the production

of a low-grade ammonium sulfate fertilizer. In the classi-

cal process, 5 kg of (NH4)2SO4 is produced per kilogram

of caprolactam. In 1992, about 33% of the worldwide

caprolactam capacity was based on DSM’s caprolactam

process that only produces 1.8 kg of (NH4)2SO4 per kg of

caprolactam [44].

• Miscellaneous Amines and Nitriles. A small but signifi-

cant amount of ammonia is consumed in the production

of various amines and nitriles [36].

• Metallurgy. In this application, ammonia is cracked to

produce a “dissociated ammonia” that consists of 75%

hydrogen and 25% nitrogen. Dissociated ammonia is

used in a number of metal treatment processes [36].

• Refrigeration. Anhydrous ammonia is used as a refriger-

ant in industrial, closed-circuit refrigeration systems.

Ammonia’s high latent heat, low vapor density, chemical

stability, and low iron corrosivity promote its use.

Ammonia is used in large industrial systems (rather than

halocarbon refrigerants) because ammonia absorbs about

six times as much heat per unit weight and energy costs of

operation are substantially lower [36].

• Pulp and Paper. In the production of ammonia-based

sulfite pulp, the amount of ammonia used per ton of

pulp varies from mill to mill. The industry average is

125 lb of ammonia per ton of sulfite pulp. Ammonia is

also used for stack gas scrubbing and wastewater treat-

ment [36].

• Phosphate Ore Flotation. A small amount of ammonia is

used as a modifying reagent in the froth flotation of

phosphate ores.

• Household Cleaners. Household ammonia, liquid window

cleaners, liquid all-purpose cleaners, and various other

household cleaning products constitute this small market

for ammonia. Ammonia is also used to make surfactants

that go into liquid dishwashing detergents [36].

• Air Pollution Control. A number of processes use ammo-

nia for scrubbing sulfur oxides (SOx) and/or nitrogen

oxides (NOx) from industrial and electrical power plant

stack gases [36].

• Uranium Concentrate Production. Ammonia is used to

precipitate the final uranium concentrate salt

(yellowcake) prior to drying or calcination. It is generally

economically preferred over sodium hydroxide or hydro-

gen peroxide [36].

• Water Purification. Ammonia is combined with

chlorine to purify some municipal and industrial water

supplies [36].

• Waste Treatment. Small amounts of ammonia are added

when needed as the nitrogen source for the bacteria in

industrial and municipal biological waste treatment

systems. Other industrial plants use minor amounts of

ammonia to neutralize acid in plant wastes [36].

• Duplicating Processes. Ammonia is used as a process

chemical in photographic copy machines [36].

• Fabric Treatment. Permanent-press, 100% cotton fabrics

are produced via a licensed process involving merceriza-

tion in a bath of liquid anhydrous ammonia. This Sanfor-

Set process was commercialized in 1975 [36].

• Semiconductor Industry. High-purity ammonia

(99.99995%) is used in gallium nitride (GaN)

manufacturing processes to provide high brightness blue

and white LEDs (light emitting diodes), in high-

performance optoelectronics (such as liquid crystal

displays and flat panel displays), and in high-power elec-

tronic devices (such as lasers and laser diodes).

Distribution and Storage

Ammonia Toxicity

Ammonia is a strong local irritant, and the primary target

organ is the pulmonary system. Ammonia or ammonium

hydroxide can penetrate the cornea rapidly and lead to damage

of the iris, cataract, and glaucoma. Oral ingestion of aqueous

ammonia can corrode the mucous membranes of the oral

cavity, and constrictions of the esophagus may result [78].

Ammonia is not considered to be carcinogenic nor is it

mutagenic. The effects of different ammonia concentrations

are summarized in Table 22.12 [78].

Ammonia Quality

Most industrial uses of ammonia require a higher-purity

level of product than agricultural uses. Typical ammonia

specifications are shown in Table 22.13 [78].

Commercial grade is produced by ammonia synthesis,

while refrigeration grade is normally made from industrial

raw ammonia by distillation. For ammonia shipped or

pipelined in the United States, water content must be at

least 0.2 wt.% to inhibit stress corrosion cracking of the

carbon steel [36].
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Various concentrations and purities of aqueous ammonia

are on the market. The typical concentration is 25–30%

ammonia, and the iron content is less than 10 ppm. If the

ammonia content is above 25%, it must be shipped in a

pressure vessel because of its elevated vapor pressure [78].

Distribution and Storage

Ammonia production requires storage facilities to smooth

over fluctuations in production, usage, and shipments.

Ammonia is stored and distributed to point of use almost

exclusively as a liquid [78].

Three methods have been used for storing liquid

ammonia [78]:

• Pressure storage at ambient temperature in spherical or

cylindrical pressure vessels having capacities up to about

1,500 tons

• Atmospheric storage at �33�C in insulated cylindrical

tanks for up to about 50,000 tons per vessel

• Reduced pressure storage at about 0�C, usually in

insulated, spherical pressure vessels for quantities up to

about 2,500 tons per sphere

Ammonia is delivered in small containers, tank trucks,

tank cars, barges, and via pipeline. The most common small

containers are cylindrical steel bottles and pressurized flasks

that contain about 20–200 kg and polyethylene canisters and

metal casks [78]. Trucks have ammonia capacities up to

100 m3, whereas jumbo rail cars hold up to 150 m3. Liquid

ammonia shipments by barge constitute a larger volume than

by road or rail. Additional guidelines about ammonia

shipments are given in [36, 78].

Several ammonia pipeline systems were built in the

United States in the 1960s. Their construction resulted

from the construction of large plants near the sources of

natural gas and from developing a large market for liquid

anhydrous ammonia in direct fertilization. Pipelines are the

lowest cost method to move ammonia over the long

distances between the producers along the Gulf Coast and

the consumers in the upper Midwest. Some pipelines are up

to 3,000-km long and up to 10 in. in diameter [78].

An integrated pipeline system has not been developed in

Europe. Only a few pipelines with lengths of less than 50 km

have been installed. However, in the FSU, a 2,424-km-long

pipeline is in use [78].

Ammonia Price

Direct sales by basic producers are generally at wholesale

prices. Basic producers also sell to distributors and jobbers

for resale to end users buying smaller quantities. Distributors

of ammonia to industrial end users have their own storage

facilities, packaging plants, and distribution networks. They

are able to supply end users that buy in less than truckload

quantities (a minimum of 1,000–2,000 lb or 450–910 kg) or

in cylinders or bottles [36].

Another important aspect of the ammonia business is

seasonality. The major end use for anhydrous ammonia

is as a direct application fertilizer. The application season,

particularly in Canada and the Northern United States, is

limited and significant storage capability is needed. As a

result, it is normal to expect a plant to produce a downstream

nitrogen product (such as urea) that is easier to store and

Table 22.12 Health effects of different ammonia concentrations

Ammonia

concentration

(ppm) Health effecta

5 Threshold detection limit

50 Easily perceived

50–72 No significant impairment to respiration

100 Irritation to nose and throat

Burning sensation in eyes

200 Headache and nausea

250–500 Rapid heart beating

700 Immediate onset of burning sensations in the eyes

1,000 Immediate coughing

aThe TLV has been set at 25 ppm (17 mg/m3) as an 8 h time-weighted

average (TWA) with a short-term exposure limit (STEL) of 35 ppm

(24 mg/m3)

Table 22.13 Ammonia quality specifications

Commercial grade Refrigeration grade

USA Germany USA Germany

Purity, wt.%, minimum 99.5 99.5 99.98 99.98a

Water, wt.%, maximum 0.5 0.2 0.015 0.02

Inertsb, mL/g, maximum Not specified 0.1 0.08

Oil, ppm by weight 5.0 5.0 3.0 Not specified

Free of H2S, pyridine, and naphthenes

aAllowable boiling point change on vaporization of 5–97% of the test sample, 0.9�C
bThe noncondensable gases dissolved in ammonia are H2, N2, CH4, and Ar. Their amounts depend on the methods of synthesis and storage.

The inerts amount to about 50 mL/kg for atmospheric storage
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handle and does not have such a limited application season.

Industrial markets are normally nonseasonal [36].

Long-term fixed-price contracts are not considered work-

able due to the volatility in the market and the uncertainty

regarding future natural gas prices. The normal long-term

contract simply guarantees continuity of supply and calls for

prices to be negotiated every 3–6 months [36]. Historical

prices are listed in [36].

Nitric Acid

Nitric acid is a strongly acidic, corrosive liquid that is pro-

duced by the oxidation of ammonia and subsequent reaction

of the oxidation products with water. Pure nitric acid is

colorless. The characteristic yellow-brown color generally

associated with concentrated solutions is due to dissolved

nitrogen dioxide [112].

Nitric acid is an active compound, and its salts are found

in all fertile soils. The alchemists obtained nitric acid by

heating alum and copper sulfate with nitrate in a retort.

Owing to its powerful corrosive action, they named it aqua

fortis or “strong water” [2].

Being a powerful oxidizing agent, nitric acid reacts vio-

lently with many organic materials, and the reactions may be

explosive. As a general rule, oxidizing reactions occur pri-

marily with the concentrated acid and favor the formation of

nitrogen dioxide (NO2). The acidic properties tend to domi-

nate the dilute acid, and this results in the preferential for-

mation of nitrogen oxide (NO) [38].

Nitric acid reacts with all metals except the precious

metal series and certain alloys. Although chromium, iron,

and aluminum readily dissolve in dilute nitric acid, the

concentrated acid forms a metal oxide layer that protects

the metal from further oxidation [38].

Physical Properties

Pure anhydrous nitric acid (100%) is a colorless liquid that

solidifies at �41.6�C to form white crystals. It boils at

84.1�C. When it boils in light, a partial decomposition

occurs with the formation of NO2 via the following reaction:

HNO3
! H2Oþ 2NO2 þ 1

2
O2 (22.15)

Anhydrous nitric acid should be stored below 0�C to

avoid decomposition. The nitrogen dioxide remains

dissolved in the nitric acid and creates a yellow color at

room temperature and a red color at higher temperatures.

The pure acid tends to give off white fumes when exposed to

air; however, acid with dissolved nitrogen dioxide gives off

reddish-brown vapors which leads to the common name “red

fuming acid” [38].

Nitric acid is miscible with water, and distillation results

in an azeotrope with a concentration of 68.4% HNO3 and a

boiling temperature of 121.9�C at atmospheric pressure.

Two solid hydrates are known the monohydrate

(HNO3�H2O) and the trihydrate (HNO3�3H2O) [38].

Nitrogen oxides are soluble in nitric acid, and this prop-

erty influences all the physical characteristics that depend on

the concentration of the oxides. This mainly includes the

vapor pressure above the liquid and the boiling temperature

as well as the color. “Red fuming nitric acid” is a term that,

according to Sax’s Dangerous Properties of Industrial

Materials, applies to nitric acid that contains more than

17% NO2 and has a density of more than 1.48 g/cm [4,

38]. White fuming nitric acid usually contains 90–99% by

weight HNO3, from 0 to 2% by weight dissolved NO2, and

up to 10% by weight water.

The TLV for nitric acid has been set at 2 ppm as an 8-h

time-weighted average (TWA) with a short-term exposure

limit (STEL) of 4 ppm.

Some properties of nitric acid are given in Tables 22.14

and 22.15.

Processes

The Birdeland–Eyde or Arc process made nitric acid by

passing air through an electric arc, forming nitric oxide,

oxidizing NO with air, and absorbing the resulting oxides

of nitrogen in water. The reactions are

N2 þ O2 ! 2NO (22.16)

2NO þ O2 ! 2NO2 (22.17)

2NO2 þ H2O! HNO2 þ HNO3 (22.18)

3HNO2 ! HNO3 þ 2NOþ H2O (22.19)

The process was operated in Norway from 1905 to 1930,

and it was first used in the United States in 1917 [3]. It used

hydroelectric power but was made obsolete by the ammonia

oxidation process.

The Ostwald process is the basis for the modern processes

that make nitric acid by the catalytic oxidation of ammonia.

It was discovered in 1900 by Wilhelm Ostwald, a German

physical chemist. The process was used by Germany

during World War I to make explosives after the Allied

blockade cut off the supply of nitrites from Chile and other

places [113].

Some of the processes that have been based on the

Ostwald process are
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• The CNA (concentrated nitric acid) process is a general

name for processes that make nitric acid more

concentrated than the 70% made in conventional

processes.

• The CONIA process makes nitric acid simultaneously at

two different concentrations.

• The DSN (direct strong nitric) process is a general name

for processes that concentrate nitric acid from the 50 to

70% range up to the 98% range.

• The HOKO process also makes nitric acid simultaneously

at two different concentrations.

• The Hycon process makes nitric acid at a range of

concentrations. It was developed in 1968 and patented

(US Patent 3,542,510) by the Chemical Construction

Corporation.

• The SABAR (strong acid by azeotropic rectification)
process makes nitric acid by the atmospheric oxidation

of ammonia. Davy McKee developed the process and

built plants based on this technology from 1974 to 1986.

Chemistry. In the Ostwald process, ammonia is catalytically

oxidized. The key steps in the process are (1) oxidation of

ammonia to nitric oxide (NO), (2) oxidation of NO to

nitrogen dioxide (NO2), and (3) absorption of NO2 in water

to produce nitric acid. Overall, the principal reactions may

be summarized as follows [112, 114].

Ammonia reacts with air on platinum/rhodium alloy

catalysts in the oxidation section of nitric acid plants:

4NH3 þ 5O2 ! 4NO þ 6H2O

DH298 ¼ �54 kcal/mol ð�226 kJ/molÞ (22.20)

Simultaneously N2O, N2, and H2O are formed in side

reactions according to (22.21) and (22.22):

4NH3 þ 3O2 ! 2N2 þ 6H2O

DH298 ¼ �75:8 kcal/mol ð�317 kJ/molÞ (22.21)

4NH3 þ 4O2 ! 2N2Oþ 6H2O (22.22)

Some of the process energy recovery options are

discussed in [114]. The yield of nitric oxide in (22.20)

depends on pressure and temperature as indicated in

Table 22.16 [114].

The space velocity in the ammonia oxidation reactor

should be kept high to maximize yield and avoid

Table 22.14 Physical properties of nitric acid solutions [85]

wt.%

HNO3

Density

(at 20�C) (g/cm3)

Freezing

point (�C)
Boiling

point (�C)
Specific heat

(at 20�C) (J/(g K))a

Partial press.

(at 20�C) (Pa)b
Viscosity

(@ 20�C)
(mPa s (¼cP))

Thermal conduct

(at 20�C)
(W/(m K))cHNO3 H2O

0.0 0.99823 0 100.0 4.19 – 2,333 1.0 0.61

10.0 1.0543 �7 101.2 3.73 – 2,266 1.1 0.57

20.0 1.1150 �17 103.4 3.39 – 2,026 1.2 0.54

30.0 1.1800 �36 107.0 3.18 – 1,760 1.4 0.50

40.0 1.2463 �30 112.0 3.01 – 1,440 1.6 0.47

50.0 1.3100 �20 116.4 2.85 27 1,053 1.9 0.43

60.0 1.3667 �22 120.4 2.64 120 653 2.0 0.40

70.0 1.4134 �41 121.6 2.43 387 347 2.0 0.36

80.0 1.4521 �39 116.6 2.22 1,400 120 1.9 0.35

90.0 1.4826 �60 102.0 1.97 3,600 27 1.4 0.31

100.0 1.5129 �42 86.0 1.76 6,000 0 0.9 0.28

aTo convert J/(g K) to cal/(g�C), divide by 4.184
bTo convert Pa to atm, divide by 1.013 � 105

cTo convert W/(m K) to BTU (h ft�F), divide by 1.7307

Table 22.15 Thermodynamic properties of nitric acid and its hydrates [185]

HNO3 HNO3 �H2O HNO3 � 3H2O

Nitric acid, wt.% 100.0 77.77 53.83

Freezing point, �C �41.59 �37.62 �18.47
Heat of formation (at 25�C), kJ/mola �173.35 �472.07 �888.45
Free energy of formation (at 25�C), kJ/mola �79.97 �329.29 �810.99
Entropy (at 25�C), kJ/(mol K)a 155.71 217.00 347.17

Heat of fusion, kJ/mola 10.48 17.52 29.12

Heat of vaporization (at 20�C), kJ/mola 39.48 – –

aTo convert J to cal, divide by 4.184
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decomposition of ammonia in the feed gas. Another poten-

tial yield loss is shown in (22.23):

4NH3 þ 3NO2 ! 7

2
N2 þ 6H2O (22.23)

The effect of reactor residence time on nitric oxide yield

is shown in Table 22.17 [115].

NO is oxidized to NO2 as the combustion gases are

cooled, but some side reactions (such as (22.24) and

(22.25)) may also occur.

2NOþ O2 ! 2NO2

DH298 ¼ �13:6 kcal/mol ð�57 kJ/molÞ (22.17)

4NO! 2N2Oþ O2 (22.24)

2NO2
! N2O4

DH298 ¼ �6:8 kcal/mol ð�28:6 kJ/molÞ (22.25)

For the reaction in (22.17), secondary air is added to the

gas mixture obtained from the ammonia oxidation to

increase the oxygen content to such a level that the waste

gas leaving the plant has an oxygen content between 2 and

4% by volume. The rate of reaction is proportional to pres-

sure cubed (see (22.26)), and the volume or size of equip-

ment needed to oxidize the nitric oxide is inversely

proportional to pressure cubed:

dðPNOÞ=dt ¼ �kðPNOÞ2ðPO2
Þ (22.26)

The absorption reaction (22.27) is exothermic, and con-

tinuous cooling is required within the absorber:

3NO2 þ H2O! NOþ 2HNO3

DH298 ¼ �6:8 kcal/mol ð�28:6 kJ/molÞ (22.27)

The nitric acid produced in the absorber contains

dissolved nitrogen oxides and is then bleached by the sec-

ondary air.

The overall reaction is

NH3 þ 2O2 ! HNO3 þ H2O

DH ¼ �98:7 kcal/mol
(22.28)

Several process variations are described in [112].

Catalysts. The catalyst typically consists of several woven or

knitted wire gauze sheets with a composition of about 90%

platinum, 5% rhodium, and 5% palladium. The primary

functions of rhodium are to add mechanical strength to the

gauze and to improve yield. The palladium is present

to replace a portion of the more expensive rhodium [112].

Figure 22.16 shows that conversion efficiencydoesnot improve

if more than 5% rhodium is present in the catalyst [116].

Catalyst life depends on several variables. High-pressure

oxidation operations (which also operate at higher

temperatures, per Table 22.16) require more frequent cata-

lyst regeneration. The presence of trace amounts of iron,

calcium, MoS2 (lubricants), and phosphorus in the ammonia

feed has been shown to shorten catalyst life. Deposits of iron

oxides tend to catalyze the conversion of ammonia and

oxygen to nitrogen and water, rather than to nitric oxide.

These effects, as well as poor ammonia–air mixing and poor

Table 22.16 Effect of reaction pressure and temperature on nitric

oxide yield

Pressure (bar) Temperature (�C) Nitric oxide yield (%)

Below 1.7 810–850 97

1.7–6.5 850–900 96

Above 6.5 900–940 95

Source: Reproduced by permission of European Fertilizer

Manufacturers Association

Table 22.17 Effect of reactor residence time on nitric oxide yield

Reactor residence

time (s)

Nitric oxide yield, percent

NH3 oxidized

0.28 82.1

0.11 85.7

0.061 90.2

0.023 91.8

Fig. 22.16 Effect of rhodium content on catalyst efficiency
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gas distribution across the catalyst, may reduce the yield by

up to 10% [112, 114].

Some weight loss due to catalyst erosion and vaporization

occurs and is more pronounced at the higher converter

temperatures that are employed in the higher-pressure pro-

cesses. Lost catalyst is usually recovered by “getter” systems

that use palladium alloy gauzes and recover 60–80% of the

lost catalyst. The “getter” gauze is placed as close to the

platinum catalyst pack as possible so that the catalyst

components can be recovered while they are in the vapor

form. Although pure palladium is the most effective “get-

ter,” it becomes too brittle, so a palladium alloy is used.

Additional catalyst is recovered during periodic cleaning of

the ammonia oxidation reactor and during cleaning of down-

stream heat exchangers [112, 114].

When the catalyst pack no longer provides the desired

reaction rates or product composition, new sheets of catalyst

may be added to the old sheets. Or the old sheets may be

replaced by a set of new sheets, and the old sheets sent back

to the supplier to be refurbished. If any catalyst that is lost

from the gauze is trapped in the downstream filter or recov-

ered during equipment cleaning, it is also returned to be

reprocessed [112].

US Patent 6,073,467 was issued in 2000 for a three-

dimensional, knitted, noble metal gauze for nitric acid pro-

duction. This catalyst design claims to provide elevated

product yields and longer catalyst service life with the

small noble metal losses.

Operating Pressure. All nitric acid plants are based on the

same basic chemical operations: oxidation of ammonia with

air to give nitric oxide, oxidation of the nitric oxide to

nitrogen dioxide, and absorption in water to give a solution

of nitric acid. The efficiency of the first step is favored by

low pressure, whereas that of the second step is favored by

high pressure. Therefore, both single-pressure and dual-

pressure nitric plants are operating [114].

In the single-pressure plant, the oxidation and absorption

steps take place at essentially the same pressure. In dual-

pressure plants, absorption takes place at a higher pressure

than the oxidation stage. The oxidation and absorption steps

can be classified as [114]: low pressure (below 1.7 bar),

medium pressure (between 1.7 and 6.5 bar), and high pres-

sure (between 6.5 and 13 bar).

The main unit operations in nitric acid plants are [114]

ammonia evaporation, ammonia filtration, air filtration, air

compression, air/ammonia mixing, catalytic reaction of

ammonia and air, energy recovery by steam generation

and/or gas reheating, gas cooling, dual pressure only

!NOx compression, absorption with nitric acid production,

and tail gas energy recovery.

Most new plants built in the 1990s have a dual-pressure

design. Ammonia oxidation is operated at a medium

pressure, and absorption is operated at a high pressure.

High-pressure systems offer the advantage of lower capital

costs (as much as 30% lower than some lower-pressure

processes) and are preferred in the United States for this

reason. Relative disadvantages are higher catalyst loss and

lower ammonia conversion. Lower-pressure oxidation

designs have the best efficiencies in ammonia conversion

and catalyst conservation. These plants have been preferred

in Europe and other areas where ammonia has been rela-

tively expensive and where allowable payout times have

been longer [112].

The single-pressure design (see Fig. 22.17) is generally

used in smaller plants or in larger plants where minimization

of capital is a critical design consideration. Ammonia oxida-

tion and absorption of NO2 occur at the same relative pres-

sure. This reduces the complexity and capital cost compared

to the dual-pressure plant. However, efficiency may be lower

in both the front and back ends of the plant. Single-pressure

plants can be designed to operate at low to medium pressure

to favor the ammonia oxidation reaction, at high pressure to

favor the absorption reactions, or at any operating pressure

in between [117].

The dual-pressure design (see Fig. 22.18) is generally use

in larger plants or in mid-size plants where higher utility/raw

material costs dictate a minimization of operating expense.

Ammonia oxidation occurs at low or medium pressure. The

result is an increase in efficiency of the ammonia oxidation

reaction and lower catalyst loss. Absorption of NO2 occurs at

high pressure to maximize the partial pressure of the gas

reactants. A nitrous gas compressor boosts the pressure from

the front end of the process (ammonia oxidation) to the back

end (absorption) [112].

In Table 22.18, the raw material and utility consumption

figures are given for both single- and dual-pressure

processes [117].

One type of NOx abatement system, the DCN

(Destruction by Catalysis of NOx) reactor, is shown in

Fig. 22.19 [117].

Concentration of Nitric Acid. Most production of CNAs

(i.e., greater than the azeotrope of 68.4%) is based on

weak-acid hydration via extractive distillation with a drying

agent. Common drying agents are sulfuric acid and magne-

sium nitrate [112, 118].

A process exists that can directly produce CNA from

dehydrated and concentrated nitrogen dioxide, weak acid,

and oxygen. Generally the process operates at high pressure

and follows these chemical reactions [112]:

2NO2
! N2O4 (22.25)

N2O4 þ H2Oþ 1

2
O2 ! 2HNO3 (22.28)
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Fig. 22.17 Single-pressure nitric acid plant (Reproduced by permission of Monsanto Enviro-Chem Systems, Inc.)

Fig. 22.18 Dual-pressure nitric acid plant (Reproduced by permission of Monsento Enviro-Chem System, Inc.)
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Few US plants employ this method for production of

concentrated acid. Most production of concentrated HNO3

(i.e., concentrations above the azeotrope) is based on weak-

acid dehydration via distillation with a drying agent. The

most common dehydrators have been concentrated sulfuric

acid and magnesium nitrite [112].

An example of the dehydration process is the Kvaerner

Chemetics process that uses concentrated sulfuric acid to

eliminate the azeotrope and enable colorless, strong nitric

acid up to 99% to be distilled from the mixed acids. The

residual acid leaving the bottom of the processing tower is

approximately 70% sulfuric acid [119].

Alternative methods of integrated concentration have been

developed that do not require separate dehydrating agents.

These processes differ from the direct process in that weak

acid reacts with concentrated nitrogen dioxide to produce

an acid that is sufficiently superazeotropic that distillation

into concentrated acid is economically feasible. The weaker

azeotropic acid may be recycled for concentration or used

as it is [112]. The magnesium nitrate process is described

in [120].

Uhde developed another process for the 98–99% that

uses oxygen but no dehydrating agents. The NO from

ammonia oxidation is converted to NO2 by highly

concentrated HNO3. The NO2 is cooled while it is physi-

cally absorbed in chilled, highly CNA. Then the NO2 is

separated from the CNA in a distillation column and

liquefied by refrigeration. The liquid NO2 is dimerized in

a N2O4/HNO3/H2O mixture that reacts with supplemental

oxygen at a pressure of about 720 psi to form highly CNA.

The acid that leaves the reactor contains about 20%

dissolved N2O4, which is separated in a distillation column

Table 22.18 Raw material and utility consumptions in different nitric

acid plant designs

H&H M&M M&H

Operating pressure, bar a 11 9 4.5/12

Typical run time, days 70 120 210

Ammonia usagea, ton/ton 0.291 0.285 0.279

Platinum usageb, mg/ton 50 35 30

Power usagec, kWh/ton 1 2 2

HP steam exportd, ton/ton 0.51 0.60 0.54

LP steam importe, ton/ton 0.27 0.21 �0.06
Cooling waterf, m3/ton 130 120 110

Source: Reproduced by permission of Monsanto Enviro-Chem

Systems, Inc.
aIncludes catalytic NOx abatement to 200 ppmv and average ammonia

conversion efficiency over the entire gauze run length
bDescribed as net of platinum recovery systems
cAdd 25 kW for HVAC, lighting and instrumentation
dSteam conditions are 42 kg/cm2 g and 400�C
eSteam conditions are saturated at 3.5 kg/cm2 g
fAt 11�C temperature rise and 2.5 kg/cm2 pressure allowance

Fig. 22.19 NOx abatement system with DCN (destruction by catalysis of NOx) (Reproduced by permission of Monsanto Enviro-Chem System,

Inc.)
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and returned to the reactor. The CNA product is bleached

and sent to storage, and a portion is recycled to the absorber.

Stabilizers. Over a period of time, CNAs tend to decompose

according to (22.29), and pressure will build up in storage

vessels:

HNO3 ! 4NO2 þ H2Oþ O2 (22.29)

Because nitric acid is also very corrosive, some

stabilizers and/or corrosion inhibitors are used.

Corrosion of aluminum by red fuming nitric acid is

reduced by adding 4% by weight of hydrogen fluoride.

Decomposition of concentrated acid is reduced by such

substances as quaternary ammonium compounds, organic

sulfonium compounds [121].

Pollution Abatement. The primary pollution problem in

nitric acid plants is the abatement of NOx in tail gases. The

processes that have been developed to reduce emissions at

existing and new plants can be classified into four general

categories: absorption, adsorption, selective catalytic reduc-

tion, and nonselective catalytic reduction [112, 120].

The main environmental factor that affects nitric acid

process selection is the concentration of NOx in the tail

gas. In the United States, gaseous emissions from newly

constructed nitric acid plants are limited to 1.5 kg NOx/ton

of nitric acid produced with a maximum opacity of 10%. In

Western Europe, NOx emissions are limited by EU

regulations to 200 ppm [112].

Absorption abatement refers to modifications that involve

the addition of increased absorption capacity or optimization

of the existing absorption system [112].

Adsorption abatement uses acid-resistant molecular

sieves to absorb the NOx from the tail gas. The adsorbent is

periodically regenerated and the NOx recovered, converted

to NO2, and recycled for recovery as nitric acid [112].

Selective catalytic reduction is normally used in new

nitric acid plants. In this process, ammonia reacts with nitric

oxide and nitrogen dioxide but to a lesser extent with oxygen

to selectively reduce the NOx compounds to N2 [114, 120] as

shown below:

6NOþ 4NH3 ! 5N2 þ 6H2O (22.30)

6NO2 þ 8NH3 ! 7N2 þ 12H2O (22.31)

3O2 þ 4NH3 ! 2N2 þ 6H2O (22.32)

Nonselective abatement uses a catalyst and fuel (usually a

gaseous hydrocarbon) to reduce nitrogen oxides to nitrogen

and combust any remaining free oxygen in the tail gas. This

process consumes significantly more fuel than a selective

reduction system, but the energy from burning the fuel is

mostly retrieved as power in an expander [120].

The gas at the outlet of the absorber may vary within the

following limits during stable operation: NOx ¼ 100–3,500

ppmv, N2O ¼ 300–3,500 ppmv, O2 ¼ 1.5–4% by volume,

H2O ¼ 0.3–2% by volume, flow ¼ 3,100–3,400 Nm3/ton of

HNO3.

The minimum emission levels achieved in 2001 without

added pollution abatement are

• Medium-pressure absorption: 1,000–2,000 ppmv

• High-pressure absorption: 100–200 ppmv

Whereas a dual-pressure plant or a high-pressure, single-

pressure plant (with high-pressure absorption) may give

acceptable emission levels, the medium-pressure absorption

plant must be followed by an abatement system [114].

Monsanto Enviro-Chem offers NOx abatement technol-

ogy that is licensed from Rhodia of France. It includes a

high-efficiency absorption (HEA) section for extended

absorption and a catalytic reduction section (SCR) for cata-

lytic destruction of NOx (i.e., the DCN technology) [117].

Additional process details are given in [117]. The operating

conditions for the steps in the Monsanto technology are

compared in Table 22.19.

Production. An estimated 65% of the worldwide nitric acid

production is used to make ammonium nitrate (AN) for use in

Table 22.19 Operating conditions in NOx abatement systems

DCN only HEA plus DCN HEA only

NOx gas to HEA, ppmv N/A 3,500 3,500

NOx gas to DCN, ppmv 3,500 700 N/A

NOx gas to turbine, ppmv 200 200 200

Nitric acid recovered, kg/ton HNO3 N/A 27 31

Ammonia consumed, kg/HNO3 8.5 1.3 N/A

Gas temperature rise, �C 43 6.5 0

Pressure drop, kg/cm2 0.07 0.2 0.35

Capital cost, Ratio 1.0 2.5 3.5

Source: Reproduced by permission of Monsanto Enviro-Chem Systems, Inc.

DCN Destruction of catalysis of NOx; HEA high efficiency absorption
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fertilizers. Other AN uses (mainly explosives) account for

about 15% of themarket. The balance is consumed in a variety

of non-AN industrial applications. The production of AN

fertilizers and most industrial explosives require acid con-

centrations less than the azeotropic concentration of 68.4%.

World nitric acid production in 1999 is estimated to be

53 million tons/year. Captive use consumes most of the

production, and the merchant market probably involves

only about 10% of the total [112].

World demand for nitric acid will continue to be largely

dependent upon demand for solid ammonium nitrate fertil-

izer and nitrogen fertilizer solutions that incorporate ammo-

nium nitrate. Since the 1980s, urea has been replacing solid

ammonium nitrate as a fertilizer. This has been partially

offset by increased use of AN in explosives, polyurethane

foams, declined by about 5% between 1987 and 1999, but it

is projected to increase marginally by 2005. The major

producing regions are Western Europe and the United East-

ern Europe [112, 120].

Nitric acid is sold commercially in various concentrations

that are expressed in degrees Baumé (Be) which is an alter-

nate specific or fuming nitric acid (95% or more HNO3/NO2)

are available [112, 120].

Storage and Distribution. Nitric acid is normally stored in

flat-bottomed, roofed tanks that are made from low-carbon,

austenitic acid are transported in tank cars and by truck.

Stainless steel is necessary for concentrations up to

80–85%. Stronger solutions are less corrosive and may be

stored in aluminum.

In the United States, the Department of Transportation

(DOT) defines three categories of nitric acid: nonfuming,

more than 70 wt.% acid; nonfuming, less than 70 wt.% acid;

and red fuming nitric acid. All must be labeled “corrosive.”

Nitric acid is subject to self-decomposition, depending on

the concentration and temperature. The general rule is that

the higher the concentration or the temperature, the faster the

decomposition rate. Nitric acid must be transported from the

manufacturer to the user in the summer months [114].

Uses of Nitric Acid

Some of the major uses of nitric acid are

• Ammonium nitrate (AN): Production for fertilizers and

explosives.

• Adipic acid: Nitric acid oxidizes cyclohexanone–cy-

clohexanol mixtures to adipic acid, which goes into

nylon 6,6, other resins, and plasticizers.

• Nitrobenzene: Nitrobenzene is made by the direct nitra-

tion of benzene with nitric/sulfuric acid mixtures.

• Toluene diisocyanate (TDI): TDI (2,4- and 2,6 isomers)

are produced from toluene diamine derived from

dinitrotoluene, which is produced by the nitration of

toluene with nitric/sulfuric acid mixtures. TDI is used

mainly in

• Potassium nitrate: Production for tobacco fertilizer and

industrial markets.

• Sodium nitrate: Production for fertilizers, explosives, and

as a heat transfer medium.

Some of the other uses of nitric acid are as follows: other

metal nitrates, in the steel industry, in the electronics indus-

try, to make nitrochlorobenzene; cellulose nitrate, in several

nitrate paraffins (e.g., nitromethane, nitroethane, and

nitropropane), in nonmilitary explosives, to digest crude

uranium concentrates, in mixed fertilizers, and in CNA.

Ammonium Nitrate

Ammonium nitrate (AN) was first prepared in the sixteenth

century. Its early industrial development was primarily for

use in explosives. However, after 1940, its use as a fertilizer

exploiter developed rapidly. It is made by the reaction of

gaseous ammonia with aqueous nitric acid:

HNO3ðlÞ þ NH3ðgÞ ! NH4NO3ðaqÞ
DH ¼ þ26 kcal/gmol

(22.33)

The resulting AN solution may be handled in various

ways [122]. It can be stored as a solution used in downstream

plants or sold as a solution, it can be formed into solid AN by

prilling or granulation, or it can be mixed with a solid filler.

The most common filler is calcium carbonate in the form of

ground limestone, dolomite, or by-product calcium carbon-

ate. This product is known as calcium ammonium nitrate

(CAN) and can be prilled or granulated.

Processes

As shown in Fig. 22.20 [123], the typical AN production

process has three main unit operations: neutralization,

evaporation, and solidification (prilling and granulation)

[122, 124]. Additional details about AN production are

given in [125].

Neutralization. The exothermic neutralization of nitric

acid with ammonia gas produces AN solution and steam.

The nitric acid is commonly preheated if the available con-

centration of nitric acid is in the lower end of the 50–70%

range [122].

Neutralization can be performed in a single stage or

in two stages. A two-stage neutralizer operates with a low

pH in the first stage and a neutral pH in the second stage.
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In most neutralizers, the pressure, temperature, and concen-

tration are linked by the boiling point characteristics of

AN solutions with only two of these variables being

independent [122].

Neutralizers may be free-boiling vessels, circulating

systems, or pipe reactors. The water in the nitric acid is

evaporated by the heat of reaction (550–620 BTU/lb of

AN, depending on the acid strength). At least ten different

types and designs of neutralizers are used in Europe. The

factors that influence the choice of neutralizer design are

described in [122]. Different neutralizer designs are

discussed in [123, 126, 127].

Steam Purification. The steam that leaves the neutralizer can

be purified, or it can be condensed and then purified. Some

steam purification techniques are described in [122]. The

steam may be used in the evaporator, be used to preheat

and evaporate ammonia, or be used to preheat the nitric

acid [122].

Evaporation. The evaporator is normally needed to remove

water from the AN solution. It must produce a solution with

the required concentration at a temperature that avoids crys-

tallization. The acceptable water content is normally below

1% for a prilled product and up to 8% for the feed to some

granulation processes. Evaporators in commercial use

include circulatory systems, shell and tube heat exchangers,

and falling film-type evaporators [122].

Prilling. Prilling refers to the formation of granules by the

solidification of droplets of AN. The AN solution is

concentrated to 96–99% at a pH above 4.5 to form a

“melt.” The melt may be mixed with an additive or

nucleating agent that stabilizes the prills against temperature

cycling through the crystal transition phases. Then the

melt is transported to the top of the prilling tower and

sprayed through a system of fixed orifices or dropped

through a rotating perforated bucket into a rising air stream.

The droplets crystallize into hard spherical “prills” that

are dried, cooled, and sized for shipment. If CAN is made,

ground calcium carbonate (limestone or dolomite) is

added to the melt prior to the formation of the droplets

[122, 124, 128].

SASOL in South Africa produces a porous, prilled ammo-

nium nitrate (PPAN) that finds its widest application in a mix

with fuel oil. This mixture is used as an explosive and is

commonly known as ANFO (ammonium nitrate–fuel oil).
Additional details about PPAN are given in [129].

Granulation. Granulation refers to techniques using pro-

cesses such as agglomeration, accretion, or crushing to

make a granular fertilizer. In contrast to the prilling tech-

nique, granulation requires a more complicated plant, and a

variety of equipment is used: rotating pans and drums,

fluidized beds, and other equipment. Granular products can

be made in a wider choice of particle sizes than prills [122].

The AN is added in the granulator as a spray of hot

concentrated solution. No further drying of the granules

will normally be required. The granules are screened,

and the fines and crushed oversize returned to the

granulator [122].

Typical CAN granulators include drums and pugmills.

The calcium carbonate may be mixed with the AN solution

before granulation or in the granulator itself. Granules from

this process will normally require drying in a fluidized bed or

rotary drier [122].

Air Abatement Equipment. Emissions from the prilling and

granulation sections of AN and CAN plants can be treated by

a range of abatement equipment. Particulate material from

some granulation plants is relatively coarse in particle size,

whereas the prill tower emissions contain very fine particles.

Fig. 22.20 Ammonium nitrate

process sketch (Courtesy of

Wiley-VCH [123])
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Candle filters are normally required for prill tower

emissions. They can abate particulate emissions down to

15 mg/m3 of air. For coarser material, dry devices such as

bag filters or dry cyclones are used. Particulate emissions

can have higher concentrations, perhaps up to a range of

30–50 mg/m3, but the recovered material is a solid that can

more readily be recycled.

Production

Production of fertilizer grade AN is concentrated mainly in

Europe and North America. In 2001, US production was

7.1 million tons, which was 18% lower than the peak

production in 1998. US plants were operating at 70% of

nameplate capacity in 2001 [128]. International trade

amounts to about 4 million tons (on a nitrogen equivalent

basis) per year. Additional information can be found in

Chap. 24.

Some of the physical and chemical properties of ammo-

nium nitrate are given in Table 22.20 [122].

Storage and Distribution. Solid AN in packages must be

stored in a general warehouse that has been approved for

AN duty. Bulk AN and CAN must be protected from mois-

ture as both products are hygroscopic. Large bulk

warehouses may be air-conditioned due to the local climate.

Some additives can also reduce the water uptake. The

anticaking agents may be used that are internal to the fin-

ished particle or applied as a coating [122, 128].

AN solution must be stored at a temperature above the

crystallizing temperature of the solution. Gaseous ammonia

is normally added in small quantities to maintain the solution

at the correct pH because AN solutions lose ammonia during

storage [122]. Steps should also be taken to avoid contami-

nation by decomposition catalysts such as chlorides and

organic materials.

Ammonium nitrate decomposes in two ways. Controlled

decomposition with careful heating is the commercial pro-

cess for producing nitrous oxide:

NH4NO3 ������!200�260�
CN2Oþ H2O

DH ¼ �6:7 kcal/gmol
(22.34)

Explosive decomposition by heating or by explosive

shock is the basis for its use as an explosive:

2NH4NO3 ! 2N2 þ 4H2Oþ O2

DH ¼ �28:2 kcal/gmol
(22.35)

The oxygen that is released in (22.35) can be used to more

than triple the explosive effects by mixing an organic, such

as fuel oil, with AN. This mixture, known as ANFO, is much

cheaper and much safer to handle than dynamite:

3NH4NO3 þ ðCH2Þn ! 3N2 þ 7H2Oþ CO2

DH ¼ �102:5 kcal/gmol (22.36)

Urea

Urea was discovered in 1773, and it was first synthesized

from ammonia and cyanic acid in 1828 [130]. In the early

1900s, urea was produced on an industrial scale by the

hydration of cyanamide, which was obtained from calcium

cyanamide [131]:

CaCN2 þ H2Oþ CO2 ! CaCO3 þ CNNH3 (22.37)

CNNH3 þ H2O! COðNH2Þ2 (22.38)

After development of the ammonia process by Haber and

Bosch in 1913, the production of urea from ammonia and

CO2 developed rapidly. In 2001, urea is prepared on an

industrial scale exclusively by this method [131].

2NH3
Ammonia

þ CO2
Carbon dioxide

! NH2COONH4
Ammonium carbamate

(22.39)

NH2COONH4
Ammonium carbamate

! COðNH2Þ2
Urea

þH2O
Water

(22.40)

Reaction (22.39) is fast and exothermic and essentially

goes to completion under the high-pressure reaction

conditions. Reaction (22.40) is slower, is endothermic, and

does not go to completion. The conversion (on a CO2 basis)

is usually 50–80%. The conversion increases with increasing

temperature and NH3/CO2 ratio. It decreases with increasing

H2O/CO2 ratio [132].

Table 22.20 Ammonium nitrate physical and chemical properties

Property

Appearance White or off-white granules or prills

Odor Odorless

pH (10 g/100 mL) >4.5

Melting point 160–170�C (depending on moisture content)

Decomposition point >210�C
Molecular weight 80.05

Solubility in water

0�C 118.3 g/100 g

20�C 190.0 g/100 g

80�C 576.0 g/100 g

Bulk density 830–1,100 kg/m3

Nitrogen content 35% (100% ammonium nitrate)
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When urea melt is subjected to heat, some biuret is

formed:

2COðNH2Þ2
Urea

! NH2CONHCONH2
Biuret

þ NH3
Ammonia

(22.41)

Biuret is undesirable for some industrial and fertilizer

applications. Prilled urea normally contains more biuret

(0.8–1.5%) than granular urea because prilled urea goes

through an extra evaporation step.

Urea is an odorless white solid that contains 46.65%

nitrogen. It is not flammable, but it will melt and decom-

pose in a fire to give off ammonia. When it is dissolved in

water, it hydrolyzes very slowly to ammonium carbamate

and eventually decomposes to ammonia and carbon diox-

ide. Some of the other properties of urea are given in

Table 22.21 [130, 132].

Processes

In 2001, most new urea plants are licensed by Snamprogetti

(SNAM), Stamicarbon (STAC), or Toyo. SNAM utilizes

thermal stripping, whereas STAC and Toyo use CO2 strip-

ping. At the end of 1996, about 70 SNAM plants, 125 STAC,

and 7 Toyo plants had been built. STAC will design plants

for over 3,000 tons/day; SNAM designs plants for about

2,800 tons/day; and Toyo designs plants for about 2,300

tons/day as single-train units [130].

Because urea is made from ammonia and carbon dioxide,

all urea plants are located adjacent to or in close proximity

to an ammonia plant. Figure 22.21 [133] shows an example

of an ammonia plant and a urea plant that are part of the

same complex.

The SNAM process, the synthesis section of the STAC

process, and the synthesis section of the Toyo ACES

(advanced process for cost and energy saving) process are

described in [130, 132]. An updated version of the STAC

process, Urea 2000plus, is offered by DSM (STAC’s parent

company) [130, 132].

The isobaric double-recycle (IDR) urea process was

developed by Montedison. In this process, most of the

unconverted material leaving the reactor is separated by

heating and stripping at synthesis pressure using two

strippers in series. The unconverted ammonia, CO2, and

carbamate in the urea solution are recycled to the synthesis

loop [130, 132].

TheHeatRecycleUreaProcess (HRUP)was developed by
Urea Technologies in the 1970s and is offered by Monsanto

Enviro-Chem. This process is described in [132, 134]. Sev-

eral urea-producing reactors have been updated with Casale

high-efficiency trays. These trays increase conversion, which

increases plant capacity and reduces energy use [102].

Prilling. A prilling plant is shown in Fig. 22.22 and is

described in [130, 132].

Granulation. Almost all new plants that make granules use

the Hydro-Agri process, which can be built to make over

3,000 tons/day. The basic principle of the process involves

the spraying of the melt onto recycled seed particles or prills

circulating in the granulator. The process is described in

more detail in [130–132].

Another process is the C&I Girdler drum system, but it

cannot compete in today’s market because of capacity

restrictions. Toyo has developed a spouting-fluid-bed tech-

nology, and by 1996, three plants were in operation. STAC

will also license a fluid-bed plant that is similar to the Hydro-

Agri design [130].

Production

The ammonia cost makes up 62 to over 70% of the cash

production costs of urea as the natural gas cost varies from

$2.00 permillionBTUup to $6.00 permillion BTU. In general

urea cash production costs in dollars per ton are a factor of

1.4–1.6 times the ammonia price in US dollars per ton [135]

(see [32, 136, 137] for details about urea production).

Table 22.21 Physical properties of urea [130]

Chemical formula NH2CONH2

Molecular weight 60.06

Freezing/melting point 132.6�C
Boiling point Decomposes

Density, d4 [17] 1.3230 g/cm3

Heat of solution in water +251 J/g (60 cal/g)

Bulk density 0.74 g/cm3

Specific heat, J/(kg K)

0�C 1.439

50�C 1.661

100�C 1.887

150�C 2.109

Properties of saturated aqueous solutions of urea

Temperature

( �C)

Solubility in

water

(g/100 g

solution)

Density

(g/cm3)

Viscosity

(mPa s ¼ cP)

Water vapor

pressure

(kPa)

0 41.0 1.120 2.63 0.53

20 51.6 1.147 1.96 1.73

40 62.2 1.167 1.72 5.33

60 72.2 1.184 1.72 12.00

80 80.6 1.198 1.93 21.33

100 88.3 1.210 2.35 29.33

120 95.5 1.221 2.93 18.00

130 99.2 1.226 3.25 0.93
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Storage and Distribution

Urea may be supplied as a solid or in a solution, and solid

urea is classified as granular or prilled products. Prilled

products have less desirable qualities than granules and are

usually marginally cheaper than granulated product [131].

The majority of urea is designated as fertilizer grade.

Technical grade does not contain any additives. Low-biuret

Fig. 22.22 Block diagram for urea granulation and prilling processes [132] (Reproduced by permission of European Fertilizer Manufacturers

Association)

Fig. 22.21 Agrium’s Carseland nitrogen operations: ammonia and urea production (Agrium Carseland Nitrogen Operation, Carseland Alberta,

Canada, 3/01. Image may not be duplicated or reproduced without the written permission of Agrium)
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grade contains less than 0.3% biuret and is used on citrus

crops. Feed grade is fed directly to cattle. It is free

of additives and is supplied as microprills with a diameter

of about 0.5 mm. Slow-release grades use coatings and

additives to increase the amount of nitrogen absorbed by

crops. Urea supergranules have diameters up to 15 mm and

are used in wetland rice and forest fertilization [131].

The shift from bagged to bulk transport and storage of

prilled and granulated urea has called for warehouse designs

in which large quantities of urea can be stored in bulk.

Caking and subsequent product degradation at unloading

are the result of water absorption. To avoid these problems,

the warehouse should be airtight and thoroughly insulated.

The caking can also be reduced by adding small amounts of

formaldehyde (up to 0.6 wt.%) to the urea melt or by adding

surfactants to the solid product [131].

Uses

Urea is used in [135] liquid and solid fertilizers, urea-

formaldehyde resins that make adhesives and binders mostly

for wood products, livestock feeds, melamine for resins, and

NOx control for boilers and furnaces.

Melamine

Melamine is characterized by its three amino (–NH2) groups

and by its 66.6% nitrogen content. Its chemical formula can be

written asC3H6N6 orC3N3(NH2)3. Itwas first prepared in 1834,

but it was not until 1937 that it was produced commercially.

Some of the properties of melamine are listed in

Table 22.22 [138].

Processes

Melamine can be produced from urea, dicyandiamide, or

hydrogen cyanide, but in 2001, all commercial-scale pro-

duction is based on urea [138].

Melamine is produced from urea by either a high- or a

low-pressure process, and either process can consist of one

or two stages. The net reaction is [138]

The reactions in the two-stage process are shown in

(22.43) and (22.44). The products are quenched with water

or an aqueous mother liquor. This stream is then processed by

filtration, in centrifuges, or by crystallization [138].

In a typical high-pressure process such as the one licensed

by Eurotecnica (see Fig. 22.23 and http://www.eurotecnica.

it/melamine.htm), the reaction is carried out in the liquid

phase (without a catalyst) at 90–150 bar and 380–450�C.

Under these conditions, urea forms cyanuric acid which then

reacts with ammonia to form melamine. The first step is the

same as (22.43), and the second step is shown in (22.45) and

(22.46) [44, 138]:

3HN ¼ C ¼ O
Isocyanic acid

! C3N3ðOHÞ3
Cyanuric acid

(22.45)

C3N3ðOHÞ3
Cyanuric acid

þ 3NH3
Ammonia

! C3N3ðNH2Þ3
Melamine

þ3H2O (22.46)

In a typical low-pressure process, the reaction is carried out

in the vapor phase at 1–10 bar and 350–400�C. This process

(22.42)

(22.44)

(22.43)
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uses a catalyst such as modified aluminum oxide or alumino-

silicate. Under these conditions, urea forms isocyanic acid

as shown in (22.43). On the catalyst, the isocyanic acid is

converted to cyanamide or carbodiimidewhich is subsequently

converted to melamine (see (22.47) and (22.48)) [44, 138]:

Carbon dioxide and ammonia are obtained as by-products

in both the low- and high-pressure processes and are usually

recycled to the urea process to improve process economics.

With recycling, about 1.5 lb of urea is used to produce 1 lb of

melamine which corresponds to a yield of 95% (compared to

a yield of only 49% without recycle) [138].

DSM Melamine started up a new 30,000-tons/year mela-

mine plant in 2004 and reached design capacity in 2006.

This plant will use the high-pressure shortened liquid-phase

(SLP) process developed by DSM. The SLP process is

expected to increase efficiency by 25% and have the same

costs as a 100,000-tons/year production facility. The new

process requires only three or four processing steps, in

contrast to the ten steps in conventional processes [139].

The major melamine process technologies and the

suppliers of these technologies are listed in [138].

Production

In 2001, worldwide capacity was 1.1 million tons/year [140].

In 1998, Western Europe accounted for 35% of world

capacity, followed by Asia (excluding Japan) with 24%,

and both the United States and Japan with 16% each [138].

Demand for melamine is heavily influenced by construction

and auto manufacture [138].

Uses

Melamine is supplied in bags, carlots, and truckloads. Some

of the melamine uses are surface coatings, laminates, paper

treating, molding compounds, textile treating, wood

adhesives, and other uses such as ceiling tiles, tire cord,

flame retardants, and many other small-volume applications

[138, 141].

Aliphatic Amines

Amines are derivatives of ammonia in which the hydrogen

atoms in the ammonia have been displaced by monovalent

hydrocarbon radicals. Depending on the number of hydrogen

atoms displaced, amines are classified as primary (RNH2),

secondary (R2NH), or tertiary (R3H). The amines can be

categorized further according to the type of hydrocarbon

radicals that substitute for the hydrogen atoms: aliphatic

(saturated or unsaturated), aromatic, heterocyclic, alicyclic,

or any combination of these.

Imines are one group of compounds that are similar to

amines. Imines contain an ammonia molecule in which two

hydrogen atoms are displaced by bivalent hydrocarbon

radicals (R ¼ NH). Another group of compounds that are

similar to amines is nitriles. In nitriles, all the hydrogen

atoms in ammonia are displaced by a trivalent hydrocarbon

radical (RC � H).

Methylamines

Methylamines are colorless liquids that are volatile at normal

atmospheric conditions. They have threshold odor limits of

less than 10 ppm, and at low concentrations, they have a fishy

smell. At high concentrations, they smell like ammonia. The

physical properties are given in Tables 22.23 and 22.24.

Conventional Processes. The reaction of an alcohol with

ammonia provides the most common commercial routes to

Table 22.22 Properties of melamine

Appearance Fine white crystalline powder

Molecular weight 126.13

Specific density,

g/cc

1.573

Melting point 354�C
Boiling point Decomposes above 300�C and releases ammonia

vapors

Bulk density 750 kg/m3

Toxicity Mild/low

Stability Stable

Solubility Insoluble in most inorganic compounds

Very soluble in water

Melamine

structure

(22.48)

(22.47)
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alkylamines. Capacities of many plants depend on the prod-

uct mix of mono/di/tri products as well as the variety of

amines (ethyl, propyl, and butyl) [142].

In alcohol amination, methanol and excess ammonia

react at 350–500�C and 15–30 bar in the presence of alumi-

num oxide, silicate, or phosphate catalysts according to the

following reactions [44]:

NH3 þ CH3OH���!Cat
CH3NH2 þ H2O

DH ¼ �5:358 kcal/mol (22.49)

CH3NH2 þ CH3OH���!Cat ðCH3Þ2NHþ H2O

DH ¼ �9:598 kcal/mol (22.50)

ðCH3Þ2NHþ CH3OH���!Cat ðCH3Þ3Nþ H2O

DH ¼ �14:098 kcal/mol (22.51)

NH3 þ ðCH3Þ3N���!
Cat

CH3NH2 þ ðCH3Þ2NH
DH ¼ þ8:740 kcal/mol (22.52)

NH3 þ ðCH3Þ2NH���!
Cat

2CH3NH2

DH ¼ þ4:240 kcal/mol (22.53)

CH3NH2 þ ðCH3Þ3N���!
Cat

2ðCH3Þ2NH
DH ¼ þ4:500 kcal/mol (22.54)

Reactions (22.49), (22.50), and (22.51) are known as the

alkylation reactions. They are exothermic and highly irre-

versible, except for (22.51). Reactions (22.52), (22.53), and

Fig. 22.23 Eurotecnica high-pressure melamine process (Reproduced

by permission of Eurotecnica)

Table 22.23 Physical properties of anhydrous methylamines

MMA DMA TMA

Chemical formula CH3NH2 (CH3)2NH (CH3)3N

Molecular weight 31.06 45.08 59.11

Freezing point, �C �93.5 �92.02 �117.3
Boiling point, �C �6.3 6.9 2.9

Vapor density

(1 atm, 25�C), g/L
1.3 1.9 2.5

Specific gravity,

air ¼ 1

1.1 1.6 2.0

Liquid density

(25�C), g/mL

0.6562 0.6496 0.6270

lb/gal 5.48 5.42 5.23

Liquid viscosity

(25�C), cP
– 0.190 0.175

Critical temperature,
�C

156.9 164.5 160.1

Critical pressure,

atm

73.6 52.4 40.2

Enthalpy of formation, DH�f (25
�C), kcal/mol

Gas �5.49 �4.41 �5.81
Liquid �11.3 �10.5 �11.0
Solution

(1,000 mol H2O)

�16.78 �17.3 �18.6

Vapor pressure, psia

25�C 50 30 32

100�C 400 230 205

Heat capacity, cp (25
�C), cal/�C mol

Gas 12.7 16.9 21.9

Liquid – 32.9 32.31

Heat of fusion (m.

p.), cal/g

47.20 31.50 26.46

Heat of vaporization

(b.p.), cal/g

198.6 140.4 92.7

Autoignition

temperature, �C
430 400 190

Flammable limits, vol.%

Lower 4.9 2.8 2.0

Upper 20.7 14.4 11.6

Source: Du Pont Methylamines Bulletin

MMA monomethylamine; DMA dimethylamine; TMA trimethylamine
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(22.54) are known as disproportionation reactions. They are

reversible and are endothermic. The alkylation reactions

dictate the rate of consumption of methanol and are some-

what faster than the disproportionation rates that govern the

selectivity of the three amines. Guidelines for optimizing the

reactions are discussed in [44, 142].

Figure 22.24 shows a typical methylamine process dia-

gram [143]. The raw material and utility use are summarized

in Table 22.25 [24].

Although companies can produce a range of C2 to C6

amines on a campaign basis in a higher-alkylamine plant,

methylamine plants are usually designed and dedicated

solely for production of a given chain-length product. The

methylamine plants also use a different catalyst from that in

a higher-amine plant [142].

Mitsubishi Rayon has operated a process since 1984 in

which the equilibrium of methylamine formation is shifted to

make more dimethylamine by use of an acid zeolite catalyst.

The product stream contains 7 mol.% MMA, 86 mol.%

DMA, and 7 mol.% TMA, and the investment as well as the

operating costs are lower than the conventional Leonard

process that is used by most companies. Because DMA has

the highest sales volume, the process might be appealing.

Aldehyde–Amine andKetamineHydrogenationProcess. Imines

can be addition of ammonia to a carbonyl compound, and the

imines are hydrogenated to make amines per (22.55) [142]:

RCHOþ NH3 ! RCH ¼ NHH2RCH2NH2 (22.55)

Nitrile Reduction. The choice of catalyst and variations of

the temperature, pressure, and concentration of ammonia

can control the product mix of amines from hydrogenation

of a nitrile. The reaction is shown in (22.56):

(22.56)

A large excess of ammonia suppresses formation of di-

and trialkylamines. Reference [142] describes the process in

more detail.

Other Alkyl Amines

Ritter Reaction. Mitsubishi Rayon and Sumitomo Chemical

in Japan make t-butylamine (22.57). Average yields are

about 85% based on isobutylene. Rohm and Haas in the

United States make t-octylamine from hydrogen cyanide

and diisobutylene by a similar route [142].

Direct Amination. Direct amination of olefins is a special

case and has been successfully developed for only a few

amines. BASF has developed a process for the direct

amination of isobutylene to yield t-butylamine solutions

(see (22.58)) and has operated a commercial plant in West-

ern Europe since 1993 [142].

(22.58)

Hydrogenation of Anilines. A manufacturing process that is

specific for cyclohexylamines is the catalytic hydrogenation

of anilines or phenols in the presence of ammonia. Process

details are given in [142].

Manufacturing Costs. Manufacturing costs for alkylamines

depend on the specific amine and the process. Reference [142]

gives the estimatedproductioncosts for twodifferent processes.

Production

Methylamines are commonly sold as anhydrous gases or as

25, 40, 50, and 60% aqueous. The other alkylamines are

Table 22.24 Physical properties of aqueous methylamines

Properties

40%

MMA

40%

DMA

60%

DMA

25%

TMA

Boiling point, �C 48 54 36 43

Freezing point, �C �38 �37 �74.5 6

Liquid density (25�C)
g/mL 0.897 0.892 0.829 0.930

lb/gal 7.49 7.44 6.92 7.76

Vapor pressure (25�C)
psia 5.8 4.2 9.7 6.6

mmHg 300 215 500 340

kPa 40 29 67 45

Flash point, closed cup
�C �12 �18 �52 6

(22.57)
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usually sold on a 100% basis although some are also

marketed as aqueous solutions. In 1997, MMA and TMA

prices increased to $0.73 per lb, and DMA went up to $0.77

per lb. Since that time, market prices have declined some-

what as methanol prices have receded [142, 144]. From 1995

to 2003, the price of cyclohexylamine has varied from a low

of $0.70 per lb to a high of $1.35 per lb. High benzene prices

have increased the price of aniline and are putting pressure

on cyclohexylamine prices [145].

Methylamine growth should remain strong as

applications in the largest market segments are growing

two to three times quicker than GNP [146]. However, world-

wide growth in alkylamines should average a modest 2–3%

annually from 2005 to 2009 [142]. From 1998 to 2003,

cyclohexylamine production has been constant at 15.5 mil-

lion lb/year [145].

In the United States, growth is expected to increase at

3.3% per year between 2003 and 2006 [144].

The major world producers of methylamines include

BASF, Air Products, DuPont, and UCB. The major

producers of C2 to C6 alkylamines include Air Products,

BASF, and Celanese [142].

The largest consumer of alkylamines are the United

States, followed by Western Europe (at ~70% of the United

States consumption) and Japan (at ~25% of the United States

consumption) [142].

Uses

The three methylamines are important intermediates for the

manufacture of solvents, insecticides, herbicides,

pharmaceuticals, and detergents. DMA is the most important

due to its use in the manufacture of N,N-dimethyl-formam-

ide and N,N-dimethylacetamide, which find wide application

as solvents [44, 142].

Methyl methacrylate (MMA) ranks second in terms of

demand. It is mainly used to make dimethyl urea and

N-methylpyrrolidone, as well as for methyltaurine, which

is employed in CO2 washes or as a raw material for

detergents [44, 142].

TMA plays only a minor role. It is used in the manufac-

ture of choline chloride, quaternary salts, and epichlorohy-

drin [44, 142].

Some of the other alkyl amines and their uses are

• Ethylamines: Pesticides and catalysts

• Propylamines: Herbicides, detergents, catalysts

• Butylamines: Pesticides, plasticizers, insecticides,

catalysts, herbicides

• Cyclohexylamines: Corrosion inhibitors, catalysts,

antibiotics, herbicides, cyclamate sweeteners in Asia

Ethanolamines and Secondary Products

The main use of ethanolamines (EOA) is for the manufac-

ture of detergents by reaction with fatty acids. The principal

secondary products of EOAs are morpholine, ethylenimine,

and ethylenediamine (EDA).

EOAs are corrosive and will attack some plastics and

rubbers. They are a moderate fire hazard. MEA and TEA

are clear viscous liquids with a mild ammonia-like odor.

DEA is crystalline or a viscous liquid. All are soluble in

Table 22.25 Methylamine production: raw material and utility use

(ton per ton of product leaving the reactor)

MMA DMA TMA

Methanol 1.053 1.451 1.660

Ammonia 0.559 0.385 0.294

Steam 3.0

Cooling water, m3 150

Electricity, kWh 150

Source: Reproduced by permission of Hydrocarbon Processing

Fig. 22.24 Typical

methylamines process

(22.59)
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water and ethanol. Vapor is irritating to the eyes, skin, and

respiratory tract, and depression of the central nervous sys-

tem can occur. They can also be absorbed by the skin in toxic

amounts [147].

Ethanolamine Process

Ethylene oxide reacts exothermically with 20–30% aqueous

ammonia at 60–150�C and 30–150 bar in a tubular reactor to

form the three possible EOAs (monoethanolamine: MEA,

diethanolamine: DEA, and triethanolamine: TEA) with high

selectivity.

The composition of the reaction product stream can be

influenced by temperature and pressure. Higher ratios of

excess ammonia lead to a higher MEA content as shown in

Table 22.26. The high triethanolamine content that results

from an equimolar mixture of reactants indicates that the

primary reaction with ammonia is slower than the secondary

reactions [44].

A typical EOA flowsheet is shown in Fig. 22.25 [143].

Nippon Shokubai has developed technology that uses a

zeolite catalyst that suppresses the formation of TEA and

produces more MEA and DEA [147]. Another process

flowsheet is described in [148] along with detailed process

conditions.

Himtek Engineering in St. Petersburg, Russia, offers

EOA technology that operates at 40–70�C and 15–35 atm.

The ammonia and part of the MEA are recycled. Three

vacuum stills are used to separate the three products. This

technology is described in Russian patents No. 2,141,475

and No. 2,063,955 [149].

Production.All EOA plants make a mixture of products. The

most important is MEA, which accounts for about half of

total production. It is followed by DEA with 30–35% of

production. In 2001, Ineos was the largest global producer

followed by BASF and Huntsman. EOA demand is growing

between 4 and 6% annually with MEA and DEA growth

rates substantially exceeding that for TEA. In 2001, EOA

supply exceeded demand, and the oversupply situation

continued through 2002 with startups of more new plants.

About 50% of EOA capacity is in the Americas, more than

30% is in Europe, and the balance is in the Pacific Rim and

the Middle East. Table 22.27 summarizes world consump-

tion and growth rates for EOA [35, 147].

Uses. EOA production is consumed in the following areas:

detergents (32%), ethyleneamines (20%), gas purification

(17%), metal cleaning (10%), herbicide intermediates

(10%), textiles (5%), and miscellaneous (6%) [150]. The

specific uses of MEA, DEA, and TEA are listed in [151].

Secondary Products of Ethanolamine

Morpholine. Morpholine is a solvent and intermediate for

optical brighteners and rubber chemicals. In one process, it

is obtained from DEA by dehydration with 70% H2SO4 to

close the ring:

(22.60)

In the United States, a newer production route is used in

which diethylene glycol, ammonia, and hydrogen react at

150–400�C and 30–400 bar over a catalyst containing Ni,

Cu, Cr, or Co to give morpholine [44].

Ethylenimine. Ethylenimine can be made from MEA via a

two-step process that BASF and Hoechst developed [44]:

(22.61)

Dow makes ethylenimine by reacting 1,2-dichloroethane

(EDC) with ammonia in the presence of CaO at about

100�C:

Table 22.26 Effect of excess ammonia on ethanolamine selectivity

[44]

Molar ratio (NH3 to EO)

Selectivity ratios

Mono- Di- Tri-ethanolamine

10:1 75 21 4

1:1 12 23 65

Source: Copyright # Wiley-VLN and reprinted by permission of the

copyright owner

(22.62)
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(22.63)

Most ethylenimine is converted into polyethylenimine, a

processing aid in the paper industry. It also serves as a

reaction intermediate when ureas are formed with

isocyanates [44].

Ethylenediamine. Commercial EDA is produced by two

different routes:

• From EDC and ammonia by Cl/NH2 substitution

• From MEA and ammonia by OH/NH2 substitution

The reaction in the first process is shown below, and the

process details are given in [44]:

ClC2H4Clþ 2NH3 ! NH2C2H4NH2

þ Higher amines þ NH4Cl

þ Amine clorides (22.64)

In 1969, BASF developed a process to make EDA by the

reaction of MEA and ammonia [44]:

(22.65)

The properties of EDA and some of the higher amines are

given in Table 22.28.

Ethylenediamine Production

In 1999, the EDA capacity in the United States was 390

million lb/year of ethyleneamines. Demand was expected to

grow from 310 million lb/year in 1998 to 370 million lb/year

in 2003. These estimates include exports that average 70–80

million lb/year and imports that total about 10–12 million lb/

year. From 1989 to 1998, growth averaged 4% per year, but

it is expected to slow to 3% per year through 2003 [152].

Prices are kept confidential, but the 2001 US EDA price is

estimated to be $0.80–$0.85 per lb [145].

Ethylenediamine Uses

EDAs are used in the following products: lube oil and fuel

additives (20%), chelating agents (16%), wet-strength resins

(15%), epoxy curing agents and polyamides (13%),

surfactants (10%), oil field chemicals (7%), and miscella-

neous (19%).

Hexamethylenetetramine (Hexamine)

Hexamine was first prepared in 1859. It is a white crystalline

powder with a slight amine odor. It is soluble in water,

alcohol, and chloroform, but it is insoluble in ether. How-

ever, the aqueous solutions exhibit inverse solubility, i.e.,

less hexamine dissolves as the temperature increases. The

hydrate, (CH2)6N4·6H2O, can be crystallized from the aque-

ous solution at temperatures below 14�C. Additional

properties are listed in Table 22.29.

Hexamine Processes

Hexamine is made by the liquid-phase reaction of ammonia

and formaldehyde:

4NH3 þ 6HCHO! ðCH2Þ6N4 þ H2O

DH ¼ �55 kcal/mol Hexamine
(22.66)

Process details are given in [153, 154].

Production. Production has declined from 48 million lb in

1995 to 32 million lb in 2001. The decline is mainly due to a

Table 22.27 World consumption of ethanolamines and growth rates

[147] consumption (thousands of ton)

Region 1995 2000 2005

Americas 279 358 418

Western Europe 260 329 385

Asia 99 157 197

Other 27 60 90

Totals 665 904 1,090

Growth rates (%)

Americas – 5.1 3.1

Western Europe – 4.8 3.2

Asia – 9.7 4.6

Other – 17.3 8.4

Totals – 6.3 3.8

Fig. 22.25 Typical

ethanolamine (EOA) process
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decline in the use of phenolic resins that contain hexamine

[154]. Hexamine is produced as a granular and free-flowing

powder as well as a 42.5% solution. The solution is shipped

in tank trucks, railcars, and drums. Solids are packed in bags,

fiber drums, and super sacks. Hexamine is sensitive to mois-

ture. Therefore, it should be stored in an atmosphere with a

relative humidity below 60% [155].

Uses. Hexamine is used as a stabilizer and surface treat-

ment in numerous applications and industries. Specific

applications are described in [156].

Hydrazine

Hydrazine, NH2–NH2, is the simplest diamine. Anhydrous

hydrazine was first prepared in 1894. In 1953, Arch Hydra-

zine (formerly Olin Chemical) pioneered US production of

hydrazine to fuel the first Titan rocket.

Hydrazine is a clear, hygroscopic fuming liquid with the

odor of ammonia. It is a mild base that is miscible in polar

solvents such as water, ammonia, amines, and alcohols.

Additional properties are shown in Table 22.30 [157].

Processes

Five processes are available for the commercial production

of hydrazine: the Raschig process, the Raschig/Olin process,

the Hoffmann (urea) process, Bayer ketazine process, and

the peroxide process from Produits Chimiques Ugine

Kuhlmann (of France).

Raschig Process.TheRaschig process was discovered in 1907

and then modified into the Olin process. The chemical

reactions take place in the liquid phase and involve three steps:

NaOH þ Cl2 ! NaOCl þ HCl (22.67)

NH3 þ NaOCl! NH2Clþ NaOH (22.68)

NH2Clþ NH3 þ NaOH! NH2 � NH2 � H2Oþ NaCl

(22.69)

Hydrazine is produced in the hydrated form with 1 mol of

water added. Although a significant fraction of hydrazine is

used as the hydrate, numerous applications (such as rocket

propulsion) require anhydrous hydrazine. Because of the

azeotrope at 68% hydrazine, reactive distillation or extrac-

tive distillation must be used to produce pure hydrazine.

Additional process details are given in [158]. The

Raschig process is shown in Fig. 22.26.

The Raschig process can also be used to react amines

with chloramine to make mono-substituted or unsymmetri-

cal disubstituted hydrazines:

NH2Clþ RNH2 ! RNHNH2 (22.70)

Table 22.28 Properties of ethylenediamine and higher amines

EDA DETA TETA TEPA PEHA

Molecular weight 60.11 103.17 146.24 189.31 232.36

Melting point, �C 11–39 �35 �30 �26 –

Boiling point, �C 117 207 277 decomp @ 340�C
Density, lb/gal 7.67 7.96 8.16 8.33 8.39

Flash point (O.C.), �C 38 102 143 185 185 –

Specific gravity 0.898 – – – –

pH 11.9 (25% solution in water) – – – –

Vapor density 2.07 – – – –

Nitrogen content, wt.% 46.6 – – – –

Viscosity, mPa s 2.0 (at 20�C) – – – –

Autoignition temperature, �C 385 – – – –

Physical state Colorless liquid with amine-like odor – – – –

EDA Ethylenediamine; DETA diethylenetriamine; TETA triethylenetetramine; TEPA tetraethylene pentamine; PEHA penta-ethylenehexamine

Table 22.29 Properties of hexamine/hexamethylenetetramine

Molecular weight 140.19

Sublimation temperature 285–295�C
Flash point 250�C
Density of solid (@ 20�C) 1.33 g/cm3

Bulk density 700–800 g/L

Particle size 700 mm, maximum

Specific heat 36.5 cal/�C
Heat of formation (@ 25�C) 28.8 kcal/mol

Heat of combustion (@ 25�C) 1,003 kcal/mol

Solubility in water

20�C 874 g/L

25�C 867 g/L

60�C 844 g/L
pH of 10% aqueous solution 8–9

Vapor pressure (@ 20�C) 0.0035 mbar
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NH2Clþ R2NH! R2NNH2 (22.71)

Raschig/Olin Process. The Raschig/Olin process is used to

make anhydrous hydrazine. In this process, (22.67), (22.68),

and (22.69) also occur. However, the refining area has a

different design from the Raschig process. Additional details

are given in [158].

The refining area has five steps: ammonia removal, NaCl

concentration and removal, hydrazine–water distillation to

reach azeotropic concentration, extractive distillation with

aniline to break the azeotrope and distillation to separate

hydrazine from aniline. Sometimes 50% caustic replaces

aniline in the extractive distillation. If ultra-pure hydrazine

is needed, freeze crystallization is used to remove the super-

natant fluid. Assays between 99.5 and 99.99% have been

achieved.

The overall yield based on chlorine is 65%. The com-

bined yield for (22.67) and (22.68) is about 95%, whereas

the yield for (22.69) is 70%. Japanese patent SHO-62-83308

claims to increase hydrazine yield by almost 10% by high-

frequency heating immediately after the reactants are mixed

in (22.68). A sketch of the Raschig/Olin process is shown in

Fig. 22.27 [158].

Hoffman (Urea) Process. The overall reaction for the

Hoffman process is

COðNH2Þ2
Urea

þ NaOCl
Hypochlorite

þ2NaOH! NH2 � NH2
Hydrazine

þ NaClþ Na2CO3 þ H2O (22.72)

Process details are given in [158].

This process was not being operated in 2001 although it

has operated commercially in the past. Compared with the

standard Raschig process, it was the most economical

method for low production levels. However, rapid growth

in plant size made it obsolete [158].

Bayer Ketazine Process. The Bayer ketazine process is

based on the reaction of chloramine with ammonia in the

presence of acetone at pH 12–14. NaOCl, acetone, and a

Table 22.30 Physical properties of hydrazine

Molecular weight

Anhydrous 32

Hydrate 50

Boiling point, �C 113.5

Melting point, �C 1.4

Specific gravity, g/mL

0�C 1.025

15�C 1.014

25�C 1.004

50�C 0.982

Critical temperature, �C 380

Critical pressure, atm 145

Vapor pressure, mmHg

25�C 14

31�C 20

36�C 100

Viscosity, cP

5�C 1.2

25�C 0.9

Heat of vaporization, kcal/mol 9.6

Heat of solution (@ 25�C), kcal/mol �3.9
Heat capacity (@ 25�C), J/mol K 98.87

Heat of combustion, kcal/mol �146.6
Heat of formation, kcal/mol

Liquid 12

Gas 23

Flash point, �C 52

Explosive limits in air by vol.% 4.7–100

Azeotrope

Boiling point (68% hydrazine), �C 120.5

Hydrazine concentration (wt.%) 132

100 64 51.2 35.2 22.4 15.4

Melting point, �C 2.0 �51.7 �59.8 �64.6 �26 �14
Boiling point, �C 113.5 120.5 117.2 108 107 103

Density (25�C), g/
mL

1.0045 1.0320 1.0281 1.0209 1.0132 1.0083

Viscosity (20�C),
mPa s

0.974 1.5 1.44 1.10 1.08 1.04

pH – 12.75 12.10 – – 10.5

Fig. 22.26 Raschig process for hydrazine production (Courtesy of

Wiley-VCH [158])
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20% aqueous solution of ammonia (at a mole ratio of 1:2:20,

respectively) are fed to a reactor at 35�C and 200 kPa to

make the aqueous dimethyl ketazine solution. Excess ammo-

nia and acetone are removed in a series of columns and

recycled to the reactor. The ketazine solution is distilled to

make a hydrazine hydrate containing 64% hydrazine [158].

Peroxide Process. This process (see Fig. 22.28) was

invented by PCUK and is operated by AtoFina in France.

The reaction is carried out in the presence of methyl ethyl

ketone (MEK) at atmospheric pressure and 50�C. The molar

ratio in the feed of hydrogen peroxide (H2O2), MEK, and

NH3 is 1:2:4. Additional process details are given in [158].

Production. Hydrazine is marketed as anhydrous hydrazine,

as the monohydrate (64% hydrazine), and as a 54.5% aque-

ous solution (85% hydrazine monohydrate). The largest US

producers of hydrazine based on a 2000 report [159] are

Arch Chemical (23 million lb/year), Bayer (17 million lb/

year), and Fairmont Chemical (1 million lb/year).

About 29 million lb is sold in the United States, and the

manufacturers retain about 7 million lb for internal use. The

space industry uses only 5% of all hydrazine produced in the

United States [159]. Total capacity in the western world in

1988 was estimated to be about 130 million lb/year [158].

The permissible exposure limit (PEL) for hydrazine

hydrate on an 8-h TWA is 0.1 ppm. The ammonia-like

Fig. 22.27 Raschig/Olin process for hydrazine production (Courtesy of Wiley-VCH [158])

Fig. 22.28 Peroxide process for hydrazine production [158] (Courtesy

of Wiley-VCH [158])
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odor of hydrazine hydrate normally cannot be detected until

the concentration is above 3–5 ppm [157].

Uses. Hydrazine is used directly as an oxygen scavenger and

as an energy source. Hydrazine is consumed in the following

applications: blowing agents (33%), pesticides (32%), water

treatment (18%), and miscellaneous (17%) [160].

Hydrogen Cyanide

HCN is a colorless liquid. However, some iron cyanides are

blue (prussian blue), and their presence as a slight contami-

nant usually gives HCN a bluish tint that led to the German

name Blausäure—blue acid. Selected physical properties of

hydrogen cyanide are shown in Table 22.31.

Safety

Many people can detect hydrogen cyanide by odor or taste

sensation at a concentration of 1 ppm in air, whereas most

people can detect 5 ppm. OSHA has set 4.7 ppm as the

maximum, average safe exposure limit for a 15-min period.

Exposure to 20 ppm of HCN in air causes slight warning

symptoms after several hours; 50 ppm causes disturbances

within an hour; 100 ppm is dangerous for exposures of

30–60 min; and 300 ppm can be rapidly fatal unless prompt,

effective first aid is administered. A small concentration of

cyanide always exists in a person’s body, and the body has a

mechanism to continuously remove small amounts of cya-

nide [161].

HCN may also present some processing hazards. HCN

undergoes an exothermic polymerization at a pH of 5–11 to

form solid black compounds. This polymerization can

become explosively violent, especially if it is confined. To

avoid polymerization, stored HCN should contain less than

1.0 wt.% water; it should be kept cool; and it should be

inhibited with sulfuric, phosphoric, or acetic acid [161].

Explosively violent hydrolysis can occur if an excess of a

strong acid (H2SO4, HNO3, or HCl) is added to HCN. The

reaction is fastest at or near stoichiometric ratios, e.g.,

1–2 mol H2SO4 per mol HCN, and can cause severe equip-

ment damage if confined [161].

An important environmental issue is the fate of cyanide.

HCN, if spilled, evaporates quite readily. That which does

not evaporate is soon decomposed or rendered nonhazardous

by complexing with iron in the soil, by biological oxidation,

or by degradation from photolysis [161]. Several methods

for treatment and disposal of cyanide compounds are

described in [161, 162].

Manufacture

Six processes are presently of economic significance: the

Andrussow process is currently the principal HCN

manufacturing process in the world, the BMA process is

practiced by two companies and provides high yield and

selectivity by using a complex reaction system, the Fluohmic

process is of interest in locations where electricity is inexpen-

sive, the formamide process is useful for siteswith inexpensive

carbon monoxide, the BP (British Petroleum) ACRN process

produces HCN as a by-product, and the methanol process.

Andrussow Process. The Andrussow process was patented in

Germany by Dr. L. Andrussow in 1933. Its main advantages

are low converter investment, low maintenance costs, and

Table 22.31 Physical properties of hydrogen cyanide

Molecular formula HC�N
Molecular weight 27.03

Melting point �13.24�C
Triple point �13.32�C
Boiling point, 1 atm 25.70�C

Density, g/mL

0�C 0.7150

10�C 0.7017

20�C 0.6884

Specific gravity of aqueous solutions

(@ 18�C compared to water @ 18�C)
10.04% 0.9838

20.29% 0.9578

60.23% 0.8290

Vapor specific gravity (@ 31�C, air ¼ 1) 0.947

Vapor pressure, kPa

�29.5�C 6.697

0.0�C 35.24

27.2�C 107.6

Liquid viscosity (@ 20.2�C) 0.2014

Specific heat, J/mol

�33.1�C, liquid 58.36

16.0�C, liquid 70.88

27.0�C, gas 36.03

Heat of formation (@ 25�C, 1 atm), DHf, kJ/mol

Gas @ 25�C �130.5
Liquid @ 25�C �105.4

Heat of fusion @ �14�C, kJ/mol 7,100

Latent heat, kJ/mol 23.8

Heat of combustion, net, kJ/mol 642

Conductivity, S/cm 3.3 � 10�6

Heat of vaporization, kJ/mol 25.2

Heat of polymerization, kJ/mol 42.7

Flash cup, closed cup, �C �17.8
Explosive limits in air at 100 kPa and 20�C (vol.%) 6–41

Autoignition temperature, �C 538
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high natural gas yields. The Andrussow process produces

HCN by the reaction of ammonia, air, and natural gas at

1,000–1,200�C in the presence of a platinum/rhodium cata-

lyst. The reaction is

NH3 þ CH4 þ 1:5O2½Pt=Rh�1; 200�CHCNþ 3H2O

DH ¼ �115:2 kcal/mol HCN

(22.73)

More reaction details are given in [161]. The heat of

reaction is recovered in the waste heat boiler to generate

about 5 lb of steam per lb of HCN produced.

The precious metal catalyst is usually 90% platinum and

10% rhodium in gauze form. The catalyst life can range from

4,000 h to as much as 10,000 h. A catalyst pack is usually

replaced because it has been contaminated by minor

impurities in the feed gases. Very little catalyst metal is

consumed or lost during the life of a catalyst.

The reaction takes place under fuel-rich conditions to

maintain a nonflammable feed mixture. Typical feed compo-

sition is 13–15% ammonia, 11–13% methane, and 72–76%

air on a volumetric basis. Control of feed composition is

essential to guard against deflagrations as well as to

maximize the yield. The yield from methane is approxi-

mately 60% of theoretical.

The reactions in the Andrussow process are more complex

than that shown in (22.72) [163]. Most of the heat required for

HCN formation is supplied by combustion of methane. This

results in an overall reaction that is exothermic [161]. The

converter off-gas typically has the following molar composi-

tion: HCN ¼ 6–12%, NH3 ¼ 1.5–3%, H2 ¼ 7–11%,

N2 ¼ 50–55%, H2O ¼ 20–25%, CO ¼ 3–4%, CO2 ¼ 0.3%,

and CH4 ¼ 0.1%.

Two processes can be used to remove NH3 from the

converter off-gases. Figure 22.29 shows a process that

recovers unreacted ammonia for recycle to the converter,

and the process in Fig. 22.30 uses sulfuric acid to produce

ammonium sulfate as a by-product. Ammonium sulfate can

create a disposal problem, but the recycle system is capital

and energy intensive. Ammonia must be removed from the

off-gas before HCN can be recovered because the ammonia

promotes polymerization of the HCN [161]. Additional pro-

cess details are given in [161].

BMA Process. The BMA (Blausäure–Methan–Ammoniak,

or HCN–methane–ammonia) process was developed by

Degussa around 1949. In the process, ammonia reacts with

Fig. 22.29 Andrussow HCN process with ammonia removal [161] (Copyright by Wiley and reproduced by permission of copyright owner)
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methane in the absence of oxygen in a gas-fired tubular

reactor. US patent 5,785, 942 describes the BMA process

and improvements that were made during the mid-1990s.

The reaction is [44]

NH3 þ CH4������!1;300�C

½Pt=Ru�
HCN þ 3H2

DH ¼ þ60 kcal/mol HCN (22.74)

In a reactor that is similar to a reformer, the reaction

occurs in tubes that are heated externally to supply the endo-

thermic heat of reaction [161]. Sintered corundum (a-Al2O3)

tubes with an internal layer of platinum/ruthenium catalyst

are normally used. To achieve adequate heat transfer, the

tubes may be only 3/4 in. in diameter and 6 1/2 ft long.

Selectivities of 90–91% for methane and 83–84% for ammo-

nia are reached at 1,200–1,300�C reaction temperatures.

A typical converter is made up of multiple furnaces, each

of which contains eight to ten reactors. Each reactor contains

10–30 tubes with a catalyst lining. Catalyst life is approxi-

mately 10,000 h [161].

The converter off-gas typically has the followingmolar com-

position: HCN ¼ 20–23%, NH3 ¼ 2–3%, H2 ¼ 70–72%,

N2 ¼ 0.5–1%, and CH4 ¼ 1–2.4%.

The unreacted ammonia is removed from the reactor off-

gas by scrubbing with sulfuric acid to make ammonium

sulfate. Just as with the Andrussow process, ammonia must

be removed from the off-gas before HCN can be recovered

because the ammonia promotes polymerization of the HCN.

After ammonia is removed from the converter off-gases, the

remaining gas stream is processed in a way similar to the

Andrussow process [161].

In the BMA process, the gas that leaves the HCN absorber

has the following molar composition: H2 ¼ 96%, N2 and

O2 ¼ 1.5%, and CH4 ¼ 2.5%. The vent gas is used either

as a chemical feedstock or as fuel gas in the HCN furnaces.

The advantages of the BMA process are high ammonia

yields, high natural gas yields, and the useful hydrogen in the

vent gas. But the high investment and high maintenance

costs for the converter are the disadvantages. The complex-

ity of the reaction system also makes the process less attrac-

tive for large-scale production [161]. In 2003, the BMA

process was in use at four plants [164].

Fluohmic Process. The Fluohmic process was developed

around 1960 by Shawinigan Chemicals of Canada. This

process involves the reaction of ammonia with

hydrocarbons (usually propane or butane) in an electrically

heated, fluidized bed of coke. The reaction is

3NH3 þ C3H8������!1;370�C
3HCNþ 7H2

DH ¼ þ151 kcal/mol HCN (22.75)

The fluidized bed is heated at 1,350–1,650�C by passing

an electric current between carbon electrodes immersed in

Fig. 22.30 Andrussow HCN

process with ammonia removal

[161] (Copyright by Wiley and

reproduced by permission of

copyright owner)
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the bed. The performance of the reaction system is reported

to be

Conversion (mol. %)

Yields

mol.% lb/lb HCN

C3H8 88 88–90 0.60–0.62

NH3 86 86–90 0.70–0.73

The reactor off-gas typically has the following molar

composition: HCN ¼ 25%, NH3 ¼ 0.25%, H2 ¼ 72%, and

N2 ¼ 3%. The HCN is separated from the off-gas for refin-

ing, and the hydrogen leaves the system as a by-product

together with a small amount of nitrogen and unreacted

ammonia. The high electrical consumption (~3 kWh/lb

HCN) makes the process attractive only in locations where

the cost of electricity is extremely low. In 2003, the Fluohmic

process was used in Spain, Australia, and South Africa.

Formamide Process. The formamide process was developed

by several companies, but in 2001, it was only used by

BASF. The process involves the following steps [44]: (1)

methyl formate synthesis, (2) formamide synthesis, and (3)

HCN formation/dehydration.

(22.76)

With excess methanol, the conversion to methyl formate

is 95% with nearly 100% selectivity.

(22.77)

The conversion of ammonia is 60–85%

(22.78)

The overall performance of the reaction system is

Yield Consumption

mol.% lb/lb HCN

CH3OH – 0.20–0.30

NH3 79–90 0.70–0.80

CO 52–94 1.10–2.00

The reactor off-gas contains 60–70% HCN.

BASF has obtained European patent 1,110,913, which

describes HCN production from gaseous formamide in a

fluidized bed. Elements of the commercialized formamide

process are included in a MMA process that Mitsubishi Gas

Chemical started up in 1997. The formamide is obtained by

reacting hydroxyisobutyramide with methyl formate. There-

fore, the external requirements for HCN are reduced to the

replacement of yield losses [164]. The process is described

in US patent 6,075,162, and the catalyst is described in

European patent 1,086,744.

Methanol Process. HCN is produced when methanol reacts

with ammonia and oxygen in the presence of an oxide

catalyst that contains iron, antimony, phosphorous, and

vanadium. The reaction occurs in the vapor phase in a

fluidized-bed reactor. The process and the catalyst are

described in patents that were issued to Nitto Chemical

(now Mitsubishi Rayon) during the late 1990s (European

patent 864,532; Japanese patents 10-167,721, 10-251,012,

11-043,323; US patent 5,976,482).

In 2003, Mitsubishi Rayon is believed to operate a

commercial-scale, methanol-based HCN process and has

offered to license the technology to other companies. The

technology might provide a low-cost way to convert an

ACRN plant to HCN-only production. However, methanol

is a higher-cost source of carbon compared to natural gas, so

the methanol process probably has a higher operating cost

than the Andrussow process.

ACRN Process. The Standard Oil Company of Ohio (now BP

Amoco) commercialized in 1960 a fluidized-bed process in

which the catalytic oxidation of a mixture of propylene and

ammonia producesACRN. INEOS purchased theACRNbusi-

ness fromBP in 2005 by-products, from this reaction areHCN

and acetonitrile. The yields of HCN depend on the process

conditions and on the catalyst system [164]. The reactions are

CH2 ¼ CHCH3
Propylene

þNH3 þ 3
2
O2 ! CH2 ¼ CHCN

Acrylonitrile
þ3H2O

(22.79)

CH2 ¼ CHCH3
Propylene

þ3
2
NH3 þ 3

2
O2 ! 3

2
CH3CN
Acetonitrile

þ3H2O

(22.80)

CH2 ¼ CHCH3 þ 3NH3 þ 3O3 ! 3HCN þ 6H2O

(22.81)

Depending on the type of ACRN process and the

operating conditions, about 10–24 lb HCN is obtained per

100 lb of ACRN [44]. US patent 5,840,648 describes a

catalyst that permits more HCN production.

During the 1990s, several patents were issued (European

patent 878,464, US patent 5,288,473, and US patent

6,204,407) in relation to the addition of methanol to the

feed stream of an ACRN plant to increase HCN production.
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BP and Asahi are developing processes for the

ammoxidation of propane to produce ACRN. This process

is believed to yield a lower level of HCN than the optimized

oxidation of propylene [164]. In 2007, Asahi started up a

propane process in Tongsuh, South Korea.

Other HCN Processes. Some alternate HCN processes that

have been studied in the 1990s were

• Production of HCN from acetonitrile (see Japanese patent

10,167,721)

• Production of HCN by use of a corona (German patent

1,054,982)

• Production of HCN by use of microwave heating (US

patents 5,393,393; 5,470,541; and 5,529,669)4.

None of these processes are believed to be used in com-

mercial production in 2004.

Production

In 1999, a total of 34 companies were operating 47 HCN

production facilities in the United States, Western Europe,

and Japan. Capacity in these three regions was about 3.6 billion

pounds (1.6 million tons). Direct production accounts for 75%

of total capacity, and the balance is coproduct from ACRN

production.Worldwide capacity is about 1.8million tons [164].

Between 1994 and 1999, HCN consumption increased

about 2.2% per year. Consumption is expected to increase

at around 2.8% per year from 1999 to 2004 [164]. In the

United States, production is expected to grow at a rate of

2.4% per year from 1.7 billion pounds in 2003 to 1.87 billion

pounds in 2007 [165].

Uses

HCN is usually consumed at its production site, and some

consumers without on-site HCN production capability are

believed to be developing plans to eliminate HCN

shipments. For example, BASF in the United Kingdom

produces by-product HCN in an ACRN plant and ships

HCN railcars to Ineos. This HCN is used to produce acetone

cyanohydrin (ACH) in a MMA plant. To eliminate these

shipments, BASF and Ineos plan to (1) install an ACH

plant on the BASF plant site and (2) transfer the ACH to

Ineos via a 9-km pipeline [166].

ACRN plants are highly dependent on the actions of the

acrylic fiber industry, the major outlet for ACRN. As a

result, HCN consumers may have to operate at reduced

rates if an adequate supply of HCN is not being produced

by the ACRN plant. In the early years of the new century,

many consumers of HCN from ACRN plants evaluated

options that would give them a more consistent supply of

HCN. Some ACRN plants were shut down during this time,

and market conditions plus company finances will determine

whether any of these plants will be restarted.

Some of the uses of HCN are

• Adiponitrile (ADN). ADN is made when HCN reacts with

butadiene. It is a key ingredient in production of nylon.

• Acetone cyanohydrin (ACH). ACH is made when HCN

reacts with acetone. It is a key ingredient in many MMA

plants. MMA is used to make acrylic sheeting and related

products.

• Sodium cyanide (NaCN). NaCN is made when HCN

reacts with sodium hydroxide (NaOH). NaCN is used in

precious metals (gold and silver) extraction, metal

plating, and some chemical production processes.

• Methionine. Methionine is an essential amino acid that is

used in animal feed. The key ingredients are HCN or

NaCN, methyl mercaptan, acrolein, and NH4HCO3.

• Cyanuric chloride (CYC). CYC is made when HCN

reacts with chlorine and is then rearranged into a ring

compound. It is used to make herbicides,

pharmaceuticals, and explosives.

• Chelating agents. Chelating agents are made when HCN

reacts with formaldehyde and amines to make

aminocarboxylic acids, which are then saponified to pro-

duce the acid salts. Their major uses are in soaps, water

treating agents, and various cleaning agents.

• Other uses include ferrocyanides (for blue jeans), acrylates,

lactic acid, pharmaceuticals, and specialty chemicals.

In 2004, HCN was consumed in the following

applications: ADN (for nylon 6/6): 50%, ACH (for MMA):

28%, methionine: 7%, sodium cyanide: 6%, cyanuric chlo-

ride: 3%, chelating agents: 2%, and miscellaneous (includ-

ing nitrilotriacetic acid and salts): 4% [165].

Table 22.32 lists the HCN consumption for different

products.

Aniline

Aniline was first produced in 1826 by the dry distillation of

indigo, the oldest known vat dye. Fritsche also obtained

aniline from indigo by heating it with potash (K2O).

Hofmann obtained aniline by reduction of nitrobenzene in

1843. Aniline is a colorless, oily, flammable liquid that is

slightly soluble in cold water and infinitely soluble in alco-

hol and ether. Its physical properties are summarized in

Table 22.33.

Processes

The aniline processes that are currently in use include (1)

hydrogenation of nitrobenzene, (2) nitrobenzene reduction
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with iron filings, and (3) ammonolysis of phenol. Almost

97% of the nitrobenzene produced in the United States is

converted to aniline between the hydrogenation process and

the iron filings process [167].

Hydrogenation of Nitrobenzene. The primary aniline pro-

duction process in the world is the hydrogenation of nitro-

benzene. BASF, DuPont, ChemFirst, and Rubicon use this

process in the United States. This technology is also used by

all Western European aniline producers and all but one

Japanese aniline producer.

The catalytic gas-phase hydrogenation processes for

nitrobenzene can be carried out using a fixed-bed or a

fluidized-bed reactor. Details of both processes are given in

[44]. A typical process diagram is shown in Fig. 22.31.

Nitrobenzene Reduction with Iron Filings. The older

Bechamp method for iron oxide pigment production gives

aniline as a coproduct and is operated by Bayer in West

Virginia. Nitrobenzene is reduced by reaction with iron

filings in the presence of a hydrochloric acid catalyst. The

iron is oxidized to the ferrous or ferric state, and the coprod-

uct aniline is separated. The yield is 90–95% of theoretical.

The reactions are represented as follows [168]:

(22.83)

This process would have been replaced much earlier by

more economical reduction methods if it had not been pos-

sible to obtain valuable iron oxide pigments from the iron

oxide sludge. However, the increasing demand for aniline

has far surpassed the market for iron pigments, so this

process is no longer preferred [44].

Ammonolysis of Phenol. Aniline can also be produced when

phenol is subjected to gas-phase ammonolysis at 200 bar and

425�C.
This is the Halcon/Scientific Design process. The chem-

istry is

(22.85)

The catalysts are Al2O3·SiO2 (possibly as zeolites) and

oxide mixtures of Mg, B, Al, and Ti. These can be combined

with additional co-catalysts such as Ce, V, or W. With a large

excess of ammonia, the selectivity to aniline is 87–90% at a

phenol conversionof98%.Theby-products are diphenylamine

and carbazole. This technology is used at one plant inOhio and

at another plant in Japan. The economics of this process are

favorable if low-cost phenol is available and high-purity ani-

line is desired. Capital costs are low because benzene nitration

is avoided. A typical process sketch along with a material

balance is shown in Fig. 22.32.

Table 22.32 Consumption of hydrogen cyanide by major region, 1999 (thousands of ton)

Product United States Western Europe Japan Total

Adiponitrile 340 127 – 467

Acetone cyanohydrin 206 152 50 408

Sodium cyanide 72 55 16 143

Methionine and analogues 37 32 4 73

Cyanuric chloride 20 20 1 41

Chelating agents 18 11 – 29

Other 35 13 13 61

Totals 728 410 84 1,222

(22.82)

(22.84)
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Uses. MDI (4,40-methylenebis phenylisocyanate) accounted

for almost 85% of the worldwide demand for aniline in 2000.

MDI is used primarily to make rigid polyurethane foam and

polyurethane elastomers. MDI growth is expected to be

6.0–8.0% per year during the first 10 years of the new

century as its use continues to increase in the construction

industry (the largest user of rigid polyurethane foam) and the

auto industry (the largest user of reaction–injection molding

plastics) [168, 169].

Other aniline uses and the percent of worldwide aniline

production that goes into these uses are rubber-processing

chemicals (9%), dyes and pigments (2%), agricultural

chemicals (3%), specialty fibers (1%), and miscellaneous,

such as explosives, epoxy curing agents, and pharmaceuticals

(1%) [168, 169].

Production. MDI has been the driving force behind the

recovery of the aniline business since 1982 when the indus-

try had a capacity utilization rate of less than 50%. By 1996,

capacity utilization had approached 95% in some regions

[168].

Aniline production is concentrated in the United States,

Western Europe, and Japan where aniline capacity is over

1.8 million tons/year [168]. Aniline’s global production

capacity in 1999 was 2.9 million tons, and demand in 2000

was estimated to be 2.68 million tons/year [170, 171].

Fig. 22.31 Aniline production process: hydrogenation of nitrobenzene

Table 22.33 Physical properties of aniline

Property Value

Molecular weight 93.12

Boiling point, �C
101.3 kPa (760 mmHg) 184.4

4.4 kPa (33 mmHg) 92

1.2 kPa (9 mmHg) 71

Melting point, �C �6.15
Density, d
At 20/4�C 1.02173

At 20/20�C 1.022

Viscosity at 20�C, mPa s (¼ cP) 4.423–4.435

Dissociation constant, pK
At 20�C 4.60

At 60�C 8.88

Enthalpy of dissociation, kJ/mol (kcal/mol) 21.7 (5.19)

Heat of combustion, kJ/mol (kcal/mol) 3,389.72 (810.55)

Specific heat, 20–25�C 0.518

Latent heat of vaporization, J/g (cal/g) 476.3 (113.9)

Flash point (closed-cup), �C 76

Autoignition temperature, �C 615

Flammable limits in air (% by volume)

LEL 1.3

UEL 11.0

Vapor density (air ¼ 1) 3.22

Solubility (g in 100 g water @ 20�C) 3.5

Odor threshold, ppm 1.1
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Aniline pricing tends to track benzene pricing. In general

the aniline price will move 1.2 cents/lb for each 10 cents/gal

movement in benzene price. Between 1995 and 2001, the

aniline sales prices varied from US$ 0.35 per lb to US$ 0.40

per lb [169].

The OSHA PEL for aniline is 5 ppm for an 8-h TWA.

Other Compounds

Several other nitrogen compounds are commercially impor-

tant, including

• Hexamethylenediamine which is used primarily in the

manufacture of nylon

• Dimethylformamide, a versatile solvent for organic and

inorganic compounds and an important reaction medium

for ionic and nonionic compounds

• Dimethylacetamide, an important industrial solvent

for polyacrylonitrile, vinyl resins, cellulose derivatives,

styrene polymers, and linear polyesters

• Isocyanates, important materials in the production of

foams, resins, and rubbers

• Calcium cyanamide, which is used as a fertilizer,

herbicide, insecticide, a steel-making additive, and an

ore-processing material. It can also be used to make thio-

urea, guanidine, and ferrocyanides [172]

• Methyl methacrylate, which is used in plastic glass,

resins, and paint [173–175]

• Acrylamide, which is used in water treatment chemicals,

paper, and resins [176–178]

• Caprolactam, which is used to make nylon 6 [179–181]

• Acrylonitrile, which is used in many different acrylic

fibers [182, 183]
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Phosphorus and Phosphates 23
Glenn A. Gruber

Introduction

Phosphates, compounds of the element phosphorous, are

produced from relatively abundant supplies of phosphate

rock.

The major use of phosphate is to supply phosphorous, one

of the three essential plant foods—nitrogen, phosphorus, and

potassium. Phosphate rock extraction from its ore, and its

subsequent conversion into fertilizer materials and industrial

chemicals, is a relatively mature art. Single superphosphate,

a mixture of monocalcium monohydrate and gypsum formed

by the reaction of sulfuric acid with phosphate rock, has

been used as a fertilizer since the mid-1800s. Phosphoric

acid, derived by the treatment of phosphate rock with sulfu-

ric acid so as to produce gypsum in a separable form, was

manufactured in many locations by batch and countercurrent

decantation methods in the 1920s.

Phosphoric acid produced by the later process is called

the “wet process acid” to distinguish it from “furnace phos-

phoric acid,” which is produced by hydrating the phospho-

rous pentoxide formed by burning elemental phosphorous in

air. The “wet” processes utilized for the bulk of today’s

phosphoric acid and fertilizer production trace their origins

to the early 1930s [1].

Higher-purity industrial and food-grade phosphates, until

recently, were most often derived from furnace processes.

New plants recover purified phosphoric acid suitable for

food-grade uses from relatively impure wet process acid,

using solvent extraction technology.

Phosphate Rock

Naturally occurring mineral products having sufficient phos-

phate content to be of commercial value are classified as

phosphate rock. The grade or phosphate content of these

products has been traditionally reported as percent

Ca3(PO4)2, which is referred to as bone phosphate of lime

(BPL), tricalcium phosphate (TCP), or triphosphate of lime

(TPL). Stoichiometric factors relating traditional rock anal-

ysis to other commonly used analytical terms are 100%

BPL ¼ 45.77% P2O5 ¼ 19.96% P.

International trade of phosphate rock is based on dry

metric tons, whereas US domestic shipments are reported

as short tons, on a dry or as is moisture basis. Specifications

for purchased rock may address grade, particle size,

moisture content, and chemical impurities such as CaO,

MgO, SiO2, Al2O3, Fe2O3, F, Cl, Na2O, and K2O. The

content of organic material and heavy metals is also of

importance.

The treatments by which phosphate rock is commonly

converted to fertilizers and chemicals are summarized in

Fig. 23.1.

Minerals

The most common and widely distributed phosphate

minerals are the apatite group, with the general formula

Ca10(PO4)6(X)2. The apatite is designated as fluorapatite,

hydroxyapatite, or chlorapatite, when X ¼ F, OH, or Cl,

respectively. The most abundant sedimentary apatite is car-

bonate fluorapatite (francolite). Relative to pure fluorapatite,

francolite is characterized by the substitution of Na and Mg

for Ca and of carbonate and fluoride for phosphate. An

empirical formula for francolite is given below and the

chemical compositions of the end members of the fluorapa-

tite–francolite series, as quantified by McClellan [2], are

given in Table 23.1.
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Francolite

ðCa10�a�bNaaMgbPO4Þ6�xðCO3ÞxF0:4 xF2

Van Kauwenberg [3] has described the mineralogy and

alteration of phosphate ores in Florida. Mineralogical com-

position varies by particle size. Francolite and then quartz

are the most abundant minerals for plus 20-mesh particles

(pebble), while the reverse is true for particles in the 20–200-

mesh fraction (flotation feed). In the �200-mesh size frac-

tion (clay waste) quartz, francolite, wavellite, crandallite,

goethite, dolomite, and a variety of clay minerals such as

smectite, kaolinite, illite, and palygorskite occur.

Resources and Ores

Naturally occurring phosphates exist, or originated, as acces-

sory minerals in igneous rocks. Prolonged weathering grad-

ually converts the water-insoluble apatite into dissolved

compounds that accumulate in the world’s oceans. Sedimen-

tary marine deposits (phosphorites) are formed when

phosphorous compounds are precipitated by chemical or

biological reactions. Bernardi [4] describes secondary

enrichment as an important aspect in the formation of sedi-

mentary deposits.

McKelvey [5] reported that the earth’s crust contains an

average of 0.27% P2O5, most of which occurs as apatite

species. Sedimentary rocks, which predominate at the

earth’s surface, host the majority of commercial phosphate

deposits discovered to date. Igneous rocks, which make up

about 95% of the earth’s crust, contain few phosphate

deposits of commercial value. Guano deposits formed from

the droppings of sea birds or bats are of minor importance, as

are guano-related deposits. Northolt [6, 7] describes known

phosphate deposits in the world, and estimates that identified

phosphate resources in North America total more than 35

billion metric tons.

Resources are typically quantified as in situ tons of phos-

phatic material, without regard for economic criteria. How-

ever, it is preferable to quantify phosphate reserves as tons of

phosphate rock recoverable according to specified eco-

nomic, chemical, and regulatory criteria [8]. The definition

of phosphate reserves therefore requires an integrated pro-

gram of geological exploration, laboratory testing, and

classification using applicable criteria.

Significant commercial deposits of sedimentary phosphate

ore occur in the United States, the Former Soviet Union,

Morocco, China, Jordan, and Tunisia, and lesser deposits are

mined in many other countries. Although phosphorite ores

generally are classified as having siliceous or carbonate

gangue minerals, soluble salts, and organic material are also

of concern. The phosphate content of the ores, depending on

conditions of deposition and secondary enrichment, ranges

from 10% to more than 70% BPL. The recovery of by-

products from phosphorite ores is uncommon; however, ura-

nium has been extracted commercially from phosphoric acid.

The types of igneous rock in which commercial

deposits of apatite have been found are nepheline–seyenite

and carbonatites. The apatite deposits in Russia’s Kola

Fig. 23.1 Phosphate rock

treatments and end products

Table 23.1 Composition of the fluorapatite–francolite end series

Constituent Fluorapatite Francolite

%CaO 55.60 55.40

%P2O5 42.20 34.00

%CO2 – 6.30

%F 3.77 5.04

%Na2O – 1.40

%MgO – 0.70

Source: McClellan [2].
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Peninsula are associated with nepheline–seyenite.

Carbonatite deposits that are mined for their phosphate con-

tent include Siilinjarvi in Finland, Jacupiranga and Araxa in

Brazil, Phalaborwa in South Africa, and Kapuskasing in

Canada. By-product recovery from igneous phosphate ores

is common. Nepheline (NaAlSiO4) is recovered from the

Russian ore, calcite from the Finnish ore, copper concentrate

and baddelyite (ZrO2) from the South African ore, and barite

from Brazilian ore. A minor percentage of the world’s phos-

phate rock production is recovered from guano-related phos-

phate deposits.

Mining

Phosphate ores are extracted from deep deposits by under-

ground mining methods and from shallow deposits by sur-

face mining methods. Underground mining tends to be more

costly and therefore less common for phosphate deposits

than surface mining. Because 1 t of phosphate rock has

only about 10% of the commercial value of 1 oz of gold,

low-cost mining is imperative.

Sedimentary phosphate deposits are exploited by under-

ground mining in China, Mexico, Morocco, and Tunisia.

Generally, the flat laying ore is most economically extracted

by room-and-pillar mining or long-wall mining. Ore from

deep sections of the igneous phosphate deposits in Russia’s

Kola Peninsula is mined by a block caving technique.

Many shallow deposits have unconsolidated ore covered

by unconsolidated overburden. Large electric walking

draglines are ideally suited for such deposits, as evidenced

by their use at large capacity phosphate mines in the

southeastern USA, Morocco, Jordan, Senegal, and Togo.

Other deposits have over burden and ore that may be par-

tially or fully consolidated. For these deposits, ripping or

drilling and blasting are required to fragment the overburden

and ore to the extent that they can be excavated. Power

shovels, backhoes, and wheeled loaders are also commonly

used for excavation. Figure 23.2 shows a hydraulic shovel

loading phosphate ore into a haul truck in Jordan.

Bucketwheel excavators are used for overburden removal

at phosphate mines in eastern North Carolina, Senegal, and

Togo. One mine in central Florida has used cutter head

dredges for both overburden removal and ore excavation.

The method of transporting ore from the mine to the

beneficiation plant depends on ore characteristics, mining

methods, and local infrastructure. Railroad transport has

been practiced in Russia and Iraq. Haul trucks and belt

conveyors are commonly used in China, Jordan, Mexico,

Morocco, Russia, Syria, Tunisia, and the western United

States. Slurry pipelines of 18–22 in. diameter, operating at

less than 100 psig, are used exclusively in central Florida,

north Florida, and eastern North Carolina. The pipelines may

be extended up to 10 miles or more, by installing a series of

centrifugal slurry pumps at 4,000 ft intervals.

A typical Florida phosphate mining scheme, utilizing a

dragline and slurry pipeline, is illustrated in Fig. 23.3.

The dragline first exposes the phosphate ore (matrix) by

stripping and casting the overburden into the adjacent

mined area. The matrix is then dug by the dragline and

placed in a slurry pit, where it is gunned with high-pressure

water. Gunning the matrix, as shown in Fig. 23.4, transforms

the unconsolidated ore into a slurry which is pumped to the

beneficiation plant.

Fig. 23.2 Loading trucks with phosphate ore in Jordan
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Beneficiation

Beneficiation, also known as mineral dressing or ore

processing, may involve a variety of operations such as size

reduction, size separation, mineral separation, dewatering,

and thermal processing. Almost all phosphate ores require

beneficiation to meet commercial specifications concerning

particle size, moisture content, or chemical analyses.

Fig. 23.3 Typical Florida

phosphate mine

Fig. 23.4 Gunning phosphate

rock in a Florida mine
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The usual first beneficiation operation is size reduction,

which may be achieved by crushing, grinding, or

disaggregating by scrubbing and washing. Particle size

reduction liberates mineral species so that they can be

separated. Size separation usually follows size reduction.

When gangue minerals are more indurated than the phos-

phate, it is often practical to reject coarse waste material by

wet or dry screening. Similarly, when gangue minerals are

microcrystalline or softer than the phosphate, fine waste

material may be rejected by wet or dry classification. Soluble

chlorides, when present, must be removed from phosphate

rock by washing with fresh water followed by dewatering.

Gangue minerals frequently have the same particle size as

the phosphate mineral grains, and techniques such as heavy

media separation, magnetic separation, or froth flotation are

required. Heavy media separation is an appropriate process

when liberation occurs at 16 mesh or coarser, and the phos-

phate mineral has a significantly higher density than the

gangue (dolomite, calcite, quartz, shale). Low-intensity

magnetic separation will remove highly magnetic minerals,

such as magnetite [9], from phosphate. High-intensity

magnetic separation will remove ankerite [10] and other

paramagnetic iron-bearing minerals [11] from phosphate.

Froth flotation is the most widely practiced operation for

recovering phosphate rock from fines (�20 mesh).

Variations of this process are used commercially to separate

phosphate from barite, calcite, dolomite, feldspars, nephe-

line, phlogopite, and quartz. Flotation plants have been

constructed and operated in Brazil, Canada, China, Finland,

Jordan, Mexico, Russia, Senegal, South Africa, and the

United States. Dolomite flotation from phosphate is of

increasing interest. In the United States, one commercial

plant has a dolomite flotation circuit [12], and other dolomite

flotation processes have been demonstrated by pilot plant

testing of Florida low-grade pebble [13].

Electrostatic removal of quartz from apatite is technically

feasible although it is impractical and costly [14].

A generic scheme for mining and beneficiating central

Florida phosphate ore is presented in Fig. 23.5 as a block

flow diagram.

Liberation of phosphate from the gangue occurs during

ore transport and washing. First, a low-cost product, called

pebble, is recovered by screening the ore at about 16 mesh.

Secondly, a low-grade product (intermediate pebble) is

recovered by sizing the flotation feed at about 24 mesh.

Clays are removed from the flotation feed by three or more

stages of desliming with hydrocyclones. Finally, a more

expensive but higher grade concentrate is obtained by a

two-stage flotation process. A rougher phosphate concen-

trate is recovered by direct flotation with anionic reagents.

Fig. 23.5 Unconsolidated

sedimentary ore beneficiation

flow diagram
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After deoiling with sulfuric acid and rinsing with water, the

rougher concentrate is conditioned with cationic reagents

and subjected to inverse flotation. The phosphate rock prod-

uct, comprised of pebble, intermediate pebble, and flotation

concentrate, dispatched to a chemical plant for conversion to

phosphoric acid.

The initial beneficiation steps for consolidated phosphate

ores generally differ from those of unconsolidated ores.

Figure 23.6 depicts the flow diagram for the San Juan de la

Costa phosphate mine in Mexico. The high-grade ore,

slightly more than 1 m in thickness, is extracted by room-

and-pillar mining. Continuous miners rip ore from the

mining face and load shuttle cars, which transfer the ore to

feeder-breakers and belt conveyor systems. Outside the

mine, ore is loaded into haul trucks and transported to the

beneficiation plant. Liberation of the phosphate is accom-

plished by crushing to 9 mm followed by grinding to

0.7 mm. Following grinding, the ore is deslimed, attrition

scrubbed, and deslimed a second time to remove clays and

carbonate minerals from the flotation feed. The feed is

conditioned with anionic reagents and subjected to rougher

and cleaner direct flotation using sea water. The concentrate

is washed with fresh water to remove sea salt prior to use in

the chemical plant.

Figure 23.7 presents a simplified mid-1980s flow diagram

for the Siilinjarvi phosphate beneficiation plant in Finland.

The low-grade igneous ore to this plant is carefully blended

to avoid changes in plant feed characteristics. Liberation of

phosphate is achieved by rod milling followed by closed

circuit ball milling.

The ground ore is conditioned without desliming, at pH

11, using an amphoteric flotation reagent. A phosphate con-

centrate is recovered by five stages of direct flotation. The

tailings from phosphate flotation are dewatered, conditioned

with anionic reagents, and subjected to three stages of direct

flotation to recover calcite, which is used as agricultural lime.

Fig. 23.6 Consolidated

sedimentary ore beneficiation

flow diagram

Fig. 23.7 Igneous ore beneficiation flow diagram
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Production and Value

The dollar value of marketable phosphate rock produced in

the United States since 1975 is summarized in Table 23.2.

The statistics apply to crop year (July 1 to June 31) and

represent current dollars. The unit value of phosphate rock

did not keep up with inflation and consequently the produc-

tion capacity of US phosphate mines that were depleted in

the last 30 years has not been replaced on a one-for-one

basis. During the 2006–2009 period the international price

for exported phosphate rock peaked at about $400 per metric

ton and then declined to about $100 per metric ton.

The global demand for food stimulated increased fertil-

izer usage and consequently increased phosphate rock

consumption through 1990. Table 23.3 shows that global

phosphate rock production decreased from 1990 to 2000

and then recently exceeded the 1990 level. Although phos-

phate rock production in the United States declined by about

50% over the last 30 years, the United States remains a major

producer. China’s commitment to become self sufficient in

phosphate rock is evidenced by the 50-million metric ton

increase ion production since 1980. China has now replaced

the United States as the leading producer of phosphate rock.

Many countries use indigenous phosphate rock as a

source of phosphorous for industrial chemicals and

fertilizers. Few countries are self-sufficient and supplemen-

tal sources of phosphate rock are essential. The cost of

imported phosphate rock is markedly influenced by freight,

and therefore the low-cost producer is not necessarily the

low-cost supplier.

Since 1980, United States went from the major exporter

to a net importer of phosphate rock. The phosphate rock is

converted in the United States to high analysis of granular

fertilizers, some of which are exported. Morocco has been

the major exporter of phosphate rock for several years.

Chemical Processing of Phosphate Rock

Phosphate rock is converted into usable chemicals by two

methods. In the first, the rock is charged to an electric

furnace with silica and coke to produce elemental

phosphorus. The phosphorus then is converted into phospho-

ric acid and other compounds. In the second, the phosphate

rock is reacted with sulfuric acid in a medium of phosphoric

acid and calcium sulfate crystals to form dilute, impure

phosphoric acid, the acid is separated and used to make

fertilizers. This is known as the wet process method [15].

The wet process is further divided into two subprocesses

based on the type of calcium sulfate crystal produced. The

dihydrate process wherein gypsum (CaSO4•2H2O) is pro-

duced has been the dominant process, but processes making

hemihydrate (CaSO4•1/2H2O) have become more important

over the past decade.

Thermal Process for Phosphorus
and Phosphoric Acid

The furnace or thermal process is shown in Fig. 23.8. The

approximate reaction is:

Ca3ðPO4Þ2 þ 6SiO2 þ 10C! 6CaSiO3 þ P4 þ 10CO

The phosphorus leaves the furnace as a vapor and is

condensed by direct contact with water. Phosphoric acid of

high purity is made by burning phosphorus with air and

hydrating the resulting P2O5 with water, according to the

reaction:

P4þ5O2þ6H2O! H3PO4

If even less water is used for hydration, a product known

as polyphosphoric acid results. Ordinary phosphoric acid is

a solution of the monomer, H3PO4, in water, and is called

orthophosphoric acid. If amoleculeofwater is removedbetween

two orthophosphate molecules, the dimer, pyrophosphoric acid,

H4P2O7, is formed.Similarly, the trimerandhigherpolymerscan

be made. Superphosphoric acid is a mixture of orthophosphoric

acid and polyphosphoric acid and is nowmade fromwet process

acid as described later in this chapter.

Table 23.2 Phosphate rock value (United States marketable

production)

Crop (year) Total value (billion $) Unit value ($/metric ton)

1975 1.107 25

1980 1.148 21

1985 1.236 24

1990 1.075 23

1995 0.947 22

2000 1.060 26

2005 0.999 28

Source: USGS, Mineral industry surveys

Table 23.3 World production of phosphate rock (million metric tons)

1980 1990 2000 2008

United States 53 46 39 31

Morocco 19 21 22 24

China 11 17 34 61

USSR/Russia 25 37 11 10

Tunisia 5 7 8 8

Jordan 4 6 6 6

Other 22 23 26 36

Total world 139 157 146 176

Source: ifa, World phosphate rock statistics
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In 1990, there were about eight plants in operation, some

with multiple furnaces, in the United States. By 2000–2001,

only one plant remained. New emission standards, high

capital and operating costs, and competitive lower-cost wet

acid purification technology have spelled doom for most of

the furnace plants. A more thorough discussion of electric

furnace processing is to be found in the ninth edition of this

Handbook.

Industrial Phosphates

Furnace phosphorus currently produced in the United States

is consumed to make compounds such as phosphorus pent-

oxide, phosphoric trichloride, and phosphorus pentasulfide,

which find use in the preparation of drying agents,

plasticizers, oil additives, fire retardants, and insecticides.

These products are derived from phosphorus and, therefore,

cannot be made from purified wet process acid so there is a

continuing demand for a small amount of thermal product.

However, for orthophosphoric acid use, the purified wet

process acid is cheaper [16]. This has now replaced furnace

acid in soft drinks, candy, baked goods, and various other

food products. It is also used for pickling metals.

The cheapest andmost important salts of purified phospho-

ric acid are the sodium salts, made by reacting the acid with

sodium carbonate or sodium hydroxide. Sodium phosphates

may be classified in a general way as (1) orthophosphates, (2)

crystalline condensed phosphates, and (3) glassy condensed

phosphates.

Three sodium orthophosphates can be prepared,

depending on whether one, two, or three hydrogen atoms

are replaced by sodium.

Monosodium phosphate is formed in the following

reaction:

2H3PO4 + Na2CO3 ! 2NaH2PO4þH2O + CO2

Sodium carbonate is also used to make disodium phos-

phate, Na2HPO4, but sodium hydroxide must be used to

replace the third hydrogen in trisodium phosphate,

Na3HPO4. The orthophosphates have a wide range of uses

in industry.

Fig. 23.8 Electric furnace process for production of elemental phosphorus
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Condensed phosphates are made by eliminating water

from orthophosphates. The most important compound is

sodium tripolyphosphate (STPP), made according to the

following reaction:

2Na2HPO4 + NaH2PO4������!�H2O
Na5P3O10

The most important use of STPP is as a builder in

detergents. However, legislative restrictions on the use of

phosphorus compounds in household detergents have caused

a Worldwide flattening of consumption.

Glassy condensed phosphates are represented by sodium

hexametaphosphate, in which the O:P ratio is 3:1. There can

be considerable variation in the Na2O to P2O5 ratio.

The principal use of the condensed phosphates is to

sequester metallic ions in water. They form water-soluble

complexes with the metals and prevent metallic compounds

from precipitating to cause discoloration, scale, and sludges.

Wet Process Phosphoric Acid

In the wet process, phosphate rock is reacted in a slurry of

phosphoric acid and calcium sulfate crystals containing a

controlled quantity of sulfuric acid. The simplified reactions

for the dihydrate process is as follows:

Ca3ðPO4Þ2 þ 3H2SO4 ! 3CaSO4 � 2H2Oþ 2H3PO4

Until 1969, virtually all wet process acid was made at

maximum strengths of 26–32% P2O5, separating the calcium

sulfate as gypsum containing two molecules of water. Since

1969, a substantial number of commercial hemihydrate pro-

cess plants have been built in various modes. In the hemihy-

drate process, reaction conditions are higher in temperature

and phosphoric acid strength so that the stable solid phase is

calcium sulfate with one-half molecule of water.

The hemihydrate process may be a single-stage process,

known as HH, in which the hemihydrate solids are the waste

product, or the process can have a second step in which the

hemihydrate is recrystallized to gypsum, known as hemi-

dihydrate (HDH). In the hemihydrate process, acid strengths

of 38% P2O5 to about 42% P2O5 normally are produced

although strengths up to 50% can be produced under some-

what more difficult circumstances requiring more filter area.

The neutralization reaction of the above equation is

conducted in one or more strongly agitated reaction vessels,

whether in a gypsum or in a hemihydrate mode. The system

is highly exothermic and the slurry is maintained at 80–85�C
for dihydrate processing, 95–100�C for hemihydrate, by

evaporative or air cooling. During the reaction of phosphate

rock with sulfuric acid, fluorine is evolved and must be

scrubbed from the vent gas.

Table 23.4 lists the production of phosphoric acid in the

recent past, and shows the substantial changes in location of

P2O5 production over the last decade. The East and West

Europe fertilizer industry was in a steep decline by 1999.

North Africa and the Middle East are continuing to expand

based on their huge reserves of high-grade phosphate. China,

with substantial deposits, has now begun to develop these, as

evidenced by the significant increase in the production of

phosphate rock and phosphoric acid since the year 2000.

Dihydrate Process

The conventional dihydrate process, as operated over the last

70 years, was first demonstrated by the Dorr Company in the

Cominco plant at Trail, British Columbia, in 1931 [1]. The

principles discovered at that time for making an acid

strength of up to 32% P2O5 and a highly filterable gypsum

crystal are still used today. The salient features of the pro-

cess included maintaining H2SO4 content in the digestion

acid of about 2.0–3.0%. Reaction slurry was recycled at a

ratio of 10–15:1 relative to the volume of product slurry sent

to the filter. The relatively higher recirculation of seed gyp-

sum than had previously been practiced, together with con-

trol of the free sulfate, resulted in product acid well above

the previous 22% P2O5 possible with batch and countercur-

rent decantation systems.

If the sulfate in the solution is allowed to exceed certain

limits, depending on rock reactivity and particle size, the

rock becomes coated with gypsum, and the reaction

becomes uncontrollable. If the sulfate level is too low, the

precipitated gypsum filters poorly and contains excessive

quantities of crystallized (solid solution) P2O5, leading to

excessive P2O5 losses. Over the years, the process has

evolved to employ increased slurry recirculation and differ-

ent reactor configurations, In addition, several different filter

designs are available.

Table 23.4 Annual production of phosphoric acid by region (1,000 mt

P2O5)

Region 2000 2003 2006 2008

West Europe 1,275 1,117 948 818

Central Europe 540 525 548 503

East Europe & Central Asia 2,425 2,547 2,945 3,066

North America 10,537 10,694 9,571 8,182

Latin America 1,683 1,460 1,599 1,674

Africa 5,274 5,967 5,924 5,296

West Asia 1,742 1,639 1,655 1,364

South Asia 1,014 1,012 1,395 1,138

East Asia 3,202 5,442 9,010 10,172

Oceania 152 438 420 433

Total world 27,843 30,841 34,015 32,646

Source: ifa, World Phosphoric Acid (PA) statistics
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The principal dihydrate processes in use as of 2,000 are

shown in Table 23.5. During the decade 1990–2000, many

of the smaller plants and even some larger than 450 t per day

P2O5 plants have been shut down due to environmental or

market conditions. This has resulted in more production in

Morocco, Jordan, and India, and less in Europe. Most of the

world’s phosphoric acid is produced by the dihydrate

method, but there is likely to be increased production by

the hemihydrate method because of advantages in some

situations. The dihydrate processes listed have been

modified over the years so that many slightly different

configurations of the same process may exist.

The unique feature of each process is the reactor system

configuration. The reactor or reactors normally provide from

2 to 6 h detention for the gypsum slurry. This is about

0.8–2.5 m3 of reactor volume per ton of P2O5 per day,

meaning relatively large vessels totaling 1,500 m3 to over

2,000 m3 in size for large plants. The individual reactor

systems are described briefly below.

The objective of the reaction system is to produce a

highly filterable gypsum crystal that washes well, and that

also contains a minimum amount of insoluble P2O5. The

filter ability of the gypsum slurry depends on the reactor

configuration and on the rock source. Highly filterable gyp-

sum slurries are produced from Florida, Togo, and Senegal

phosphates. These rocks may provide more than double the

P2O5 from a given filter when compared with gypsum pro-

duced from other sources. However, because phosphate rock

is costly to transport, the use of local, less treatable

phosphates can be quite economical. Table 23.6 lists the

approximate filtration design rates for these groups of com-

mercially available phosphate rock.

The advantages of the dihydrate process vs. the various,

newer hemihydrate configurations are as follows.

1. The water balance permits the use of wet rock slurry feed.

This eliminates the cost of drying the rock and the dust

nuisance. This is the principal benefit that has deterred

most Florida producers from using the hemi routes.

Because gypsum has two moles of water of hydration

vs. one half mole for hemihydrate, and because product

acid strength is 26–28% P2O5 normally, the ground phos-

phate feed slurry can be as low as 65% solids for the

dihydrate process. This still leaves enough makeup water

for adequate washing of the gypsum. For hemihydrate

processes the maximum moisture is generally considered

to be about 15–18% in the feed rock. Such a low moisture

would call for a dewatering step for ground Florida

pebble rock. Producers in Florida have thus far chosen

not to go this route because of the difficulty and expense

of dewatering.

2. Dihydrate gypsum, in the case of most phosphates, filters

at relatively higher P2O5 throughput rates than hemihy-

drate, comparing dihydrate filter performance at 28%

P2O5 and hemihydrate at 42% P2O5.

3. Dihydrate plants are proven at huge outputs, in excess of

2,000 mt per day P2O5, thus offering economies of scale.

4. A vast amount of operating data and experience exists on

a wide variety of phosphate rocks for the dihydrate mode.

5. Capital costs for the dihydrate system can be less than for

the two-stage hemi processes even when evaporation and

rock grinding are considered, because of the larger reac-

tion vessels and two stages of filtration in the hemi

process.

6. The yield across the filter for the dihy drate process,

generally about 96% of the P2O5 fed, is about 3–4%

above the single-stage hemi processes.

7. Dihydrate process maintenance costs are substantially

less than those for hemi processes due to less severe

process conditions. The on-stream factor is also higher

for the average dihydrate facility.

Major Dihydrate Processes

Prayon process. The Prayon process [17] has evolved from

the cascade system first used by the Dorr Company in the

1930s. Instead of round, steel vessels with rubber and brick

lining, Prayon developed a multicompartmented reinforced

concrete vessel, rectangular in shape, lined with a membrane

and carbon brick in the early 1960s. The construction has

proved to be exceedingly durable. A similar concrete

construction is used by Jacobs and by Rhone Poulenc.

Table 23.5 Phosphoric acid plants, worldwide dihydrate process,

2009

Process Number of lines 450 MTPD or larger

Prayon 20–25

Rhone Poulenc 10–15

Nissan H 7

Jacobs/Dorr–Oliver 8

Badger–Isothermal 6

Table 23.6 Filtration design rates for phosphoric acid produced from

various rock sources

Rock source Tons P2O5 produced per m2 active area

Togo

Florida 7.5–9.0

Senegal

Morocco Khouribga

Western U.S. 4.5–7.0

Kola (USSR)

North Carolina

Morocco Safi

Algeria 2.5–5.0

Tunisia
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A diagram of the Prayon Mark IV reactor configuration is

shown in Fig. 23.9. The Prayon process uses vacuum

cooling, a low-level vacuum chamber through which reac-

tion slurry is circulated to maintain a reactor temperature of

80–85�C. There are numerous installations of large Prayon

plants in the United States, although the center of process

technology is Belgium.

Prayon also offers the Prayon–Central Glass process, a

name derived from its Japanese origins. In this process,

gypsum is crystallized in a dihydrate mode in the first

stage. After separation of most of the P2O5 from the slurry

by centrifugation or filtration, the gypsum is recrystallized to

hemihydrate employing the sulfuric acid ultimately required

in the first stage. The recrystallized hemi is quite low in P2O5

and impurities suitable for by-product wallboard and plaster,

and is readily washed in a second stage of filtration, followed

by an agglomeration step that results in a semi-granular by-

product. This process has allowed the Engis, Belgium, plant

to continue operation by converting all of its gypsum to a

saleable product. The Prayon Mark III and Mark IV

dihydrate processes are used in Florida and Louisiana in

some eight lines operating between 1,350 and 2,000 t per

day P2O5, and in one revamped plant in Jordan.

Speichim–Rhone Poulenc process.Most of Rhone Poulenc’s

existing plants are of a single stirred vessel configuration.

However, a two-vessel arrangement, the Diplo system, [18]

has been offered and retrofitted into several of the previous

single reactor plants.

The original Rhone Poulenc Single Tank system is an

exceedingly simple plant. It is air-cooled by passing a flow

of air over slurry splashers, and does not have a filter feed

tank, the slurry simply overflowing the reactor to a vertical

pipe on top of the filter feed pump. The newer Diplo system

is said to offer a better yield, higher P2O5 product acid

strength, and a more filterable gypsum by providing a better

concentration gradient for gypsum growth.

Rhone Poulenc installations are located in France,

Belgium, Morocco, Senegal, Brazil, and China.

Nissan H process. In this process, the rock attack is done

under conditions favoring the formation of an unstable hemi-

hydrate. The slurry then is cooled and seeded to recrystallize

to gypsum at high sulfate levels, producing a gypsum low in

co-precipitated P2O5. Yields in the 97–98% range are

reported. The process, in operation since the 1960s, has

been favored in many instances where the phosphogypsum

can be used for wallboard or other building materials. Major

installations are located in Japan and Morocco. A large plant

at Pernis, Netherlands, has been closed and it appears that

Nissan no longer offers phosphoric acid technology.

Jacobs process. Jacobs Engineering acquired the Dorrco

process technology in 1974 and has carried on the annular

reactor design begun by Dorr in the early 1960s. The reactor

configuration is a compromise between a multicompartment

system, as used in the earlier Dorr–Oliver cascade system

and in the compartmented Prayon reactor, and the true single

stirred vessel used by Rhone–Poulenc and Badger.

In the Jacobs system, the annulus of a large concrete tank

is fitted with a series of agitators. There is baffling, but there

are no walls between the agitators. High slurry recirculation

Fig. 23.9 Prayon Mark IV reaction and filtration system
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rates are achieved by a combination of back-mixing and

slurry pumping. Vacuum cooling normally is used. The

Jacobs plants include a 1,500 t per day plant in Tampa,

Florida, a 900 tons per day facility at Paradeep, India, and

several smaller units. Figure 23.10 shows the Oswal

Fertilizers and Chemicals construction site of the world’s

largest phosphoric acid plant [19–21] 2,650 mt per day P2O5

also at Paradeep, Orissa, in mid-1999. Figure 23.11 is a

diagram of the reactor itself. Starting in the center fore-

ground of the photo and moving clockwise, the large build-

ing, partially roofed, holds five 110 m two-belt filters, next is

the wet grinding and screening structure. The concrete reac-

tor tank, having 4,350 m3 of slurry volume, is shown prior to

the installation of the agitators. The three small cylindrical

vessels are slurry vacuum coolers. Six evaporators with

fluosilicic acid recovery are pictured next. The large tanks

are for acid storage and clarification, and finally, on the far

right, the cooling tower foundations. Slurry flow is clock-

wise around the annulus, into the center compartment, then

to the long narrow vacuum cooler feed compartment. The

cooled slurry flows to the cooler seal compartment opposite

the feed compartment. The bulk of the slurry recycles to the

annular reactor with the net flow proceeding to the filter feed

tank. In principal, the flow pattern is similar to the Prayon

reactor system shown in Fig. 23.9. The ground phosphate

rock is mixed with recycled cool slurry in the first position

of the annulus followed by the addition of sulfuric acid

diluted in a mixing tee with weak phosphoric acid from

the filter.

Isothermal process. The Badger–Raytheon reactor is a draft

tube mixer within a vacuum vessel [22]. All reactants are

added to this vessel, which is under vacuum, and cooling and

rock digestion are achieved simultaneously.

There are three lines in Florida, two in Mexico, and two in

the Western United States. The system has low energy

consumption, but lacks flexibility in that it works best with

finely ground rock. It has also exhibited some difficulty in

handling the high organic Mexican phosphate.

Hemihydrate Processes for Phosphoric Acid

Methods for making higher strength P2O5 acid have been

known for a long time. The basic hemihydrate–dihydrate

process shown in the Hydro Fertilizer flowsheet,

Fig. 23.12, is similar to the initial process attempted in

1931 at the Cominco plant at Trail, BC. The hemihydrate–-

dihydrate process failed there, mostly because of inadequate

filters, but the Dorr dihydrate process did emerge

successfully.

The first large hemi plant of more modern times was the

Kemira hemi-dihydrate two-stage plant at Siilinjarvi,

Finland, which started operation in 1969, using the Dorr

HYS process. After about 4 years of operation at 250 mt

per day P2O5, its rated design, the plant was expanded but

operated in the dihydrate mode. In the hemihydrate mode,

filtration and recrystallization problems had plagued the

plant, which operated on Kola rock.

Hemihydrate processes are available for new facilities

and also for the retrofitting of existing dihydrate plants.

Several conversions to higher-strength acid have been

made, where the steam saved in evaporation can replace

fuel. Plants that make super-phosphoric acid, or where

Fig. 23.10 Oswal phosphoric

acid plant during construction—

May 1999—Paradeep, Orissa,

India
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sulfuric acid plant steam is not available, are likely targets

for conversion.

The single-stage hemi process is similar to the front end

of the HDH process (see Fig. 23.13). However, in this case,

the hemi is sent to waste without deliberate recrystallization

after washing. Yields for the single-stage process are gener-

ally below the yields of the dihydrate process, whereas

yields for the two-stage HDH process are very high; see

Table 23.7.

Table 23.8 lists the major hemihydrate plants operating in

2000. Many of the smaller facilities on the ninth edition list

have been shut down. However, two major single-stage hemi

plants have recently started operation. The Indo-Jordan

facility has been particularly successful operating at full

capacity from the initial startup, and up to 1,000 t per day

P2O5 on two 80-m2 Eimco belt filters.

The WMC plant [23, 24] extends proven hemi capacity

to 1,500 t per day P2O5, but the plant has had to contend

with a highly abrasive, low-grade rock, 23.5% P2O5 with

over 35% SiO2. In addition, the PCS (Occidental) single-

stage hemi plant, in operation since the early 1980s, has

been termed by some as one of the best phosphoric acid

plants in the world. Also, the conversion at Arcadian has

met the test of time.

Fig. 23.11 Jacobson reaction system, 2500 tons per day P2O5

Fig. 23.12 Hydro fertilizer technology hemihydrate process
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The advantages of the hemihydrate processes compared

with the conventional dihydrate processes are:

1. Energy savings due to higher product acid strength.

2. Higher P2O5 recovery and lower H2SO4 consumption for

the two-stage process.

3. Lower capital cost for the single-stage process.

4. Hemi-hydrate recrystallized gypsum that is relatively

pure, 0.2–0.4% total P2O5. This makes it more suitable

for a cement additive or in wallboard.

5. Less rock grinding required.

Energy savings in phosphoric acid. As has just been noted,

the hemi processes provide energy savings due to the reduced

steam consumption for evaporation. This steam, even though

of low-pressure, 2.0–3.0 kg/cm2, has significant value for the

cogeneration of power. In some cases, the hemi process also

saves rock-grinding power. On the other hand, dihydrate

processes have the ability to use wet rock slurries and to

absorb, in the process, more contaminated water resulting

from rainfall collected off the waste gypsum stacks. The

latter advantage may be important to maintaining a zero

water balance and eliminating costly effluent treatment.

The use of wet grinding and slurry feeding eliminates the

fuel and electricity consumed in drying the rock.

Another energy-saving option is the use of hot water

instead of steam for evaporation. This is an alternative,

energy-wise, to the higher-strength hemi processes. Hot

water normally is available from the heat of absorption of

the sulfuric acid plant. Strengths of 40–42% P2O5 can read-

ily be achieved. A few commercial installations exist in

Europe. A more expensive alternative is offered in the

HRS sulfuric acid process by Monsanto, which converts

the absorption heat to low-pressure steam.

Unit Operations

In addition to the reaction step discussed above, there are a

number of other unit operations used in producing wet pro-

cess phosphoric acid.

Calcination. Phosphate rock normally is used as a dry rock

or in slurry form. However, in some cases, particularly

where the raw phosphate is high in carbonaceous matter or

it is desirable to have a clean acid, the rock is calcined. Also,

in a few cases, the phosphate rock is calcined, the product

slaked, and free lime separated as a beneficiation step. Cal-

cination is energy intensive and produces a less reactive rock

and, in some cases, a less filterable gypsum. Therefore, the

use of calcination is diminishing, and is being replaced by a

wet oxidation step to produce green acid [16]. In separating

calcium carbonate, flotation, where it is successful, is

favored over calcination because of its lower cost.

Rock grinding. Until 1973, most phosphate was ground dry

in roller or ball mills. In that year, Agrico, at South Pierce,

Florida, converted one of its dry mills to wet slurry grinding

and proved that the plant water balance could manage the

rock at a 65–68% solids slurry. Since that time, most US

installations have converted to wet grinding.

Relatively fine phosphates, such as Kola, North Florida,

Senegal, and Togo, can be processed unground as dry

concentrates or as dewatered beneficiated product with

12–18% moisture. In the hemi processes, somewhat coarser

feed,�20mesh,may be tolerated. For dihydrate, it is desirable

to feed from1.5% þ 35mesh (Tyler) to about 8% þ 35mesh.

Filtration. The separation of phosphogypsum or hemihy-

drate from its mother liquor has always been a difficult

operation. The process has been subject to the formation of

calcium sulfate, sodium fluosilicate, and other types of scale

that clog the cloth and necessitate periodic filter washing.

Filter cloth wear is severe, requiring cloth changes as often,

in some cases, as 2 or 3 weeks apart.

Fig. 23.13 Hydro fertilizer

technology hemihydrate process

Table 23.7 Range of P2O5 yield through filtration as % of P2O5

Phosphate acid process

Hemi-dihydrate 98–99

Conventional dihydrate 95–97

Single-stage hemi 91–94
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Three types of filters have predominated over the past 20

years, the most widely used being the Bird–Prayon tilting

pan filter shown in Fig. 23.14. The Ucego, a table filter with

a peripheral side wall belt that leaves the filter to permit cake

sluicing, has been popular worldwide since the late 1960s. In

the late 1970s and the 1980s, belt filters became more readily

accepted. The belt filter has been used on phosphoric acid

since the 1940s and 1950s, but in the past it was plagued by

mechanical problems and materials failures.

During the last decade, many successful belt filter

installations have been made by Eimco, Filtres Philippe,

Delkor, and Gaudfrin. Even in hemi service at Namhae,

Indo-Jordan, and WMC, operating at 95�C or above, the belt

filters appear to be successful. Because of their long narrow

configuration, the belt filter is well suited as a supplemental

filter and three have been installed in Florida for this purpose.

The filtration step is a countercurrent washing using two

or three washes. Usually the final wash is a contaminated

Table 23.8 Major hemihydrate installations (2000)

Owner Location Year in operation Process Product acid strength Rock

Capacity P2O5

(million tons per day)

Chinhae Korea 1990 N-H(C)(NDH) 45 FL 250

PCS (Arcadian) U.S. 1980 N-H(C)(H) 40 Bou Cra 600

PCS (Occidental) Florida 1980 Oxy(H) 38 FL 1400

Gresik Indonesia 1984 Nissan C(HDH) 42 Jordan 550

Nam Hae Korea 1988 Nissan C(C)(HDH) 42 FL/Jordan 1100

Yong Nam Korea 1989 Nissan C(C)(HDH) 42 – 400

Copebras Brazil 1987 Nissan C(C)(HDH) – Brazil 450

Coop Chem. Japan 1987 Nissan C(HDH) – – 230

Yunnan China 1992 N-H(HDH) 45 China 210

Inda-Jordan Jordan 1998 N-H(H) 42 Jordan 750

WMC Australia 2000 N-H(H) 42 Queensland 1500

N-H Norsk Hydro, C Conversion, H Hemihydrate, single-stage, HDH Hemihydrate–dihydrate

Fig. 23.14 Flow diagram of filtration section of a wet process phosphoric acid plant (Prayon process, courtesy Davy Mckee Corp.)
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pond water or a cooling loop water, thus providing for, in

most cases, a zero effluent plant.

Sizes of the Bird–Prayon and Ucego filter can be very

large, over 200 m2 of active surface area, allowing rates up to

1,600–2,000 mt per day P2O5. Belt filters are, so far, 110 m2

or less; however, they are relatively inexpensive because

little alloy steel is used, and normally two belt filters would

be less in first cost than one large tilting pan or table filter.

Evaporation. Phosphoric acid is used for downstream

products mostly at 28% P2O5, 40% P2O5, and 54% P2O5.

Many plants also make clarified merchant grade acid

(MGA), which, at 52–54% P2O5, is a world traded product.

Evaporation normally is done under vacuum using forced

circulation via an axial flow pump. Vacuum can be

accomplished by steam ejectors, vacuum pumps, or with

condenser water using an entraining condenser downleg.

Heat exchangers normally have been shell and a tube, with

graphite tubes in the United States. French practice has been

to use carbon block exchangers, but these tend to scale more

and are no longer in favor in many areas. Some newer shell

and tube exchangers have been Sanicro 28 or Hastelloy G3

or G30. A flow sheet is shown in Fig. 23.15.

Typical analyses ofwet process phosphoric acidmade from

North Carolina calcined concentrate are shown in Table 23.9.

Superphosphoric Acid

Solution fertilizers have become very popular in the United

States. The principal source of P2O5 for these fertilizers is wet

process Superphosphoric acid containing about 70% P2O5

where 35% or more of the P2O5 is present in the

polyphosphoric form. When this acid is ammoniated and

Fig. 23.15 Flow diagram of evaporation section of a wet process phosphoric acid plant (courtesy Davy Mckee Corp)

Table 23.9 Typical analyses, wet process phosphoric acid made from

North Carolina calcined concentrate

Weight percentage

Component Concentrated acid Superphosphoric acid

P2O5, total 53.0 69.5a

Solids 0.2

Free water 22.0

Fe2O3 1.5 2.0

Al2O3 0.7 1.0

F 0.6 0.3

MgO 1.1 1.3

SO4 2.7 3.7

CaO 0.1 0.2

Sp.g, at 75 �F 1.68 2.0

aAbout 36 % of the total P2O5 is present as polyphosphates (courtesy

Texasgulf.Inc.)
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diluted, the iron, aluminum, and magnesium compounds

naturally present remain in solution, sequestered by the poly-

phosphates. Clear solutions result, and there is no clogging of

the sprays used for applying the fertilizer. When ordinary

phosphoric acid is neutralized with ammonia, heavy sludges

form, and the resulting solution is difficult to store and apply.

Superphosphoric acid is made by the additional concentra-

tion of clarified phosphoric acid in vacuum evaporators of the

falling-film or forced-circulation type. High-pressure steam

or Dowtherm vapor is used for heating. Corrosion is a prob-

lem, so the equipment is made from high alloy stainless steels.

The acid is shipped in special insulated tank cars to the

solution fertilizer plants, which are located close to the farm

areas they serve. Organic matter contributes to sludge

problems in making solution fertilizers; therefore, calcination

of the phosphate rock used for making the acid is advanta-

geous. Organics alsomay be removed by oxidationwith nitric

acid or ammonium nitrate [16], and several SPA producers

have gone to such treatment to improve their product quality.

Wet Process Acid By-Products

Phosphogypsum

About 5 t of gypsum on a dry basis are made for each ton of

P2O5 produced in a wet process phosphoric plant. This

material usually is disposed of as a waste, by impounding

it in old mine pits, stacking it in huge piles, or, in some cases,

discharging it into very large rivers or river mouths.

Phosphogypsum is sold to farmers in California for control

of salt buildup in irrigated soils; a small quantity is sold to

peanut farmers in the southeastern United States. However,

there has been concern about the utilization of gypsum

because of its low-level radioactivity in some instances. In

addition, it contains fluosilicates and P2O5 so that utilization

in building products, such as wallboard and blocks, has been

limited to Europe and Japan, where natural gypsum is more

costly than manufactured gypsum. In these cases, the

phosphogypsum generally comes from a hemihydrate pro-

cess producing a slightly purer form than natural gypsum.

Regeneration of SO2 from gypsum has been done via the

Krupp–OSW process, the most important facility formerly

being the Fedmis plant in South Africa, which made about

300 t per day H2SO4 and a similar amount of cement.

Apparently, because of the high cost of cement and sulfur

in this remote location, the plant was not economically

viable and shut down in the late 1980s. Because of the

present low cost of sulfur and its future abundance as a result

of the removal of sulfur from sour natural gas and because of

SO2 removal processes in power generation, interest in sul-

fur recovery from phosphogypsum has waned.

The Florida Institute of Phosphate Research (FIPR) has

studied phosphogypsum utilization at length, but the U.S.

Environmental Protection Agency has prohibited its move-

ment from its stacks (piles) because of its low level radia-

tion. The FIPR hopes to show that its use in road building

subsurfaces and as an additive to enhance digestion of

municipal waste in land fills can be accomplished without

harm to the public now or in the future [25, 26].

Fluorine Recovery

Phosphate rock contains about 3.5% fluorine, some of which

is recovered as a byproduct in manufacturing wet process

phosphoric acid. During acidulation, the fluorine is released

as hydrofluoric acid, HF, which reacts with the silica present

as an impurity in the rock to form fluosilicic acid, H2SiF6.

Some of the fluorine is lost with the gypsum as sodium or

potassium fluosilicates, and some remains dissolved in the

filter acid. When the acid is concentrated, much of the

fluorine in the feed is boiled off, appearing as HF and silicon

tetrafluoride, SiF4, in the vapors.

Fluorine is recovered at the evaporator station by scrub-

bing the vapors leaving the flash chamber. The vapors pass

through an entrainment separator to remove fine droplets of

phosphoric acid and then into a spray tower where they are

scrubbed with a weak solution of fluosilicic acid according

to the reaction:

2HFþ SiF4 ! H2SiF6

Part of the circulating solution is continuously withdrawn

as a 20–25% aqueous solution of H2SiF6. The solution is

shipped in rubber-lined tank cars and is used for fluoridation

of drinkingwater, the preparation of fluosilicates, and produc-

tion of AlF3. These salts find use in ceramics, pesticides, wood

preservatives, concrete hardeners, and aluminum production.

Uranium Recovery from Wet Process
Phosphoric Acid

Uranium recovery was briefly described in the ninth edition.

Since 1990, all uranium recovery contracts have expired in

the United States and the recovery facilities moth-balled or

scrapped. There is no indication that the situation will

change in the near future, because the reduced price of

uranium no longer makes its recovery from phosphoric

acid economical.

Animal Feed Supplements

Calcium phosphates for use in animal and poultry feeds are

made from both furnace and wet process phosphoric acids.

Dicalcium phosphate, CaHPO4, containing 18.5% P, and
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mono calcium phosphate, Ca (H2PO4)2·H2O, containing

21.0% P, are made in large tonnages. Both grades are

prepared by reacting phosphoric acid with pulverized lime

stone in a pug mixer. The limestone must be quite pure, and

the phosphoric acid must have a low fluorine content, below

100 P to 1.0�F. If 54% P2O5 wet process phosphoric acid is

used, it is defluorinated first by adding diatomaceous earth

and then sparging the acid with steam. An alternate method

is to use wet process superphosphoric acid, which has a low

fluorine content. The superphosphoric acid is hydrolyzed by

diluting it with water and heating. The pug mixer product is a

fine granule, �12 mesh, which is dried and shipped in bulk

to feed-mixing plants.

Purified Phosphoric Acid

Currently only one furnace acid plant remains in operation in

the United States to supply elemental phosphorus and a few

uses that cannot be satisfied by purified wet acid produced

from wet process acid.

Wet process phosphoric acid made from calcined rock is

preferred feed stock because it is devoid of the soluble organics

and sludges present in acidmade from sedimentary phosphates.

However, calcination is expensive so that some plants are

willing to go through laborious clarification to avoid it.

Clear acid is fed to a column or a battery of mixer-settlers

and extracted with a solvent such a butyl alcohol or tributyl

phosphate. Generally, about three-fourths of the phosphoric

acid transfers to the organic phase, leaving the impurities in

the raffinate, which is sent to a fertilizer unit to recover its

P2O5. The yield of cleaned acid can be increased by adding

another mineral acid such as sulfuric acid or hydrochloric

acid to the extraction step.

After washing, the phosphoric acid is stripped from the

solvent with water, and the solvent is returned to the extrac-

tion section. The phosphoric acid now is quite dilute and still

contains small amounts of impurities. The acid then is

concentrated, and the impurities are removed by steam strip-

ping and the addition of reagents and adsorbents followed by

filtration. The exact details of the process vary, depending

upon the process technology, which is proprietary, the

impurities present in the feed acid, and the solvent used.

Purified wet phosphoric acid is suitable for both industrial

and food-grade use, although food-grade requires another

level of purification over industrial or technical grade acid.

There are now several purified acid plants in the United

States. Figure 23.16 is a photo of the PCS plant at Aurora,

NC. That plant was expanded by adding a third train in 2001

and a fourth train in 2006. The Rhone-Poulenc purification

plant at Geismar, LA continues in operation. There are also

plants in Morocco, Belgium, Japan, and Israel.

Fig. 23.16 Purifried phosphoric

acid plant for P.A. Partnership,

Aurora, NC (courtesy P.A.

Partnership and Jacobs

Engineering)
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Environmental Aspects

As implied earlier in this chapter, gypsum disposal is a prob-

lem that generally has defied an inexpensive solution. As a

waste material, it is relatively benign, but P2O5, sulfate, fluo-

rine, low-level radioactivity, and other contaminants, includ-

ing some heavy metals in small quantities, can leach from

waste stacks into the nearby groundwater. In Florida, the

underlying layers of limestone afford some protection, but

the EPA will require future stacks be lined with a membrane

to prevent seepage. The “gypsum dilemma” has loomed as an

increasing problem over the last decade [25–27].

Although dumping of waste gypsum slurries into the

ocean still is practiced in some locations outside the United

States, and harmful effects are generally difficult to quantify,

there is continuing pressure from environmental groups to

cease dumping into rivers and the seas.

Gaseous emission from phosphoric acid plants can be

scrubbed with cool contaminated recycle cooling water to

relatively low emission levels. However, to minimize

cooling tower or cooling pond emission, fluorine recovery

often is necessary on those streams that have a significant

fluorine content.
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Fertilizers and Food Production 24
Amit H. Roy

Introduction

Fertilizers provide plants with the nutrients they need for

their growth and development. Plants live, grow, and repro-

duce by taking up water and nutrients, carbon dioxide from

the air, and energy from the sun. Apart from carbon, hydro-

gen, and oxygen, which collectively make up 90–95% of the

dry matter of all plants, other nutrients needed by plants

come essentially from the media in which they grow—

essentially in the soil. The other nutrients are subdivided

into primary nutrients (nitrogen, phosphorus, and potassium)

and secondary nutrients (calcium, magnesium, and sulfur).

In addition, plants also need other nutrients in much smaller

amounts, and they are referred to as micronutrients (boron,

chlorine, copper, iron, manganese, molybdenum, and zinc).

To maintain soil fertility and productivity and prevent

land degradation, nutrients taken up by crops must be

replenished through the application of fertilizers. The use

of fertilizer results in many benefits to producers,

consumers, and the environment, starting with increased

agricultural outputs (mainly food and fiber) to contributing

to soil organic matter maintenance, water-holding capacity,

biological nitrogen fixation, soil erosion control, other phys-

ical and chemical properties, and less extensive land use.

These benefits contribute to increased agricultural growth

and agribusiness activities, which are catalysts for broadly

based economic growth and development in most developed

and developing economies; agriculture’s links to the non-

farm economy generate considerable employment, income,

and growth in the rest of the economy.

A commercial fertilizer is a material that contains at least

one of the plant nutrients in chemical form that, when

applied to the soil, is soluble in the soil solution phase and

assimilable or “available” by plant roots. Most often, this

implies chemical forms that are water soluble. However, in

the case of phosphorus, solubility in special reagent

solutions (citric acid, neutral ammonium citrate, or alkaline

ammonium citrate) often is used as a guide for availability to

plants. In the case of nitrogen, slow solubility in water may

be more desirable from an environmental and efficiency

standpoint than easy solubility.

Fertilizer products are customarily designated by a series

of numbers separated by dashes. This set of numbers is

called “grade” of the fertilizer product. Each of the numbers

indicates the amount of a nutrient that the manufacturers

guarantee is contained in the fertilizer product. This number

includes only the amount of nutrient found by accepted

analytical procedures, thereby excluding any nutrient pres-

ent in a form that is deemed to be unavailable for plant

nutrition. The content of each nutrient, expressed as a per-

centage of total weight, is the guaranteed minimum rather

than actual, which is usually slightly higher.

Usually, three numbers are used when giving the grade

fertilizer product, and these three numbers always refer in

order to the content of the primary nutrients: nitrogen, phos-

phorus, and potassium. If other nutrients are present, their

content can also be indicated in the grade of the fertilizer

product; each extra number is followed by the chemical

symbol of the nutrient it represents. Many countries indicate

the content of phosphorus and potassium not in the elemen-

tal form but in the oxide form, P2O5 and K2O. Thus, a

fertilizer product with a grade of 12–6–22– 2MgO is

guaranteed by the manufacturer to contain: 12% N, 6%

P2O5, 22% K2O, and 2% MgO.

The beginning of our dependence on inorganic fertilizer

can be traced back to the nineteenth century when Justus von

Liebig articulated the theoretical foundations of crop pro-

duction and when John Bennett Lawes began producing

fertilizers containing phosphorus [1]. However, only since

the 1960s when global starvation became a real possibility

have fertilizers assumed a predominant role in increasing

agricultural productivity. Fertilizer was an integral part of
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technological trinity—seed, water, and fertilizer—responsi-

ble for bringing about the “Green Revolution” that helped

many densely populated countries, including India, China,

and Indonesia, achieve food self-sufficiency in a short span

of 20–25 years.

Since the 1960s, global cereal production has more than

doubled, increasing from 866 million metric tons (mt) in

1961 to nearly 2,433 million mt in 2010, with developing

countries accounting for nearly 60% of the increase

(Fig. 24.1). Most of the increased cereal production in

South Asia was through higher yields, but increases in

sub-Saharan Africa were mostly through area expansion

(Fig. 24.2). It is estimated that fertilizers accounted for

56% of the rise in average yields per hectare and about

30% of the total increase in production. Consequently, cereal

production closely parallels fertilizer use in developing

countries (Fig. 24.3). The only exception is sub-Saharan

Africa where per capita food production has decreased

since the 1970s. This decline can be attributed to several

factors, including low soil fertility, agroclimatic conditions,

Fig. 24.1 Cereal production in developed and developing countries, 1961–2010

Fig. 24.2 Growth of cereal yield and area in cereal production in South Asia and Sub-Saharan Africa between 1961 and 2010 (1961 ¼ 100 for

yield and area)
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and low fertilizer use. Compared with a world average of

119 kg of nutrients per hectare, sub-Saharan Africa uses only

8 kg of nutrients per hectare, resulting in a significant mining

of inherent nutrients from soils that are already low in

nutrient status (Figs. 24.4 and 24.5).

Growth in the future demand for food and feed will be

influenced by changes in a number of forces, but mainly by

growth in population, income levels and economic

development, and changes in the food preferences of

consumers. Although the United Nations recently adjusted

downward its estimates of population growth, still during the

next 20 years approximately 75 million people will be added

to the world’s population each year, increasing it from about

6.8 billion in 2010 to over 9.2 billion by 2050 (Fig. 24.6).

Much of this increase will occur in the cities of the develop-

ing world, which will account for most of the increased

Fig. 24.3 Developing countries: total cereal production and total fertilizer use, 1961/1962–2010/2011

Fig. 24.4 Per hectare fertilizer use by regions and markets, 2010 (kg/ha)
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demand for food, including meat products. The recent drive

toward renewable energy sources, particularly biofuels, will

also increase demand. Enthusiasm for biofuels is because of

dramatically higher energy prices, geopolitical tensions, and

uncertainties about future availability and access to petro-

leum. Also, farmers must produce more crops from existing

farmland if forests and wildlife habitats are to survive. This

will require increased crop yields through use of improved

seeds and fertilizer. This increased fertilizer use has to be

balanced against the environmental and human health con-

cern stemming from intensive fertilizer applications, partic-

ularly in industrialized countries.

Fig. 24.5 Average nutrient depletion (NPK) in Africa for 2004
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Overview of the Fertilizer Industry

Since medieval times, farmers have realized the need to

maintain the productivity of soil to achieve improved crop

yields. Until the last 200–300 years, however, the approach

was highly empirical; only by accident or by trial and error

was it found that applications to the soil of various organic

wastes or naturally occurring mineral substances such as

manure, compost, fish, ashes, saltpeter, and other substances

would sometimes increase yields or apparently restore pro-

ductivity to fields that were considered “worn out.”

As more and more chemical elements were identified,

scientists became interested in determining the amounts

and relative importance of various elements in plants. The

German scientist Liebig clarified the value of elements

derived from the soil in plant nutrition and stressed the

necessity of replacing those elements to maintain soil fertil-

ity. He usually is credited with initiating the fertilizer indus-

try. Liebig recognized the value of nitrogen but believed that

all plants could get nitrogen from the air, a concept that

unfortunately is not true. He envisioned a fertilizer industry

with nutrients such as phosphate, lime, magnesia, and potash

prepared in chemical factories. In 1840 Liebig published a

recommendation that pulverized animal bones be treated

with sulfuric acid to make the phosphate more readily avail-

able to plants. This practice was accepted, and the produc-

tion of fertilizers by chemical processing thus began.

Natural organic materials and various chemical by-

products represented a large proportion of the total world

fertilizer supply until about the middle of the twentieth

century; in the later years of the century, however, the

dependence shifted almost entirely to synthesized or chemi-

cally processed materials. Only by this means has it been

possible to keep up with increasing populations, increased

farm acreage, and increased plant food needs of new and

improved crop varieties. Today, the fertilizer industry

utilizes many facets of highly sophisticated chemistry and

engineering in the manufacture of fertilizers, and in pollu-

tion control, including disposal of waste products. The pro-

curing and handling of raw materials and the distribution and

marketing of products also involve the latest technology and

many innovations. In addition, the agronomic aspects of

fertilizer usage engage the efforts of many individuals

and organizations worldwide. The development and intro-

duction of “high-yielding” varieties of seed required more

concentrated and efficient fertilizers. Many organizations

and private companies worldwide have carried out extensive

research and development R&D on improving fertilizer pro-

duction, developing new products, and increasing efficiency

of usage. The most notable among them include the U.S.

Tennessee Valley Authority, the International Fertilizer

Development Center, and the Rothemstadt Experiment

Station.

The fertilizer industry is a large-volume producer, one

that falls within the basic industrial structure of a country.

The magnitude of this industry is apparent from Fig. 24.7,

which shows the yearly global consumption of primary

plant nutrients (N, P2O5, and K2O) since 1970/1971. For

2010/2011 the total consumption of N, P2O5, and K2O was

Fig. 24.6 World population projection
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178.4 million mt. Of this amount, China, the United States,

and India consumed 57.4 million mt, 19.7 million mt, and

28.1 million mt, respectively. Collectively, these three

countries accounted for about 50% of the world consump-

tion. Assuming an average nutrient content of all fertilizers

for that period of about 40% shows that some 358 million

mt of fertilizers was produced and handled by the industry

during that year [2]. In general, the industry includes a

number of “basic producers” each of which typically

concentrates on producing large amounts of single-nutrient

or high-nutrient fertilizer products, usually at locations near

raw materials. Numerous other components of the industry

concentrate on locating close to local farmers and

distributing the basic products either in the form received

from basic producers or after various secondary-processing

operations such as granulation, blending, or conversion to

fluids. In the United States, fluid mixtures account for more

than 20% of the total fertilizer sales. To a lesser extent, fluid

mixtures have been introduced into Europe, North America,

and South America. Fluid mixtures are used on high-value

crops in some middle eastern countries, particularly Israel,

where efficient use of water is as important as the efficient

use of plant nutrients.

Raw Materials for Fertilizer Production

The primary raw materials for nitrogen fertilizers are natural

gas, naphtha, fuel oil, and coal. The manufacturing of phos-

phate fertilizers most often requires phosphate rock. Natu-

rally occurring potassium salts form the basis of the

production of most potash fertilizers.

Natural gas, naphtha, fuel oil, and sulfur have fairly

definable specifications. In contrast, phosphate rock and

coal are products that can vary significantly in composition

and other characteristics. These variations can affect the

processes used to upgrade the “as-mined” ores or the pro-

cesses for manufacture of fertilizers from beneficiated

products. Potash ores also vary greatly in composition

depending on origin; however, the end products of mining,

beneficiation, and processing generally have relatively con-

stant compositions.

Adequacy of requisite raw materials is the most obvious

concern when facing a substantial increase in future

demand. Two separate yet intertwined issues in the case

of fertilizers are: sufficiency of raw materials and availabil-

ity of energy to convert them into final products. Potassium

is of least concern among the three primary nutrients. Not

only is this element abundantly present in the earth’s crust,

but also it can be found in conveniently concentrated

deposits in both deeply buried and near-surface sediments.

Potassium deposits in descending order of known reserves

are in North America (Canada and the United States),

Germany, Russia, Belarus, Brazil, Israel, and Jordan.

Even the most conservative reserve base estimates indicate

a reserve on the order of 500 years at the level of the late

1990s production [3]. Mining, crushing, and beneficiation

of potassium usually amount to about 10 gigajoules (GJ)/t

of the nutrient, energy demand comparable with that

required in making cement.

Phosphate rock is a finite nonrenewable resource. There

is no substitute for phosphorus. Phosphate deposits are

known from every continent of the world with the exception

of Antarctica. Recently published total world phosphate rock

Fig. 24.7 World: nitrogen, phosphate, potash, and total NPK consumption, 1970/1971–2010/2011
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reserves range from 60 billion tons of producible concentrate

[4] to 65 billion tons of undifferentiated phosphate rock.

Total world phosphate rock resources may range from 290

billion tons to 460 billion tons of phosphate rock at varying

P2O5 grades [4]. Phosphate deposits are not evenly

distributed around the globe. The most abundant known

reserves, in descending order of abundance, are located in

Morocco, China, the United States, Jordan, and Russia. At

the current rates of extraction, these reserves can support the

current rate of use for 300–400 years. Of course, in the future

based mainly on requirements due to population growth,

increased demand for phosphorus-based products will

require increased rates of phosphate rock production and

the rate of depletion of known reserves may increase. This

time horizon can be extended by exploiting by both known,

incompletely explored, and yet unknown phosphate deposits

at higher costs. Conservation and efficient use of this valu-

able natural resource and recycling of P has received and

will continue to receive more emphasis in the future.

Nitrogen fertilizers via ammonia synthesis account for

more than 90% of the world’s nitrogen fertilizers. Nitrogen

supply for ammonia synthesis is truly inexhaustible since the

atmosphere contains 3.8 quadrillion tons of the element.

Various feedstocks can be used to obtain hydrogen, and

during the last several decades the focus has been to improve

the energy efficiency of ammonia synthesis. Natural gas is

the preferred feedstock and the best natural gas-based plants

now use less than 33 GJ/t N. The global mean, which is

affected by more energy-intensive reforming of heavier

hydrocarbons (naphtha and fuel oil) and coal, is now

between 49 and 55 GJ/t N, roughly half of the level

prevailing during the early 1950s.

Even if all of the energy needed to fix the fertilizer

nitrogen were to come from natural gas, it would still be

less than 7% of the recent annual global consumption of the

fuel and less than 2% of all energy derived from fossil fuels

[5]. Clearly, there is little reason to be concerned about

either the current needs or the future supplies of energy for

producing nitrogenous fertilizers via the ammonia synthesis

route. Moreover, there is no doubt that higher absolute

energy needs for nitrogen fertilizers will be partially offset

by improved efficiency of ammonia synthesis and by higher

efficiencies of fertilizer use. Because today’s low-income

countries will experience much faster growth of energy

needs in sectors other than the fertilizer industry, the share

of global fossil fuel consumption for ammonia synthesis by

the middle of the twenty-first century may be only margin-

ally higher than it is today.

Global natural gas resources are considered abundant.

Generally, proven reserves of natural gas are considered

those quantities that geological and engineering data indi-

cate can be recovered with reasonable certainty in the future

from known reservoirs under presently existing operating

and economic conditions. Total world proved reserves

were 187.49 trillion cubic meters at the end of 2009 [6].

The reserve to production ratio (R/P ratio) was increased at

the end of 2009 to 62.8. That is, the amount of proven

reserves divided by the production that year indicates the

amount of years of reserves remaining at that rate. It should

be noted that gar reserves have increased over the last 20

years from 122.4 trillion cubic meters in 1989 to the present

figure of 187.49 trillion cubic meters. Similar to many other

natural resources, natural gas reserves are a dynamic quan-

tity determined by exploration activity, technology, and

economics. In absence of natural gas, naphtha or fuel oil,

ammonia synthesis could be accomplished (albeit more

costly) by tapping the worlds coal resources or by using a

variety of biomass feed stocks.

Nitrogen Fertilizers

Nitrogen is a component of amino acids that make up

proteins; chlorophyll (the molecule that captures the sun’s

energy); enzymes; and the genetic material, nucleic acids.

Therefore, this nutrient is required in large amounts by all

plants and forms one of three primary nutrients. Although

nitrogen is available in abundance (79% by volume) in the

earth’s atmosphere, only a very limited number of plant

varieties, chiefly legumes, can utilize this nitrogen directly

from the air. For most plants, including such important

cereal crops as rice, wheat, and corn, the nitrogen must be

in a chemical form dissolved in the soil solution. Atmo-

spheric phenomena, including lightning discharge, convert

nitrogen to nitrogen oxides, which then is absorbed in rain

water and enters the soil. However, this contribution is quite

small and the resultant nitrogen content of soils is normally

very low (less than 0.3%). Continuous cropping without

replenishment quickly depletes the soil of this important

nutrient.

Until about the early 1950s, the more widely accepted

method of supplying nitrogen was through the application of

manures/organic waste and the use of crop rotation. Crop

rotation entailed growth of a nitrogen-fixing legume crop

such as peas, clover, or alfalfa, which then was plowed into

the soil to provide nitrogen for a subsequent non-legume

crop, for example wheat and corn. This method gives the

added bonus of improving soil organic matter status. Such a

crop rotation is relatively inefficient with regards to land

usage and labor requirement. Modern, high-yield agriculture

cannot, under most conditions, be sustained by such a sys-

tem. Nevertheless, the use of crop rotation is being promoted

in many countries of sub-Saharan Africa, particularly land-

locked countries where natural soil fertility is very low and

the price of fertilizers relatively high.
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Natural Organics

Animal and human wastes have long been used as fertilizers,

especially in Europe and Asia, particularly China. Even

some American Indians are said to have planted a dead fish

in each corn hill to increase yields. Such materials contain

small percentages of nitrogen and other plant nutrients that

are assimilable by plants. Today, the use of raw sewage on

crops persists in Asia and Europe, but volumewise is not of

great significance. In the United States and most European

countries, the use of raw sewage is not considered accept-

able, but some municipal sewage plants employ special

sterilization, heavy metals removal, and drying processes

that yield acceptable fertilizers of low nitrogen content.

The volume of such output is small, however. Other organic

materials traditionally employed as fertilizers of usable

nitrogen content include guano (deposits of accumulated

bird droppings), fish meal, and packinghouse wastes includ-

ing bone meal and dried blood. However, the cumulative

importance of all such natural nitrogen sources in modern

agriculture is minor. Less than 1% of the total fertilizer

nitrogen now used comes from such sources. These products

for the most part are not chemically altered prior to use.

Processing is mainly physical in nature to improve handling

and distribution properties.

Nitrogen Fertilizers from Synthetic Ammonia

The development of a practical ammonia synthesis process

in the early years of the twentieth century was a profound

scientific achievement of great social significance in view of

the subsequent dependence of the world on fertilizer for

support of its growing population.

Both the historical background and detailed technical

descriptions of modern ammonia synthesis processes are cov-

ered in Chap. 22. These processes are all refinements of the

original one conceived and developed by Fritz Haber and

Carl Bosch in Germany during the period 1904–1913. Basi-

cally, a gaseous mixture of nitrogen and hydrogen, in proper

proportions to form ammonia, is compressed to very high

pressure in the presence of an activated iron catalyst. Ammo-

nia forms and is removed by cooling and condensation. The

nitrogen feed is obtained from air by any of several routes that

remove the oxygen. Likewise, there are several routes by

which hydrogen feed is obtained, most of which involve

decomposition of water by reaction with a carbon source

such as natural gas, naphtha, or coke. The preparation and

the purification of the synthesis gas and the synthesis itself are

highly sophisticated modern processes that require great skill

and know-how in design, construction, and operation of plants.

There are many processing routes by which synthetic

ammonia subsequently finds its way into finished fertilizers.

The major routes are outlined graphically in Fig. 24.8 and

are discussed in some detail below.

Anhydrous Ammonia. Anhydrous ammonia, without further

processing, is an excellent nitrogen fertilizer when properly

injected in gaseous form below the surface of many soils.

Such direct injection first came into farm use in the early

1940s and rapidly became accepted. Anhydrous ammonia is

an important nitrogen fertilizer in the United States, Canada,

Denmark, and Mexico, but in some other countries, for

various reasons it is a relatively minor nitrogen source [3].

Anhydrous ammonia injection is popular for economic

reasons. Ammonia is naturally the cheapest form of fixed

nitrogen at the point of production because no further

processing is required. Also, the nitrogen content of anhy-

drous ammonia (82.4% N) is almost twice that of the next

most concentrated nitrogen fertilizer (urea: 46% N); this

high nitrogen content reduces shipping and handling weight

proportionally.

From production to field application, ammonia is handled

in liquefied form. Because ammonia is a gas at normal

atmospheric pressure and temperatures, its maintenance in

liquid form requires either pressurization or refrigeration.

Although such handling requires specialized equipment

and considerable safety precautions, there are advantages

and economies inherent in the handling of a fluid rather

than a solid [3].

In order tomaintain ammonia in liquid form at atmospheric

pressure, it is necessary to refrigerate it to at least �33�C. In
storage and handling without refrigeration, rather high

pressures must be contained when atmospheric temperatures

reach high levels. For example, a pressure of 19 kg/cm2, which

for safety reasons has been set as the upper limit allowable for

storage vessels at retail locations, will maintain the liquid

form only up to a temperature of 46�C. Safety pop-off

valves are set to vent ammonia at higher pressures.

Facilities for handling liquid ammonia from points of

production to points of use are highly developed in the

United States. A considerable amount of ammonia is

moved hundreds of miles through interstate pipelines.

Major pipelines run from points of production in Texas,

Oklahoma, and Louisiana oil fields all the way to the inten-

sively farmed mid-western area of the United States. Storage

at the points of production and at large terminals sometimes

is in pressurized vessels (spheres), but more often it is at

atmospheric pressure in large, insulated, refrigerated vessels.

Refrigeration is effected simply by allowing vaporization of

some of the contained ammonia, compressing the resulting

vapor, and recondensing it in a water-cooled condenser.

Barges with similar self-sustaining refrigeration systems

commonly move large amounts of anhydrous ammonia on

rivers and on the high seas. Also, specially designed railroad

tank cars ranging in capacity from 24 to 73 tons are used

widely for ammonia transport. These cars typically are
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nonrefrigerated, instead depending on pressure retention to

maintain the liquid form. Large pressurized tank-trucks also

are used. At retail depots in farming areas, storage normally

is in pressure vessels, often with some compressor capability

to recondense vapor and to facilitate transfers. Movement of

ammonia to farm fields is via wheeled pressure tanks known

as “nurse” tanks. Application equipment, usually tractor-

drawn, is equipped with pressure tanks that are filled by

transfer from nurse tanks.

Because anhydrous ammonia is gaseous at atmospheric

conditions, for fertilizer use it must be injected below the

surface of the soil to ensure absorption by the soil solution.

Most applicators are equipped with a metering system and a

series of soil-penetrating “knives”; the metered ammonia is

piped through tubing down the trailing edge of each knife to

a single opening at the deepest extremity. A penetration of

15–25 cm is typical. Retention of ammonia in the soil is best

when abundant soil moisture is present.

Aqua Ammonia. Ammonia in a simple water solution is

popular as a nitrogen fertilizer in some locations, but overall

it claims less than 1% of the total nitrogen fertilizer market.

This product is made from anhydrous ammonia in units

referred to as “converters.” These units simply provide

cooling as ammonia and water are combined in metered

proportions. Aqua ammonia normally contains 20% nitrogen

(24% NH3). Its chief advantage over anhydrous ammonia is

its low vapor pressure; this allows handling in nonpressure

Fig. 24.8 Major routes of

synthetic ammonia into finished

fertilizers (Courtesy TVA)
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equipment, which simplifies design and reduces safety

hazards. The chief disadvantage of aqua ammonia as a

fertilizer is its relatively low nitrogen content, which limits

its shipping range and increases field handling requirements.

As with anhydrous ammonia, the preferred application

method is knifing below the soil surface to limit volatiliza-

tion loss; however, a relatively shallow injection depth of

only 7–13 cm can be used.

Ammonium Nitrate and Urea. Almost half of the total global

fertilizer nitrogen application is as ammonium nitrate or

urea, in either solid or solution form, although many

countries are restricting the availability of ammonium nitrate

because of its potential use by terrorists to make bombs. The

history and the technology of ammonium nitrate and urea

production from synthetic ammonia are covered in detail in

Chap. 29. The production of nitric acid from synthetic

ammonia, which is a prerequisite to the production of ammo-

nium nitrate, also is covered completely in Chap. 29. The

production plants for all these materials are, like synthetic

ammonia plants, highly sophisticated, involving all facets of

modern engineering.

The production processes for both ammonium nitrate and

urea yield their products first in the form of saturated

solutions. Typical ammonium nitrate solution concentration

is 75–85% (26–30% N) at 40–75�C, and typical urea solu-

tion concentration is about 75% (34% N) at 93�C. To pro-

duce the solid forms of these products, the solutions first

must be concentrated to extremely low water contents

(1–2%) and then fed to prilling or granulation equipment.

The resultant solid products that range in size between 2 and

4 mm are highly acceptable to farmers as high-nitrogen

fertilizers and to “bulk blenders” as nitrogen sources in the

formulation of dry-blend mixed fertilizers, as will be

described later. The nitrogen content of solid ammonium

nitrate is 34%, and that of urea is 46%.

The concentration and the solidification of ammonium

nitrate and urea solutions to form solid fertilizers require

considerable expenditure of energy and processing expense;

so it is attractive to use the solutions in the formulation of

liquid fertilizers, without processing them into solid form.

However, neither ammonium nitrate nor urea alone is suffi-

ciently soluble at ambient temperatures to be attractive for

direct use as liquid fertilizer. With either compound alone, a

solution with a salting-out temperature of 0�C would contain

only about 18% nitrogen. Fortunately, however, the joint

solubility of the two compounds in water is much more favor-

able than this; so the liquid nitrogen solutions marketed for

fertilizer use almost invariably are joint solutions of ammo-

nium nitrate and urea. Typical commercial solutions contain

28–32% nitrogen, with compositions and characteristics as

shown in Table 24.1.

The high-volume use of these solutions is a result of their

economy of production and the safety and convenience of

their handling and application. The use of nonpressure

equipment and surface application (in contrast to knifing)

is normal. Nitrogen solutions of other compositions also are

prepared commercially, but are used primarily as

intermediates in the preparation of solid fertilizers. Such

solutions usually consist of various combinations of water,

ammonia, ammonium nitrate, and/or urea. Because of the

content of free ammonia, most of these solutions require

pressurized handling.

Ammonium Sulfate. Although an excellent nitrogen–sulfur

fertilizer with good physical properties, ammonium sulfate

is now outranked economically by ammonium nitrate and

urea. The chief reasons for the unpopularity of ammonium

sulfate are its relatively low nitrogen content (21%) and its

relatively low solubility in liquid fertilizers. At most U.S.

locations, it is uneconomical to produce ammonium sulfate

from synthetic ammonia and virgin sulfuric acid. As a result,

most of the ammonium sulfate available for fertilizer use is a

by-product of other processes. A larger source now is by-

product ammonium sulfate solution from the production of

caprolactum and acrylonitrile, which are synthetic fiber

intermediates. This by-product solution normally is fed to

steam-heated evaporator–crystallizers to yield the solid

ammonium sulfate. Additional production of by-product

ammonium sulfate is obtained from “spent” sulfuric acid,

by reaction with synthetic ammonia. In this case, the pro-

duction of ammonium sulfate is a method of disposing of

acid that already has been partially spent in other processes.

Some ammonium sulfate is produced by scrubbing

ammonia-containing coke-oven effluent gas with sulfuric

acid. This production is discussed later.

By-product ammonium sulfate produced by any of the

above-mentioned methods is usually in the form of crystals

that are 90% or less than 1 mm in size, and thus are much

smaller than the size preferred for present-day finished

fertilizers. This small size is not undesirable if the material

is to be used as feed to a fertilizer granulation plant, but it is

Table 24.1 Physical and chemical characteristics of urea–ammonium

nitrate nonpressure nitrogen solutions

Grade, % N 28 30 32

Composition by weight
Ammonium nitrate, % 40.1 42.2 43.3
Urea, % 30.0 32.7 35.4
Water, % 29.9 25.1 20.3
Specific gravity, 15.6�C 1.283 1.303 1.32
Salt-out temperature, �C �18 �10 �2

Source: Fertilizer Manual, United Nations Industrial Development

Organization and International Fertilizer Development Center, Kluwer

Academic Publishers, Dordrecht, The Netherlands, 1998
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undesirable for bulk blending (dry mixing) or direct field

application. It is possible to produce suitably large crystals,

but only at the expense of greatly reducing crystallizer capac-

ity. Both compaction and granulation processes have been

employed with some success on a limited scale to convert the

small-crystal material to a larger-size product [7].

Ammonia in Multinutrient Fertilizers. All the ammonia-

based fertilizers discussed thus far contain only one of the

three major plant nutrients, namely nitrogen. Referring again

to Fig. 24.8, one may see that ammonia is the source of

fertilizer nitrogen also, either directly or via nitrogen solids

or solutions, in multinutrient fertilizers. These are fertilizers

that contain two or three of the major plant nutrients—

nitrogen, phosphorus, and potassium. Ammonium

phosphates, both mono- and di-, are phosphate fertilizer

products that also carry nitrogen. (These are discussed later

as major suppliers of phosphate.) As suppliers of nitrogen,

the ammonium phosphates and other multinutrient solid and

fluid fertilizers collectively furnish about 20% of global

fertilizer nitrogen. (Production of these fertilizers is also

described later.) The source of their nitrogen is, in all

cases, ammonia and/or ammonia-based solids or solutions.

Nitric phosphates are suppliers of nitrogen through their

content of nitric acid and ammonia. They are not presently

produced or used to any significant extent in the United

States but are produced in Europe and some other locations.

(Their production too is discussed briefly later).

Miscellaneous Low-Volume Nitrogen Fertilizers

Mineral Nitrogen. The only nitrogen-containing mineral that

is mined commercially for fertilizer use is saltpeter (sodium

nitrate, NaNO3). An impure form of sodium nitrate known as

“coliche” is found in large, rocklike deposits in a relatively

dry desert area of Chile, and these deposits have long been

mined to provide natural sodium nitrate for the fertilizer

market. The ore is blasted from open mines, sized, and

leached with water in vats. Evaporation of the resultant

solution yields the commercial crystalline fertilizer product

known widely as “Chilean nitrate,” “nitrate of soda,” or

among some farmers simply “sody.” Its nitrogen content is

16%. This product first was imported and marketed in the

United States in 1830, so it is one of the oldest fertilizers on

the American market. Sodium nitrate now, however, is a

relatively insignificant component of the world’s nitrogen

fertilizer market, having been supplanted by synthetic nitro-

gen compounds.

By-product Ammonia. Coke, an essential ingredient in the

smelting of iron ore and in some other metallurgical pro-

cesses, is produced by the heating of coal in an essentially

oxygen-free atmosphere. This heating volatilizes numerous

hydrocarbon components of the coal and results in decom-

position of some of these compounds. The nitrogen content

of coals normally is about 1%, and approximately half of this

is volatilized as ammonia gas in the coking process. Recov-

ery of this ammonia has long been effected by passing the

coke-oven effluent gas through scrubber–crystallizers

containing sulfuric acid. The resultant crystalline by-

product, ammonium sulfate, is an excellent fertilizer source

of both nitrogen and the secondary plant nutrient sulfur.

The nominal nitrogen content of the product is 20%, and the

sulfur content is 24%. Prior to the introduction of synthetic

ammonia production processes (1913–1925), coke-oven

ammonia was a major source of fertilizer nitrogen; however,

its production was very small when compared with today’s

demand for fertilizer nitrogen. Today, ammonia production

from coke ovens, although still carried out, is insignificant in

volume compared with that from ammonia synthesis

processes.

Phosphate Fertilizers

Phosphorus intake is essential to the metabolism of both

plants and animals. In the case of plants, the entire uptake

is from the soil solution via root absorption. Absorption

occurs only when the phosphorus is present in the soil

solution in the form of H2PO
�
4 , HPO

2�
4 , or PO3�

4 ions [8].

Furthermore, a large proportion of the soil phosphorus is

present in chemical forms that are not “available” (assimila-

ble), or are only very slowly available, to crops. Cropping of

native soils without phosphate fertilization soon depletes the

supply of phosphorus and renders the soil barren. In times

before fertilizers became readily available, it was not

uncommon to “wear out” a farm by repeated cropping.

Crop rotation, which was mentioned earlier as a useful

method of converting atmospheric nitrogen to available

soil nitrogen, is ineffective as a means of phosphorus fertili-

zation. In fact, the nitrogen-converting legumes generally

are voracious consumers of phosphate.

Modern, high-yield agriculture is dependent on regular

fertilization with phosphorus compounds that are either

immediately soluble in the soil solution or become soluble

at a rate sufficient to supply the crop. A factor to contend

with in phosphate fertilization is soil “fixation” of phospho-

rus; that is, the characteristic of many soils to convert at least

a portion of applied phosphate to chemical forms that are

unavailable to plants. The fixation tendency varies with soil

type, and generally is highest in soils of high clay content.

The overall result of fixation is that considerably more

phosphate must be applied as fertilizer than is removed

with crops.
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Natural Organic Phosphate Fertilizers

In animal metabolism, phosphorus concentrates in the bones

and, in the case of Crustacea, in the shells. Manures and

human wastes, previously mentioned as effective but low-

volume sources of fertilizer nitrogen, are much less efficient

sources of phosphorus than of nitrogen. The phosphorus

content of such products is normally only 1.3–3.0%, which

is only 25–50% as great as their nitrogen content. Bird

droppings, including chicken manure and guano deposits,

are somewhat higher in phosphorus content (7% P), but are

available in only relatively insignificant amounts overall.

Raw animal bones normally contain 8–10% phosphorus

(20–25% P2O5); thus they are a relatively rich source. The

commercial grinding of bones for fertilizer use began in

Europe in the early nineteenth century [9]. The practice

persists today in the production of bone meal, but only in

very low volume, chiefly to furnish slowly available

nutrients for greenhouse and house plants. In about 1830, it

was found that pretreatment of bone meal with dilute sulfu-

ric acid greatly enhanced the “availability” of the phospho-

rus to plants, and the practice became common. The

initiation of this practice now is regarded to have had con-

siderable historic significance as the apparent beginning of

the chemical fertilizer industry. The supply of bones being

very limited, it soon was found (about 1840) that a similar

acid treatment of mined phosphate ore rendered the phos-

phorus “available” as a fertilizer. Thus was born the still

important “superphosphate” industry, and the supplanting of

the very limited organic phosphorus sources by widely avail-

able mineral sources was begun.

Today, organic sources of fertilizer phosphorus account

for less than 1% of total worldwide consumption.

Fertilizers from Mineral Phosphates

Essentially all fertilizer phosphorus now is derived from

mined ores. (The occurrence, mineral characteristics,

mining, and beneficiation of major phosphate ores were

described in some detail in Chap. 23.) Worldwide, about

85% of the mined phosphate eventually finds its way into

fertilizer [3]. As mentioned earlier, the most conservative

estimates indicate a sufficiency for hundreds of years at

expected consumption levels. Supply problems of the imme-

diate future will relate chiefly to exhaustion of the better

ores, with the result that ores of lower grades and higher

impurity contents will have to be processed.

Major routes of mineral phosphate (phosphate rock) into

finished fertilizers are outlined in Fig. 24.9 and are discussed

below. It is obvious from the figure that although phosphate

rock is used directly in several major fertilizer production

processes (single superphosphate (SSP), nitric phosphates),

most important processes require that the rock phosphate

first be converted to phosphoric acid (H3PO4). Phosphoric

acid production, then, is a very significant component of the

phosphate fertilizer industry. The processes used for the

production of fertilizer-grade phosphoric acid are known

collectively as “wet” processes, and involve, initially, disso-

lution of the rock in sulfuric acid. (The highly specialized

technology of wet-process acid production was discussed in

Chap. 23).

Single Superphosphate. In 1842, Lawes in England

followed up on the pioneering work of Liebig and received

a patent on the use of sulfuric acid in reaction with raw

phosphate material to produce “superphosphate” fertilizer.

The industry grew slowly, and in 1862 about 150,000 tons

of what later would be referred to as “ordinary” (OSP) or

“normal” (NSP) or “single” (SSP) superphosphate (16–18%

P2O5) was produced in England. By 1870, there were 70

SSP plants in the United Kingdom and 7 in the Charleston,

South Carolina, area of the United States [10]. In 1888,

commercial shipment of phosphate rock from Florida was

initiated, and a major mining industry followed in that state,

which continues today. As late as 1955, SSP supplied over

60% of the world’s phosphate fertilization and was the

major phosphate fertilizer in the United States. Rock from

Florida or South Carolina was shipped throughout the coun-

try to local SSP production facilities. These facilities

usually included the capability of blending the SSP with

nitrogen and potash materials and bagging the resultant

mixtures.

In recent years the production of SSP, to a large extent,

has given way to the production of the higher-analysis “tri-

ple superphosphate (TSP)” and ammonium phosphates. SSP

retains greater importance in some countries. For example,

SSP remains popular in Australia, at least in part because its

sulfur content is particularly needed there.

SSP is the simplest, as well as the oldest, of manufactured

phosphate fertilizers. Its manufacture consists of reacting

pulverized phosphate rock with sulfuric acid in compara-

tively simple equipment, followed by sufficient aging (cur-

ing) to complete the reaction and improve the physical

condition. The acid rock reaction converts the water-

insoluble apatite structure of the rock to soluble

monocalcium phosphate. When produced from high-grade

rock of 30–32% P2O5 content, SSP contains about 20%

available P2O5; the product made in earlier years from

lower-grade rocks contained only 14–18% P2O5. SSP can

be used for direct application, for bulk blending, or in the

production of granular NPK fertilizers. If the product is to be

used for direct application or bulk blending, it usually is

granulated to improve handling properties.

The main equipment for manufacturing SSP consists of a

mixer to bring together sulfuric acid and phosphate rock,
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followed by a den, and if granulation is used, some suitable

type of equipment for granulation with steam or water. Early

plants used batch-type mixers for acid–rock mixing, but

these mixers mostly have been replaced by continuous

types. Several types of continuous mixers have been

employed; of these, the lowest-cost, simplest, and apparently

most satisfactory one is the TVA cone mixer, which has no

moving parts. Mixing is accomplished by the swirling action

of the acid. Short, single-shaft or double-shaft pug mills also

are used for continuous mixing. The mixers discharge into a

den, the purpose of which is to allow time for the acid–rock

reaction to progress and the physical condition to reach a

dry, friable state. The dens can be of either the batch or the

continuous type. A slat-conveyor continuous den, commonly

referred to as a Broadfield den, is used in many continuous

systems [11]. A diagram of a typical SSP plant employing a

cone mixer and a continuous den (slat-conveyor) is shown in

Fig. 24.10. The reaction of phosphate rock with sulfuric acid

to produce SSP can be approximated in chemical stoichio-

metric terms.

However, in general practice the proportioning usually is

based on a simpler relationship of about 0.6 kg of sulfuric

acid (100% H2SO4 basis) per kilogram of phosphate rock

(30–32% P2O5). The phosphate rock usually is pulverized to

Fig. 24.9 Major routes of

mineral phosphate into finished

fertilizers (Courtesy TVA)
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about 90% smaller than 0.15 mm and 70% smaller than

0.075 mm.

Gases that are released while the superphosphate is

solidifying (setting) cause the mass in the den to become

porous and friable so that it can be “cut” (disintegrated) and

handled readily. SSP made from typical rock will “set” in

40–50 min in a continuous den, whereas the set time in a

batch den is 1.5–2 h. The superphosphate usually is held in

storage piles (cured) for 4–6 weeks in order to obtain better

handling properties and to allow the chemical reactions to

continue. The usual grade of SSP made from Florida rock is

20% available P2O5. A typical analysis is shown below:

Because of the low phosphate analysis of SSP (20%

P2O5), economics favor shipping the rock (32% P2O5) to

local plants and producing the superphosphate there. A

majority of the producers use the locally produced SSP in

formulations for granular NPK fertilizers made in an

ammoniation–granulation process. The maximum amount

of SSP possible is used in the NPK formulations because

usually it is the lowest-cost form of P2O5; however, because

of the relatively low P2O5 content of SSP, not much can be

used in high-analysis NPK formulations. SSP will readily

absorb about 6 kg of ammonia per 20 kg of P2O5 during the

ammoniation–granulation process. Production of granular

SSP can be carried out by starting with either cured or ex-

den SSP. The SSP is fed to a rotary drum or pan granulator

along with a water spray and/or steam. The granulator is

followed by a dryer and screening (sizing) system. Fines and

crushed oversize material are fed back to the granulator.

Triple Superphosphate. TSP is made by acidulation of phos-

phate rock with phosphoric acid, using equipment and pro-

cesses similar to those for SSP. As in SSP production, the

acid–rock reaction converts the water-insoluble apatite

structure of the rock to water-soluble monocalcium phos-

phate. TSP, with its relatively high P2O5 content of 45–46%,

did not appear on the scene in any appreciable quantity until

wet-process phosphoric acid (see Chap. 23) was produced

commercially. TVA carried out demonstration-scale pro-

duction of TSP in the late 1930s by using electric-furnace

phosphoric acid. Extensive agronomic testing and market

development, through the use of large tonnages of this

TSP by farmers and fertilizer manufacturers in TVA demon-

stration programs, led to the rapid acceptance of TSP.

Producers of phosphate rock in the United States and other

countries moved into production of wet-process acid and

TSP. Logistics favored production of the higher-analysis

TSP (46% P2O5 vs. 32% P2O5 in phosphate rock) near the

source of the phosphate rock, and shipment of the TSP to

distribution facilities or blending plants near the markets.

Today, most producers of TSP are located adjacent to phos-

phate mining operations in Florida, Morocco, and Tunisia.

Since its introduction, TSP has steadily displaced SSP in the

marketplace.

Fig. 24.10 Continuous process for manufacture of single superphosphate (Source: Fertilizer Manual)
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The cone mixer has been used almost universally in the

production of nongranular TSP. Because the “set time” for

TSP is only 14–20 min, as compared with 40–50 min for

SSP, a simple, cupped conveyor belt usually is used to hold

the acidulate until the TSP solidifies; this is instead of the

slat-type den used for SSP. With a belt about 1.5 m wide and

30 m long, the production rate usually is 40–50 tons/h.

A flow diagram for TSP production by the cone mixer-

“wet-belt” system is shown in Fig. 24.11.

Proportioning for TSP typically is 2.4–2.5 kg of P2O5

from acid for each kg of P2O5 from rock. Nongranular TSP

usually is cured 4–6 weeks prior to shipment or used at the

site. Typical chemical analysis of TSP made with Florida

rock is shown below:

The use of TSP in granular NPK fertilizer formulations,

together with or in place of SSP, has allowed the production

of higher-analysis grades of granular NPK fertilizers, such as

13–13–13 instead of 10–10–10. The TSP can readily be

ammoniated using 3.5 kg of ammonia per 20 kg of P2O5

during the granulation process.

TSP is produced in large quantities in granular form for

use in direct application and for use in bulk blends. In some

processes cured or ex-den TSP, like SSP, is granulated in a

rotary drum or pan granulator using steam and water to

promote granulation [3]. A slurry-type granulation process,

as outlined in Fig. 24.12, is now the process of choice of

major producers of TSP. Pulverized phosphate rock is

treated with wet-process phosphoric acid in a two-stage

reaction system, and the slurry is sprayed into a pug mill

or rotary drum where it is layered on recycled undersize and

crushed oversize at a ratio of 1 kg/5–12 kg of recycle.

Product granules (45% P2O5) are quite spherical and

dense. The lower grade of the granular product, as

compared with that of cured nongranular TSP, results

from the need to decrease the acidulation ratio from the

usual 2.45 kg of acid P2O5 per kilogram of rock P2O5 to

about 2.25 in order to control the free-acid content and to

minimize stickiness. For production rates higher than

about 25 tons/h, a rotary drum usually is used instead of a

pug mill.

Fig. 24.11 Continuous system for manufacture of nongranular triple superphosphate (Source: Fertilizer Manual)
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Nitric Phosphate. Fertilizers that are referred to as nitric

phosphate or nitrophosphate are produced by acidulation of

phosphate rock with nitric acid or with mixtures of nitric and

sulfuric or phosphoric acids. The primary advantage of

nitric phosphate processes is that no sulfur or less sulfur is

required as compared with superphosphates or ammonium

phosphates; this is particularly important during a shortage

of sulfur, or in locations where sulfur must be shipped long

distances. A variety of processes and equipment have been

used in Europe since the late 1930s [3, 12]. Also there are a

number of plants in Central and South America and in Asia.

The production of nitric phosphates is complex. Simple

substitution of nitric acid in a superphosphate-type

acid–rock reaction is not feasible because (1) decomposition

of the nitric acid would occur and cause noxious fumes and

loss of nitrogen and (2) the product would be extremely

hygroscopic and unstable.

One process modification that overcomes these

difficulties uses only nitric acid for acidulation; the extrac-

tion slurry is cooled to crystallize calcium nitrate, which

then is removed by centrifugation. This process is referred

to as the Odda process. The calcium nitrate by-product is

either sold as a fertilizer or converted to coproduct ammo-

nium nitrate. The extraction slurry, with its lowered calcium

content, then is ammoniated and granulated. Various process

modifications utilize a rotary drum, pug mill, or spray drum

(Spherodizer) for granulation of the slurry. NPK nitric phos-

phate grades also have been produced by a prilling process in

a few European plants. In earlier years, a main disadvantage

of nitric phosphate processes was the low water solubility of

phosphate in the products, as the main phosphatic constitu-

ent was dicalcium phosphate. The use of supplemental phos-

phoric acid, or “deep cooling” by refrigeration to remove a

higher proportion of calcium nitrate in the Odda-type

processes, now allows water solubility of 60% or higher.

The remaining 40% of the phosphate, although water-

insoluble, is almost completely citrate-soluble, and this is

“available” as plant nutrient. Popular grades of nitric

phosphates include 14–14–14, 22–11–11, 20–20–0, and

16–13–0.

Diammonium Phosphate (DAP). Ammonium phosphates did

not come on the fertilizer scene in significant quantities until

the early 1960s; however, they have rapidly become the

leading form of phosphate fertilizer in the world. Almost all

new phosphate fertilizer complexes built in recent years, and

those planned, are for the production of ammonium phos-

phate as the major product. In 1960, world production of

ammonium phosphates was equivalent to only 0.5 million

mt of P2O5. By 1990 it was up to 15.4 million mt and by 1999

it has reached 16.7 million mt. Ammonium phosphates now

provide two-thirds of total world phosphate fertilization.

Prior to the late 1940s, DAP (NH4)2HPO4 was considered

to be too unstable for use as a fertilizer. However, at about

that time, exploratory work by TVA indicated otherwise.

The first demonstration-scale DAP made by TVA for fertil-

izer use was a monocrystal product made by ammoniation of

pure electric-furnace acid in a vacuum crystallizer [13].

Demonstration programs showed this material to be stable

and to be an excellent high-analysis fertilizer. Small

amounts of similar product were produced by others using

electric-furnace acid and by-product ammonia. However,

general acceptance of DAP by the fertilizer industry was

not possible until procedures could be developed to produce

it from wet-process phosphoric acid instead of the relatively

expensive electric-furnace acid. This occurred in 1960–1961

with the development and patenting of the “TVA process”

for production of granular 18–46–0 grade DAP from wet-

Fig. 24.12 Slurry process for the manufacture of granular triple superphosphate (Source: Fertilizer Manual)
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process acid [14, 15]. This relatively simple process was

rapidly adopted by the industry, and remains the basic pro-

cess for production of this major phosphate fertilizer. Many

granular DAP plants have production capacities of about

50 tons/h, with some going as high as 70–100 tons/h.

The flow diagram of a typical granular DAP production

unit of the TVA type that has become standard in the

industries is shown in Fig. 24.13. Wet-process phosphoric

acid of about 40% P2O5 content (often a mixture of 54%

P2O5 acid and acid from the scrubbing circuit of 28–30%

P2O5 content) is fed to a preneutralizer vessel. Anhydrous

ammonia is sparged into this preneutralizer through open-

end pipes that project through the walls. A key feature of the

process is that this neutralization of the acid is carried to a

closely controlled NH3:H3PO4 mole ratio of about 1.4.

Ammoniation to this degree provides maximum solubility

of ammonium phosphate, as is shown by the solubility curve

of Fig. 24.14. The heat of the ammoniation reaction

evaporates considerable water, with the result that the

water content of the slurry is reduced to only 16–20%. The

slurry still is fluid and pumpable because of the high solubil-

ity at a 1.4 mole ratio.

The preneutralizer slurry is pumped at a controlled rate to

a rotary-drum, ammoniator–granulator; there it is distributed

onto a rolling bed of recycled solids. The most commonly

used metering system for the preneutralized slurry is a

variable-speed centrifugal pump with automatic control

from a magnetic flowmeter. Some plants have had success

with a magnetic flowmeter and automatic control valve of a

special ball type.

Ammonia is sparged beneath the bed in the rotary drum

to ammoniate the slurry further to near the theoretical DAP

ratio of 2.0; the usual finishing NH3:H3PO4 mole ratio is

1.85–1.94. Metallic phosphate impurities such as iron, alu-

minum, and calcium phosphates account for most of the

deviation from theoretical. This ammoniation in the granu-

lator drastically decreases ammonium phosphate solubility

(Fig. 24.14), and thus promotes solidification and granula-

tion. Ammonia absorption is not 100% complete in either

the preneutralizer or the granulator. However, the unab-

sorbed ammonia is recovered in a scrubbing circuit

containing phosphoric acid of about 30% P2O5 content.

Solid recycle to the granulator drum consists of undersize

Fig. 24.14 Effect of NH3: H3PO4 mole ratio on solubility of ammo-

nium phosphate at 75 �C (Source: Fertilizer Manual)

Fig. 24.13 TVA process for production of granular diammonium phosphate (Source; Fertilizer Manual)
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from screening of dried product plus some crushed, dry

product and oversize. These combined materials are

recycled at a rate of 5–7 kg per kilogram of product, and

variation of this recycle rate is the primary method of

controlling granulation efficiency. Product discharged from

the granulator is dried with moderate heat to a 180–190�F
product temperature. Higher drying temperatures must be

avoided because of a relatively low melting point for DAP.

Most plants screen hot and cool only the product fraction

because the material is not too sticky for recycle without

cooling. Rotary coolers or fluidized-bed-type coolers are

used. The product, with a moisture content of 1.5–2%,

does not require a conditioner. It has excellent storage and

handling properties in bags or in bulk. It has been shown

that the iron and aluminum phosphate impurities in the

product are present in a gel-like structure that favorably

hardens the granules and increases their resistance to mois-

ture [16]. The critical relative humidity of DAP made from

wet-process acid is about 70%; thus it is relatively non-

hygroscopic.

Construction materials other than mild steel are required

only for the acid lines, the preneutralizer, the slurry handling

system, and the scrubbing circuits. Type 316 L stainless steel

or rubber- and brick-lined mild steel is used for the

preneutralizer. Type 316 L stainless is used also for the

slurry pumps and piping. Fiberglass-reinforced polyester

plastic and high-density polyvinyl chloride are sometimes

used for wet-process acid pipes and for scrubbers. Scrubbers

also may be constructed of rubber-lined mild steel.

Monoammonium Phosphate (MAP). “DAP,” and the grade

designation “18–46–0” have become extremely familiar

terms in the world fertilizer industry. However, substantial

interest has developed also in fertilizer use of MAP,

NH4H2PO4. Agronomically, MAP is favored where soils

are mainly alkaline, for example in Canada, Egypt, and

Pakistan. From an economic standpoint, the relatively high

P2O5 contents of typical MAP grades (11–52–0 to 10–54–0)

make them attractive where the primary interest is in pro-

ducing and shipping phosphate; the MAPs provide a higher

P2O5 payload than does DAP.

TVA developed two comparatively minor modifications

of the granular DAP process to allow production of granular

MAP [17]. In one method, the acid is ammoniated to an NH3:

H3PO4, mole ratio of only about 0.6 in the preneutralizer and

then to about 1.0 in the granulator drum. The 0.6 ratio is, like

the 1.4 used in DAP production, a high-solubility point in the

ammonium phosphate system (Fig. 24.14); the subsequent

ammoniation to 1.0 in the granulator decreases solubility and

thus promotes granulation. In the other procedure, which has

been preferred by the industry, acid in the preneutralizer is

ammoniated to the high-solubility NH3:H3PO4 ratio of about

1.4, as inDAP production; then additional wet-process acid is

distributed onto the bed in the granulator to adjust back to the

low-solubility MAP mole ratio of about 1.0. With either

modification, the remainder of the process is the same as

for DAP, except that, because of the higher temperature

stability of MAP, a higher drying temperature can be used

to increase the production rate for MAP.

Starting in about 1968, simple processes were developed

for the production of nongranular (sometimes called pow-

dered) MAP. Chief developers were Fisons and Scottish

Agricultural Industries (SAI) in the United Kingdom, Swift

in the United States, and Nissan in Japan. These processes

involve variations in the simple reaction of wet-process acid

with ammonia followed by spray-type drying with air. On

the basis of this work, a number of comparatively low-cost

units for production of nongranular MAP have been built

commercially, including plants in the United Kingdom, the

Netherlands, Japan, Australia, Spain, the United States,

Brazil, and Iran. This intermediate usually is shipped to

other plants, where it then is used in the production of

NPK solid or fluid fertilizers. Thus far, however, the non-

granular MAP has not attained the popularity that was

predicted for it in the mid-1970s.

Miscellaneous Low-Volume Phosphate
Fertilizers

Phosphate Rock for Direct Application. Application of

finely pulverized raw phosphate rock directly to the soil

has been utilized almost from the beginning of fertilization

practice. Although such direct use eliminates the need for

most processing, there are major drawbacks. The ores are of

low phosphorus content in comparison with most

manufactured fertilizers, which increases shipping cost.

Also, the very fine grinds that are required to encourage

solubility are difficult to handle and to apply. The major

drawback, however, is agronomic. The agronomic effective-

ness of raw rock depends upon the origin and the chemical

and mineralogical nature of the particular rock, the pH and

other characteristics of the soil, and the crop produced.

Researchers at TVA and IFDC have characterized phosphate

rocks from a large number of sources as to their reactivity [3,

18]. In general, phosphate rock of sedimentary origin is more

reactive than igneous source. Phosphate rock from North

Carolina (U.S.), Sechura (Peru), and Gafsa (Tunisia) are at

the top, and are about equal in reactivity and suitability for

direct application. Other phosphate rocks that are reasonably

reactive and are marketed for this purpose include some

types from Morocco, Israel, Algeria, and a few other

locations. In 2002, less than 1.0 million mt of phosphate

rock was used for direct application.
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Defluorinated Phosphate Rock. There is substantial produc-
tion of defluorinated phosphate rock for fertilizer use in Japan

(about 100,000 mt/year). Ground, high-grade rock is mixed

with small proportions of sodium carbonate or sulfate and

wet-process acid. The mixture is calcined at a temperature of

1,350�C in an oil-fired rotary kiln 45.0 m in length and 2.7 m

in diameter. The product contains 38–42% P2O5 of which

more than 90% is soluble in neutral ammonium nitrate solu-

tion and is an effective fertilizer on acid soils. During the

production of defluorinated phosphate rock, substantially all

fluorine is driven off. Sodium bifluoride (NaHF2) is recov-

ered as a by-product. A similar product is made in the United

States, but it is mainly used for animal feed supplement.

Calcined Aluminum Phosphate. Ores consisting mainly of

hydrated aluminum phosphate minerals are useful for

direct application after thermal treatment (calcination) at a

controlled temperature. Calcination removes the combined

water and destroys the crystallinity of the phosphate minerals,

thereby improving the reactivity of the phosphate [3].

At present, only two aluminum phosphate ores are known

to be used for direct application after thermal treatment. One

such ore is found near Thies, in Senegal. The “as-mined” ore

contains about 29% P2O5 on a dry basis; after calcination

it contains over 34% P2O5. The calcined product is ground to

about 95% smaller than 0.15 mm and marketed for direct

application under the trade name “Phosphal.” About 75% of

the P2O5 is soluble in alkaline ammonium citrate, and the

product is effective as superphosphate in calcareous, neutral,

and acid soils. The product is used in France, Senegal, and

some nearby countries.

A similar ore occurs in the upper stratum (“C-grade”) of

the phosphate deposit on Christmas Island. The C-grade ore

contains about 25% P2O5 dry basis. Calcination is carried

out in a fluidized bed, operated in the range of 400–600�C.
The maximum solubility in alkaline ammonium citrate solu-

tion is about 70%.

Partially Acidulated Phosphate Rock (PAPR). Not all phos-
phate rock is suitable for direct application and may require

the addition of a more soluble form of phosphate. An alter-

native is partial acidulation to render its P2O5 more available.

The PAPR process depends on treating ground phosphate

rock with only a portion of the stoichiometric value of acid,

for example 50% PAPR [19]. The amount of water-soluble

phosphate in PAPR varies according to the degree of acidu-

lation. The crop response to the product is often quite similar

to fully acidulated products such as SSP or TSP.

Sulfuric and phosphoric acids are the most common acids

used for partial acidulation. Possibilities exist for using

three processes: a conventional run-of-pile process followed

by granulation, IFDC-developed singlestep acidulation and

granulation, and a slurry granulation TSP-type process.

Enriched Superphosphate. This product, which is also

referred to as “double” superphosphate, is essentially a mix-

ture of SSP and TSP, usually made by acidulation of phos-

phate rock with a mixture of sulfuric and phosphoric acids.

The desired concentration of mixed acid can be obtained by

mixing concentrated sulfuric acid (93 or 98% H2SO4) with

dilute phosphoric acid (30%) thus avoiding the need for

concentrating the latter. Production processes and equipment

are about the same as for SSP [20].

Theoretically, any grade between SSP and TSP can be

produced, but the usual range is 25–35% P2O5. The product

is useful in sulfur-deficient areas where SSP would supply

more sulfur than necessary. Only a small amount of enriched

superphosphate is produced and used in Australia.

Basic Slag. This is also known as Thomas slag and is a by-

product of the steel industry. Iron made from high-

phosphorus ore is converted to steel in a Thomas converter

by oxidation in contact with a basic (high CaO) slag. Some-

times phosphate rock is deliberately added to the blast fur-

nace charge to increase the phosphorus content of the iron

thereby increasing the P2O5 content of the slag. A typical

range of composition of high-grade basic slag is:

The calcium magnesium phosphate (CMP) is found to be

more effective than superphosphate when used on acid soils.

The product has a liming value equivalent to 0.5–0.7 ton of

calcium carbonate per ton of material. The magnesium oxide

and soil-soluble silica is available to growing plants.

Rhenania Phosphate. Rhenania phosphate is another ther-

mally produced phosphate fertilizer. It is made by calcining

a mixture of phosphate rock, sodium carbonate, and silica in

While the present market for basic slag is quite small, it is

primarily produced and used in Western Europe where high-

phosphorus iron ore occurs.

Fused Calcium Magnesium Phosphate. In a process

developed by TVA, a mixture of phosphate rock and olivine

or serpentine (magnesium silicate) is fused in an electric

furnace [21]. The molten product is quenched with water

and used in a finely divided state as a fertilizer. The product,

a CMP glass, contains about 20% P2O5 and 15%MgO. Over

90% of the product is soluble in citric acid.

The theoretical compositions of some magnesium-

containing minerals that can be used to produce CMP are:

Olivine (Mg,Fe)2SiO4

Serpentine Mg3H4Si2O9

Garnierite (Mg,Ni)H2SiO4

Magnesite MgCO3

Although small compared with soluble phosphates, CMP

is used in Japan, China, Korea, Taiwan, and South Africa.
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The reason for the decline in production and use is the

relatively high (850 kW h/ton of product) energy

requirements.

A rotary kiln at 1,250�C [3]. Enough sodium carbonate is

used to form the compound CaNaPO4 and enough silica to

form Ca2SiO4 with excess calcium. Typical charge

proportions are one part sodium carbonate to three parts of

phosphate rock and enough silica to raise the SiO2 content of

the product to about 10%. The overall reaction in producing

Rhenania phosphate is assumed to be:

Ca10F2ðPO4Þ6 þ 4Na2CO3 þ 2SiO2

! 6CaNaPO4 þ 2Ca2SiO4 þ 2NaFþ 4CO2

Any grade of phosphate rock can be used, but since the

grade of the product is determined by the grade of the rock, a

high grade is preferred.

A typical product contains 28–30% P2O5, nearly all solu-

ble in neutral or alkaline ammonium citrate solution. The

product is applied in a powdered form or granulated with

potash salts. Some grades are produced containing magne-

sium or boron, which are added during granulation as kie-

serite or borax, respectively.

Potassium Salts

The element potassium has been recognized to be beneficial

to plant growth since J.R. Glauber.

In the Netherlands first proposed, in the middle of the

seventeenth century, that saltpeter (KNO3) was the “princi-

ple” of vegetation. This salt, derived from the leaching

of coral soils, was thus the first chemical compound

intentionally applied to crops to satisfy their nutrient needs.

Justus von Leibig had established the essentiality of the

element for plant growth in his pioneering work published

in 1840. The potassium or potash chemical industry dates

from the year 1861, following the discovery by German

chemists of a process for recovery of KCl (muriate of pot-

ash) from rubbish salts, the residues remaining from the

extraction of sodium chloride (NaCl).

The term “potash” generally refers to potassium chloride,

but it is also used to designate other potassium compounds

that may be qualified by the words muriate of potash, sulfate

of potash, etc.

The functions of potassium in the plant are manifold. This

element serves to activate or catalyze a host of enzyme

actions, to facilitate the transport of nutrients and assimilates

in the xylem and phloem, to maintain the structural integrity

of the plant cell, to regulate turgor pressure, to mediate the

fixation of nitrogen in leguminous plant species, and to

protect plants to some degree from certain plant diseases.

Potassium is a relatively abundant element in the earth’s

crust, ranking seventh in concentration. It is widely

distributed geographically and is commonly found in associ-

ation with sodium compounds. The feldspars, muscovite

(white mica), granite, and gneiss are rich sources; but

because they are siliceous and refractory, they are difficult

and costly to convert to forms suitable for use as fertilizers.

The common potassium minerals are listed in Table 24.2.

The name potash derives from an early production

method in which potassium carbonate, leached from wood

ashes, was crystallized by evaporating the leachate in large

iron pots. The salt potassium chloride (muriate of potash or

Table 24.2 Common K minerals

Mineral Formula K content (g/kg) K2O content (g/kg)

Sylvite KCl 524.4 631.7

Carnalite KCl·MgCl2·6H2O 140.7 169.5

Kainite KCl·MgSO4·3H2O 157.1 189.2

Langbeinite K2SO4·2MgSO4 188.5 227.0

Leonite K2SO4·MgSO4·4H2O 213.3 256.9

Schoenite K2SO4·MgSO4·6H2O 194.2 233.9

Polyhalite K2SO4·MgSO4·2CaSO4·2H2O 129.7 156.2

Source: Stewart, J. A., in Potassium in Agriculture, R. D. Munson (Ed.), p. 83, ASA-CSSA-SSSA, 1985

978 A.H. Roy



KCl) is now the major source of the element (95%); other

important salts are potassium sulfate (sulfate of potash,

K2SO4), potassium magnesium sulfates of varying K/Mg

ratios, and potassium nitrate (KNO3).

The potash industry is based on very large deposits of

water-soluble potassium minerals resulting from the evapo-

ration of shallow seas or natural brine lakes over a geological

time span. These evaporates normally are located at depth in

the earth’s mantle. Ironically, the best deposits are found in

areas quite remote from the more productive agricultural

regions, which thus are the areas most in need of this ele-

ment. Typically, the deposits are to be found in horizontal

tabular bodies or beds and may occur at depths up to 2,100 m

or more. The beds may be only a few centimeters to a few

meters thick, but commercial production is limited to strata

that are at least 1 m thick. As with hard-rock mining, the

potash-bearing ores are extracted or harvested with continu-

ous mining machines and brought to the surface through

vertical shafts. Where the ores occur below a depth of

about 1,100 m, or where the beds exhibit geological

anomalies (e.g., folding), the potash is dissolved in a brine

solution and pumped to the surface for recovery using

solution-mining techniques.

Potassium Minerals

The ore zone or stratum typically contains potassium or

potassium–magnesium minerals along with halite (sodium

chloride). Muriate of potash is refined from sylvinite ore, a

mechanical mixture of potassium chloride (KCl) and sodium

chloride (NaCl). Because the latter salt is injurious to most

crop plants, the KCl (sylvite) must be separated from the

NaCl (halite).

For coarse-grained ores, physical methods employing

froth flotation and/or heavy-media methods are employed

to achieve separation. The heavy medium may consist of,

for example, pulverized magnetite in a brine solution.

The specific gravity of the medium is adjusted so that it

falls between that of KCl (1.99 g/cm3) and that of NaCl

(2.17 g/cm3).

When the crushed ore is placed in this medium, the

potassium values are floated off, and the contaminating

sodium values sink and are drawn off and rejected from the

bottom of the flotation vessel. Entrapped magnetite from

both the product and waste streams is easily recovered

magnetically and returned to the flotation vessel.

In froth flotation the crushed ore, which has been

scrubbed to remove contaminating clay particles, first is

treated with an aliphatic amine acetate and a froth-

promoting alcohol. The water-repellant amine acetate is

attracted preferentially to the sylvite particles. In a

subsequent step, the ore or pulp is maintained in suspension,

and the coated sylvite particles are attracted to and entrained

on the rising air bubbles generated by the flotation agitator.

They rise to the surface and are collected by hydraulic and

mechanical means. The potassium-depleted pulp is then

discarded. The sylvite or muriate is collected, centrifuged

to remove the hydraulic medium, dried, screened, into vari-

ous particle size ranges, and sent to storage.

Potassium–Magnesium Minerals

Other important sources of potassium for fertilizer use are

the double salts kainite (KCl·MgSO4·3H2O) and langbeinite

(K2SO·2MgSO4). The former is recovered from potash

mines in Germany and Sicily; the latter is recovered and

processed from mines in New Mexico (U.S.). These

minerals supply important quantities of both magnesium

and sulfur as well as potassium, and all are essential

nutrients for plant growth. Kainite has a theoretical compo-

sition of 15.99% K (19.26% K2O), 9.94% Mg, and 13.11%

S, and langbeinite contains 18.85% K (22.7% K2O), 11.71%

Mg, and 23.18% S.

In the processing of langbeinite, the contaminating

chlorides (NaCl, KCl) are removed by extracting the crushed

ore with water. Centrifugation, drying, and screening follow

to prepare the product in various size grades for the market.

Where the mixed ore contains recoverable quantities as KCl

as well as langbeinite, froth flotation and heavy-media

methods may be employed to recover both potassium-

containing salts.

Potassium Sulfate

Sulfate of potash (K2SO4), unlike the earlier-discussed pot-

ash salts, does not occur as natural deposits. It can be

recovered by fractional crystallization from such natural

brines as those of the Great Salt Lake in Utah and Searles

Lake in California. Here separation and recovery are

achieved by solar evaporation in shallow ponds. These pro-

cesses can be utilized only where a suitable brine source is

available, and where solar evaporation rates are high.

A much more important source of K2SO4 is the product

resulting from either a controlled decomposition reaction of

a complex sulfate salt, reaction of the salt with KCl, or both.

Thus, kainite (KCl·MgSO4·3H2O) may be reacted with

water in a two-step reaction, first to form schoenite

(K2SO4·MgSO4·6H2O), with the schoenite then reacted

with KCl to form K2SO4.

Langbeinite likewise is reacted with KCl to form sulfate

of potash, according to the following reaction:
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Approximately 50% of world K2SO4 production is derived

from the reaction of KCl with either kainite or langbeinite.

For those producers who do not have access to such

suitable sulfate salts to serve as the sulfate donor, the so-

called Mannheim process, in which sulfuric acid is reacted

with KCl, may be utilized. The following reaction unfortu-

nately generates the corrosive substance hydrochloric acid as

a coproduct:

Potassium sulfate, though relatively costly to produce, is

a preferred source of potassium for some vegetable and fruit

crops and tobacco—crops that are sensitive to the chloride

forms.

Potassium Nitrate

The third most widely used potassium salt in agriculture is

potassium nitrate (KNO3). An ore containing sodium nitrate,

potassium nitrate, some chlorides, and sulfates is mined in

Chile. The ore is leached and part of the sodium nitrate is

crystallized and removed.

The salt is produced in small amounts commercially in

the United States, Israel, and Norway by the reaction of KCl

with nitric acid. Though the salt is an attractive fertilizer

material containing the two essential nutrients, nitrogen and

potassium, in plant-available form, it is expensive to produce

and thus enjoys only a limited market.

Potassium Phosphates

Potassium phosphates are excellent fertilizers, and their very

high analysis is an advantage that has stimulated much

research in an effort to find an economical production pro-

cess. However, no process has been developed that is

economical enough to result in widespread production;

therefore, present use is limited to special purposes for

which the high cost can be justified.

At present, most of the potassium phosphates used in

fertilizers are produced from potassium hydroxide or car-

bonate and phosphoric acid and are used in liquids for foliar

application or other specialty uses.

Some of the potassium phosphates are:

Approximate grade

Monopotassium phosphate KH2PO4 0–52–35

Dipotassium phosphate K2HPO4 0–40–54

Tetrapotassium pyrophosphate K4P2O7 0–43–57

Potassium metaphosphate KPO3 0–60–40

In addition, a potassium polyphosphate solution of

0–26–27 grade has been produced from superphosphoric

acid and potassium hydroxide; it contains a mixture of

ortho, pyro, and higher polyphosphates.

Another process that received attention involves the use

of concentrated sulfuric acid to treat potassium chloride to

produce potassium bisulfate: [22, 23]

KCLþ H2SO4 ! KHSO4 þ HCL

The hydrogen chloride is recovered as a dry gas and can be

used for certain oxychlorination reactions or other industrial

purposes for which elemental chlorine is now used. The

potassium bisulfate is used, with more sulfuric acid, to make

monopotassium phosphate and phosphoric acid. A simplified

equation, representing phosphate rock as tricalcium phos-

phate, is:

KHSO4 þ 2H2SO4 þ Ca3ðPO4Þ2 þ 6H2O

! 3CaSO4 � 2H2Oþ KH2PO4 þ H3PO4

After removal of the gypsum by filtration, the mixture of

phosphoric acid and monopotassium phosphate can be

ammoniated to produce a chloride-free NPK fertilizer such

as 8–48–16, or monopotassium phosphate can be separated

from the phosphoric acid by precipitation inmethanol solution

and marketed separately. If desired, the monopotassium phos-

phate can be converted to a pyroorpolyphosphate by pyrolysis.

The obvious advantage of the process is the recovery of

HCl in a useful form. Another advantage is that a standard

wet-process phosphoric acid plant can be adapted with a

minor change. Numerous other processes for making potas-

sium phosphate from KCl have been proposed, patented, or

developed on a commercial scale, but none is known to be in

commercial use for fertilizer purposes.

Compound Fertilizers

The preceding sections of this chapter have described the

production of nitrogen fertilizers, phosphate fertilizers, and

potash fertilizers from basic raw materials. These fertilizers,

without further processing, are referred to as “straight

materials.” Worldwide, in 2009/2010 (Fig. 24.15), straight

materials accounted for about 213 million mt—about 55% of

the total production. The remaining 45% was in the form of

“mixed” fertilizers, that is, fertilizers that contain more than

one of the major plant nutrients nitrogen, phosphorus, and

potassium. Application of nitrogen fertilizer as straight mate-

rial is much more prevalent than phosphate fertilizer. The

reasons for these patterns are both agronomic and economic.

Agronomically, large applications of nitrogen alone—for

example, in the rice production and “side dressing” of
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corn—often are of considerable importance. For phosphate,

there usually is no similar agronomic need for single-

nutrient application; so application in mixtures, with the

resultant elimination of multiple handling, is preferred. In

the United States and Europe, with highly mechanized farm-

ing practices, the present trend is toward “precision” agri-

culture, which involves variable rates of application of

nutrients at different locations in the same field based on

the nutrient status. This method of application requires

straight fertilizers rather than compounds [24].

Mixed fertilizers can be divided, by physical

characteristics and production methods, into the following

categories, all of which will be discussed in some detail:

• Nongranular mixtures

• Compound granulars

• Bulk blends

• Fluid mixtures

Nongranular Mixtures

Until about 1950, essentially all the mixed fertilizers avail-

able to farmers were of the nongranular type. Production was

by simple batch weighing and blending of available nitro-

gen, phosphorus, and potassium ingredients, usually in

locations that were convenient with respect to rail or water

receipt of raw materials and out-shipment of bagged

mixtures to dealers in farm areas. The source of phosphate

almost invariably was nongranular SSP produced at the

mixing location from in-shipped phosphate rock and locally

produced sulfuric acid. In-shipment of elemental sulfur was

required to produce the acid, usually by the now obsolescent

“chamber” process. The major nitrogen ingredient used in

the mixtures was fine-crystal by-product ammonium sulfate,

and the potash source was nongranular potassium chloride.

In some plants the superphosphate was “ammoniated” by

reaction with ammonia solution, either in a separate opera-

tion before mixing with the other ingredients or during the

mixing operation. Such ammoniation was beneficial in

reducing the corrosiveness (acidity) of the superphosphate

and in improving its physical condition. The ammonia also

provided nitrogen at relatively low cost, but the amount that

could be absorbed by the superphosphate was limited.

Organic materials often were included in the mixtures as

nutrient sources, bulking agents, or physical conditioners.

Materials used included fish meal, packinghouse wastes,

dried blood, tobacco stems, cottonseed hulls, and others.

Mineral materials such as kaolin clay, diatomaceous earth,

and vermiculite sometimes were included as conditioners.

Batch-type drum mixers of 1- to 3-ton capacity were used

with the ammonia solution piped directly into the mixer.

Mixture grades were low by present-day standards, and

storage and handling properties of these nongranular

mixtures were generally poor. Caking problems, in particu-

lar, were considerable. Production of this type of fertilizer

now persists in only a very few locations.

Compound Granulars

Continuous Ammoniator–Granulator Process. Following

the close of World War II in 1945, farmer demands devel-

oped for much increased quantities of fertilizer and for

Fig. 24.15 Estimated world

production of fertilizers by

product type. (1) Steam/water,

chemical (including ammonium

phosphate), and compacted

granular products. (2) Single- and

multiple-nutrient fluids, including

anhydrous ammonia. (3) As

reported by IFA, nutrient

production (2009/2010 reporting

year) amounted to 163.7 million

mt (N þ P2O5 þ K2O). Product

mt were calculated by

multiplying 2.35 times the

nutrient. Source: Derived from

IFA and IFDC data files
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products with better handling properties. Granulation, which

provides an increase in particle size and the elimination of

fines, was a promising avenue for the physical improvement

that was pursued by researchers in both the United States and

Europe. A milestone in this movement to granulation was

the development, patenting, and demonstration by TVA, in

1954, of a continuous rotary-drum granulation process for

mixed fertilizers [25, 26].

The rotary-drum granulator in this process is essentially

the same as was pictured for the DAP granulation process. In

early versions of the process, feed to the drum of SSP

consisted of (1) crushed oversize product and fines, (2)

nongranular SSP, (3) nongranular potassium chloride, (4)

ammonium sulfate crystals, (5) sulfuric acid, and (6) anhy-

drous ammonia or an ammonia-containing nitrogen solution.

The acid and the ammonia or ammoniating solution were

sparged under the rolling bed of solids in the drum with a

sparger arrangement, as shown in Fig. 24.16. With the

proper balance of liquid and solid feeds, granulation occurs

as a result of the rolling action in the action in the drum, and

it is completed, with hardening, in a rotary-drum dryer.

This process was rapidly and widely adopted by

mixed-fertilizer producers throughout the United States

and later adopted by producers in Europe, Latin America,

and Asia.

The process was particularly attractive because: (1) the

raw materials were essentially the same as materials that

were already available at most batch-type nongranular plants,

(2) higher proportions of relatively cheap anhydrous ammo-

nia or nitrogen solution could be used, (3) continuous-type

processing allowed higher production rates, and (4) product

physical properties were much improved as a result of gran-

ulation. Today, the same basic process, but with numerous

modifications, is used in most mixed-fertilizer granulation

plants. However, the number of plants has dwindled in favor

of bulk blending and fluid fertilizers. One early modification

to the process was the addition of phosphoric acid as a feed

material, either along with or in place of sulfuric acid. Other

feed materials used in some variations include TSP, MAP,

ammonium nitrate, and urea. The use of urea has become

more attractive in compound fertilizer production in Asia

because higher grades can be achieved. The molten urea or

concentrated urea solution is sprayed onto the bed of

materials in the granulator and the wet product requires

gentle drying. Most urea-based compound fertilizers are

more hygroscopic, requiring dehumidified bulk storage

facilities before the product is bagged [27].

Use of Preneutralizer (Slurry Granulation). A major

improvement to the basic TVA granulation process was the

incorporation in most plants of a preneutralizer vessel for

prereaction of phosphoric acid with ammonia. The procedure,

as applied to the production of DAP, was described earlier and

was pictured in Fig. 24.13. As in the DAP process, the

preneutralizer used in the production of mixed fertilizers is

operated at an NH3:H3PO4 mole ratio of about 1.4 to give

maximum ammonium phosphate solubility and thus maxi-

mum fluidity of the slurry pumped to the granulator.

Subsequent further addition of ammonia in the granulator

sharply decreases solubility and thus promotes solidification

and hardening of granules. As in ammonium phosphate pro-

duction, the iron and aluminum impurities normally present in

wet-process phosphoric acid contribute significantly to the

hardening of granules during ammoniation [17]. Sulfuric

acid, when used, is fed directly to the granulation drum, not

to the preneutralizer. The use of the preneutralizer allows the

inclusion of higher proportions of acid in formulations. Also,

better use ismade of the heat of the ammonia–acid reaction for

the evaporation of water, with resultant savings in dryer fuel.

Use of a Pipe Reactor (Melt Granulation). A more recent

development that has been adopted in most U.S. granulation

plants involves the substitution of a pipe reactor or a pipe-

cross reactor for the preneutralizer vessel as the locale for the

ammonia–acid reaction [28–32].

A simple pipe reactor differs from the pipe-cross reactor

in that only one acid inlet port, usually for phosphoric acid,

is provided.

The salient feature of the pipe reactor and pipe-cross

reactor systems is that the heat of the ammonia–acid reaction
Fig. 24.16 Sparger location under rolling bed in TVA-type

ammoniator-granulator (Courtesy TVA)
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is confined to the pipe and is efficiently utilized there to

vaporize essentially all the moisture in the feed acid. The

resultant steam exits the pipe discharge end in the granulator

and is swept away in an air stream. The ammonium phos-

phate melt, which is of very low moisture content, also exits

the pipe and is discharged onto the rolling bed of dry solids

in the granulator. This melt serves as the binder for granule

formation. The reaction temperature in the pipe reactor

usually is held below 150�C to avoid a buildup of trouble-

some scale in the pipe. In view of this temperature limita-

tion, there is little or no conversion of the phosphorus to

polyphosphate forms. By allowing the pipe temperature to

rise to about 200�C or higher, polyphosphate can be formed

without scaling, but this mode of operation seldom is used in

mixed-fertilizer granulation. TVA has used such high pipe

temperatures to produce 11–57–0 and 28–28–0 grade ammo-

nium polyphosphate granules in which 15–25% of the

P2O5 is in polyphosphate form [28]. The physical properties

of these products are exceptionally good, and the

polyphosphate content makes them particularly suitable for

dissolution to form fluid fertilizers. Because of the very low

moisture content of the pipe reactor melts, even at the lower

operating temperatures, the normally expensive drying of

finished granular product usually is not needed: passage of

the product through a cooler with an air sweep is sufficient

for final drying. This results in a major fuel saving, which is

a very significant economic advantage.

Steam Granulation. A simple method for granulating dry

mixtures of fertilizer materials was developed in Europe in

the early 1950s and still is employed there to some extent. In

this procedure, which is pictured in Fig. 24.17, the feed

materials are finely ground to ensure their incorporation in

the granules. A dry mixture is made and then is moistened in

a rotary drum or pan-type granulator with either water spray

or steam, or both. This added moisture forms a salt solution

by partial dissolution of the mixture ingredients. The

granules form because of the plasticity and rolling action

in the granulator. Initially, these granules are very soft; but,

with further rolling and drying in a subsequent drying oper-

ation, salt bridging imparts the required granule hardness. In

contrast to the TVA ammoniation–granulation process, the

steam granulation process usually causes no significant reac-

tion between mixture ingredients. In Europe, this feature is

of considerable significance when superphosphate is used as

a feed material. Ammoniation of superphosphate, which

occurs in the TVA ammoniation–granulation process,

converts part of the water-soluble P2O5 content of the super-

phosphate to water-insoluble but citrate-soluble forms that

are beginning to be accepted as marketable phosphate fertil-

izer in some European countries. The citrate-soluble forms

are accepted as effective, marketable phosphate forms in the

United States.

Compaction Granulation. This process involves the use of

mechanical force to form granules (dense particles) from

finely divided solid materials [7]. In this process

(Fig. 24.18) the fine materials are weighed and, depending

on the desired grade, thoroughly mixed. The mixture is then

continuously fed to a pressure-roll compaction machine

Fig. 24.17 Typical NPK fertilizer granulation plant using steam and/or water (Source: Fertilizer Manual)
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that forms the powdered mixture into a dense, hard sheet of

material usually about 2–3 cm thick and 60–100 cm wide.

The compaction machine consists of two horizontally

opposed rollers that turn inward toward each other. The

shaft of one roller is fixed while the other is movable. The

pressure from a hydraulic system is applied to the movable

shaft. The pressure is dependent on the fertilizer materials.

The compacted sheet of material is crushed in a controlled

manner to form smaller particles. The crusher discharge is

screened to obtain the desired product-size fraction. The

oversize material is crushed and recycled to the screens

and the undersize material is returned to the compaction

machine after thorough mixing with fresh feed. This is a

dry process and does not involve chemical reaction. Some

typical pressing force for fertilizer materials is shown in

Table 24.3.

Compacted fertilizers have a more irregular shape as

compared with the more smooth and round granules

Fig. 24.18 Typical NPK fertilizer compaction granulation plant (Source: Fertilizer Manual)

Table 24.3 Typical pressing forces for fertilizer compactiona

Feed material Pressing forcea (kN/cm)b Water content (%) Feed particle size (mm)

Ammonium sulfate 100–120 0.5–1.0 <1.0

Potassium chloride

Feed temperature >120�C 45–50 Nil <1.0, with max. of 3% <0.06c

Feed temperature 20�C 70 Nil

Potassium sulfate

Feed temperature >70�C 70 1.0 <0.5

Potassium nitrate 100 0.5–1.0 <1.0

Calcium nitrate 60 Nil <1.0

Urea 30–40 Nil 1–3

Compound fertilizer containing

No raw phosphate rock 30–80 <1.0 <1.0

Raw phosphate rock >80 <1.0 <1.0

Urea 30–40 <1.0 <1.0

Source: Fertilizer Manual, United Nations Industrial Development Organization and International Fertilizer Development Center, Kluwer

Academic Publishers, Dordrecht, The Netherlands, 1998
aIndicated pressing force is for machine having 1.0-m diameter rollers
b1 kN/cm ¼ approximately 0.1 tonne/cm
cSize criteria apply to material feed temperature as indicated
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produced by other granulation processes. This irregular

shape may cause some resistance among users who are

accustomed to the more traditional spherical fertilizer

granules. However, compacted fertilizers are produced and

used in Europe.

Bulk Blends

History and Growth. In the “compound” (mixed) fertilizer

granulation processes just described, the starting materials are

nitrogen, phosphorus, and potassium in the form of (1) non-

granular solids, (2) liquids, or (3) gas (ammonia). When nitro-

gen, phosphorus, and potassium materials are all available

from basic producers in granular form, as they now are, gran-

ular mixed fertilizers of almost any nutrient proportion (grade)

can be made by simple proportioning and dry blending of

granular nitrogen, phosphorus, and potassium materials; fur-

ther granulation or other processing is not required. This is the

basis of the presently popular “bulk-blending” system of

mixed fertilizer preparation and distribution.

In 2008/2009 about 52 million mt of bulk-blended

fertilizers was produced. This corresponded to about 13%

of the global fertilizer production.

The simplicity of the bulk-blending procedure is

illustrated in Fig. 24.19. The operations consist of (1) in-

shipment of granular fertilizer materials, (2) temporary

storage, (3) proportioning, (4) blending, and (5) movement

of the finished blend to the field for spreading.

Key factors in the rapid growth of bulk blending have

been: (1) convenience in providing the farmer with a wide

choice of plant-food ratios or grades on a “prescription”

basis in relatively simple, small mixing plants located in

the immediate farm area; (2) economy due to handling in

bulk rather than bags; and (3) provision of spreading and

other farmers services by the local blender.

Typical blending plants produce and market only

2,000–6,000 tons of blend per year. However, the present

trend is for larger capacity plants covering a 30-mile radius

of farming area designed to serve relatively large areas.

The capital investment in blending plants is comparatively

low. Blending plants operate on a quite seasonal basis,

and often the operators have supplemental business

enterprises.

Intermediates Used in Bulk Blending. The bulk-blending

system came into being only after suitable nitrogen, phos-

phorus, and potassium intermediates became available in

granular form. In particular, the introduction of granular

DAP of 18–46–0 grade in about 1960, as described in a

previous section, was a major catalyst to bulk blending.

Characteristics of that product that make it an ideal material

for shipping and subsequent blending are: (1) a high plant

food content of 64%, (2) a high phosphorus content of 46%,

Fig. 24.19 Typical batch-type NPK fertilizer bulk-blending plant (Source: Fertilizer Manual)
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(3) excellent storage and handling properties, (4) compati-

bility with essentially all other fertilizer materials, and (5)

economy of production near phosphate deposits. Most NPK

bulk blends are prepared with DAP as the phosphate source.

Granular TSP is used for no-nitrogen (PK) grades, but for

NPK blends TSP has the disadvantage of being incompatible

(reactive) with urea.

In the preparation of bulk blends, it is of great importance

to ensure that all ingredients of the blend are reasonably

matched in particle size [33]. The use of unmatched

materials results in poor mixing, segregation during

handling, and uneven distribution on the field. Nitrogen

materials used with the greatest success in bulk blends are

(1) granular urea, (2) granular ammonium nitrate, and (3)

large-crystal or granulated ammonium sulfate. Prilled

ammonium nitrate can also be made of large-enough particle

size for good blending, but prilled urea normally is of

smaller size than desirable. The chief potash material used

in blends is granular-grade potassium chloride, which is

sized specially by potash producers for use in blends.

Although granular-size potash usually consists of irregular

crusher fragments rather than well-rounded granules, studies

have shown that this particle shape difference does not

promote segregation or otherwise impair blend quality

[34]. A somewhat smaller-size, coarse-grade potassium

chloride sometimes is used in blends because it is cheaper,

but segregation problems are invited. Potassium sulfate and

potassium magnesium sulfate are made in granular form for

the blending of specialized formulations.

The addition of micronutrients to bulk blends poses spe-

cial problems because of the small quantities usually added.

Although many micronutrients are available in granular

form, intergranule spacing on the field can be excessive

when the granular micronutrient constitutes only a very

small proportion of the blend. Procedures have been devised

and used for adding finely powdered micronutrients to

blends together with a small amount of liquid binder [35].

The result is that each blend granule is coated with micronu-

trient, and thus the field distribution is better.

Operating experience and TVA studies have identified

several combinations of materials that are incompatible in

blends and should be avoided: (1) unammoniated

superphosphates react with urea, and the result is wetting

and caking and (2) urea in contact with ammonium nitrate

forms an extremely soluble hygroscopic mixture that

liquefies in the presence of only minute amounts of moisture.

Therefore, these two materials can never be used together in

the same blend. Essentially all other combinations of avail-

able fertilizer materials are compatible in blends.

Equipment and Operating Technique. There are different

arrangements of equipment in the blending plants throughout

the world. The operations in such plants generally consist of:

(1) receipt of the intermediate granular components in bulk by

truck or railroad car, (2) storage of the intermediates sepa-

rately in bins, (3) removal of the granular blend components

from storage and weighing in desired proportions, (4) mixing

to obtain uniformity, and (5) discharge of the mixed batch

directly into a spreader truck or into a holding bin. The most

popular type of mixer is the batch-type rotary drum.

Such mixing plants can be highly automated so that the

output with a mixer of only 1-ton capacity can be as much as

15–20 tons/h. Mixers of several types are available with

capacities ranging between 5 and 8 tons per batch; in some

cases batch mixer capacities can be 10 tons per batch [36].

Problems in Bulk Blending. Bulk blending is a simple prac-

tice that can provide uniform mixtures in almost any desired

proportions. However, unless proper materials are used and

certain handling precautions are taken, segregation can

occur, and nonuniform blends will result. The factors

involved and the precautions that are necessary have been

described in several publications [3]. The main requirements

are the use of granular materials with a well-matched range of

particle size and the handling of the mixture after blending in

ways that will minimize segregation. The mixing step is

seldom a problem; it is quite easy to obtain a uniform blend

by the use of proper materials and a few minutes of mixing.

However, maintaining this uniformity during handling on the

way to the farm and onto the soil requires precautions.

Handling procedures that may cause segregation include

coning (as occurs if the blend is allowed to drop from a

discharge pipe onto a pile), vibration in hauling vehicles,

and ballistic action imparted by some types of spreaders.

The problem of adding small quantities of micronutrient

materials to bulk blends was mentioned earlier. This prob-

lem is being met by either using micronutrients in granular

form or coating the blend particles with finely ground

micronutrients and a liquid binder [35].

Fluid Mixtures

Mention was made earlier of the significant quantity

of nitrogen applied to farmlands in the form of

urea–ammonium nitrate solution and aqua ammonia. Since

the late 1950s, there has also been a growing practice of

applying mixed fertilizers (NP and NPK) in fluid form. In

fact, the growth of the fluids market paralleled bulk-blended

products. In 2002/2003 about 25 million mt of fluids was

produced and corresponded to 7% of the world production.

North America, and Europe are major markets for fluids.

Fluids are also used in high-value crops in some countries of

the Middle East and Latin America.

Numerous advantages have been cited to explain the

growth of fluid mixed fertilizers [3]. Of these, the most
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significant probably is the ease and the precision with which

fluids can be applied to the soil. When placement of the

fertilizer is important, as in row fertilization, fluids often

have an advantage. Also important is the adaptability of

fluids to the homogeneous incorporation of micronutrients,

herbicides, and insecticides. Another factor that encouraged

the adoption of fluid mixtures was the prior existence of

equipment and facilities for handling and applying nitrogen

fluids; it was only logical for this practice to be expanded to

include the preparation and application of mixtures. There

are some claims of agronomic superiority for fluid fertilizers

over similarly applied solids, but such claims are debatable

and are not widely accepted.

Solution Fertilizers. Fluid fertilizers in use today can

be divided into two major categories: (1) solutions, in which

the plant food content is entirely in solution, and (2)

suspensions, in which the plant food content exceeds its

solubility, and the excess is held in suspension, usually by

the addition of a suspending agent. The solution-typemixtures

were the first to achieve commercial importance. Beginning

about 1950, the practice of making solution mixtures

was begun with pure electric-furnace orthophosphoric acid

(54% P2O5) as the source of phosphorus. Ammoniation of

this acid yielded an 8–24–0 grade ammonium orthophosphate

solution that could be shipped to mixing plants in farm

areas and used as a base for blending with other fertilizer

materials. Blending usually was with urea–ammonium nitrate

solutions (28–32% N) and a pure grade (solution grade)

potassium chloride.

With the system that employed these rawmaterials, numer-

ous advantages of fluid mixtures were established, but a need

to improve the economics of the procedure was obvious. Pure

electric-furnace acid ismuchmore expensive thanwet-process

acid, so ways were sought to use the cheaper but impure wet-

process acids. Direct ammoniation of wet-process acid causes

precipitation of numerous impurities as an intolerable, gelati-

nous sludge. Also, plant-food solubilities are undesirably lim-

ited in the orthophosphate system, so the concentration (grade)

of the product made with electric-furnace orthophosphoric

acid was limited to 8–24–0. A series of developments

by TVA led the way to solving both of these problems.

The problem of limited plant-food solubility was much

alleviated by TVA’s introduction of superphosphoric acid in

1957 [37]. Superphosphoric acids are acids of high P2O5

content (up to 80% P2O5) that contain significant proportions

of polyphosphates (nonortho, poly merized phosphates). The

superphosphoric acid first produced by TVA was a pure

electric-furnace product of 76% P2O5 content, of which

about 50% was in polyphosphate form. With ammoniation

of this acid, it was possible to produce an 11–37–0 grade

base solution instead of the 8–24–0 grade maximum made

from ortho acid. Demonstration use of 11–37–0 base in a

number of mixing plants showed that solution mixtures of

relatively high concentration could be made. Also, it was

found that the polyphosphate content enhanced the solubility

of micronutrient additives by a sequestering action.

The unfavorable economics of the electric-furnace acid

process, however, discouraged the commercial production of

electric-furnace superphosphoric acid; so attention was

directed toward concentration of the cheaper wet-process

phosphoric acid to give wet-process superphosphoric acid.

Satisfactory concentration methods were developed [38], but

the effects of acid impurities on the handling properties of the

concentrated acids limited the final P2O5 concentration and

hence the polyphosphate content. The best handling properties

were obtained with acids made from calcined rocks and with

P2O5 concentration limited to 68–70% P2O5. In acid of this

concentration, from 20 to 35% of the P2O5 is in the

polyphosphate form, and the acid is referred to as low-

conversion superphosphoric acid. Such acid today is the

chief source of P2O5 for solution-type fertilizers.

The most popular scheme by which solution-type

fertilizers are made from low-conversion, wet-process

superphosphoric acid is outlined in Fig. 24.20. The first

step is ammoniation of the acid to produce ammonium

polyphosphate base solution. By carrying out this ammonia-

tion in a pipe reactor, a temperature of over 200�C is devel-

oped, which promotes an increase in polyphosphate content

to 65–70% of total P2O5 in the ammoniated acid [39, 40].

The grade of the resultant base is usually 10–34–0; an

11–37–0 grade can be made, but its storage properties are

not as good, especially in cold weather. A sketch of a

typical pipe-reactor system for the production of high-

polyphosphate base solution from low-conversion, wet-

process superphosphoric acid is shown in Fig. 24.21.

More than 100 U.S. plants use this pipe-reactor process to

produce an estimated two million metric tons of 10–35–0 or

11–37–0 grade product per year. Other countries such as

Belgium and France also use this process to produce ammo-

nium polyphosphate solution. A considerable amount of the

solution is used for direct application in theU.S.wheat belt and

other areas inwhich potassium is not deficient. The rest is used

in small mix plants to produce mixtures. The ammonium

polyphosphate base solution is mixed with nitrogen solutions

containing 28–32%N (urea–ammonium nitrate solutions) and

sometimes alsowith potash to produce such clear liquid grades

as 21–7–0, 7–21–7, and 8–8–8. As with bulk blending, the

solution-mixing operation usually is carried out in small

mixing plants located in farm areas (Fig. 24.22).

Suspension Fertilizers. Suspension fertilizers were devel-

oped chiefly as a means of breaking the grade barriers

imposed on solution fertilizers by solubility limitations. The

low solubility of potassium chloride was particularly trouble-

some, in that high-potash solution grades were not possible.
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The feasibility of preparing and handling suspension-type

fertilizers was demonstrated by TVA and others in 1959

[41, 42]. Two essential requirements for the preparation of

a successful suspension were shown to be: (1) small particle

size of the suspended solids and (2) the addition of a gelling-

type clay as a suspending agent along with sufficient

Fig. 24.20 Production methods for solution-type and suspension-type mixed fertilizers

Fig. 24.21 Typical pipe-reactor plant for production of ammonium polyphosphate solution (Source: Fertilizer Manual)
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high-shear agitation to properly disperse the clay. The most

satisfactory gelling-type clay is attapulgite [43]. Attapulgite

is a hydrated magnesium aluminum silicate, which is com-

posed of needle-shaped crystals so small that they can be

seen only with the use of high magnification. In the dry state,

these crystals bond together in bundles as larger particles.

These bundles must be disrupted and the individual crystals

freed before they can assume the structural arrangement that

is characteristic of a gel. When this disruption of the crystal

bundles is carried out in the presence of an electrolyte, such

as any of the common fertilizer salts present in fluid

fertilizers, the individual crystals immediately assume the

regular structural orientation of a weak gel, and thus provide

the desired suspending action.

Wetting of the clay by the fluid fertilizer causes some of

the required disruption of crystal bundles and freeing of

individual crystals but not enough to provide good gelling

without high-shear agitation. The addition of 2–3% of

attapulgite is sufficient for most fertilizer suspensions.

Instead of providing high-shear agitation for the entire

batch of suspension, some operators carry out a pre-gelling

operation in which high-shear agitation is applied only to the

clay plus a limited amount of water or fertilizer solution. The

pre-gelled mixture then is added to the major body of fertil-

izer with only mild mixing. Pre-gelled clay is also marked as

liquid clay and is transported in tank cars. The provision of a

high-shear mixer is essential not only for gelling of the

suspending clay but also for disintegration of any granular

products such as DAP or MAP that might be used in the

suspension. A high-shear recirculation pump is also an aid to

gelling of the clay.

Figure 24.23 shows the layout of a typical suspension

mix plant in which all the major suspension ingredients are

received as solids. This is presently a popular mode of

operation. Raw material costs for such a plant often are

less than for bulk blending because nongranular materials

can be used. Piping for the optional addition of phosphoric

acid and ammonia is shown. Such addition develops heat,

which hastens the disintegration of some solids.

The storage and handling properties of suspensions can

be enhanced by the inclusion of some polyphosphate in the

suspension. Low-temperature storage properties, in particu-

lar, are enhanced. One popular method of providing

polyphosphate is to supply all or part of the P2O5 as

10–34–0 ammonium polyphosphate base solution, such as

is used in solution fertilizers. A second method is the use of a

pipe reactor to prepare 9–32–0 or 12–36–0 grade ammonium

polyphosphate base suspension from relatively inexpensive

wet-process orthophosphoric acid (54% P2O5), ammonia,

and gelling clay [44]. About 20% of the P2O5 in the

9–32–0 form or 12–36–0 product is in polyphosphate form.

The clay content is 2%. When these base solutions are used

for mixing with other suspension ingredients, their clay

content often is sufficient to provide all the clay required in

the final suspension. Commercial acceptance of 9–32–0 or

12–36–0 base suspension preparation has not yet occurred.

At present, apparently it is most economical to furnish

polyphosphate as 10–34–0 ammonium polyphosphate

solution.

Controlled-Release Fertilizers

The term “controlled-release fertilizer,” as used in the fol-

lowing discussion, refers to fertilizers that release, either by

design or naturally, their nutrient content over an extended

Fig. 24.22 Liquid fertilizer mix plant (Source: Fertilizer Manual)
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period of time. Potential advantages claimed for controlled-

release fertilizers are increased efficiency of uptake by

plants; minimization of losses by leaching, fixation, or

decomposition; a reduction in the release of nutrients and

by-products to air and water; and avoidance of burning of

vegetation or damage to seedlings. In spite of this impressive

list of potential advantages, the controlled-release fertilizers

have mainly been applied to high-value crops and/or orna-

mental plants and golf courses. However, there has been

progressive increase of controlled-release fertilizers on rice

in Japan and more recently corn in the United States and rice

in China. The combined total controlled-release fertilizer

production in North America (73%), Western Europe and

Japan totaled 713,000 tons or 86% of total production in

2009. Agriculture in the “three” regions accounted for only

24% of the consumption. However, in Japan 90% of

controlled-release fertilizer is used on agricultural crops.

Large and growing markets are emerging in Asia, particu-

larly in China where increase food demand combined with

land and labor shortage is expected to raise controlled-

release fertilizer consumption to more than one million

tons/year.

Controlled-Release Phosphate Fertilizers. Several

controlled-release phosphates have been produced commer-

cially. Important among them are ground phosphate rock,

basic slag, and fused CMP. These products have been

discussed earlier.

Most of the insoluble or slightly soluble phosphate

materials are used because they are less expensive than

soluble phosphates or because they supply other elements.

These products are rarely agronomically superior to soluble

phosphates. However, some of them are valued for specialty

uses because they may be safely placed in contact with seeds

or roots in some situations. Slightly soluble phosphates are

found to be useful in tropical agriculture where conditions

are quite different from those in temperate zones.

Controlled-Release Nitrogen Fertilizers. Because of eco-

nomics and environmental considerations, the slow-release

nitrogen fertilizers are much more important than phosphate

(or potash), particularly under certain soil and climatic

conditions. In most cases unutilized phosphate and potash

remain available for subsequent crops. In contrast, there is

seldom much carryover of fertilizer nitrogen from one crop

to the next. Nitrogen applied as fertilizer is lost from the soil

through: (1) leaching or surface drainage, (2) volatilization

as ammonia, and (3) decomposition. Because of these losses,

nitrogen use efficiency by crops seldom exceeds 50 percent

and may be as low as 20 percent under flooded rice

conditions when grown under conditions of intermittent

flooding or poor water control. Thus, improved utilization

is particularly important because it would favorably impact

the cost of production and simultaneously reduce the release

of nitrogen compounds to air and water [45].

Slightly Soluble Materials. One group of controlled-release

nitrogen fertilizers comprises chemical compounds that are

inherently only slightly soluble in water or soil solution.

Urea–aldehyde compounds are the principal representatives

of this group that are produced commercially. Isobutylidene

diurea (IBDU) is produced in Japan through the reaction of

urea with isobutyraldehyde in a 2:1 mole ratio. When pure, it

contains 32.18 percent N [46]. Crotonylidene diurea (CDU),

also called cyclodiurea, is produced in Japan and Germany

through the reaction of urea with crotonaldehyde or acetal-

dehyde. The pure compound contains about 32 percent

nitrogen.

Fig. 24.23 Typical mix plant for production of suspension mixtures (Source: Fertilizer Manual)
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Urea–formaldehyde reaction products, usually called

“ureaform,” are produced by about six manufacturers in

the United States and several other countries. Unlike IBDU

and CDU, ureaform is not a definite chemical compound. It

contains methylene ureas of different chain lengths; the

solubility increases with decrease in chain length. It usually

contains about 38 percent nitrogen.

Perhaps the most useful component of ureaform as a

slow-release nitrogen material is trimethylene tetraurea;

shorter chain lengths are too rapidly decomposed, and longer

chains are highly resistant to decomposition. Unfortunately,

it is very difficult to produce commercially a pure

trimethylene tetraurea; ureaform contains both shorter and

longer chains.

A typical ureaform may contain 30 percent of its nitrogen

in forms that are soluble in cold water (25 C). The quality of

the remaining 70 percent is judged by the percentage that is

soluble in hot (boiling) water as determined by prescribed

analytical procedures. At least 40 percent of the nitrogen

insoluble in cold water should be soluble in hot water for

acceptable agronomic response; typical values are 50–70

percent.

Ureaform is produced by reaction of urea with formalde-

hyde in aqueous solution in the presence of an acid that

catalyzes the reaction. The degree of polymerization

depends on the mole ratio of urea to formaldehyde and on

the pH, time, and temperature of reaction. The reaction is

stopped by neutralizing the acid. Production processes have

been described by Clark et al. [47] and by Kolterman and

Rennie [48].

In Japan, ureaform is also produced as a component of

compound fertilizers by the addition of formaldehyde solu-

tion to the urea solution fed to the granulator [49]. In one

process a methylene urea reactor is used to react urea and

formaldehyde solution to produce a slurry that feeds directly

to a granulation plant with other materials to make com-

pound fertilizers [50]. Some slow-release nitrogen is

formed, and the physical properties of the products are

improved.

In the United States, ammoniating solutions containing

urea, formaldehyde, and ammonia are used to prepare com-

pound fertilizer containing water-insoluble nitrogen. The

composition of one such solution is: urea—35.3 percent,

formaldehyde—8.0 percent, CO2—8.4 percent, NH3—

25.0 percent, and H2O—23.3 percent. Other solutions with

high formaldehyde content (up to 60%) are available for use

with additional urea [51].

The addition of sulfuric or phosphoric acid (or superphos-

phate) neutralizes the ammonia and catalyzes the formation

of methylene urea. Products containing about 20–30 percent

of their nitrogen in a water-insoluble form are produced.

Good control of conditions in the granulator and dryer is

needed to produce a satisfactory quality of water-insoluble

nitrogen. In some cases, a prereactor is used prior to the

granulator [50].

The consumption of ureaform in the United States is

approximately 75,000 tons/year, not including that formed

in compound fertilizers from solutions. Most of the produc-

tion goes into compound fertilizer for specialty uses, such as

for lawns, flower gardens, and golf courses. The wholesale

price of ureaform per unit of nitrogen is about three times

that of urea, ammonium nitrate, or ammonium sulfate.

In tests made by TVA and IFDC of many other organic

nitrogen-containing compounds as fertilizers, some proved

readily available, some slowly available, some inert, and

some toxic. Among those that showed promise as slow-

release fertilizers were oxamide, glycouril, cyanuric acid,

ammeline, and ammelide. For lack of an economical pro-

cess, none of these materials has been manufactured com-

mercially for fertilizer use.

Magnesium ammonium phosphate (MgNH4PO4) is a

slowly soluble source of nitrogen although it contains more

phosphate than nitrogen. The commercial product, called

“Mag Amp,” contains a variable amount of water of crystalli-

zation and some impurities; a typical grade is 8–40–0.

A similar product containing potash is marketed under the

trade name “En Mag” in the United Kingdom. The grade is

5–24–10. The rate of solution of these slightly soluble

materials is controlled by the size and hardness of the granules.

Coated Soluble Materials. A wide range of materials and

techniques has been explored with the object of making

controlled-release fertilizers by coating soluble fertilizer

materials with plastic films, resins, waxes, asphaltic

materials, or other barriers. The first commercial production

of coated controlled-release fertilizer utilizes a process

developed by Archer Daniels Midland Company (ADM).

The main component of the coating is a copolymer of

dicyclopentadiene with a glycerol ester [52]. Applied in

several layers that vary in composition, the coating releases

fertilizer solution by osmotic exchange with moisture from

the soil. The coated granular fertilizer was manufactured by

ADM under the trade name Osmocote starting in 1964. It

now is produced and marketed by Sierra Chemical Company

under exclusive license from ADM. Three grades of

Osmocote are available: 14–14–14, 18–9–9, and 16–4–8.

The weight of the coating ranges from 10 to 15 percent of

the gross weight. Osmocote products are recommended for

turf, floriculture, nursery stock, and high-value row crops.

Sulfur-coated urea (SCU) is a controlled-release mate-

rial developed by TVA during the 1960s and 1970s [53].

Sulfur was selected as the coating material on the basis of

economy and efficiency after many coating materials were

tried. Urea was selected as the material to be coated

because of its high nitrogen content, low cost, and commer-

cial availability.
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Initial studies indicated that sulfur alone was not ade-

quately resistant to moisture penetration. However, it was

discovered that the addition of an oil wax sealant over the

sulfur coating provided a successful coating. The process has

been commercialized and the product is mainly used for turf

and golf courses.

In this process granular urea is preheated in the first rotating

drum to 77 C with electric radiant heaters to prevent the sulfur

from freezing too rapidly on the granules. The molten sulfur is

atomized and sprayed onto the rolling bed of granules in the

second drum. Wax is applied in the third drum. The coated

granules are then cooled in a fluidized bed cooler, and an

absorbent powder is applied in a fourth drum to eliminate the

tacky condition of the wax and to prevent the granules from

floating when applied in water (as in a rice paddy).

The rate of dissolution of coated urea can be varied by

varying the thickness of the sulfur coating and, to some

extent, by varying the amount of sealant. In addition to the

controlled-release characteristics, coated urea has excellent

storage and handling characteristics and might even be han-

dled in bulk in humid climates. Also, it may be blended with

TSPs or SSPs, which are incompatible with uncoated urea.

Also the sulfur coating is a slowly available source of sulfur,

which would be an advantage in sulfur-deficient areas.

The sulfur-coating technique may be applied to fertilizers

other than urea. Experimental work has included a coating of

DAP, potassium chloride, potassium sulfate, and various

compound fertilizers, including a pan-granulated urea-

potassium chloride product of 32–0–16 grade.

Nitrification Inhibitors. Nitrogen fertilizers in the ammo-

nium form are immobilized by sorption on clay particles

and hence are resistant to leaching. However, the ammonium

form is converted to the nitrate form under aerobic

conditions by microbiological processes known as nitrifica-

tion. The rate of conversion depends on the temperature;

below 10 C it is very slow, but at 20 C and higher it is rapid.

The nitrate form is more readily available to most plants

although some plants (e.g., rice) can readily use the ammo-

nium form. Thus, some of the purposes of controlled release

(resistance to leaching, prevention of denitrification losses,

and delayed availability) may be attained by delaying nitri-

fication of ammonium nitrogen.

Numerous organic chemicals have been identified as nitri-

fication inhibitors. The inhibition is due to the toxicity of these

chemicals to organisms that convert ammonium nitrogen

to nitrite, which is the first step of the nitrification process.

One of the nitrification inhibitors that has received attention

in the United States is 2-chloro-6-(trichloromethyl) pyridine

which is promoted under the name N-Serve. The minimum

concentration ofN-Serve in the soil for delaying nitrification at

least 6 weeks is said to range from 0.5 to 10 ppm.

The N-serve literature points out that a nitrification inhib-

itor is helpful only when conditions favor high nitrogen loss

from the soil. Such conditions are heavy rainfall or heavy

irrigation, coarse-textured soil, and soil in the pH range

where nitrification readily occurs. Nitrate thus formed will

leach down into anaerobic soil layers.

Potassium azide (2–6% KN3) dissolved in anhydrous

ammonia was effective in lowering the rate of nitrification

in tests conducted by the U.S. Department of Agriculture in

cooperation with agricultural experiment stations in the

states of Louisiana and Washington. PPG Industries, Inc.,

is exploring this and other agricultural uses (e.g. as a herbi-

cide in rice culture) for the azide.

Another nitrification inhibitor that has received much

attention in Japan is 2-amino-4-chloro-6-methyl pyrimidine.

It ismanufactured byMitsui ToatsuChemicals, Inc. (formerly

ToyoKoatsu Industries, Inc.) under the trade nameAM.Other

nitrification inhibitors that have been used in Japan in

compound fertilizers are sulfathiazole, dicyandiamide,

thiourea, N-2, 5-dichorphenyl succinamide, 4-amino-1, 2, 4-

triazole hydrochloride, and guanylthiourea [50].

In flooded or waterlogged soils, as for example, in a

continuously flooded rice paddy, anaerobic (reducing)

conditions exist in the soil below the surface, and hence

nitrification of ammoniacal nitrogen does not occur in this

layer. Therefore, when ammonia, ammonium salts, or urea

(which hydrolyzes in the soil to ammonia and carbon diox-

ide) is placed in the reducing zone of the soil, it remains in

the ammonium form and is more or less immobilized by

sorption on the clay. Some of the advantages of controlled

release may be attained by placement of ammoniacal nitro-

gen in the reducing zone of the rice paddy soil. However,

this placement is difficult since applicators quickly become

clogged with mud and wet fertilizer. To facilitate subsurface

placement, large granules or briquettes of urea have been

produced experimentally that can be pressed into the soil by

hand (or foot) (Fig. 24.24). Experiments with this placement

have shown substantially increased efficiency of nitrogen

utilization by rice as compared with the usual broadcast

placement.

IFDC has designed a village-level briquetting machine

that can produce urea briquettes ranging in weight from 1 to

2.7 g (Fig. 24.25). The capacity of these machines varies

from 20 kg/h to 1 ton/h and can be operated intermittently.

As of 2004 more than 1,000 of these machines are operating

in Bangladesh, providing briquettes for nearly 500,000 ha of

rice paddy. Using this technology the farmers are able to

increase rice yields by about 20% while using 25% less urea.

This technology is now being tested in Vietnam, Cambodia,

and several countries in Africa. A hand-held applicator

for deep placement of briquettes is also being tested in

Bangladesh.
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Physical Quality of Fertilizers

Physical quality is an important determinant used by a

farmer-consumer in selecting a particular fertilizer. The

acceptability of a fertilizer in the marketplace depends not

only on its nutrient content but also on its physical quality.

Although the available nutrient content and its effect on crop

response is the ultimate reason for the use of fertilizers,

physical quality is often the reason for selecting one fertil-

izer over another. It is important that fertilizers remain free-

flowing (noncaking), relatively nondusty, and be able to

withstand a reasonable amount of exposure to normal atmo-

spheric humidity to withstand transportation, distribution,

and application. Many production techniques, including var-

ious physical conditioning treatments, have been developed

to provide favorable physical properties [54].

The quality of a fertilizer product is basically judged by

two criteria: chemical properties and physical properties. The

chemical properties (nutrient content, form, and availability

to the crop) and their effectiveness for crop growth are the

main reasons for using a fertilizer. In contrast, physical

properties of a fertilizer product are important with respect

to processing, handling, storage, and field application.

The consumer, through simple observation, cannot ascer-

tain whether a fertilizer actually meets the guaranteed nutri-

ent content; however, federal or state laws normally regulate

the nutrient content thereby giving some protection to the

consumer. In contrast, physical condition usually is a matter

only of agreement between purchaser and supplier. Nor-

mally fertilizer regulatory laws do not regulate fertilizer

physical properties. However, the consumer can certainly

see whether a fertilizer is caked or free-flowing, dusty or

dust-free, wet and sticky or dry. The most frequently

encountered problems resulting from deficiencies in physi-

cal properties are caking (agglomeration or lump formation),

dustiness, poor flowability, excessive hygroscopicity

(moisture-absorptioncharacteristics), and segregation (non

uniformity of composition throughout a fertilizer lot).

The physical quality of a fertilizer can be evaluated by

many different methods that can vary from simple observa-

tion to sophisticated techniques. Producers have adopted

and/or developed methods to evaluate their particular

products. International, national, and regional organizations

have adopted, developed, and/or published procedures

intended for general application to a variety of fertilizer

products and raw materials [3, 55, 56].

Next Generation of Fertilizers

As discussed earlier, fertilizers have an important role in

production and productivity increases. Most of the fertilizers

in use today were developed between the 1940s and 1980s

by scientists of TVA, an agency of the U.S. Government,

along with those from the fertilizer industry and state land-

grant university research and extension systems. The bulk of

R&D was conducted on the TVA Reservation in Muscle

Shoals, Alabama, USA. Unfortunately, since the early

1990s, public funds for new fertilizer technology R&D

programs have essentially disappeared. Further, fertilizer

companies are currently investing almost nothing in R&D.

Not surprisingly, over the past 25 years, no new, signifi-

cantly more efficient fertilizer products have been developed

Fig. 24.24 Compacted urea product and briquetted urea particles of

three particle sizes (from left)

Fig. 24.25 A village-level briquetting machine
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that are cost-effective for use on food crops by farmers in

less developed countries. Yet efficiency of fertilizer technol-

ogy is closely linked with key factors determining the future

of humankind—food security, availability of natural

resources, and the environment.

The world’s resources of rock phosphorus (P) and potas-

sium (K) from which fertilizers are made are finite. Nitrogen

production is extremely energy intensive: it takes the energy

equivalent contained in four barrels of oil to make one ton of

urea, i.e., the equivalent of 480 million barrels of oil is

needed to produce today’s supply of 120 million metric

tons (mmt). Moreover, current fertilizer technologies result

in great losses either at the production or utilization stage.

Up to two-thirds of the urea applied is wasted due to crop use

inefficiencies, and the current technologies used to produce

phosphate concentrate from mined ore generate significant

losses of phosphate.

The potential impact of improving the efficiency of fertil-

izer technology is vast. For example, a gradual 50%

improvement in average nitrogen use efficiency in cereal

crops by 2050 would:

• Reduce total accumulated nitrogen losses from 1,281 to

817 mmt.

• Save $403 billion (at $400/mt for urea).

• Reduce by the equivalent of four billion barrels of oil the

amount of energy used to produce urea fertilizer.

• Reduce N losses significantly:

• Volatile N2O-NOX by about 974 mmt of CO2

equivalents;

• Leaching to freshwater and marine ecosystems with the

latter particularly affected by N.

Most significantly, more efficient fertilizer technologies

can help better meet future food security at farm, national,

and global levels. Farmers will have to apply less fertilizer to

get more yield, while improving their profits. National

governments will be able to reduce their importation of

fertilizer and/or, in case of subsidies, the drain on their

budgets, while increasing agricultural production. At the

global level, food security would increase while negative

impacts on environment and resource availability would

decrease.

Driven by these issues, the International Fertilizer Devel-

opment Center (IFDC) launched the Virtual Fertilizer

Research Center (VFRC) to create the next generation of

fertilizers and production technologies to help feed the

world’s growing population and provide sustainable food

security. It is virtual in the sense that it is intended to be

comprised of the work of multiple research institutions

cooperating via communications technology to advance a

unified research agenda.
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Sulfur and Sulfuric Acid 25
Gerard E. d’Aquin and Robert C. Fell

Sulfur

Sulfur is one of the few elements that is found in its

elemental form in nature. Typical sulfur deposits occur

in sedimentary limestone/gypsum formations, in limestone/

anhydrite formations associated with salt domes or in volca-

nic rock [1]. A yellow solid at normal temperature, sulfur

becomes progressively lighter in color at lower temperatures

and is almost white at the temperature of liquid air. It melts

at 114–119�C (depending on crystalline form) to a yellow

liquid which turns orange as the temperature is increased.

The low viscosity of the liquid begins to rise sharply above

160�C, peaking at 93 Pas at 188�C, and then falling as the

temperature continues to rise to its boiling point of 445�C.
This and other anomalous properties of the liquid state are

due to equilibria between the various molecular species of

sulfur which includes small chains and rings.

Sulfur is also found as sulfide minerals in combination

with iron or base metals (e.g., pyrites) and as sulfates in

combination with alkali metals (copper) and alkaline earths

(e.g., gypsum). Hydrogen sulfide, with its “rotten egg” odor,

and carbon dioxide are the principal “sour” components of

sour gas. Crude oil and coal include a variety of complex

organic species containing sulfur. Such compounds are

removed from the liquid fuels by treatment with hydrogen

to convert the sulfur component to hydrogen sulfide which is

removed from the fuel stream. Removal of sulfur from fuels

for technical and environmental reasons represents the larg-

est current source of elemental sulfur.

World elemental sulfur production in 2009 was almost 48

million metric tons, up 3 million tons since 2003. Other

sources (pyrites roasting in China and cleaning smelter

gas-effluent globally) have added 25 million tons to the

sulfur balance (Table 25.1).

Currently, almost all sulfur is derived from hydrocarbon

processing. Minor quantities are still mined. Poland has a

capacity of 700,000 t with a long history in Frasch mining.

Mexico restarted one of its idled mines in 2010 (Jaltipan)

with an output of about 100–200 t per day. Iraq’s Mishraq

mine is said to be trying to restart. Most sulfur mines are

associated with oil deposits found in conjunction with geo-

logic formations known as salt domes. In situ cross contam-

ination with hydrocarbons (as at the Jaltipan and Mishraq

mines) leads to the production of “dark” sulfur with techni-

cally and commercially unacceptable levels of carbon

contamination. Volcanic sulfur deposits yield bright sulfur,

but it is often contaminated with toxic metal oxides. Small

quantities of several specialty sulfurs are produced for

a variety of other applications, including fungicides,

bleaching, fumigation, pharmaceuticals, rubber manufac-

ture, and cutting oils. Applications of elemental sulfur as

a fertilizer are growing globally. The Sulphur Institute

(www.sulphurinstitute.org) recently launched a program

entitled: Sulfur—An Advantaged Element. Additionally, an

excellent publication by the USGS entitled “Materials

Flow of Sulfur” is available at http://minerals.USGS.gov/

minerals/pubs/commodity/sulfur/index.html.

Transportation and Storage

Although all sulfur is produced and most is consumed in a

molten state, the preponderance of international commerce

outside of North America and Europe uses solid sulfur.

Vancouver was once the world’s leading sulfur exporting

port. Volumes peaked at 6.3 million tons in 2004, declining

to 3.6 million tons in 2010 [2]. Qatar should surpass

Vancouver no later than 2013 given expansion plans and

continued decline in Canada’s “commercially available”

sulfur output.
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Prior to bulk transport, solid sulfur is normally “formed”

into a variety of shapes associated with individual solidifica-

tion processes. These will be discussed in the following

section. “Formed” solid sulfur is easily transported by

truck, railcar, barge, or ocean vessel. It is classified as a

nonhazardous material “granular formed sulfur”. Caution

must be exercised in order to avoid fugitive dust and spill-

age. Sulfur dust is highly visible, will become corrosive, and

under certain circumstances, explosive.

In the case of marine transport, which may last several

weeks, the risk of corrosion during transit must be addressed.

Vessel holds must be coated prior to loading, to prevent

direct sulfur-steel contact. A new coat of paint covering all

steel is good. However, nicks and scratches quickly expose

steel. Various products and means of coating holds are

employed by knowledgeable companies prior to loading. This

preparation avoids a range of potentially severe consequences

and cannot be bypassed without significant risk to cargo and

vessel. Spraying water with surfactants, or aqueous foam, on

sulfur as it is being loaded or unloaded is another key safety

measure which mitigates dust dispersion. Water used in dust

suppression as sulfur is loadedwill move to the bottom of holds

during transit. Daily pumping of this residue to sea is necessary

to avoid the accumulation of up to several feet of standingwater

in the bottom of the hold. Prior to loading and following

discharge, formed sulfur is often stored in the open air.

In contrast, domestically produced sulfur destined for

internal use in the USA, Canada, and Europe is almost

exclusively transported in liquid form. This has led to the

establishment of an extensive sulfur infrastructure consisting

of molten sulfur terminals, tanker ships and barges, rail tank-

cars, and tank-trucks. In the cases of marine transport,

vessels range from 23,000 to 9,500 t and barges from 1,000

to 2,500 t. Overseas, molten shipments can be received in

Morocco, Tunisia and one port in India. Japan prohibits solid

sulfur, even in the case of export activities. This has led to a

fleet of coastal vessels, some as small as 1,000 t, for

exporting Japanese molten sulfur to users in China, Taiwan,

and formerly, Korea.

Molten sulfur in ships is maintained in a liquid state using

heating coils. When transported by rail tank-car, at least a

portion of the sulfur cools and solidifies during transit. It is

re-liquefied prior to discharge. The re-melting process can

take up to 3 days (i.e., in the United States with sulfur

coming from Canada during winter). Re-melt is accom-

plished by passing low pressure steam through coils located

between the car’s inner tank and outer skin. Care must be

taken to use a low heating temperature to avoid turning

sulfur into a viscous material. Trucks normally operate

within distances which preclude cooling and solidification.

Nevertheless, limited coiling allows for emergency

steaming. In Tampa, FL, many sulfur truck trailers are

designed for round trip carriage. An inner tank carries sulfur

from the port and, depending on the design, phosphoric acid,

solid fertilizers, or phosphate rock in an outer container on

the return.

Certain countries have regulations that require molten

sulfur be treated (de-gassed) at the production point to

reduce the hydrogen sulfide level below 10 ppm weight.

The City of Vancouver requires formed sulfur transshipped

at the port to test below 30 ppm weight. Neither US nor

Canadian governments have a national maximum hydrogen

sulfide content standard for sulfur.

Storage of molten sulfur requires insulated tanks

equipped with heating coils through which steam or glycol

is constantly circulated. The tank’s internal surfaces, partic-

ularly the roof, must be protected against corrosion and

carefully monitored. Corrosion occurs most often when

moisture enters through tank vents while it empties,

condenses on the wall, and mixes with vapors of sulfur and

its compounds. In recent years, CSI Controls has developed

an enhanced system to heat sulfur tanks externally to prevent

sulfur from freezing on the walls. It also evaporates all

moisture from the walls and roof. Tanks, pumps, and lines

must also be properly insulated and heated. A means of

injecting steam into the tank void must be provided for fire

control. Finally, depending on environmental regulations,

tank vents may require scrubbing systems. In the case of

marine terminals, these must be sized to accommodate large

volumes of air as vessels discharge. “Formed” solid sulfur,

on the other hand, can be stored in a pile exposed to the open

air. Runoff water containment and neutralization is required

around such sites. Some localities may have maximum H2S

content standards, protective walls, enclosed storage,

windbreakers, and sprinkling systems to prevent blowing

dust. Another means of storage, employed to minimize cost

and maximize volume in any given area, is to “vat” or

“block” the sulfur. In this case, a properly constructed

impermeable “base pad” surface is prepared. This is then

enclosed (surrounded by) with aluminum plates (forms)

Table 25.1 Elemental sulfur production in all forms (million metric

tonnes)

World sulfur production by type 1999 2009

Mined/Frasch 3.2 0.3

Recovered sulfur, of which:

From oil 15.6 22.7

From gas 21.9 23.3

From other 1.1 2.4

Sub total 41.8 48.7

Other forms

Pyrites

Other

Sub total 15.3 19.2

Total 57.1 67.9

Source: Sulphur Magazine, Jan/Feb 2011; US Geological Survey

2000, 2010
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which are 50–75 cm high. A thin layer of molten sulfur is

poured onto the pad and allowed to solidify. The process is

repeated until the level of sulfur reaches the top of the

aluminum forms wall. Another set of forms is then attached

to the top edge of the solidified sulfur and the process is

repeated. In this manner, sulfur “blocks” over 10 m high and

several hundred meters long are created. Sulfur from blocks

is reclaimed on-site, by melting, or by mechanical means

followed by melting or shipment as the “crushed bulk”

material. Despite its apparent simplicity, innumerable tech-

nical issues affect every aspect of the block construction,

pouring, maintenance, and reclamation. Among these are

insuring no liquid, dust, or gas effluent escapes from the

site; as well as corrosion; overcoming the effects of sun,

rain, and freezing; insuring proper solidification of the sulfur

being poured; wall degradation; etc. Companies experienced

in creating sulfur blocks and providing equipment are

Devco USA (http://www.devcousa.com/), Enersul Inc.

(http://www.enersul.com), and Hazco Environmental

Services (http://www.hazco.com). Considerable information

on these matters can be obtained from Sulfur, a BC Insight.

com publication.

A key final consideration when storing solid sulfur is the

inevitable presence of sulfuric acid. Sulfur can become nat-

urally contaminated with sulfuric acid through the action of

thiobacilli thiooxidans [3] or continuous exposure to direct

sunlight [4] and the presence of moisture. Recent research

has demonstrated the short-term effectiveness of certain

bactericides in delaying bacterial colonization. Neverthe-

less, discrete pockets of weak (highly corrosive) sulfuric

acid should always be presumed to exist within a sulfur

storage pile. Hydrochloric acid, may also be present when

solid sulfur has been transported by ocean vessel [5]. Ocean

deliveries of solid sulfur should be neutralized to avoid

potentially disastrous corrosion of downstream equipment.

Solidification and Melting

For many years, the standard industry practice was to ship

solid sulfur as a “crushed bulk”. The words adequately

describe its appearance and dustiness. Crushed bulk is the

least acceptable type of solid sulfur. It is created when using

earthmoving equipment to recover sulfur which has been

allowed to solidify in blocks, sheets, or vats. Obviously, the

product is extremely dusty. Very few producers (Russia,

Kazakhstan, and Iran) still ship crushed bulk.Most consumers

refuse to accept shiploads even at significant price discounts

due to dustiness, related contamination, and product loss.

“Lump and Crushed” sulfur is classified as a hazardous

material by the International Maritime Organization (IMO).

Slate, another type of formed sulfur, was the sulfur

industry’s first attempt at developing a type of solid

sulfur which was less dusty than “crushed bulk”. Slate is

produced by pouring a thin (usually up to 3 cm) layer of

molten sulfur onto a moving belt while simultaneously

cooling the belt’s underside. Solidified sulfur breaks off

into irregular shapes when falling off the end of the belt,

leading it to resemble pieces of “peanut brittle.” Owing to its

greater dustiness, slate sulfur is a less desirable form of

formed sulfur and faces commercial resistance. Slate is

classified as nonhazardous by the IMO.

Best Available Current Technologies (BACT) for

solidifying sulfur creates a pelletized, prilled, or granular

product. These types of “formed” sulfur were developed in

the late 1970s through today. They minimize breakage and

sharp edges which create dust during handling. As the

product names imply: pelletized sulfur is a pellet generated

when a discrete amount of sulfur is deposited and cooled on

a conveyor belt. It has the shape of an egg yolk on a plate.

The most common processes are offered by “Sandvik” [6]

and “Berndorf” [7] but other licensors exist. Prilled sulfur

is created when sulfur droplets are cooled by a surrounding

fluid, which may be air or water. Air-prills are created by

spraying sulfur from the top of a tower into a strong updraft

of cool air. It is an extremely smooth product which

resembles prilled urea or ammonium nitrate. No air-prilling

facilities have been built in almost three decades due the

process’ inevitable emission of sulfur dust to the environ-

ment. High volume air scrubbing systems to eliminate dust

pollution have not been successful. In addition, the last two

installations at Jubail, Saudi Arabia, were destroyed by a

fire believed to have been ignited by static electricity.

Wet-prills are created when sulfur droplets enter a cool

water bath. They have a slightly irregular texture caused

by water’s more rapid cooling action. Devco [8] USA,

Martin Sulphur [9] and Enersul [10] have fairly similar

technologies and products. Current processes create a

homogeneous product which resembles small nuggets. At

this writing, all sulfur-forming operations in the United

States produce wet-prill. Granular sulfur, as the name

implies, is created through the gradual buildup of succes-

sive layers of sulfur around a central core. As a result, the

ultimate product size can be controlled. Enersul [10]

possesses the most widespread granulation system, with

installations in Canada, the Former Soviet Union, Europe,

and the Middle East. Kaltenbach-Thuring [11] provides

another type of granulation technology. Most recently

(4/11), Martin Sulphur [9] has announced a proprietary

(patent pending) granulation process.

Despite developments in forming technology and dust

suppressants, moisture remains the primary tool for dust

mitigation. To that end, a mixture of water and surfactant

should be applied during all bulk transfer operations. A US

Patent was recently issued to Con-Sul, Inc.’s Gerard d’Aquin

for a revolutionary solid sulfur ship unloading system which
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eliminates dust, controls acidity, and de-waters most types of

formed sulfur [12].

Melting block inventory is most often accomplished

using a track-mounted Ellethorpe melter (Fig. 25.1). This

resembles a rectangular ironing-board mounted on tracks.

The “hot” portion is placed vertically against the blocks side.

Sulfur melted by the rectangular surface is collected at the

base and piped to filtration (if appropriate) and storage.

Mechanical reclamation, normally from inside the block to

minimize dust emissions, crushes sulfur and transfers the

lumps to a static pit or above ground tank melter.

Problems can surface. Melting or re-melting solid sulfur

that has been transported by vessel requires proper knowl-

edge and equipment. Contaminants, including sand, dirt,

rocks, and rusted metal, which can mix with solid sulfur

during transit and storage must be removed. Sulfuric acid

is another issue: weak acid is almost always present in solid

sulfur that has been stored for some time, let alone stored,

transported by vessel, and then stored again. While

customers can require a specification “below 100 ppm free

acid” at load-port, they may receive several times that level

when measured at the destination melter. The currently

accepted practice is to mix lime or a liquid oxidizer with

the material being melted to neutralize all acids. Liming, in

turn, requires a filtration stage—large installations use steam

jacketed pressure leaf filters, containing a diatomaceous

earth medium over a stainless steel mesh, to remove the

lime/ash residue. An alternative is to allow ash to settle

prior to transfer from an intermediate pit.

Carbon compound molecules contained within sulfur will

be converted to an extremely hard (Car-Sul) material when

solid sulfur is re-liquefied. Car-Sul, which can be filtered,

abrades sulfur burner spray nozzles [13]. Users of sulfur in

the sulfuric acid industry therefore prefer receiving sulfur

which has never been solidified rather than incurring the

foregoing operating costs and losses of sulfur in filtrate

residue. Owing to the volume of production, legislation,

and a developed liquid infrastructure, most sulfur consumed

in North America, Europe, Japan, and Korea is never

solidified.

Development of the Sulfur Industry

Early mankind doubtless found elemental sulfur in volcanic

craters, encrusting the edges of hot sulfur springs, and

embedded in limestone formations. They discovered that it

would burn and used it for medicinal purposes, as a bleach,

fumigant, colorant, and incense. These uses are mentioned in

ancient writings. The Romans produced incendiary weapons

from sulfur. In the thirteenth century, the Chinese invented

gunpowder using sulfur, nitrate, and charcoal.

The earliest commercial sulfur came from limestone

deposits. Those in Sicily and the Italian mainland developed

world markets in the eighteenth and nineteenth centuries.

Traditional mining methods were used to produce sulfur ore,

which was burned slowly in a pile (Calcarone) to yield crude

sulfur [14]. Steam smelting in autoclaves came into use

about 1859. In 1890, Robert Gill built a multi-chamber

furnace to improve the process’s production rate and effi-

ciency. Italian monopoly of the sulfur markets continued

until the early 1900s when the Frasch process brought previ-

ously unrecoverable sulfur deposits on the North American

Gulf Coast into production. Oil exploration efforts in Texas

and Louisiana in the late 1800s uncovered sulfur deposits in

limestone at depths of 200–300 m, but mining was compli-

cated by the intervening layers of quicksand and the pres-

ence of hydrogen sulfide gas. Numerous conventional

mining attempts at Sulphur, LA, failed.

Finally, in December 1894, Hermann Frasch

demonstrated the hot water process for mining underground

sulfur deposits. With its favorable economics, the Frasch

process completely displaced the Italian sulfur industry.

The ready availability of low-cost sulfur opened the way

for commercial sulfuric acid production by burning sulfur.

This eventually supplanted the long-standing iron pyrite

combustion process for sulfuric acid production by

eliminating its extensive gas-cleaning operations.

Fig. 25.1 An ellethorpe melter. (Courtesy Con-Sul, Inc.)
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In 1883, the Claus process for producing sulfur from

hydrogen sulfide through partial combustion over an iron

oxide catalyst was patented. It had limited success over the

following 50 years as a method for producing sulfur and its

primary use was to remove the sour component in gas

processing.

The number of Claus installations grew during the second

half of the twentieth century. An increase in sour gas and

liquid petroleum feedstocks, processing and, more recently,

environmental regulations led to greater quantities of sulfur

being removed from hydrocarbon fuels. Sulfur extracted

from oil and gas has increased dramatically since the

1970s when environmental legislation took hold. In 1985,

Frasch and recovered sulfur in the United States each

accounted for about five million tons of production. By

1995, US Frasch output had declined to 3.1 million tons

and recovered represented 7.3 million tons. In 2001, faced

with oil companies disposal of recovered sulfur at low prices

and rising natural gas costs to heat mine-water, US Frasch

mining ceased [15]. Frasch sulfur technology, with its color-

ful and inventive history, lasted just over 100 years in the

United States. For the world, removing sulfur from

hydrocarbons provided virtually all of the 48 million tons

of elemental sulfur generated during 2010 [16]..

The cessation of US Frasch output at the end of the 1990s

brought the demise of associated infrastructure and

dissipated the industries commercial focus. Since 2001, sul-

fur producers have been unable to effectively match supply

with consumer demand through inventory management.

The consequence has been a series of value fluctuations

(most notably declines in 2001, 2004, and 2008–2009) due

to declines in phosphate fertilizer output which led to a

collapse of sulfur prices [17] (see Fig. 25.2).

Contrary to normal economic reasoning, fluctuations in

price are not due to large imbalances between demand and

commercially available supply. Rather, they are due to small

imbalances, compared to the 48 million tons of annual out-

put. Even small fluctuations cannot be accommodated in the

industry’s limited commercial storage facilities. Refineries

and sour-gas processing plants must dispose of their sulfur

output. Volumes in excess of the limited storage capacity

available normally forces refineries to cease operations due

to environmental regulations. Therefore, any reduction in

demand and a smooth outflow to consumers, will lead to

aggressive price discounting.

While Frasch sulfur companies maintained a working

storage capacity of approximately seven million tons of

solid sulfur at several locations in the early 1980s, total US

solid block storage is currently below 600,000 t. Such stor-

age also helped reduce upward movements in price when

weather or accidents restricted deliveries. As sulfur went

through periods of low value, producers in more distant

locations (Canada, Russia, Saudi Arabia, Kazakhstan) have

resorted to blocking the material (see section “Solidification

and Melting”). This occurred during the late 1960s along the

Alberta Foothills area (East of the Rocky Mountains from

the US border to well North of Edmonton, Canada).

In the late 1970s the area contained upward of 22 million

tons of elemental sulfur. With US stockpiles, it served as the

world’s reserve. Over the past three decades Alberta’s

stockpiles have been as low as 4 million tons and as high

as 16 million tons. Today, the figure stands at about 12
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million tons; 3 million in the Foothills and 9+ million in the

Oil Sands producing area. Sulfur produced and stored in the

Oil Sands, as differentiated with the limited production and

storage in the Foothills, has only a limited “commercial

availability” due to constraints in transportation infrastruc-

ture and costs. Changing these conditions requires capital

investment and governmental approval. Neither one is likely

given the volatile nature of sulfur demand and prices. There-

fore, Syncrude’s nine million ton block of sulfur and parts of

the 900,000 t produced per year are commercially unavail-

able. In stark contrast, had production and inventory been

located in the Foothills, and had reclamation and transporta-

tion existed, it would have been shipped to markets in 2009,

2010, and 2011.

Other areas where a significant volume of sulfur inven-

tory accumulation has taken place when prices do not justify

the cost of commercial disposal are Saudi Arabia (1970s to

early 1980s and 2000–2009), Russia (depleted in 2011) and

Kazakhstan (still with 6 million tons of inventory).

Sulfur industry practice when calculating an outlook of

annual supply/demand balances uses total production less

demand with no differentiation for “commercially available”

or “commercially unavailable” supply sulfur. Similarly, no

distinction is made for “commercially available sulfur”

inventory at Alberta Foothills locations and non-

commercially available at Syncrude’s Oil Sands location.

One means of disposing of unwanted sulfur streams is re-

injection of H2S and CO2. The process has long been used in

Canada and the USA on a small scale. The largest project is

currently at ExxonMobil’s La Barge, Wyoming gas plant

where up to 400,000 t per year of elemental sulfur has been

removed from the market since 2005. Huge projects to

re-inject sulfur at the Kashagan field in Kazakhstan and at

various Arab Gulf locations are underway or contemplated.

Sulfur is also produced from sulfide ores (pyrites) by

thermal decomposition in the absence of air, by roasting/

smelting under reducing conditions, or by reaction of the ore

with SO2. Hydrometallurgical processes have produced

sulfur from metal pyrites as a by-product.

Except for China, pyrites roasting no longer accounts for

significant quantities of sulfur values. And even China has

embarked on a rapid conversion to using elemental sulfur in

former pyrites roasters in order to lower production costs and

pollution. Canadian sulfur exporters, who initiated this trend

with the development and introduction of innovative tech-

nology, have gained the most. The Canadian exports of

sulfur to China rose from 31,000 t in 1995 to a peak of 3.9

million tons in 2005 [18].. Since then the volume declined to

1.5 million tons in 2010.

Sulfur Production Processes

Despite the economically driven closure of the Main Pass

299 sulfur mine in 2000 (just 8 years after initial output), the

Frasch process remains the most effective method for

extracting sulfur from native deposits. Certain constraints

on the geological formations required by the Frasch process

limit its use to deposits along the Gulf of Mexico, Poland,

the Former Soviet Union, Mexico, and Iraq. Other sulfur

deposits may yield to the Frasch process. Figure 25.3 shows

the structure needed for Frasch mining from salt domes.

Fig. 25.3 (a) Frasch process for mining sulfur from salt-dome formations. (Courtesy Freeport Sulphur Co.). (b) Sulfur-bearing limestone
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The sulfur-bearing limestone must have sufficient

porosity to allow sulfur to migrate upon melting. Both the

caprock and the underlying anhydrite formation should be

impervious to prevent the loss of the hot water pumped into

the mine. These salt-dome deposits are typically lens shaped

and are 175 m thick with diameters of a few hundred meters

up to several kilometers. Some horizontal deposits exist and

have been exploited.

A sulfur well consists of a casing and three concentric

pipes reaching into the sulfur-bearing strata. The outer

8–10 in. pipe carries 165�C water pumped into the formation

to melt the sulfur. An inner cement-lined 3–6 in. pipe is used

to transport the melted sulfur to the surface. Compressed air

is passed through the l inch tube in the center to air lift the

sulfur. Without the air lift, the molten sulfur would rise only

part way in the middle pipe. The compressed air produces a

low-density sulfur froth that rises to the surface. The super-

heated water melts the sulfur in the vicinity of the well,

forming a molten sulfur pool at the bottom of the well. As

production continues, the formation fills with water. To

continue production, bleed wells are drilled at the periphery

of the formation to allow for discharge of the cooled mine

water. In some mine fields, sufficient mine water is lost to

the geological formation to provide for continued produc-

tion. To limit mine water loss and reduce water heating

costs, mud, or synthetic foam is sometimes pumped into

the formation to seal major crevices.

Although most US Frasch mines were located inland,

Freeport Sulfur Company pioneered offshore sulfur mining

in the 1960s [19].. The company utilized offshore oil drilling

techniques to access several shallow water deposits. Devel-

oping a means to utilize saltwater to provide heated mine

water presented the company with unique challenges in

corrosion and scaling control. The now defunct Main Pass

299 facility located in 200 ft of water 10 miles from the

Mississippi Delta, commenced production in 1992 and

closed in 2000.

Sulfur produced from salt-dome structures can be quite

pure, but it often contains up to 1% of bituminous residues,

which render it dark and can make it unacceptable for

sulfuric acid production. Some purification is obtained by

filtering the dark sulfur through diatomaceous earth. Never-

theless, the most effective means of meeting maximum

commercial specifications for carbon is through blending

dark sulfur with bright recovered sulfur devoid of carbon.

That practice was widely used by Louisiana Frasch

producers. To improve filtration, carbonaceous material is

converted into larger, filterable, particles (Car-Sul) by

treating the sulfur with heat or sulfuric acid. Freeport’s

submerged combustion distillation process was used from

1966 until 1979 to purify Frasch sulfur with up to 2%

carbonaceous material. It was also going to be used to purify

sulfur extracted at Mishraq, Iraq in 1990.

Recovered Sulfur

Hydrogen sulfide is recovered from natural gas or refinery

gases by absorption in a solvent or by regenerative chemical

absorption [20].. In either case a concentrated hydrogen

sulfide stream is produced that is treated further by the

Claus process. A typical Claus plant has a feed stream of at

least 45% H2S, but with modifications can handle streams

containing as little as 5% H2S. For gas streams with low

concentrations of hydrogen sulfide, direct conversion of the

hydrogen sulfide to sulfur is accomplished in a solvent

system, as in the Stretford or CrystaSulf processes.

The Claus process is based on the reaction of H2S with

sulfur dioxide according to the highly exothermic reaction:

2H2Sþ SO2 ! 3Sþ 2H2O

In practice, sulfur dioxide is produced in situ by partial

oxidation of the hydrogen sulfide with air or oxygen in a

furnace. In the split-flow arrangement, one-third of the H2S

stream is burned and then recombinedwith the remaining two-

thirds before entering the Claus reactor. In the straight-through

version, the entire H2S stream is sent through the burner and

the extent of H2S combustion is controlled by the air feed rate.

A flow diagram for a typical Claus process is shown in

Fig. 25.4. The hydrogen sulfide is burned in a fuel-fired

furnace (950–1,250�C) with air to produce sulfur and a gas

stream containing H2S and SO2. Process controls maintain

the H2S:SO2 ratio near 2, in accordance with the stoichiome-

try. Heat is removed from the gas stream in a waste heat

boiler to control the process gas temperature. The process gas

is passed through one or more catalyst beds to convert the

H2S and SO2 to sulfur, which is then removed in condensers

between each bed. A high temperature shifts the equilibria

toward the reactants, whereas a low temperature causes sul-

fur condensation on the catalyst bed, leading to decreased

catalyst activity, requiring bed switching/regeneration to

achieve modem recovery standards. In practice the tempera-

ture is closely controlled for each Claus reactor, with higher

temperatures at the first reactor where compounds such as

COS and CS2 are converted to S. Much research and devel-

opment into H2S conversation has occurred in the past

decades. Three-state Claus units are now capable of achiev-

ing recoveries of 98+ percent, a significant improvement over

the 85–90% range of the late 1980s [21]..

Figure 25.4 shows a typical sulfur recovery plant based

on the Claus process, and Fig. 25.5 provides a photographic

overview of an installation. The tail gas from the Claus

reactors may be further processed to remove any remaining

sulfur compounds. Combined H2S removal efficiencies

of 99.5–99.99% are achievable [20]. This may be done by

low-temperature Claus-type solid-bed processes (e.g., the

Sulfreen process), wet-Claus absorption/oxidation processes
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Fig. 25.5 Republic Refining Co. 440 metric ton per day Claus sulfur recovery unit (left) and SCOT tailgas cleanup unit (right). (Courtesy Ortloff
Engineers, Ltd.)

Fig. 25.4 Flow diagram for a typical Claus process
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(e.g., the Clauspol 1500 process), or hydrogenation of the

off-gas to form H2S for recycle (e.g., the SCOT process).

Residual sulfur compounds in the tail gas are then

incinerated to SO2. The residual SO2 in the oxidized tail

gas may be scrubbed by any of several processes (e.g., the

Wellman-Lord process) before being vented to the environ-

ment. It is feasible to bring the H2S content of the treated tail

gas to as little as 150–10 ppm weight, depending on the

solvent used [22].

Production and Consumption of Sulfur

World production of sulfur in all forms reached 68 million

tons in 2009 [23]—up from 57.1 million tons in 1999 [24].

The lower growth rate than anticipated at the end of the

1990s and early 2000s arose principally from delays in

implementing Caspian and Arabian Gulf sour oil and gas

projects. Schedules slipped due to technical difficulties

(Caspian—Kashagan field, Government issues at Tenghiz)

and cost escalation/over-ambition and economic setbacks

(Arab Gulf). Non-elemental sulfur output has seen a signifi-

cant change in composition. Volumes arising from environ-

mentally mandated stack-gas effluent recovery have

increased. Within the mix, pyrites-derived production

continues to decline, though only slightly now that China

is the lone remaining producer of substance.

Table 25.1 summarizes the dramatic shifts in the sources

of sulfur during this period. It shows the demise of Frasch

and native sources of supply and a 9 million ton increase in

recovered volume in 10 years. Added sulfuric acid and SO2

recoveries from effluent gas added four million tons.

US output from 2000 to 2010, see Table 25.2, changed

dramatically. Elemental sulfur production declined 1.3

million tonnes. Graph 25.1 provides a historical perspective

of changes from 1980 to 2000.

Canada’s sulfur production is concentrated in Alberta.

Table 25.3 provides output data for the three western most

provinces. Over the past decade, sulfur generated in the region

collapsed from 8.5 million tons in 1999 to 5.8 million tons in

2010—adrop (2.7)million, or (31%).Theprimary causeswere:

Exhaustion of sour gas deposits, some under exploitation

for more than 30 years.

Failure of new sour gas deposits to yield the needed

replacement output—the Caroline gas plant area being

just one.

Appreciation of the Canadian dollar having the impact of

lowering Canadian Gas producers’ revenues on gas sent to

the United States.

A climate of falling US gas price leading to sour gas

exploration and exploitation ceasing.

Delays in the development of oil sands upgrading facilities

which were expected to provide replacement volumes of sul-

fur. Wild cost inflation in the mid-2000s, inadequate physical,

human, and regulatory resources, the financial bubble of 2007

and its subsequent collapse, all contributed.

From 1999 to 2003, and in 2009, production exceeded

export shipments to the USA and Overseas. As a result,

inventories in the oil sands region of Alberta grew signifi-

cantly. From 2004 forward production was below export

demand, leading to withdrawal of sulfur from inventory

located in Alberta’s foothills.

Regional shipments and local use fell during the time

frame from 7.3 million tons to 6.1 million tons—a 1.2

million tons annual decline.

Canadian exports by rail, in liquid form, to the United

States and overseas, as a solidified material, through the port

of Vancouver also declined.

Table 25.2 Estimated US sulfur supply/demand (million metric tonnes)

Supply ‘00 ‘05 ‘06 ‘07 ‘08 ‘09 ‘10

Production

Frasch 0.8

Recovered: oil 6.4 6.9 7.0 7.0 6.9 7.0 7.1

Gas 2.3 1.8 1.4 1.3 1.1 1.2 1.1

Subtotal 8.7

Total 9.5 8.7 8.4 8.3 8.0 8.2 8.2

Imports to US

Canada 1.51 2.01 2.03 2.10 2.18 1.50 2.30

Venezuela 0.16 0.37 0.41 0.37 0.36 0.20 0.02

Mexico 0.51 0.47 0.49 0.44 0.37 0.53 0.42

Other 0.03 0.00 0.00 0.02 0.10 0.00 0.40

Total 2.21 2.85 2.93 2.93 3.01 2.23 3.14

Exports �0.8 �0.9 �1.10 �1.20 �1.14 �2.10 �1.40
Total supply 10.91 10.65 10.23 10.03 9.87 8.33 9.94

Consumption 11.19 10.75 10.12 10.30 10.00 8.20 10.22

Inventory change �0.28 �0.10 0.11 �0.27 �0.13 0.13 �0.28
Source: North American Quarterly Review, April 1, 2011, Con-Sul, Inc.
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Loss of the US Frasch companies’ commercial structure

affected North American markets dramatically. Recovered

producers, devoid of storage capabilities and marketing

experience, and needing to dispose of sulfur to avoid affect-

ing refinery operating rates just pushed it out the door. Sulfur

prices embarked on a decline which culminated with spot

sulfur prices falling to the $10s per ton in Tampa, FL, and

Vancouver, Canada, by mid-2001. In contrast, prices during

1990 were $140/t and $108/, respectively. A second collapse

occurred in 2008–2009, leading to a Tampa price of zero

during the first quarter of 2009 (see Fig. 25.2).

The United States remains the largest producer and con-

sumer of sulfur in all forms. US production and consumption

data are provided in Table 25.2. Fertilizers and agro-

chemicals represent the largest use for sulfur, 69%. Phos-

phatic fertilizers consume 7.1 million metric tons, 57%, in

the form of sulfuric acid. Agro-chemicals account for 1.3

million metric tons, 10%, all in the form of elemental sulfur.

Sulfur, surprisingly, represents the largest fungicide and

pesticide product applied in the United States. Refining

use, for alkylation, is the second largest segment of con-

sumption. It is also one of the most difficult segments to

track accurately. This arises from refineries not reporting a

portion of their production and using that material directly

for internal use. Accordingly, a portion of actual sulfur

output does not get reported within the scope of “production

of sulfur,” causing total uses to exceed production by 1.1

million metric tons.

US production of elemental sulfur has fluctuated dramat-

ically in recent years due to the cessation of Frasch mining

operations. Output was 9.5 million tons in 2000, 8.7 million

tons in 2005, only 8 million tons in 2008 and is estimated to

have rebounded to 8.2 million tons in 2010.

Sulfuric Acid

Sulfuric acid is the largest-volume chemical manufactured

in the world and its consumption is often cited as an indica-

tor of the general state of the nation’s economy [25].

According to the US Geological Survey’s Mineral Industry

Survey, about 27 million tons of sulfuric acid were produced

in the United States in 2008, of which approximately 74%

was used in fertilizer production. Its use extends to nearly

every major chemical sector. This versatile acid is truly the

“workhorse” of the chemical industry (Table 25.5).

Pure sulfuric acid is an oily, water-white, slightly viscous

liquid with a melting point of 104�C and a boiling point of

279�C. It is infinitelymisciblewithwater, forming sulfuric acid

solutions characterized by their weight percent H2SO4. Oleum

may be formed by dissolving SO3 in sulfuric acid to attain

fuming sulfuric acid, with concentrations nominally greater

than 100% H2SO4. Historically, sulfuric acid concentrations

Graph 25.1 Trends in the production of all forms of sulfur in the United States (Adapted from Ober J, Op Cit.)

Table 25.3 Western Canada sulphur summarya (million metric tons—

MMT)

‘10 ‘09 ‘08 ‘07 ‘06 ‘05 ‘04 ‘03 ‘02 ‘01 ‘00 ‘99

Production 5.8 6.3 6.6 7.3 7.6 7.6 8.0 7.8 7.9 7.9 8.4 8.5

Shipments 6.1 6.0 7.1 7.5 8.0 8.3 8.5 7.5 7.3 6.5 7.0 7.3

aNote: Alberta, British Columbia, and Saskatchewan
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were determined by measuring the solution density using

hydrometers calibrated in degrees Baume (Be). This practice

iswaning, although some specifications and tables of properties

still include this measurement (Table 25.4).

Uses of Sulfuric Acid

The primary industrial uses of sulfuric acid are in phosphate

fertilizer manufacture, petroleum refining, copper ore

leaching, synthetic rubber and plastics, and pulp and paper

mills [26]. It is used as a solvent, a dehydrating agent, a

reagent in chemical reactions or processes, an acid, a cata-

lyst, and an absorbent, and in many other applications. In

spite of its wide usage, sulfuric acid rarely is contained in the

final product. Sulfuric acid ends up as gypsum in phosphate

fertilizer manufacture, for example. In many other processes

the sulfuric acid is converted to a waste product that requires

disposal or reuse. Because disposal of waste sulfuric acid

and of sulfur compound air emissions are becoming increas-

ingly unacceptable environmentally, the recycle and capture

of sulfur values from waste sulfuric acid has become

widespread.

Nearly all sulfuric acid is manufactured by the contact

process in which sulfur trioxide is absorbed into 93–98%

H2SO4. The acid may be sold at various strengths, usually

depending on the requirements of the consumer. It is gener-

ally marketed on a 100% basis, but normally is shipped as

93% H2SO4 (66�Be), as 98% acid, or as 20–22% fuming

oleum. Table 25.6 shows common acid strengths and end

uses. Concentrated acid may be stored in mild steel tanks,

but dilute acid must be contained in lead-lined or plastic

tanks. Bulk shipments of concentrated acid are made in steel

tanks on ships, tank barges, or railcars. Reagent grade acid is

commonly sold in 5-L glass bottles.

Development of the Sulfuric Acid Industry

Sulfuric acid is formed in nature by the oxidation and chem-

ical decomposition of naturally occurring sulfur and sulfur-

containing compounds. It is made by the action of bacteria

(Thiobacillus ferrooxidans and thiooxidans) on coal wastes

or iron disulfide discarded on refuse dumps at coal and

copper mines; it is produced in the atmosphere by the oxida-

tion of sulfur dioxide emitted from the combustion of coal,

oil, and other substances; and it also is formed by chemical

decomposition resulting from geological changes.

Although there were vague references to “spirits”

expelled from alum by Arabian alchemists in the tenth

century and by Roman alchemists in the thirteenth century,

the first distinct mention of sulfuric acid has been credited to

Basil Valentine in late 1400 [27]. He burned sulfur with

Table 25.4 Estimated annual export summary—total Canadian

exports (million metric tons)

‘11 ‘10 ‘09 ‘08 ‘07 ‘06 ‘05 ‘04 ‘03 ‘02 ‘01 ‘00

Vancouver 3.4 3.6 4.1 4.7 5.2 5.8 6.1 6.3 5.3 5.1 5.2 5.3

US 2.6 2.3 1.5 2.2 2.1 2.0 2.0 2.0 2.0 1.9 1.1 1.5

Total 6.0 5.9 5.6 6.9 7.3 7.8 8.1 8.3 7.3 7.0 6.3 6.8

Table 25.5 US sulfur and sulfuric acid sold or used (thousand metric tons of sulfur content)

End use Elemental S 2008 Sulfuric acid 2008 Total 2008 Form

Copper ores 49 456 456 H2SO4

Other ores 124 124 H2SO4

Pulp mills and paper products 187 187 H2SO4

Inorganic and other chemical products 331 380 S/H2SO4

Synthetic rubber and other plastic materials 69 69 S/H2SO4

Cellulosic fibers including rayon 31 31 S/H2SO4

Industrial organic chemicals, etc. 180 180 S/H2SO4

Nitrogenous fertilizers 58 58

Phosphatic fertilizers 5,690 5,690

Pesticides 15 15 S

Agricultural chemicals 2,050 28 2,080 S

Other chemical products 92 92 S

Petroleum refining and other petroleum and coal products 2,990 244 3,230 S

Metals leaching 12 12 H2SO4

Storage batteries (acid) 24 24 H2SO4

Exported sulfuric acid 7 7 H2SO4

Total identified 5,090 7,540 12,700

Unidentified 684 132 816

Grand total 5,770 7,680 13,500 S/H2SO4

As sulfuric acid 27,489 46,002 H2SO4

Source: USGS minerals yearbook, sulfur, 2008
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saltpeter in glass retorts or bell jars with a little water, and he

also calcined copper as (ferrous sulfate heptahydrate) with

silica, with both processes yielding sulfuric acid, although he

took them to be different substances. These processes for

making sulfuric acid continued until 1746 when Dr Roebuck

constructed a lead chamber in England for sulfuric acid

manufacture. This marked the beginning of the “chamber

process” for sulfuric acid, which was to continue in use for

the next two centuries [28].

The first lead chamber was 1.8 m2, and 8:1 mixtures of

sulfur and saltpeter in iron carts were rolled into it and

burned with intermittent admission of air [29]. As in glass

retorts, the sulfur trioxide that was formed combined with

water to produce sulfuric acid, which condensed on the walls

and collected in pans. Steam was introduced into the

chambers in 1774, and continuous addition of air was

begun in 1793. It then was recognized that the sulfurous

acid from the burning of sulfur was oxidized by air and

needed saltpeter only as a catalyst. In 1827, Gay-Lussac

invented a tower for recovering the nitrogen oxides escaping

from the chamber. The nitrogen oxides were condensed in

sulfuric acid but could not be economically recovered from

the acid until the invention of the Glover de-nitrating tower

in 1859. The introduction of these two towers completed the

chamber process except for various refinements to reduce

costs. The process could produce acid with up to 77% H2SO4

but generally yielded strengths in a 65–68% range. Higher-

strength acid was produced by boiling chamber acid to

remove water. A platinum still for producing concentrated

sulfuric acid from chamber acid was first built for the

Harrison Works in Philadelphia in 1814.

The developing markets for sulfuric acid in the late eigh-

teenth century increased the demand for Sicilian sulfur. By

1832, sulfur prices had risen to $80/t, and stocks rose; then in

1833 the market broke, with the price at $15/t. Sicilian

government attempts to stabilize sulfur at $70/t failed, in

part because of an 1833 discovery by a French chemist that

sulfur dioxide could be obtained by roasting pyrites in a

furnace. Process improvements in pyrite roasting by 1870

made pyrites competitive with sulfur as a raw material.

By 1880, with the single exception of the United States,

the sulfuric acid industries had gone to a pyrites basis. By

1909, virtually all US sulfuric acid came from pyrites and as

by-product acid from zinc and copper smelters. In the late

1890s, development of the Frasch process for sulfur mining

lowered the price of sulfur. This change, coupled with new

developments in sulfur burners, led sulfuric acid

manufacturers back to sulfur as a raw material source. Dur-

ing World War I gypsum was burned with coal to produce

SO2 for sulfuric acid production. This process continued in

Europe until the 1950s, with the last plant (in Great Britain)

shut down in 1975. Today sulfuric acid production from

pyrite roasting remains important in Spain, the Former

Soviet Union, China, Japan, South Africa, Turkey, and

some eastern European nations [30]. The Bosveld No.

2 plant in South Africa operated on gypsum until the early

1980s when it was shut down.

The contact process for sulfuric acid dates from 1831,

when a Briton patented a method for converting sulfur

dioxide to sulfur trioxide by passing the gas through a

heated tube filled with finely divided platinum. The sulfur

trioxide was adsorbed in chamber acid to produce

concentrated and fuming sulfuric acids. Commercialization

of the new process was delayed by lack of markets for the

concentrated acid and poor understanding of the process

parameters. About 1870, demand for fuming sulfuric acid

spurred German development of the contact process. In

1901, BASF reported that the governing principles for the

successful manufacture of contact acid were well under-

stood. These included cleaning of the sulfur dioxide gas

stream, use of excess oxygen, and temperature control of

the catalyst bed. However, the reliance of the contact

Table 25.6 Acid strengths and end uses

Percent H2SO4
oBe

Percent Oleum

(% Free SO3) Specific Gravity Uses

35.67 30.8 1.2700 Storage batteries, electric utilities

62.18–9.65 50–55 Normal superphosphate and other fertilizers

77.67 60.0 1.7059 Normal superphosphate and other fertilizers; isopropyl and sec-butyl alcohols

80.00 61.3 1.7323 Copper leaching

93.19 66.0 1.8354 Phosphoric acid, titanium dioxide, steel pickling, regenerating ion exchange resins

98–99 Chlorine drying, alkylation, boric acid

104.50 20 1.9056 Surfactants, nitrations

106.75 30 1.9412 Hydrofluoric acid

109.00 40 1.9737 Explosives

111.24 50 1.9900 Reagent manufacture, organic

113.50 60 1.9919 Sulfonations, blending with

114.63 65 1.9842 Weaker acids

Source: Chemical economics handbook, SRI International, Dec 1990
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process on feed acid produced by the chamber process

limited its development until about 1930. It became known

that the acid in the final SO3 absorption tower had to be kept

in the range 98.5–99.0% H2SO4 to be effective. Accurate

dilution techniques to allow recycle of the absorber acid

were developed in the late 1920s. The contact process then

could continuously produce diluted acid, and no longer

required chamber acid. The development of poison-resistant

vanadium catalysts for SO2 conversion allowed the use of

smelter gases in the contact process. With its lower capital

and operating costs, the contact process then supplanted the

chamber process for sulfuric acid production. By 1940, the

United States had equal numbers of chamber and contact

processes. Today no commercial chamber plants are

operating in the United States.

Since the 1940s most developments in the contact process

have focused on energy recovery and pollution abatement.

The production of SO2, its conversion to SO3, and the dilu-

tion of H2SO4 are exothermic processes that are exploited to

reduce energy costs at sulfuric acid plants. Sulfur emissions

have been sharply reduced by using two SO3 absorbers,

although one absorber is the economic choice. Tail gas

scrubbing processes have been developed to further reduce

sulfur emissions from sulfuric acid plants. No single absorber

plants have been built in the United States since the 1970s,

although there were still some in operation as recently as

2000. As of the early 1970s, US EPA regulations limited new

sulfur-burning sulfuric acid plant emissions to 2 kg SO2 and

0.075 kg acid mist per metric ton of H2SO4 produced, and

metallurgical plants to 650 ppm volume SO2. During the

1990s some local requirements exceeded the EPA

regulations and several plants were constructed with SO2

limited to 100 ppm SO2 (about 0.5 kg SO2 per metric ton

H2SO4 produced). One double absorption plant followed by

an ammonia based DynaWave scrubber, built under

Monsanto Enviro-Chem license in Ulsan, Korea, started

operation in 1999 with SO2 at 30 ppm.

Manufacture of Sulfuric Acid
by the Contact Process

The basic steps in the contact process are: (1) production of

sulfur dioxide; (2) cooling and, for smelters, cleaning of the

process gas; (3) conversion of the sulfur dioxide to sulfur

trioxide; (4) cooling of the sulfur trioxide gas; and (5)

absorption of the sulfur trioxide in sulfuric acid [31].

Figure 25.6a is a photograph of a contact process plant.

A simplified diagram of a double absorption contact sulfuric

acid process is shown in Fig. 25.6b. Because sulfur dioxide

is produced by several processes, it is convenient to separate

the discussion of sulfur dioxide production from its conver-

sion to sulfuric acid.

Sulfur Dioxide Production

Sulfur is converted to sulfur dioxide by burning molten

sulfur with dried air in a sulfur burner to yield a

1,000–1,200�C gas stream containing 10–12% SO2. The

burner is mounted at one end of a sulfur furnace, and the

gas passed through a waste heat boiler at the other end. The

gas temperature is reduced to 420–440�C on residual oxygen

level limits the formation of nitrogen oxides, which other-

wise would be very high at the combustion temperature of

l,750�C. The combustion gas then is cooled to 620–650�C,
and additional dried air is injected to burn the residual sulfur

in an afterburner. A second waste heat boiler cools the

process gas to 420–440�C before sending it to the converter.

Pyrites and other iron sulfides are roasted to produce an

iron oxide cinder and an off-gas containing 7–14% SO2

which is contaminated with varying amounts of arsenic,

lead, zinc, and other metal oxides. The off-gas must be

cleaned before it is sent to the converter. Various types of

pyrite roasting equipment have been used in the past, includ-

ing shaft furnaces, multiple hearth roasters, rotary kilns, and

dust roasters. Fluid-bed roasters now are widely used for

their superior process technology, throughput rates, and eco-

nomics. The roasting process must be controlled between

850 and 940�C. At lower temperatures the reaction is incom-

plete, whereas at higher temperatures the iron oxides and

sulfides form a eutectic melt that inhibits the reaction rate.

Fluid-bed roasters surpass other types in temperature control

and temperature uniformity throughout the bed. Fluid-bed

technology for SO2 production was introduced in the early

1950s by Dorr Oliver in the United States and by BASF in

the Federal Republic of Germany.

Copper, lead, zinc, and other sulfide ores may be

processed by roasting or smelting. Roasting or sintering of

sulfide ore is essentially identical with pyrite roasting. Sulfur

melting generally occurs at higher temperatures. Older

reverberatory furnace smelters produce off-gas with only

1–2% SO2 too low for its economical recovery as acid. By

using an oxygen-enriched air feed, the off-gas can be raised

to 6–8% SO2 Bath smelters (Mitsubishi, Noranda), where

the ore concentrates are heated and reacted in the slag/matte

melt, produce an off-gas with 10–20% SO2 [32]. Flash

smelters (lnco, Outokumpu), which involve suspension and

reaction of the concentrates in an oxidizing gas stream,

operate at l,200–1,300�C and produce a waste gas with

10–15% SO2 Oxygen enrichment of the feed air can raise

the SO2 level in the off-gas to 30–80%. The Kivcet process

smelts with pure oxygen and produces off-gas with 80–85%

SO2 [33]. Normally strong gases are diluted with air to 14%

SO2 in order to limit outlet temperatures in the converter first

pass to less than 640�C and to provide sufficient oxygen to

convert the SO2 to SO3. In 1996 the original Olympic Dam

sulfuric acid plant in South Australia was modified to
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operate with 18% equivalent SO2 gas strength. This plant

used a Monsanto pre-converter and a cesium promoted cata-

lyst [34]. Figure 25.7 is a photo of a metallurgical gas

sulfuric acid plant.

Off-gas from roasting and smelting operations may con-

tain dust, SO3, halogens, NOx, arsenic and other toxic metal

fumes, and mercury [35, 36]. These components must be

removed from the gas stream before it is sent to the con-

verter. Although SO3 is produced in the converter, its pres-

ence in the cooled gases upstream of the converter will

cause excessive corrosion by forming sulfuric acid mists.

The cleaning plant steps are: (1) hot-gas dedusting; (2)

wet scrubbing; (3) gas cooling; (4) mist removal; and, if

necessary, (5) mercury removal. The hot gases generally

are passed first through a waste heat boiler to reduce the

temperature to 250–400�C. Cyclones followed by hot-gas

electrostatic precipitators (50–90 kV) remove nearly all

(99+%) of the dust. The gas then is contacted with weak

(5–30%) H2SO4 in an open spray tower which removes

metal vapors and additional solids, cools the gas to

50–80�C, and converts SO3 to acid mist for later removal.

If higher levels of particulate removal are required, a venturi,

Swemco, or DynaWave scrubbers may be used. The

saturated gas is next cooled in a packed tower or shell and

Fig. 25.6 (a) Modern double

absorption sulfuric acid plant

with view of sulfur furnace in

foreground. (Courtesy Monsanto

Enviro-Chem.). (b) Schematic

flow diagram of a double

absorption contact process for

sulfuric acid manufacture
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tube heat exchanger to condense excess water. Shell and

tube heat exchangers of graphite or alloy construction are

generally used only in smaller size sulfuric plants or where

the gas temperature has a tight approach to available cooling

water. Silica packing is used in the towers, or sodium silicate

is added to the weak acid circuits to remove fluorides as

flourosilicic acid.

In cases where the fluoride levels are very high, addi-

tional liquid–gas contacting stages are provided to reduce

the gas phase concentration of fluorides. Acid mist is

removed in wet electrostatic precipitators fitted with lead

tubes and star wires or, more recently, with FRP or PVC

tubes specially treated to maintain a conductive liquid film

surface (Lurgi) [37] and composite wires fabricated with

barbs to promote corona discharge [38]. If present, mercury

is removed in an additional tower by scrubbing with mercury

chloride solution (Boliden) [39], hydrochloric acid solution,

or 70–85% sulfuric acid.

Waste sulfuric acid sludges from petroleum refineries are

disposed of by conversion to SO2 for production of fresh

sulfuric acid. The heavy organic components of the sludges

can be decomposed thermally at 800–1,300�C (Lurgi,

Monsanto Enviro-Chem) or reductivity at 200–600�C with

coal in a rotary kiln (Chemico). Thermal decomposition is

accomplished in a fuel-fired vertical or horizontal furnace.

The acid sludge also can be injected into fluid-bed pyrite

roasters as a means of disposing of the acid and reducing

fossil fuel consumption. Dilute acid sludges must be

concentrated to 60–75% H2SO4 for economical conversion.

This is generally done by using waste heat from the decom-

position process. The sulfur dioxide gas stream from these

processes requires cleaning, as described above for roasting

the smelting plants.

Calcium sulfate may be decomposed to cement clinker

and sulfur dioxide gas in a coke-fired rotary kiln at

900–1,400�C (Miiller-Kiihne) [40]. However, the unfavor-

able economics of this process relegate it to countries that do

not have other sources of sulfur. Phosphogypsum (gypsum

produced by the acidulation of phosphate rock) may be

decomposed in this way as a means of recycling the sulfur

values in the large waste phosphogypsum piles at fertilizer

plants (OWS-Krupp and FIPR/Davy McKee).

This process is hampered by the more extensive gas

cleaning requirements for decomposing phosphogypsum as

compared with natural gypsum. During the early 1980s there

was some interest in recycling phosphogypsum. By 2000,

because of the high cost of these processes, there was little

commercial interest. Environmental forces also are behind

the recycling of ferrous sulfate from metals industry pickling

liquors. This “green salt” is decomposed to sulfur dioxide

and iron dioxide in pyrite roasters. Elemental sulfur, coal, or

fuel oil may be used as supplementary fuels.

Refinery waste gases may be burned to eliminate hydro-

gen sulfide and other sulfur containing contaminants.

Streams containing small amounts of H2S or constituents

unsuitable for Claus plants may require combustion to SO2

as the means of disposing of the toxic gas. The resulting

effluent gas usually is low in SO2 and contains water vapor

and carbon dioxide. Flue gases from fossil fuel power plants

also fall into this category. Recovery of the sulfur values

from these dilute gases usually is driven by environmental

considerations rather than economics. In the United States,

Fig. 25.7 Modern metallurgical

sulfuric acid plant with view of

preheating furnace in foreground.

(Courtesy Kennecott, Monsanto

Envior-Chem, and Manly Prim

Photography)
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power plant flue gas often is scrubbed with lime to convert

the SO2 to gypsum sludge for landfill disposal. Alternatively,

the BergbauForschung process recovers sulfur dioxide by

dry adsorption on activated coke at 130�C. The SO2 is

released by heating the coke to 600–650�C. Sulfur dioxide
can be absorbed in a sodium sulfite solution (Wellman-Lord)

to produce sodium bisulfite. Pure moist sulfur dioxide can be

recovered by heating the sodium bisulfite.

Single Versus Double Contact Process

The single absorption contact process for sulfuric acid is

characterized by four main process steps: gas drying, cata-

lytic conversion of SO2 to SO3, absorption of SO3, and acid

cooling. The maximum SO2 conversion for a single absorp-

tion plant is about 97.5–98%. By adding a second SO3

absorber with one or two catalyst beds between absorbers,

the SO2 conversion can be increased to 99.5–99.8% or even

as high as 99.9% with a cesium promoted catalyst, resulting

in lower SO2 emissions. The so-called double absorption

process is now the industry standard.

If water vapor is present in the gas stream or the gas temper-

ature or metal surface temperatures drop below the dew point,

liquid acid is formed by condensation of H2SO4 vapor rather

thanby absorption ofSO3. Therefore, the SO2 laden process gas

sent to the converter must be dry to protect the downstream

process equipment against corrosion. The drying generally is

done in a packed tower with recirculating concentrated

(93–98%) sulfuric acid kept at 50–60�C by indirect cooling.

The tower acid stream is heated by condensation of the water

and by dilution of the acid. The tower temperature is used to

control the moisture level of the gas sent to the converter. Acid

fromthedrying tower is cross flowed to the absorberor is sent to

storage tanks for shipment.When sulfur is burned, the combus-

tion air to the sulfur burner is dried because the combustion of

sulfur does not produce water. Off-gases from pyrite roasters

and metallurgical smelters are dried as part of the gas cleaning

process. For roaster gases with low SO2 concentrations, a

predryer may be added upstream of the main dryer.

Oxidation of SO2

Oxidation of SO2 to SO3 is accomplished inmulti-stage, fixed-

bed catalytic converters equipped with interstage boilers or

heat exchangers to remove the heat of reaction. Typically,

four stages are compartmented within a single vertical con-

verter, which may be brick-lined, steel, or cast iron. Newer

converters are stainless steel, and some have five stages for

higher conversion. Isothermal tubular converters are no longer

suited to modem high-capacity plants. The extruded cylindri-

cal catalyst pellets are usually 4–9% V2O5 with alkali metal

sulfate promoters on a silica carrier (diatomaceous earth, silica

gel, or zeolites). The reaction temperature for vanadium cata-

lyst is generally 410–440�C. In the late 1980s a cesium

promoted catalyst became commercially available from

Topsoe and Monsanto. These low-strike catalysts operate at

360–400�C. Higher temperatures (~600�C) reduce the SO2

conversion and lead to structural damage of the catalyst.

High-pressure drops across catalyst beds from catalyst dust

formed during processing require periodic catalyst removal

and screening to remove dust. Ring-shaped catalysts devel-

oped by Topsoe and others have lower dust pressure drops and

are now inwide use.Other catalyst shapes used are ribbed rings

and cylinders. The usual catalyst loading per 1 t/day sulfuric

acid capacity is 150–200 L in a double absorption plant and

200–260 L in a single absorption plant. Bayer developed and

operates fluid-bed converters that utilize special 0.3–1 mm

abrasion-resistant catalysts.

Absorption of SO3

Sulfur trioxide from the converter is absorbed in 98% H2SO4

recirculated counter currently through a packed tower

maintained at 60–80�C by indirect cooling. The optimum

concentration of the absorber acid is near the H2O–H2SO4

azeotrope, 98.3% H2SO4, where the SO3, H2SO4, and H2O

vapor pressures are at their lowest values. Absorption

efficiencies in excess of 99.9% generally are obtained. On

leaving the converter, the process gas is cooled first with feed

gas in a gas-gas heat exchanger and then with boiler water in

an economizer to 180–220�C before it enters the absorber.

An impingement separator, or Teflon or glass fiber mist

eliminator, is placed in the top of the absorber to remove

acid mists. If oleum is produced at the plant, it is made in a

separate oleum tower upstream of the absorber. A portion of

the SO3 stream to the absorber is diverted to the oleum tower

where it is absorbed in a recirculating stream of oleum.

In double absorption plants an intermediate absorber is

placed between the second and third (or between the third

and fourth) converter beds. By removing SO3 from the gas

stream at this intermediate point, higher SO2 conversions are

attained in the downstream converter beds, and the overall

SO2 conversion is increased. The cooled gas from the inter-

mediate absorber is reheated by hot converter gas in gas–gas

heat exchangers before returning to the converter. An oleum

tower may be placed before the intermediate absorber.

Acid Cooling

Absorption of SO3 in concentrated sulfuric acid and the

formation of H2SO4 from SO3 and H2O produce heat in the

absorber, as does acid dilution from the addition of makeup
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water. Process control requires that the acid be cooled before

it is recirculated to the dryer or absorber towers or sent to

storage. Earlier acid coolers of parallel banks of stacked,

irrigated, cast iron sections have been largely replaced by

stainless steel shell and tube or plate exchangers, with or

without anodic protection. Hastelloy, Sandvik SX, ZeCor,

and Saramet alloys and Teflon linings are also used in acid

piping and coolers [41–44].

Tail gas emissions are controlled by improving the SO2

conversion efficiency and by scrubbing the tail gas. In a

double absorption process plant, a five-bed converter has

0.3% unconverted SO2, as compared with 0.5% for a four-

bed converter. A Lurgi Peracidox scrubber may be used to

remove up to 90% of the residual SO2 in the tail gas from a

double absorption plant. Hydrogen peroxide or electrolyti-

cally produced peroxymonosulfuric acid is used to convert

the SO2 to H2SO4 in the Lurgi scrubber.

Other Modifications to the Sulfuric Process [45]

Tail gas from single absorption plants may be absorbed on

activated carbon (Sulfacid) or scrubbed with ammonia

(Monsanto AMMSOX) or sodium sulfite (Wellman Lord).

Metallurgical acid plants differ from sulfur-burning plants in

that the cleaned SO2 process gas must be heated before it is

sent to the converter. Many of these plants have weak SO2

streams that require large gas–gas heat exchangers for tem-

perature control. Four plants in the Former Soviet Union

processing 2–4% SO2 use an unsteady-state oxidation pro-

cess in which the cold (40–70�C) SO2 gas is reacted on hot

catalyst beds without intervening heat exchangers [46, 47].

As the temperature front moves through the bed to the exit

side, the flow is reversed. Cycle times are 30–120 min, and

single-bed conversions of 80–90% are reported as compared

with 55–60% for conventional processes at higher exit

temperatures.

The thermal capacity of a 1,000 t/day sulfuric acid plant is

about 63 MW This heat liberation must be controlled in a

manner that maintains optimum gas temperatures in the

converter system and optimum acid temperatures in the

dryer and absorber circuits. Tail gas emissions also are

affected by the energy balance. Figure 25.8 shows an energy

flow diagram for a contemporary sulfur-burning sulfuric acid

plant. About 97% of the total energy input derives from

burning sulfur, and 3% comes from the electricity consumed

to drive the gases through the plant. Most plants can recover

55–60% of the energy as high-pressure steam (40–60 bar,

400–480�C), but about 40% is lost as waste heat dissipated to

the environment in the form of hot water from acid coolers.

During the late 1970s acid plants were optimized to

generate more steam. Steam can be produced at pressures

up to 80 bar from high-temperature sulfur burners such as

the Lurgi two-stage combustion system. The high-pressure

steam is let down to low pressure steam through a turbogen-

erator that co-generates electricity. In double absorption

plants, economizers were installed upstream or downstream

of the heat exchanger servicing the intermediate absorber.

Boiler feed water is preheated to 90–95�C in this economizer

to increase steam production. The energy production from

acid plants was increased to 70% by installing low-gas-

temperature economizers, low pressure-drop catalysts, and

suction drying towers, by increasing the SO2 feed gas con-

centration, and by preheating the boiler feed water with hot

acid. Further energy recovery requires higher operating

temperatures for the absorbers and acid coolers. Venturi

concurrent absorbers operating at acid temperatures of

130–140�C are installed in several plants. To recover acid

Fig. 25.8 Sankey energy flow diagram for a 1,000 t/day sulfur-

burning double absorption sulfuric acid plant (feed gas 10 % SO2).

A blower; B sulfur furnace; C waste heat boiler; D catalyst bed 1; E
steam superheater; F catalyst bed 2; G boiler; H catalyst bed 3;

J intermediate heat exchangers; K intermediate absorber; L converter

bed 4; M economizer; N final absorber; O air dryer; P acid coolers.

(Courtesy Lurgi GmbH, Frankfurt, Germany)
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heat directly as steam, it was necessary to increase the acid

temperatures from 110 to 120�C to about 200�C.
As of 2005 Monsanto Enviro-Chem had built 21 Heat

Recovery System (HRS) units since demonstrating the first

HRS at Namhae Chemical in South Korea in 1987 [48, 49].

The process is based on 310 stainless steel, which resists

corrosion in 98.5% H2SO4 at temperatures up to 220�C. The
intermediate absorber at Namhae takes 194�C gas from the

converter third stage economizer and absorbs the SO3 in

199�C, 99% acid. Recirculated acid from the absorber is

cooled from 220�C in a 10-bar HRS boiler. The added

energy recovery for this process is reported to increase the

total recovery to 90%. Monsanto’s proposed Monarch

process combines HRS technology with the wet catalytic

converter process (Lurgi) to increase heat recovery and

shift it to high-pressure steam production for electric power

generation [50].

Other Sources of Sulfuric Acid

Spent sulfuric acid usually is diluted in the process in which

it is used: titanium dioxide pigment processing, plastics

manufacture, and so on. The dilute acid may be used in

processes requiring dilute acid or may be concentrated for

reuse by a number of vacuum evaporation processes

(Simonson-Mantius, Chemetics) [51] or by thin-film

evaporation (DuPont, Bofors). In the submerged combustion

distillation process, water is evaporated from the dilute acid

by forcing hot flue gases from a fuel-fired burner below the

acid surface (Chemico). The concentration of 75% acid to

95–98% H2SO4 by the Pauling-Plinke process is done by

feeding the 75% acid to a stripping column fitted with a

stirred cast iron pot mounted in a furnace. The acid concen-

tration in the pot must be kept above 80% to minimize

corrosion.

Chemetics has developed a process for treating spent

alkylation sulfuric acid with nitric acid to produce a sulfu-

ric acid that can be used to acidulate phosphate rock, the

major use for sulfuric acid. The organic contaminants are

converted to carbon particles that are removed with the

gypsum on filtration of the phosphoric acid. Special alloys

are used in the fabrication of the acid reactor. Topsoe

developed and, by the year 2005 had built, more than 45

wet sulfuric acid (WSA) process units. This process is

especially suited for low-strength, less than 4%, SO2 gas

streams which would not be auto thermal or meet water

balance conditions in the conventional dry sulfuric acid

contact process. In the WSA process wet SO2 gases pass

through converter beds where the SO2 is oxidized to SO3.

The SO3 reacts with water vapor to form H2SO4 in the gas

phase. The acid is condensed in proprietary WSA

condensers. Sulfuric acid is produced at concentrations

around 98% [52, 53].

Table 25.7 World production of new sulfuric acid for 1999 and 2009 (million metric tons 100 % H2SO4)

1999 2008 Difference

From elemental sulfur Total From elemental sulfur Total From elemental sulfur Total

Western Europe 8.5 17.5 7.1 14.2 �1.4 �3.3
France 1.4 2.2 0.5 0.7 �0.9 �1.5
Germany 1.2 3.0 1.4 3.3 0.2 0.3

Spain 0.3 2.8 0.9 2.6 0.6 �0.2
Central Europe and FSU 10.3 15.6 12.5 17.9 2.2 2.3

Poland 1.2 2 1.3 2.3 0.1 0.3

FSU 8.3 12 11.2 15.6 2.9 3.6

North America 37.6 46.2 25.2 30.8 �12.4 �15.4
Canada 1.6 4.8 1.1 4.4 �0.5 �0.4
US 33.2 37.1 24.1 26.4 �9.1 �10.7
Mexico 2.8 4.3 2.8 4.4 0 0.1

Latin America 5.6 10.2 9.8 18.5 4.2 8.3

Brazil 4.0 4.8 5.2 6.1 1.2 1.3

Africa 17.1 18.1 17.5 18.5 0.4 0.4

Morocco 8.5 8.5 8.9 8.9 0.4 0.4

Tunisia 4.8 4.8 4.3 4.3 �0.5 �0.5
South Africa 2.5 3.1 2.5 2.9 0 �0.2

Asia 16.5 42.0 27.2 68.9 10.7 26.9

China 4.3 21.6 20.8 53.8 16.5 32.2

Japan 2.2 6.9 1.7 7.2 �0.5 0.3

India 5.2 6.1 4.7 7.9 �0.5 1.8

Oceania 1.1 2.5 2.5 5.1 1.4 2.6

World total 102.8 158.7 113.1 191.3 10.3 32.6

Source: USGS, Con-SuI, Inc. and Freeport Sulfur Marketing Department estimates
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Production and Consumption of Sulfuric Acid

The world production of sulfuric acid (2008 and 1999) is

given in Table 25.7. Production increased 32 million tons.

Output from elemental sulfur feedstock rose about 10%

while that from “other” sources increased by 40%. Increased

recovery from smelters were a major contributor in the

latter’s increase. While China reduced output from pyrites

slightly, environmental recovery projects at smelters added a

considerable volume.

China represents the most dramatic change: 21.6 million

tons of output in 1999 versus 53.8 million tons in 2008. Of

that, only 4 million tons were produced using elemental

sulfur in 1999 vs. 21 million tons in 2008. The increase

from effluent recovery was also impressive—from 5 million

to 14 million tons in 2008 as China recognized its global

environmental responsibilities and the positive economics of

such investments.

Table 25.9 lists the sulfuric-acid-consuming industries in

the United States and shows the trends in their acid con-

sumption rates from the 1980s to date (Table 25.8).

Nearly all the sulfuric acid consumed in agriculture was

reacted with phosphate rock (principally Ca9(PO4)6CaF2) to

produce phosphoric acid. Granular phosphate fertilizers are

produced by ammoniating phosphoric acid to yield mono-

and di-ammonium phosphates; ammonium phosphate is also

produced as a fertilizer. Petroleum refining is the largest

non-fertilizer use for US sulfuric acid. The acid competes

with hydrogen fluoride as a catalyst in petroleum alkylation

reactions for gasoline production. Sulfuric acid acts as a

catalyst in synthetic rubber and plastics manufacture. Cop-

per ore leaching is carried out by distributing the acid over

leach piles of the ore and collecting the copper-rich leachate

for processing. Sulfuric acid from nearby smelters is nor-

mally used in copper ore leaching.

Acknowledgement The authors wish to acknowledge that major
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Salt, Chlor-Alkali, and Related Heavy Chemicals 26
Thomas F. O’Brien

Sodium Chloride

There are very many inorganic salts, but only one of them,

sodium chloride, is commonly referred to by the simple

name “salt.” Sodium chloride is ubiquitous, and more than

14,000 uses have been tabulated [1]. It is a raw material in

the production of many chemicals, including chlorine, caus-

tic soda (sodium hydroxide), synthetic soda ash (sodium

carbonate), sodium chlorate, sodium sulfate, and metallic

sodium. Indirectly, it is also used to produce many other

sodium salts and the very useful hydrochloric acid.

Pure sodium chloride crystals (halite) are colorless to

white and contain 39.34% Na and 60.66% Cl. NaCl is rather

soluble in water, and temperature has little effect on its

solubility. A saturated solution holds 26.3% (w/w) NaCl at

0�C and 28.1% at 100�C.
Salt is a nutrient essential to both humans and animals.

It has been a vital commodity throughout human history.

Wars have been fought over its supply, words derived from

“salt” appear in all languages and a vast number of place

names, and the very spread of civilization depended on its

availability.

Besides serving as a chemical feedstock, sodium chloride

is used in food processing to add flavor and palatability and

as a texturizing agent in bread and other baked goods. Salt

also is used as a fermentation controller in dairy products, a

bactericide in preserved foods, and a color developer in

processed meats. A few of its other applications are hide-

processing, leather tanning, fabric dyeing, and water soften-

ing. China and the United States are the leading producers of

salt (Table 26.1). Between them, they account for more than

40% of the world’s supply. Germany, India, Canada, and

Australia form the next tier, producing more that 20% of the

total. One of the largest uses in the United States is as a

highway de-icing and anti-icing chemical [2]. Table 26.2

summarizes US consumption of salt by its principal uses.

Annual consumption can fluctuate widely, as shown by the

first column of Table 26.3. This is almost entirely due to

variations in highway salt usage (column 2).

There are underground deposits of salt (“rock salt”)

throughout the world. NaCl also makes up about 3% of

seawater [3]. The latter is an inexhaustible supply, used in

many parts of the world to produce solid salt (“solar salt”) by

evaporation. In the United States, rock salt predominates.

There are mines in Kansas, Louisiana, Michigan, New

Mexico, New York, North Dakota, Ohio, Oklahoma, and

Texas. Some Canadian provinces also mine salt deposits.

There are two distinct types of rock salt deposit, stratified

beds and domes. In the first of these, the salt is in relatively

shallow layers that often cover great areas. They may be

roughly horizontal or disturbed by tectonic movements.

Depths below the surface may range from 100 m to more

than a kilometer. Shafts from the surface to the deposit

typically are 6 m in diameter. Usually, the salt is in a number

of strata, interspersed for the most part with shale or anhy-

drite. Total thickness of the deposit may be several hundred

meters. Each stratum may be mined separately by drilling

and blasting or by using a continuous machine. Mining is by

the room-and-pillar method, with frequent crosscuts

between rooms. A typical room may be 15 m wide and

8 m high.

The configuration of salt domes is very different. A dome

forms when deep-lying salt is forced into plastic flow

through faults in its overburden. The dimensions of a dome

may be measured in kilometers, and it may contain many

billions of tons of salt. In the United States, domes are found

on or near the Gulf Coast. Mining is similar in principle to

that practiced in bedded deposits, but individual blasts may

be on a much larger scale.

Salt can also be extracted from underground deposits by

solution mining. In this process, a small-bored shaft is drilled

into the cavity or deposit. It is then fitted with concentric

pipes, one to pump water into the deposit and the other to
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bring saturated brine back to the surface. The purity of the

brine is enhanced because insoluble and very slowly soluble

impurities, notably anhydrite (calcium sulfate), remain in the

cavity as settled residue. The geometry of a bedded salt

deposit (large area, small thickness) does not favor injection

and withdrawal at essentially the same point. Instead, it is

normal practice to operate galleries that contain numbers of

pipes placed at horizontal intervals along the deposit. The

dissolving fluid goes down one pipe, and the saturated brine

rises through another some distance away. The cavity natu-

rally formed as salt dissolves then takes the shape of the

deposit much more efficiently.

Many processors mine their own deposits this way and

feed the salt solution (brine) directly into their processes.

Other companies specialize in large-scale solution mining

and serve the processing industry as brine merchants. When

it is not necessary to evaporate the brine down to solid salt,

this is normally the cheapest form of supply.

The saturated raw brine can be handled in several ways.

Evaporation in vacuum pans without chemical treatment

produces evaporated granular salt, which usually assays

more than 99% NaCl. The evaporation always is in

multiple-effect systems, in which the vapor produced in

one effect becomes the heating medium in another, or in

vapor-recompression systems. The steam economy achieved

in either case can be quite high. Evaporator condensate can

be used as process water or as a source of steam.

Chemical treatment of raw brine before evaporation

enhances the purity of the final product salt. For the most

part, this involves the precipitation of calcium and magne-

sium by adding, respectively, soda ash and caustic soda:

Ca2þ þ Na2CO3 ! 2Naþ þ CaCO3

Mg2þ þ 2NaOH ! 2Naþ þMg(OHÞ2

After clarification of the brine to remove the precipitated

mud, evaporation produces a salt that is more than 99.95%

NaCl, often 99.99%. The higher purity is advantageous in all

processes and allows the use of salt in new applications.

Examples are food (human and animal), raw material for

certain chemical reactions, and polishing pharmaceutical

tablets. Purified salt can also be used in the pharmaceutical

industry to make hemodialysis and intravenous fluids [4].

Sea salt, or solar salt, is harvested in many countries. Flat

coastlines, warm breezes, plentiful sunlight, and little rain-

fall are all desirable, and operation may be seasonal. Solar

salt works naturally are most common in low-latitude

countries. Production also is favored in inland locations

where brines more concentrated than seawater are available.

The process is passive; salt water from lake or ocean is

trapped into shallow ponds and allowed to concentrate

under the influence of solar energy. In the case of seawater,

about 90% of the volume must evaporate before salt begins

to precipitate.

The salinity of seawater varies with its location, but a

global average is about 3.5 wt.% total dissolved solids.

Reported compositions frequently are normalized to this

basis. The composition of seawater is complex, and total

evaporation would produce solids that are only about 78%

NaCl (anhydrous basis). Production of salt therefore

involves a series of fractional crystallizations, and a solar

salt plant will include a large number of separate ponds with

different functions. These include (a) concentrating ponds,

which allow suspended solids to settle and bring the brine

close to saturation, (b) lime ponds, which allow species less

soluble than NaCl (principally calcium compounds) to

Table 26.1 Estimated salt production, 2010

Country Productiona

China 60

United States 45

Germany 16.5

India 15.8

Canada 14

Australia 11.5

Mexico 8.8

Brazil 7

World total 270

aMillions of metric tons

Source: United States Geological Survey, Mineral Commodity Sum-

mary, Salt, 2011

Table 26.2 Salt consumption in United States, 2010

Market % of total

Chemical industry 40

Highway de-icing 38

Distributors 8

Agricultural 4

Food 4

General industry 2

Water treatment 2

Others (incl. exports) 2

Source: United States Geological Survey, Mineral Commodity Sum-

mary, Salt, 2011

Table 26.3 US dry salt salesa

Year Total Highway Non-highway

2005 32.0 20.5 11.6

2006 23.1 12.1 11.0

2007 31.7 20.3 11.5

2008 34.2 22.2 12.0

2009 27.3 16.5 10.8

aMillions of metric tons

Source: www.saltinstitute.org/Uses-benefits/Salt-in-industry, 2011-08-12
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precipitate, (c) crystallizers, which produce salt crystals, and

(d) bitterns ponds, which hold concentrated solutions rich in

magnesium salts. Proper management of the process requires

transfer of brine from pond to pond at the proper time, and it

is not uncommon for seawater to require 2 years or more in

process. Division of the stages of precipitation is not clear

cut; thus, magnesium precipitation begins before sodium

precipitation is complete. The cutoff point is a compromise

between yield and quality. Typically, NaCl is collected until

the liquor reaches a certain specific gravity, at which point

the brine is transferred to the bitterns ponds. Recovery of the

NaCl originally present in seawater generally is 70–80%.

The quality of solar salt is determined primarily by the care

taken in separating the various products of crystallization and

in harvesting salt from the bottom of the crystallizing ponds.

Attempts to increase the size of the NaCl cut necessarily

increase the level of contamination.Washing of the recovered

salt in any case can improve its quality [5]. Magnesium

deposited on the crystals and held in occluded bitterns is

most easily removed. More vigorous processing can also

remove inclusions of calcium, and as a result washed salts

may contain more 99% NaCl. Table 26.4 compares this to

typical rock and purified vacuum salts. Table 26.5 then breaks

down US consumption by type of salt. It reflects the wide-

spread use of on- or near-site solution mining by the chemical

industry, followed by direct use of brine.

Particularly when salt is recovered from inland brines, the

bitterns may contain valuable minerals and justify further

processing. To take a single example, Dead Sea water is rich

in bromine and is one of the world’s major sources of the

element (infra).

Sodium chloride is the ultimate source of many industrial

chemicals, and this chapter treats a number of them. Sodium

phosphates and phosphoric acid are important examples.

They do not appear here but rather are covered in Chap. 23.

It is also worth noting that potassium chemicals have

similar chemistry and that many of them are produced sim-

ply by replacing Na in the raw material with the scarcer and

more expensive K.

Sodium Carbonate (Soda Ash)

Soda ash, or sodium carbonate, is derived commercially

from three sources: trona/nahcolite ores, naturally occurring

alkaline brines, and synthetic processes. Most common in

the last category is the Solvay ammonia-soda process.

Variations of this process operate in many parts of the

world. The United States has 95% of all known deposits of

trona. Since natural production has significant cost

advantages, the United States no longer produces synthetic

soda ash. Because natural reserves are limited elsewhere,

synthetic processes still provide about three-quarters of the

world’s supply of Na2CO3. China is the leading producer,

with about 40% of the total. The United States produces

about 22% of all soda ash. Data on natural soda ash produc-

tion and reserves are in Table 26.6. Market distribution in the

United States is shown in Table 26.7.

The area near Green River, Wyoming, is the primary

source of natural ash. The deposit contains over 1011 metric

tons of trona, enough to satisfy global demand for over

2,000 years [6]. Significant amounts are also recovered

from the alkaline brines of Searles Lake in California.

“Trona” is the dihydrate of sodium sesquicarbonate,

Na2CO3·NaHCO3·2H2O. Processing is required to purify it

and to calcine the bicarbonate portion. There are two

approaches to this task. Purification may either precede or

follow calcination. The older (sesquicarbonate) process first

hot-leaches the crushed ore to extract the mineral. Purifica-

tion involves clarification, filtration, and crystallization by

cooling. The refined trona then is calcined to form soda ash.

The newer (monohydrate) process first calcines the crushed

ore to form a crude carbonate. This is dissolved and the

solution evaporated to crystallize the monohydrate,

Na2CO3·H2O. Mild calcination then yields the anhydrous

soda ash. The monohydrate process is normally more energy

efficient. Because trona has low solubility, the dissolving

and separation steps in the sesquicarbonate process are at

high temperature. The higher temperature and CO2 concen-

tration make the process fluids more corrosive. The disad-

vantage of the monohydrate process is contamination of the

carbonate solution with organics and minerals. A purge of

the crystallizer mother liquor is necessary, its size dependent

on the extent of contamination.

Table 26.4 Purity of various types of salt (wt%, dry basis)

Component Rock salt Washed solar salta Purified vacuum salt

NaCl 93–99 99 99.95

Sulfate 0.2–1 0.2 0.04

Calcium 0.05–0.4 0.04 0.0012

Magnesium 0.01–0.1 0.01 0.0001

Iron 0.05–0.5 0.03 0.0001

Source:Akzo Zout Chemie brochure, Electrolysis Salt (Sodium Chloride)
aSee refs. [3, 5] for recent improvements

Table 26.5 Salt usage by type, USA in 2009

Type of salt % of total, 2009 Average price, 2010, $/tonb

Rock salt 45 35

Salt in brinea 38 8

Vacuum pan salt 10 170

Solar salt 8 70

aPredominantly for chlor-alkali manufacture
bAverage for all forms and quantities; bulk costs of solid salt will be

lower

Source: United States Geological Survey, Mineral Commodity Sum-

mary, Salt, 2011
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Mechanical mining of trona resembles that of coal or salt.

The ore is disposed in nearly horizontal beds 2.5–5 m thick

and found at depths of 250 to more than 1,000 m [7].

Solution mining is an alternative. The solubility of the bicar-

bonate can be enhanced by using a dilute solution of NaOH.

This converts the bicarbonate portion of trona into the more

soluble carbonate. Production of a 30% solution of Na2CO3

theoretically requires about a 6% solution of NaOH [9].

Figure 26.1 is a block flow sheet of the ammonia-soda

process. The description that follows is keyed to the numbered

blocks. NaCl enters the process as a solution, or brine. It must

first have been purified to remove calcium and magnesium

ions, so that they will not precipitate within the process,

contaminating the product and fouling the equipment.

Solutions of soda ash and caustic soda are added to the brine,

precipitating CaCO3 and Mg(OH)2 according to the equations

noted in the preceding section. The solids are flocculated,

removed in a clarifier, and discarded. The purified brine goes

to the ammonia absorber (1) in the main process.

The other major raw material is limestone. Normally, the

best available limestone is calcined in vertical-shaft kilns (2)

at high temperature to produce lime and carbon dioxide. Kilns

typically are fired with foundry coke. Their design is highly

efficient and produces a gas containing very little oxygen and

more than 40% CO2. Lime from the kiln is cooled by the

entering combustion air, which is thereby preheated. Simi-

larly, gas leaving the kiln preheats incoming limestone and

fuel, again promoting energy economy. Economizing steps

such as these are frequent in the Solvay process because of its

normally large scale and high utility demands. The dry lime is

slaked (3) before use in the process.

Table 26.7 Soda ash market distribution—USA in 2010

Segment % of total

Glass 46

Chemicals 29

Soap and Detergents 10

Distributors 6

Flue gas desulfurization 3

Pulp and paper 2

Water treatment 1

Miscellaneous 3

Source: United StatesGeological Survey, Mineral Commodity Summary,

Soda Ash, 2011.

NaCl Brine
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 Liquor
Limestone          Coke   Carbon dioxide

To Sodium
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                Lime

 Steam
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CaCl2 Light Soda

Ash Product
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Carbonating
Towers

(4)

Bicarbonate
Filters
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Rotary Dryers
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Lime
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(3)

Ammonia 
Recovery

(7)

Lime Kiln
(2)

Fig. 26.1 Block flow sheet for Solvay ammonia-soda process for production of soda ash

Table 26.6 World production and reserves of natural soda ash in

2010a

Country Productionb Reservesc

United States 10,000 23,000,000

Turkey 1,000 200,000

Botswana 250 400,000

Kenya 450 7,000

Mexico – 200,000

Others – 280,000

World total (rounded) 11,700 24,000,000

aQuantities are estimates in thousands of metric tons
bWorld production of synthetic soda ash was 34,300,000 metric tons
cSodium carbonate basis; about 1.8 t of trona yield 1 t of Na2CO3

Source: United States Geological Survey, Mineral Commodity Sum-

mary, Soda Ash, 2011
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The overall stoichiometry of the Solvay process is quite

simple and involves only salt and limestone:

2NaClþ CaCO3 ! Na2CO3 þ CaCl2

However, direct carbonation of NaCl solution is not fea-

sible because of the acidity due to the implied formation of

HCl from NaCl and carbonic acid. The ammoniation of the

brine in step (1) creates an alkaline solution of NH4Cl and

allows the carbonation to proceed. Ammoniated brine then

enters near the top of a carbonating tower (4) and cascades

down over a set of disc-and-donut baffles. Carbon dioxide

enters both at the bottom of the column and approximately at

the midpoint. Off-gases vent from the top, and bicarbonate

slurry leaves the bottom.

The carbonation area includes groups of identical towers.

The alternating discs and rings promote mixing of the falling

liquor with the rising gas stream and resist plugging by the

crystallizing solid phase. The lower parts of the towers also

include series of heat-exchange bundles. Still, several days’

operation as a crystallizing unit tends to plug the internals

with sodium bicarbonate. Then, ammoniated brine is passed

downward through the column while gas from the kilns

provides agitation and heat to dissolve the scale and bring

the liquor close to saturation. After adjustment to the desired

temperature, this liquor passes to the tops of the other towers

in the equipment group.

Mixing 40% CO2 gas from the kilns with 90% gas from

the calcination of bicarbonate gives 60–75% CO2 as feed to

the crystallizing units. The heat evolved from absorption and

neutralization of carbonic acid gas and the crystallization of

bicarbonate tend to raise the temperature of the liquid in the

column by about 25�C. In normal operation, the temperature

of the discharged slurry is held at about 27�C by flow of

water through cooling tubes. The heat removed from the

carbonator is about 75,000 kcal/net metric ton of ash pro-

duced, whereas that removed from the crystallizing units is

350,000 kcal/t (all “tons” in this chapter are metric).

Washed bicarbonate is recovered from reactor slurry on

rotary vacuum filters (5). The filtrate and wash liquor flow to

the distillation unit for recovery of ammonia. The crude solid

contains 3–4% NH4HCO3 (dry basis) and so is not an item of

commerce. It will assay about 80% NaHCO3 and have a

water content of 12–15% NaHCO3. Its calcination produces

the carbonate while releasing half of the CO2 content:

2NaHCO3 ! Na2CO3 þ H2Oþ CO2

This is achieved in rotary dryers (6) with rotating seals

and gas-tight feed and discharge mechanisms. The design

excludes air and keeps the concentration of CO2 in the gas as

high as 90%. The product of the reaction is about 99.7%

Na2CO3, containing 0.1–0.15% each of NaCl and water,

along with small concentrations of metallic impurities. The

heat consumed in the process is about 560,000 kcal/t of soda

ash produced.

The second major product of the carbonation of

ammoniated brine is ammonium chloride, NH4Cl. It collects

in the liquor from the bicarbonate filters. Ammonia is

regenerated (7) by reacting filtrate with milk of lime. The

reaction is

Ca(OHÞ2 þ 2NH4Cl ! 2NH3 þ CaCl2 þ 2H2O

The resulting solution goes to the top of a distillation

column, with steam injected at the bottom. The stripped

ammonia is ready for recycle to the process, and the resid-

ual calcium chloride liquor normally contains less than

10 ppm NH3.

The amount of ammonia in circulation is large, and there

are a number of gas streams that contain NH3. Several of

these are scrubbed to prevent losses. Thus, the incoming

purified brine first washes the ammonia-bearing air pulled

through the bicarbonate cake on the vacuum filters. This is

accomplished in a packed absorber. The brine then passes

through a second packed section, where it absorbs the NH3

in the gases from the carbonating towers, and finally flows to

the main NH3 absorber. A small amount of makeup ammo-

nia enters the process here, and the absorber also picks up

CO2 and traces of H2S from the carbonators. Heat released in

the absorption process is about 345,000 kcal/t of soda ash

produced. It is removed by circulating brine through water-

cooled heat exchangers. The ammoniated brine typically is

at a temperature of 38�C and contains 260 g/L NaCl, 90 g/L

NH3, 40 g/L CO2, and 0.1 g/L H2S.

It is worthy of note that sulfide will maintain a protective

film of iron sulfide on the cast iron equipment and minimize

contamination of the crystals by iron corrosion products. A

solution containing sulfide ion therefore is usually added to

the liquor before the ammonia distillation pre-heater. After

preheating, the process stream enters a stripper where excess

CO2 is removed.

Byproduct CaCl2 may be recovered from process waste

liquor by evaporation. Most often, the solution is clarified

and pumped into watercourses whose natural flow is suffi-

cient to provide the dilution needed for disposal.

The normal product is “light” soda ash. This can be

reprocessed to give higher bulk density, less tendency to dust,

and better flow properties. The latter product is preferred

in some applications (e.g., glassmaking). Some soda ash

also is used to produce sodium bicarbonate (infra) and, by
causticization with lime, caustic soda without chlorine as a

co-product.

The natural alkaline brines referred to at the beginning of

this section are a relatively small source of Na2CO3. It is
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recovered by a process of fractional crystallization that also

produces other sodium and potassium salts. Formation of

Na2CO3 may be promoted by carbonation of the brine.

Sodium Bicarbonate

Further carbonation of a saturated solution of sodium car-

bonate produces the bicarbonate:

Na2CO3 þ CO2 þ H2O ! 2NaHCO3

The Na2CO3 may be produced synthetically or mined as a

natural ore (supra). The relatively insoluble bicarbonate

crystals precipitate from solution and are centrifuged and

then dried. Drying temperatures below 50�C prevent rever-

sion to carbonate.

Sodium bicarbonate also can be obtained by solution

mining of the mineral nahcolite. Wells are drilled in groups

or in pairs. Steam or hot water (175–215�C) is pumped down

one well to dissolve the ore, and the resulting solution is

pumped up from another. The solid product may be obtained

by crystallization. In some circumstances, such as those in

which the mined solution must be transferred a long distance

for processing, direct recovery may not be feasible. The

positive temperature coefficient of solubility of NaHCO3

would allow plugging of piping or equipment. In such

cases, the bicarbonate first is converted to carbonate, which

is reprocessed at the destination.

Nahcolite is often associated with oil shale or with

deposits of salt or trona [9]. Reserves in the Piceance Creek

basin in northwestern Colorado alone amount to nearly 30

billion tons [10]. This amount would supply the world for

about 20,000 years. Total US capacity for NaHCO3 is about

780,000 t/year, two-thirds of it in Wyoming and Colorado.

Current production is about 600,000 t/year, with a long-term

growth rate of 2–3%/year [11].

As the common name “baking soda” implies, most

applications of NaHCO3 (~60%) are in the food industry.

The product must be purified as necessary and handled in

accordance with all food-grade rules. Refined product

accordingly has some use in pharmaceuticals. Sodium

bicarbonate’s use as a rising agent in baked goods derives

from its alkalinity and the fact that CO2 evolves at the

convenient temperature of 70�C. It is also used as a buffer,

an antacid, and a cattle feed supplement/rumen pH regulator.

A very successful application in the household market is as a

deodorizer and air freshener. It has also established a market

as a paint remover, replacing the environmentally unaccept-

able methylene chloride. Some traditional applications now

are shared with the sesquicarbonate, and this change should

perhaps not be viewed as a true loss of market.

Sodium Sulfate

Sodium sulfate classically was a co-product (with HCl) of

the reaction of salt with sulfuric acid (Mannheim process) or

SO2 and air (Hargreaves process). While these processes

may survive elsewhere, they are no longer in use in the

United States. Instead, all production is by recovery from

natural sources or as a byproduct of other operations. US

production is approximately evenly split between these two

categories [12]. Estimates of worldwide production in 2010

are six million tons from natural sources and 1.5–2 million

tons as byproduct. Known reserves, shown in Table 26.8, are

widespread and would last hundreds of years at the present

rate of consumption. Reserves in China are extensive. Pro-

duction is concentrated in Jiangsu Province, where annual

production of 4.8 million tons is anticipated by 2013 [12].

There are two producers of natural sodium sulfate in the

United States, one in Texas and one in California. The

former location has the advantage that the brine is located

near salt domes and natural gas wells. Byproduct Na2SO4 is

recovered in 11 plants in 9 states. Sources include battery

reclamation and the production of ascorbic acid, cellulose,

chromium chemicals, rayon, resorcinol, and silica pigments.

Approximate consumption by end use is summarized in

Table 26.9.

Table 26.8 World reserves of sodium sulfate

Country Reservesa

United States 860

Spain 180

Mexico 170

Turkey 100

Canada 84

Othersb 1900

World total 3300

aMillions of metric tons
bPrincipally Botswana, China, Egypt, Italy, Mongolia, Romania, and

South Africa

Source: US Geological Survey, Mineral Commodity Summary, Sodium
Sulfate, 2011

Table 26.9 Sodium sulfate market distribution—USA in 2010

Market sector % of total

Soap and detergents 35

Glass 18

Pulp and paper 15

Textiles 4

Carpet fresheners 4

Others 24

Source: US Geological Survey, Mineral Commodity Summary, Sodium
Sulfate, 2011.
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A frequent advantage of natural products over synthetic

and byproduct materials is their higher purity. In one pro-

cess, natural brine containing about 10% Na2SO4 is

saturated with NaCl by pumping it through a salt deposit.

Cooling the concentrated brine to about �10�C produces

quite pure crystals of Glauber’s salt (Na2SO4·10H2O). This

is then melted and the water of hydration removed by

evaporation driven by a submerged burner. The wet

Na2SO4 is dried in a rotary kiln until anhydrous. More

than 10 t of natural brine and 450,000 kcal are required

per ton of product. In a similar process, a different brine is

first carbonated and chilled to remove sodium carbonate

and borax. Further chilling crystallizes Glauber’s salt and

some residual borax. After recovery by hydraulic classifi-

cation, the sulfate fraction is handled as described above to

recover the anhydrous salt.

An alternative process when carbonate is also present in a

brine (e.g., Searles Lake) is evaporation to produce NaCl and

a double salt of Na2CO3 and Na2SO4. The two solids are

separated in a hydraulic classifier, and the sulfate fraction is

re-dissolved and re-crystallized as Glauber’s salt. Anhy-

drous Na2SO4 can be recovered without the need for thermal

decomposition by adding the Glauber’s salt to concentrated

NaCl brine. The altered solubility characteristic forces the

unhydrated sulfate to precipitate. In the first process men-

tioned above, it was Glauber’s salt that precipitated from

solution; in the final step here, it is anhydrous Na2SO4. The

difference is explained by different positions on the graph of

mutual solubilities of NaCl and Na2SO4. The first process

takes place in the low-chloride region, and the process

follows a Glauber’s salt isotherm. Addition of small amounts

of water or salt may be necessary to the material balance in a

continuous crystallization process.

Sodium sulfate often is a byproduct of the reaction of

sulfuric acid with a sodium salt or of the neutralization of

caustic soda. An example is the viscose rayon process, in

which cellulose xanthate reacts with H2SO4, which also

neutralizes free NaOH in the fiber spinning bath. Evapora-

tion of spin-bath liquor produces crystals of Glauber’s salt,

which are centrifuged off, melted and evaporated to produce

anhydrous Na2SO4. The sulfate produced actually outweighs

the rayon product by 10%.

Changes in markets or regulation can affect the available

supply of byproduct Na2SO4. Thus, for example, increased

on-site generation of chlorine dioxide for bleaching itself

produces more Na2SO4 byproduct. Opposing this change,

the production of sodium dichromate and its byproduct

sulfate has declined with mandated recycling of

electroplating wastes. Other changes affect demand. The

kraft pulping process formerly consumed huge quantities

of Na2SO4. Changes in the process and tightening of the

sulfur balance have caused a major reduction in its use. Next,

the use of Na2SO4 as an inert filler in detergent formulations

has decreased as liquid detergents have become more com-

mon and dry products have become more concentrated.

Finally, sulfate also is gradually disappearing from glass

manufacture, where it has been used as a fluxing and fining

agent. The consumption of Na2SO4 in the United States

therefore is much lower than it was in previous decades.

As Table 26.10 shows, it has been dropping irregularly in

recent years. Variations have been much smaller in produc-

tion than in consumption, the difference being picked up by

a shifting trade balance. Worldwide production of sodium

sulfate continued to increase into the 1990s before similar

trends prevailed and total consumption became stagnant

[13].

Sodium Sulfides

Sodium sulfide, Na2S, and sodium hydrosulfide or

sulfhydrate, NaHS (often written as NaSH), both are derived

from caustic soda and H2S. Controlled caustic scrubbing of

H2S forms a solution of the half-neutralized NaHS:

NaOH þ H2S ! NaHS þ H2O

The NaHS solution is filtered to remove heavy metal

sulfides. The clear filtrate may be sold as a 44–46% solution

or evaporated in stainless steel equipment to produce a

flaked product containing 70–72% NaHS. There is ample

capacity for generation of NaHS from waste gases. Approx-

imate capacity in the United States in 2006 was 240,000 t/

year, but production was only about 77,000 t [14].

Treating NaHS solution of the proper concentration with

solid caustic soda yields a hydrated product of 60–62%

Na2S:

NaHSþ NaOH ! Na2Sþ H2O

This is sold as flakes or cast solid in drums. High-quality

raw materials produce Na2S suitable for use in dyes, photog-

raphy, rayon, and leather manufacture. Lower-quality

sulfides are obtained by using H2S byproduct from the

Table 26.10 US production and consumption of sodium sulfate (nat-

ural and synthetic)

2007 2008 2009 2010(est.)

Production 312 319 292 300

Imports for consumption 43 69 77 60

Exports 101 107 140 190

Apparent consumptiona 254 281 229 170

All data in thousands of metric tons
aProduction plus imports minus exports

Source: US Geological Survey, Mineral Commodity Summary, Sodium
Sulfate, 2011
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manufacture of CS2 from methane (or other low molecular

weight hydrocarbons) and sulfur:

CH4 þ 4S ! CS2 þ 2H2S

The gas from this catalytic reaction is cooled and then

scrubbed with caustic soda. The sulfide produced contains

small amounts of mercaptans (e.g., CH3SH), and thus has a

very objectionable odor.

The manufacture of BaCO3 from barite ore also yields a

sodium sulfide byproduct. The process involves roasting

with coal, leaching with water, and treatment with soda ash:

BaSO4 þ 4C ! BaSþ 4CO

BaSþ Na2CO3 ! Na2Sþ BaCO3

The principal use for sodium sulfide in the United States

is de-hairing leather before tanning. In Western Europe it is

further used in tanning and in Japan more extensively in

synthetic chemistry. Most NaHS in the United States is used

in the pulp and paper industry (42%). The market has grown

at the expense of the more expensive sodium sulfate [14].

Other uses are in metals and minerals, most especially as a

copper mineral flotation agent (30%), and in chemicals and

dyes (13%). Leather processing (10%) is a declining market.

Again in Japan, NaHS historically has found more down-

stream uses in chemicals, dyes, wastewater treatment, and

leather tanning [15].

A solution of sodium sulfide can dissolve elemental sul-

fur, which then forms covalently linked chains of sulfur

atoms and polysulfide ions Sn
2�. Chain lengths vary from

three to more than ten [16]. One of the uses of sodium

polysulfide is the production of polymers that are insoluble

in water, oils, and most organic solvents. The polymers are

used widely as sealants. They form by condensation with

bifunctional derivatives of hydrocarbons. Ethylene dich-

loride (EDC) is an example:

Na2Sn þ ClCH2CH2Cl! ðCH2CH2SnÞ þ 2NaCl

Sodium Thiosulfate

Most sodium thiosulfate, Na2S2O3, is obtained as a

byproduct in the manufacture of sulfur dyes and Na2S. In

the case of sulfur dyes, byproduct leach liquor contains

thiosulfate, which can be recovered by evaporation and

crystallization in stainless steel equipment. Much of this is

sold as the pentahydrate. Of less importance today is the

older soda ash-sulfur process. A liquor containing NaHSO3

(made by absorbing SO2 into soda ash solution) is heated

with powdered sulfur in an agitated stainless steel digestion

tank. Evaporative crystallization again yields the penta-

hydrate. After centrifuging, washing, and drying, this mate-

rial is packaged in airtight containers, in order to prevent

efflorescence.

Na2S2O3·5H2O is the photographer’s “hypo.” While

many photographic markets are declining or growing only

slowly because of the advance of digital technology, this

remains the principal use of the product. Its value lies in its

ability to dissolve water-insoluble silver salts. Other uses

include leather processing, water treatment, and oil recov-

ery. It is also used as an active chlorine scavenger, particu-

larly in Western Europe. It has the advantage of an average

sulfur valence state of only +2, giving it twice the reducing

power of other sulfur-based agents. However, other

reactions can occur at low pH [17], and Na2S2O3 is fully

effective only at pH 11 and higher [18].

Sodium Sulfite

Sodium sulfite (Na2SO3) is produced by reacting sulfur

dioxide with an alkaline solution, either sodium carbonate

or sodium hydroxide. It is also recovered as a byproduct of

various processes. Its principal use historically has been in

the pulp and paper industry. While improvements in mill

efficiency and substantial reductions in sulfur discharges

have tended to reduce its use there, the spread of chemither-

momechanical processing from Europe has helped to keep

this market strong. The pulp industry accounts for about

55% of the market in the United States [19]. Other large

uses are in water treatment (20%), the photographic industry

(10%), and oil recovery (5%).

Sodium sulfite is a white crystalline or powdered com-

pound. It is readily soluble in water and decomposes on

heating. It is a strong reducing agent and so is subject to

oxidation; the solid compound is more stable than solutions

in this regard. Na2SO3 is used in water treatment as an

oxygen and free chlorine scavenger and in the photographic

industry to protect developer solutions from oxidation. Mis-

cellaneous applications are in the textile industry as a

bleaching, desulfurizing, and dechlorinating agent; in the

leather trade in the sulfitization of tanning extracts; and in

the organic chemical industry as a sulfonation and sulfo-

methylation agent. It forms adducts with aldehydes and

ketones and so plays a role in purifying and isolating those

compounds. Other applications include ore flotation, oil

recovery, food preservation, dye making, detergent produc-

tion, and the production of sodium thiosulfate (supra).

Yearly production in the United States is about 90,000 t,

with an installed capacity of about 245,000 t/year. These

figures are inexact largely because they exclude the substan-

tial and variable captive production and use [19].
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Sodium Bisulfite

Sodium bisulfite may be supplied as a solution or as a solid.

The solution normally contains 23–27 wt.% SO2 equivalent.

The solid product actually is in the form of sodium

metabisulfite, which is the anhydride Na2S2O5. Commercial

metabisulfite is about 98% pure, typically containing 1.5%

Na2SO3 and 0.5% Na2SO4.

Methods of production are all variations on the same

theme:

Na2CO3 þ 2SO2 ! Na2S2O5 þ CO2

In one version, SO2 is sparged into a stainless steel

absorber through which a solution of Na2CO3 flows. The

product crystallizes when the saturated solution is cooled.

Recovery is by centrifugation, and then the crystals are

dried. The last step must be rapid, as in a flash dryer, in

order to avoid air oxidation to sulfate.

Markets for sodium bisulfite are diverse [20]. They

include chemical intermediates, pharmaceuticals, food pres-

ervation, water treatment, and dye fixing. Additionally,

sodium bisulfite is used in photography, in the manufacture

of sodium hydrosulfite (infra), and as an active chlorine

scavenger in pulp bleaching and chlor-alkali brine

dechlorination.

Sodium sulfite and bisulfite are interchangeable in many

applications, and some producing plants can switch between

the two forms. Their reducing power (and that of SO2) in

all cases depends on the oxidation of S+4 to S+6. Proton

shifts between HSO3
� and SO3

2� are rapid [21], and so the

form of the anion actually present in solution is determined

by the pH.

Sodium Hydrosulfite (Sodium Hyposulfite)

Na2S2O4 is variously referred to as sodium hydrosulfite,

sodium hyposulfite, and dithionite. It is a powerful reducing

agent used principally for the reduction of vat dyes and the

brightening of mechanical wood pulps and clays. There are

several methods for its production, all of which involve

reduction of SO2 or NaHSO3. Reducing agents include

sodium amalgam, sodium formate, and sodium borohydride.

Previous editions of this handbook also described two

methods for reduction by zinc powder. These are obsoles-

cent because of the environmental problems associated with

the release of zinc.

The amalgam process [22] uses the dilute (<0.5%)

sodium amalgam from a chlorine cell (infra). Reaction of

the amalgam with bisulfite solution at pH 5–7 produces the

hydrosulfite along with a sodium sulfite co-product:

4NaHSO3þ2Na(Hg)!Na2S2O4þ2Na2SO3þ2H2OþðHg)

The parentheses indicate that mercury is not involved in

stoichiometric quantities. The mercury returns to the elec-

trolytic cell to form more amalgam. The sulfite is reacted

with SO2 in aqueous solution to regenerate bisulfite for

recycle:

Na2SO3 þ SO2 þ H2O ! 2NaHSO3

SO2 normally supplies the sulfur value in the formate

process:

HCOONa þ NaOH þ 2SO2 ! Na2S2O4 þ H2Oþ CO2

This reaction requires the use of acidified methanol. The

anhydrous sodium hydrosulfite precipitates and is recovered

by filtration.

In pulp and paper mills, the hydrosulfite often is produced

in situ at low concentrations (5–7%). Here, SO2 reacts with

alkaline sodium borohydride:

ðNaBH4 � 3:4NaOHÞ þ 5:6NaOHþ 9SO2 !
(borol solution)

4Na2S2O4 þ NaBO2 þ NaHSO3 þ 6H2O

Finally, hydrosulfite can be produced by the direct elec-

trolysis of a bisulfite solution [23]. The cathode reaction is:

2HSO3
� þ 2Hþ þ 2e ! S2O4

2� þ 2H2O

Such a process might be useful for on-site production.

Sodium Silicates

In the sodium silicate family, a series of derivatives is

produced by reacting Na2CO3 with varying amounts of

silica. The products normally are referred to by their ratios

of SiO2 to Na2O. The custom in the United States, followed

here, is to express these in terms of weight. In some other

parts of the world, molar ratios are used. Since the formula

weights of the two species are nearly equal (60 and 62), the

numerical differences are not large but still may confuse the

unwary. The normal product is called water glass because
while solid it actually is a glass, but, unlike lime-soda glass,

it is soluble in water.

In the standard process, high-purity sand and soda ash

are fused in a large tank furnace similar to the type used for

flat glass. The raw materials, often premixed, are

introduced at one end of the furnace and the product
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drawn off at the other. The product ratio is set by the raw

material mixture:

Na2CO3 þ nSiO2 ! Na2O(SiO2Þn þ CO2

The reaction temperature is about 1,300�C. Large

furnaces are regenerative or recuperative, in order to reduce

heat loss by way of combustion offgas. Particularly on

smaller scale, electrically heated melters may replace the

fuel-fired version. Another variation has been the use of a

rotary kiln in place of a stationary furnace. As the melt

leaves the furnace, a stream of cold water shatters it into

fragments, or it is collected and cooled in molds that form a

moving chain. The solid material can be dissolved in hot

water/superheated steam in tall steel cylinders. Sodium

silicates normally are sold in solutions of varying density

and viscosity. Compositions and physical properties of

typical commercial grades are shown in Table 26.11. Dry

solids also are marketed, usually with ratios between 2.0

and 3.25 [24]. Since some solid silicates are hygroscopic,

they may be blended with Na2SO4 to prevent caking.

Caustic soda is a possible replacement for soda ash in the

silicate process:

2NaOH þ nSiO2 ! Na2O(SiO2Þn þ H2O

Those who can use either NaOH or Na2CO3 as a source of

alkalinity must continually be aware of the comparative

economics of the two, and it is useful to have the option to

switch materials when desired. Unfortunately, the use of

caustic soda, solid or liquid, is not practicable in the glass

furnace. Instead, standard practice is to use an autoclave to

dissolve sand in NaOH solution. Results are limited by the

solubility of crystalline silica to ratios less than about 2.4.

The buffering capacity of silicate solutions is important to

the many applications that depend on their alkalinity (e.g.,

detergents, oxide bleaching of wood pulp, de-inking of

waste paper). Figure 26.2 shows that silicate solutions are

superior in this respect to the other salts shown. The

increased use of peroxide bleaching of wood pulp and the

growing importance of waste paper de-inking have increased

sodium silicate demand in the pulp and paper industry.

Silicates sequester iron and other metal ions that reduce

the efficiency of the peroxide. They also buffer the pH in

the alkaline range required for bleaching. In the de-inking

process, in addition to its buffering and sequestering

action, silicate provides detergency and helps to prevent

redeposition.

While the uses of dissolved silicates are extraordinarily

diverse, the most rapid growth in the sodium silicate market

is in custom derivatives such as precipitated silicas and

zeolite catalysts. Processing of silicate solutions with min-

eral acids yields hydrated silica, which forms silica gel when

dried. Silica gel finds wide application as an adsorbent and is

used in the manufacture of catalysts (petroleum cracking and

hydrocracking, hydrocarbon isomerization, etc.). Modified

processing can yield silica sols, which are useful in water

treatment. Zeolites primarily are aluminosilicates, made in

many different grades. Properties depend on SiO2/Al2O3

ratio, particle size, and cell structure. Varying the positive

counterion and incorporating different metals into the struc-

ture give a wide variety of catalytic functions.

Other specialized products are those of higher alkalinity,

such as the metasilicate, Na2SiO3 (molar ratio 1.0), and the

orthosilicate, Na4SiO4 (molar ratio 0.5). Such high alkalinity

would be corrosive to normal furnace refractories, and so

these products are made in special apparatus by adding

caustic soda to sil4icates of higher ratio [25]. The

metasilicate is supplied in the anhydrous form and as the

pentahydrate. Solid products with the SiO2/Na2O ratio of

orthosilicate may be supplied as the compound or as a

mixture of solid metasilicate and anhydrous NaOH beads.

Table 26.11 Properties of typical commercial sodium silicate

solutions

Ratio, SiO2/

Na2O

Wt. %

SiO2

Wt. %

Na2O

Density, g/

mL

Viscosity,

cp pH

3.22 28.7 8.9 1.38 180 11.3

3.22 29.5 9.1 1.41 400 11.3

2.88 31.7 11.0 1.48 960 11.5

2.58 32.1 12.4 1.52 780 11.8

2.40 33.2 13.8 1.56 2100 12.3

2.00 29.4 14.7 1.53 400 12.8

1.80 23.7 13.1 1.42 655 13.1

1.60 26.2 16.4 1.53 280 13.5

Ratio �0.05; %SiO2 �1.0; %Na2O �0.2. Physical properties at 20�C
Source: PQ Corporation, Bulletin 17-2A (2007)

Fig. 26.2 Alkaline buffering capacities of several compounds (Cour-

tesy of PQ Corporation)

1026 T.F. O’Brien



Chlor-Alkali (Chlorine and Caustic Soda)

The most important use of salt in the chemical industry is the

production of chlorine and caustic soda (sodium hydroxide,

NaOH). Each is among the world’s ten largest volume com-

modity chemicals. In 2009, combined production in the

United States was 21.5 million metric tons [26]. This may

have been a recessional anomaly, as in each of the preceding

5 years the total was between 22.8 and 24.7 million tons.

Global production of chlorine alone in 2008 was about 42

million metric tons, distributed by region as shown in

Table 26.12 [27].

Historically, electrolysis of NaCl brine accounts for about

96% of all chlorine production. It consumes about 2% of the

electrical power generated in much of the industrial world.

One of the difficulties faced by chlorine/caustic soda

merchants is the fixed ratio of the amounts of the two

products that are generated. Theoretically, nearly 1.13 kg

of NaOH accompany each kilogram of chlorine. In the

United States, the ratio in the electrolytic industry has hov-

ered around 1.05–1.06. The same ratio applies to the data in

Table 26.12. This reflects the fact that some plants produce

chlorine without NaOH. Co-products may be Na, Mg, or

KOH. There is also some production of chlorine by electrol-

ysis of HCl. At the same time, there is some production of

caustic soda without chlorine by reaction of sodium carbon-

ate with lime. These alternative processes are described in

standard texts [28, 29].

The chlor-alkali industry in the United States has been

consolidating. Some merchants who supplied the pulp and

paper industry, for instance, have left the business. Growth

has been in the form of large plants integrated forward to

produce EDC. The number of producers has been declining.

Table 26.13 shows that four of them accounted for more than

80% of the capacity in 2010. Applications of caustic soda are

quite diverse. Table 26.14, in which 30% is assigned to the

very broad category of “organics,” confirms this. The uses of

chlorine historically were just as diverse, but social and

environmental pressures have removed certain market

segments (e.g., pulp bleaching, some chlorinated solvents).

As a result, the chlorine market depends more heavily on

vinyl chloride monomer (VCM) and its polymers.

Table 26.15 shows 43% of the American market in this

single use [27].

The heart of the chlor-alkali process is an electrolytic cell

in which a nearly saturated solution of purified NaCl is

decomposed. The three types of cell now in use are shown

schematically in Fig. 26.3. The anode reaction is the same in

every case:

2Cl� ! Cl2 þ 2e

Simple discharge of the sodium ion cannot occur in an

aqueous medium; the favored reaction instead would be

2H2Oþ 2e! H2 þ 2OH�

Chlorine and hydroxide ion would react immediately to form

chloride and hypochlorite if the anolyte and catholyte were

Table 26.12 Worldwide production data for caustic soda and chlorine

Area Caustic soda productiona Chlorine productiona

Asia 15.7 14.8

Europe 12.2 11.5

North America 11.5 10.9

South America 1.8 1.7

Othersb 3.6 3.4

Total 45.0 42.3

aMillions of metric tons; 2008
bIncludes India, Middle East, etc.

Courtesy of Consulting Resources Corporation

Table 26.13 Leading producers of chlorine in the United States

Company % of total capacity

Dow 31.8

Occidental 23.3

PPG 13.6

Olin 13.5

Formosa Plastics 5.9

Georgia Gulf 3.1

Others 8.8

Source: The Chlorine Institute, Inc. [26]

Table 26.14 Caustic soda end use pattern in USA (Courtesy of

Consulting Resources Corporation)

Market segment % of total

Organics 30

Inorganics 19

Pulp and paper 12

Petroleum 6

Soap and detergents 5

Miscellaneous 13

Export 15

Table 26.15 Chlorine consumption pattern in USA (Courtesy of

Consulting Resources Corporation)

Market segment % of total

EDC/VCM 43

Other organics 29

Inorganics 12

Water treatment 4

Miscellaneous 12
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allowed to mix. Chlor-alkali cells must be designed to pre-

vent this mixing. Diaphragm and membrane cells physically

separate anolyte and catholyte. Mercury cells rely on a

different chemistry. The cathode there is a dilute sodium

amalgam flowing over a sloped floor of carbon steel. The

sodium ion discharges to Na0, amalgamated with the mer-

cury. The amalgam that leaves the main part of the cell then

flows through a decomposer, or denuder, forming caustic

soda by its reaction with purified water:

2Na(Hg)þ 2H2O! 2NaOHþ H2 þ ðHgÞ

The parentheses indicate that mercury is not involved in

stoichiometric quantities; the amalgam is in fact quite dilute

(<0.5%) in sodium. The flow rate of water, when correctly

proportioned to the rate of production, controls the strength

of the NaOH solution. The denuded amalgam is recycled to

the cell.

In the diaphragm cell, a fibrous mat separates anolyte and

catholyte. The feed brine enters the anode side of the cells,

and the anolyte flows through the diaphragm into the cath-

ode side. The chlorine formed at the anode passes off as a

gas. Not all the chloride ion is oxidized; practical

considerations limit its conversion to about 50%. The

unreacted chloride ion goes into the catholyte. Hydrogen

gas and caustic soda form at the cathode. Figure 26.4

shows the components of a modern diaphragm cell.

Diaphragm-cell liquor contains roughly equal amounts of

chloride and hydroxide (molar basis). This is the fundamen-

tal disadvantage of the diaphragm cell because extensive

processing is required to produce a high-quality NaOH

product and recover the unconverted salt for recycle.

Another disadvantage, which also goes to explain the

continuing gradual replacement of diaphragm cells, is that

the fiber used to form the diaphragms classically has been

asbestos. Modern cells use a modified form into which a

fused fluoropolymer is incorporated. All such formulations

are gradually disappearing, largely because of the toxicity of

asbestos and increasing restrictions on its use. Synthetic

diaphragms free of asbestos are available and are gradually

replacing the older types [30].

The technical advantage of membrane cells over dia-

phragm cells lies in the selectivity of the interelectrode

barrier, shown as an ion-exchange membrane in the bot-

tom part of Fig. 26.3. Membranes are sheets of

perfluorinated polymer that are designed to permit the

flow of water and alkali metal ions from anolyte to

catholyte and to block the flow of anions in either direc-

tion. This means that chloride ions do not pass into the

catholyte to any great extent, and so their concentration in

the final product caustic usually is measured in tens of

parts per million. To a lesser extent, the passage of

hydroxide from catholyte to anolyte also is restricted.

The hydroxide flow is a few percent of the total ionic

flux through a properly performing membrane. The effi-

ciency of its rejection is determined by the nature of the

polymer facing the catholyte. For best efficiency, the ion-

exchange group in the polymer will be based on a carbox-

ylic acid. Carboxylate polymers have the disadvantage of

low electrical conductivity. Perfluorosulfonate polymers

are more conductive but operate at lower current effi-

ciency. The typical membrane therefore has composite

construction. It may also include PTFE fibers for physical

reinforcement and a surface coating that promotes the

release of gas bubbles when the gaps between cell

components are small. Figure 26.5 shows how these

features are combined in a commercial membrane.

Fig. 26.3 Schematics of mercury, diaphragm, and membrane chlor-

alkali cells (Reproduced from Handbook of Chlor-Alkali Technology,

vol. I, p. 38. Copyright 2005 Springer Science + Media and reproduced

with permission.)
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Before the commercial advent of the membrane cell,

diaphragm and mercury technologies competed primarily

on the bases of energy consumption and product quality.

Mercury cells consume more electrical energy, and this is

their chief economic drawback. On the other hand, they

operate at much higher current densities and produce caustic

soda at commercial strength without extensive processing.

The liquor produced in a diaphragm cell is much weaker and

has a high concentration of dissolved salt. Expensive multi-

effect crystallizing evaporators are required, with large

steam consumption and the need to recover and recycle

salt. Removal of the dissolved salt is not perfect, and 50%

diaphragm-cell caustic soda typically contains 1% residual

NaCl. Mercury-cell caustic, often referred to as “rayon-

grade,” therefore was preferred for some applications and

often could be sold at a premium price. The cells are sensi-

tive to a different set of brine impurities, i.e., those that can

interfere with amalgam chemistry. Their defining disadvan-

tage, however, is simply the presence and inevitable release

of small amounts of the highly toxic mercury. Societal and

regulatory pressures against the use of mercury continue to

increase. The use of mercury cells has been in steady

decline, and their days are numbered.

Membrane cells generally consume less electrical energy

than do diaphragm cells. Evaporators are required, but they

are simpler in construction and consume much less steam

than their diaphragm-cell counterparts. The caustic product

is somewhat less pure than mercury-cell caustic, and the

stringent brine purity requirements add to the cost and com-

plexity of the process. The advantages outweigh the

disadvantages, and the membrane cell is now the technology

of choice. It is the universal choice for new installations and

frequently is used in conversion of plants from the older

technologies. A typical installation of new bipolar mem-

brane cells is shown in Fig. 26.6. Figure 26.7 shows the

Fig. 26.4 Cut view of ELTECH diaphragm cell (Courtesy of ELTECH Systems Corporation)

Fig. 26.5 Chlor-alkali membrane cross-section
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Fig. 26.6 Membrane-cell installation at BorsodChem Zrt., Kazinbarcika, Hungary (Courtesy of Chlorine Engineers Corporation, Ltd.)

Fig. 26.7 Overview of BiTAC® bipolar membrane electrolyzer (Courtesy of Chlorine Engineers Corporation, Ltd)



assembly of a typical state-of-the-art electrolyzer. Cells such

as these can operate at 3 V or less at membrane current

densities of 6 kA/m2 (Table 26.16).

The United States has resisted the change to membrane-

cell technology longer than most countries. Most US capac-

ity (>70%) is on the Gulf Coast, where several factors

continue to favor diaphragm cells. There are extensive salt

deposits, and solution-mined brine is readily available. Dia-

phragm cells can operate without penalty when salt is sup-

plied as concentrated brine, which Table 26.5 shows to be

the cheapest form. Fuel is plentiful and relatively cheap, so

the large evaporative demand of the diaphragm cell is less of

a liability. Also, the balance between electrical and thermal

demand of a diaphragm plant is better suited to the operation

of a cogeneration system. Finally, continued improvement in

cell components has reduced energy consumption and

increased on-line time between maintenance shutdowns

[31]. In 2008, 67% of US chlorine capacity was in dia-

phragm cells. Membrane cells provided 26% and mercury

cells, expected to phase out within the current decade, 4%.

The situation in Europe was different. Mercury cells had

been favored, but there, too, they are being phased out.

Membrane-cell capacity became more than 50% of Europe’s

total in 2011 [32].

Membrane cells provide more compact installations, and

conversion from one of the older technologies frequently has

allowed an increase in capacity within an existing footprint.

Evolution of the technology has continually increased the

maximum practicable current density. Any new project

requires an economic balance between the lower capital

cost associated with increasing current density and the

resulting higher operating voltage that increases energy

cost. The recent trend in the industry is to higher current

densities and little improvement in energy consumption. It is

interesting to note that this parallels the history of develop-

ment of the mercury cell many years ago [33].

Figure 26.8 shows the elements of the electrolyte

processing required with each type of cell. In every case,

NaCl brine is the major feed material. The first step in its

treatment is the removal of hardness elements and heavy

metals by chemical precipitation. The solids that form are

removed by settling and one or two stages of filtration. The

resulting brine, with a few ppm of hardness remaining, is

suitable for use in diaphragm or mercury cells. Membrane

Table 26.16 Components of membrane electrolyzer voltage (Courtesy

of Chlorine Engineers Corporation, Ltd)

Component Voltage % of total

Decomposition voltage 2.26 76.3

Anodic overpotential 0.06 2.0

Cathodic overpotential 0.07 2.4

IR lossesa 0.57 19.3

Total 2.96b 100.0

aInclude gas effects and IR drops through solution, membrane, and

structure
b32% NaOH, 90 �C, 6 kA/m2

Well brine
(D)

Salt
(H,M)

(D,H) (M)

Depleted brine

(M) Anolyte Hydrogen;

(H,M) Chlorine

Catholyte
(H)

(D,M) (H)

Recovered salt (D)

50% NaOH
(D,M)

Dissolver/
Saturator

Chemical
Treatment

Solids
Removal

Ion
Exchange

Acid 
Addition

Cells

Evaporation

DechlorSecondary
Dechlor

Fig. 26.8 Chlor-alkali electrolyte processing key: D, diaphragm cells; H, mercury cells; M, membrane cells
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cells require additional treatment with a chelating ion-

exchange resin to reduce hardness to a low ppb level. The

treated brine will be alkaline and will contain dissolved CO2.

The addition of acid has several advantages including the

removal of the CO2, improving the quality of the cell gas,

and scavenging of some of the OH� that leaks back from the

catholyte in some cells.

The cells produce hydrogen and chlorine gases at their

electrodes. The quality of the gases does not depend greatly

on the type of cell. The hydrogen is quite pure, and extensive

processing is required only for special applications. At the

anode, several reactions compete with chlorine formation.

Impurity concentrations in the chlorine gas will amount to

several percent.

The processing of hydrogen depends on its end use. It is

frequently used for its fuel value. All that is required then is

to deliver it at a useful pressure and with an acceptable water

content. Membrane cells can operate under modest positive

pressure. This at least relieves the problem of ingress of air

and may also eliminate the need for compression. Other cells

may require a blower. The cooling duty depends strongly on

the type of cell. Latent heat being a large fraction of the total,

process duty correlates with the amount of water accom-

panying the hydrogen. With mercury cells, the duty is quite

small. Membrane cells are the intermediate case. The hydro-

gen is saturated with water over 30–35% NaOH. In dia-

phragm cells, the catholyte is more dilute in NaOH, and so

the water content of the hydrogen is higher. To choose single

values for comparison, with unity assigned to membrane-

cell hydrogen, one might say that the cooling duty with

mercury-cell hydrogen is about 0.1 and with diaphragm-

cell hydrogen about 3 or 4 [34].

Chlorine may be used on site, transferred by pipeline, or

liquefied for export. Broadly, about half the chlorine pro-

duced is consumed as the liquid. The full process then

includes cooling, drying, compression, and liquefaction.

Modern practice is to cool the gas, incidentally removing

most of its water, in vertical shell-and-tube exchangers with

titanium on the process side. Drying is by countercurrent

contact with concentrated sulfuric acid [35]. As more water

is removed during the cooling process, the cost of supply and

disposal of sulfuric acid goes down. Design, however, does

not involve simply an economic balance; there are technical

limits on the amount of water that can safely be removed.

Below 10�C, a solid hydrate of chlorine forms (approximate

composition Cl2·7.2H2O). This can deposit in equipment and

cut off flow. Upon shutdown, it will melt, causing very rapid

corrosion. Next, the titanium used in the coolers is suitable

for service in wet chlorine because a resistant oxide film

forms by hydrolysis of the metal. The film must be continu-

ously renewed to prevent contact and rapid reaction of the

metal with Cl2. Cooling must not deplete the water content

of the gas to a level where it cannot maintain the TiO2 film.

Dry gas can be handled in ferrous-metal equipment. Cen-

trifugal compressors are standard in large plants; liquefac-

tion is by indirect contact with boiling refrigerant [36].

Centrifugal compressors in chlorine service are restricted

in compression ratio, because temperature must be limited

in order to prevent combustive reaction between the gas and

the metal of the compressor. Compression then becomes a

multistage process, with gas coolers operating between

stages. In older and smaller plants, liquid-ring compressors

are a frequent choice. The sealing liquid is concentrated

sulfuric acid. These compressors have much lower energy

efficiency, but the circulating acid removes much of the heat

of compression, and so the compression ratio can be higher

without producing excessive temperature.

The final pressure on the chlorine normally is 2–10 atm.

It is determined by downstream needs if the chlorine is to be

processed immediately or by a balance between refrigeration

and chlorine compression costs when the gas is to be

liquefied.

The impurities present in chlorine are mostly permanent

gases that do not condense in the liquefaction system. They

leave as a vent stream, carrying chlorine at a partial pressure

equal to its vapor pressure at liquefaction temperature. The

extent of liquefaction therefore increases at higher pressure

and lower temperature. It, too, may be a multistage opera-

tion. Since deeper liquefaction requires higher severity,

energy can be saved by liquefying most of the chlorine

under relatively mild conditions and then increasing the

severity to reach the desired recovery.

The presence of chlorine in the uncondensed tail gas is a

problem that must be dealt with. It can be destroyed by

conversion to an innocuous waste, converted to another

useful product, or recovered as the element. There are

many processes for treating tail gas. The paper by Silver

[37] remains a good summary. Destruction most often is by

scrubbing with an alkaline liquor. This absorbs the chlorine

from the gas and first converts it to hypochlorite, as in the

equation above. Some of this will react to form chlorate

(infra), and the rest can be chemically or catalytically

reduced to chloride.

Controlled absorption with precautions not to decompose

the hypochlorite is one example of conversion to a useful

product. Production of hypochlorite bleach in this way is

discussed below. Another option is the production of

hydrochloric acid (infra). This can be an especially attractive
operation as it upgrades some of the hydrogen from the cells

and provides a material for internal consumption in brine

treatment and dechlorination. Still another option is produc-

tion of ferrous and ferric chlorides from the metal.

For recovery as the element, absorption/desorption pro-

cesses suggest themselves. Chlorine would be absorbed from

the tail gas at high pressure and low temperature and then

released under opposite conditions as a nearly pure vapor.
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The ideal characteristics of a solvent have been enumerated

[38]. Several plants have operated with carbon tetrachloride

as solvent. Environmental restrictions on CCl4 have put a

stop to this practice, and some recovery units have been

scrapped. The usual choice for their replacement has been

enhanced liquefaction. This might take the form of a tertiary

stage where the gas after further compression is exposed

again to the lowest temperature in the liquefaction process.

Anolyte, which is a separate stream only with mercury and

membrane cells, will contain dissolved chlorine. Most of this

can be removed by adding acid to reverse its hydrolysis and

reducing the operating pressure. It can join the chlorine from

the cells for processing. A small amount of chlorine will

remain in the brine. With mercury cells, this is tolerable and

may even be beneficial by keeping mercury in solution and

preventing deposits of the metal in the brine system. In the

membrane-cell process, the residual Cl2 is not tolerable. A

second stage of dechlorination then is necessary. Here, Cl2
and OCl� are chemically or catalytically reduced to Cl�. The
depleted and dechlorinated brine then returns to the brine feed

process.

Differences in caustic soda processing are profound,

reflecting the differences among the various cell products:

1. Mercury cells: NaOH at sales or use concentration, low

levels of impurities

2. Membrane cells: 30–35% NaOH, some anionic

impurities (Cl�, ClO3
�, SO4

2�)
3. Diaphragm cells: 10–12% NaOH, ~15% NaCl, other

anionic impurities

Mercury-cell caustic requires very little processing. The

evaporation of membrane-cell caustic is a straightforward

process in which the amount of water to be removed is

roughly equal to the amount of contained NaOH. A typical

evaporation system will have two or three effects. The

nature of diaphragm-cell caustic complicates the evapora-

tion process. The combined presence of NaCl and NaOH

will exceed the limits of solubility well before reaching the

desired concentration of 48–50% NaOH. NaCl then begins

to drop out of solution. Evaporation of about 85% of the

water releases about 95% of the salt as crystals that form a

concentrated slurry in NaOH solution. The salt, recovered

on centrifuges, returns to the brine system for another pass

through the cells. The solution is then cooled, releasing

more dissolved salt, and is at its final concentration. The

newly crystallized salt is removed from the solution by

another set of centrifuges. Filtration of the product NaOH

solution, which in the 50% grade still contains about 1%

dissolved NaCl, normally is necessary to remove the last

traces of solid salt.

Most diaphragm-cell caustic is sold with its residual

dissolved NaCl. This has been a marked disadvantage in

some applications. The less attractive composition of the

product, the complexity and cost of an evaporation plant,

and the increased energy requirement all favor the replace-

ment of diaphragm with membrane cells. The evaporative

load is about five times as great as that in a membrane-cell

evaporator. As a result, diaphragm-cell evaporators gener-

ally have three or four effects.

A small fraction of the diaphragm-cell caustic output is

purified to remove anionic impurities, principally Cl�. This
involves extraction by anhydrous ammonia in a column at

high pressure. Extensive processing removes traces of

ammonia from the purified caustic and reconstitutes the

ammonia for recycle. The byproduct of this process is a

stream of caustic soda with an elevated concentration of

impurities. It may become a waste or may be used as a

source of alkalinity.

In some applications, the water accompanying the caustic is

undesirable or unacceptable in further processing. The cost of

shipping it along with the caustic is always undesirable.

Approximately 5% of the NaOH produced therefore

is concentrated beyond 50%. Simple concentrating evaporators

can produce 70–73% NaOH in one stage. More complex

processing gives products that are 98–99.5% solids. Typically,

this involves evaporation in vertical units heated by a molten

salt followed by vacuum flashing to remove further traces of

water. The molten product may be merely cast in drums. More

elaborate processes include the formation of flakes on a cooled

roll equipped with doctor knife and the formation of nearly

spherical particles by atomization into a stream of dry, rela-

tively cool air.

All the products of a chlor-alkali plant are hazardous, and

the hazards are diverse. It would be unwise to provide an

inadequate summary here. The interested reader may consult

the voluminous safety literature, the guides and publications

of industry associations [39, 40], and the standard references

already cited here [41, 42].

Hydrochloric Acid

More than 93% of the hydrogen chloride used in the United

States is obtained as a byproduct. The chief source is the

chlorination of hydrocarbons. Other important sources are

isocyanate and fluorocarbon production and the thermal

oxidation of chlorinated organic wastes. In substitution chlo-

rination of paraffinic hydrocarbons, HCl is generated in the

chlorination reaction. Chlorine never enters the organic mol-

ecule during the preparation of isocyanates. Its function is

that of a carbonyl carrier, being used first to produce phos-

gene. Phosgenation of an amino compound then produces

two molecules of byproduct HCl.

After addition chlorination of olefins, HCl may be

generated by a pyrolysis that leaves a monochlorinated ole-

fin product. In the classical process, this is so in the case of
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VCM, the principal derivative of chlorine (supra). Addition
of Cl2 to ethylene produces ethylene dichloride. VCM

results when a molecule of HCl is split off. If all VCM

were produced this way, there would be a serious glut of

HCl. This fact provided much of the incentive for develop-

ment of the oxychlorination process in which HCl is

oxidized as it forms to regenerate chlorine:

4HClþ O2 ! 2Cl2 þ 2H2O

Ideally, all of the chlorine value goes into the product,

with no net formation of HCl.

Most synthetic HCl is the product of combustion of

chlorine with hydrogen. This is a convenient way to upgrade

the tail gas from chlorine liquefaction (supra). HCl is recov-
ered as the acid, and much of it is recycled for internal use.

Accurate data on hydrogen chloride production and con-

sumption are difficult to obtain because of the large numbers

of producers and consumers, the variety of grades, and the

confidentiality of information relating to captive use of HCl.

Hydrogen chloride is marketed both as anhydrous HCl

and as hydrochloric acid, typically a 32% solution. HCl

normally is absorbed in a falling film column followed by

a packed tails tower that vents inerts into the atmosphere.

The weak acid from the tails tower flows to the primary

absorber. The heat of absorption of HCl is about 400 kcal/

kg and requires that the primary absorber be water-cooled.

With the addition of a ceramic burner to produce HCl from

H2 and Cl2, similar apparatus becomes an HCl synthesis

unit.

Acid made by burning hydrogen in chlorine tail gas is

quite pure and requires no further treatment except, in some

cases, for the removal of traces of dissolved chlorine.

Byproduct acid requires purification in packed scrubbers in

which the parent hydrocarbon is circulated in the scrubbing

tower before flowing to the chlorinator. Frequently, the

absorption efficiency is improved by cooling the scrubbing

liquor with a refrigerant.

Bromine and Sodium Bromide

Bromine has long been produced by the displacement of

bromides from seawater. While this is an inexhaustible

source (1014 metric tons Br), operation is expensive because

of the low concentration of bromide (about 65 ppm [43]),

and the process no longer operates in the United States.

Rather, underground brines found in Arkansas at depths of

about 2,400 m and containing up to 0.6% Br are the favored

source. There are two US producers with combined capacity

of 278,000 t/year [44].

The United States is the world’s largest producer of

bromine (about one-third of the total), but China and the

Dead Sea countries account for a large and growing share.

Table 26.17 shows that production and consumption rates in

the United States are hard to obtain because data are not

reported when there are fewer than three active producers.

Table 26.18 shows worldwide production and reserves. Non-

US production in 2010 was about 10% higher than the

average of the previous 4 years. Bitterns of potash produc-

tion from Dead Sea brines, used in Israel and Jordan, are

very rich in bromide, containing 1.0–1.2% Br (w/v). The

total amount of bromine available there is about 109 metric

tons. Some countries produce relatively small amounts of

bromine by recovering it from solar salt or potash bitterns.

There are four major steps in the recovery of bromine

from brine: (1) oxidation of Br� by injection of chlorine,

(2) stripping of elemental bromine from solution, (3) recov-

ery of bromine from vapor, and (4) purification. The first step

depends on the equilibrium between chlorine and bromine:

Cl2 þ 2Br� $ 2Cl� þ Br2

In the second step, elemental bromine is released by

contact of the solution with air or steam. There is an eco-

nomic balance here between the cost of steam and the

difficulty of recovering bromine from air in the third step.

Table 26.17 US production and consumption of bromine

2007 2008 2009 2010

Production 243 wa wa wa

Exports 8.6 9.6 8.1 8.0

Imports 32.2 41.2 34.2 45.0

Consumptionb 277 wa wa wa

Source: US Geological Survey Mineral Commodity Summary,
Bromine, 2011
All quantities in thousands of metric tons bromine equivalent
aQuantities withheld; fewer than three domestic producers
bApparent consumption ¼ production + imports–exports

Table 26.18 Worldwide production and reserves of bromine, 2010

Country Production (est.) Reserves

United States – 11,000

Israel 185 (Dead Sea)

China 150 130a

Jordan 85 (Dead Sea)

Japan 20 NR

Ukraine 4 400

Azerbaijan 3.5 300

Spain 0.1 1,400

Turkmenistan 0.15 700

Others 3 (from bitterns)

Total non-US 450 Large

Sources: US Geological Survey: Mineral Commodity Summary,

Bromine, 2011; advanced release of 2010 Minerals Yearbook

All quantities in thousands of metric tons bromine equivalent
aChina has a total of 3.5 million metric tons of base reserves of

uncertain quality and value (reported elsewhere)
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Generally, steam is favored when processing brines and air

when processing the much more dilute seawater. The use of

air requires the bromine to be trapped in an alkaline or

reducing solution to concentrate it.

Operating a steam-based process under vacuum allows

bromine to be stripped at lower temperature. Claimed

benefits are increases in steam economy and plant capacity

and reductions in chlorine loss, spent brine treating

requirements, maintenance costs, and atmospheric emissions

[45, 46].

Primary uses of bromine and bromine chemicals are in

flame retardants, drilling fluids, water treatment, and

pesticides. The once-prominent market in petroleum

additives has declined with the phase-out of lead-based

antiknocks, which consumed ethylene bromide. Similarly,

certain brominated flame retardants are being withdrawn

from the market [44]. A growing application is the use of

bromine to bond with mercury in flue gases. In some cases, it

replaces chlorine as a scavenger. The mercuric bromide that

forms is relatively easy to remove in flue-gas scrubbers. One

process uses fine powdered carbon impregnated with about

10% bromine [47].

Sodium bromide sometimes is recovered as a byproduct

of other operations, and it can be prepared by adding excess

bromine to a solution of NaOH. After evaporation to dry-

ness, treatment with a reducing agent converts sodium bro-

mate to NaBr. It is used as an intermediate in production of

other chemicals, often by double decomposition with

organic chlorides. Bromides are the proverbial sedatives,

and other uses are as algaecides and photographic chemicals.

Their major use has been in drilling fluids, where the high

density of concentrated aqueous solutions (up to 1.55 g/cm3)

is useful in well completions. NaBr is the form of supply

when using bromine as a biocide. The active form is released

by activators such as hypochlorites and chlorinated

isocyanurates.

Recovery of bromine from byproduct solutions and HBr

emitted in organic brominations is the source of roughly

one-third of total production. Incineration of plastics that

contain brominated flame retardants also provides bromine

for recovery [48].

Bleaches and Disinfectants

The oxidative and biocidal properties of chlorine have been

widely exploited from the beginnings of the chemical indus-

try. Textile manufacturers and the paper industry have long

recognized the value of bleach in their operations. The

extensive use of chlorine and its derivatives to bleach

wood pulp is described in Chap. 28.

Active chlorine compounds also find wide use as

disinfectants and in laundry bleaching. The spread of the

great killer diseases cholera and typhoid was checked by the

addition of small amounts of chlorine bleach to wastewater

and drinking water. Today, potable water disinfection

accounts for only a few percent of the world’s chlorine

consumption (see Table 26.15) but remains perhaps its

most important and most beneficial use. The use of chlorina-

tion is widespread only in the developed world, and an

estimated one-third of deaths and 80% of all diseases in

developing countries are due to consumption of

contaminated water [49].

When chlorine is added to water, it hydrolyzes to form

hydrochloric and hypochlorous acids:

Cl2 þ H2O! Hþ þ Cl� þ HOCl

HOCl is a strong disinfectant that is not ionized at low pH.

Rather than transport and handle liquid chlorine, both haz-

ardous undertakings, treatment plant operators may use

solutions of sodium hypochlorite. This is produced, along

with an equal amount of salt, by absorption of chlorine into a

solution of caustic soda:

Cl2 þ 2NaOH! NaClþ NaOCl þ H2O

The strength of the solution may vary to suit the applica-

tion. The use of 20% NaOH gives a 16% solution of NaOCl,

which is regarded as commercial strength. At high pH,

hypochlorite is completely ionized. It is less effective in

this form, and, at lower pH at the point of application, it

may convert to the more active HOCl.

Before the commercialization of chlorine liquefaction,

bleaching compounds were the only transportable form of

chlorine. The earliest practice was to absorb chlorine in

hydrated lime, Ca(OH)2. This forms chloride of lime,

CaOCl2, which is easily transported as a solid. Dissolved

in water, it forms equal moles of CaCl2 and Ca(OCl)2:

2CaOCl2ðdissolvedÞ ! CaCl2 þ Ca(OClÞ2

Chlorination of milk of lime or of a slurry of lime produces

the same mixture, in which calcium hypochlorite is the

active ingredient [50]. If sodium hypochlorite is separately

produced or if a mixture of lime and caustic soda is used, the

lower solubility of Ca(OCl)2 allows double decomposition

of NaOCl and CaCl2, and all the calcium value can be

converted to bleach. The overall reaction becomes, ideally:

2Cl2þCa(OHÞ2þ 2NaOH! 2NaClþ 2H2OþCa(OClÞ2 #

Ca(OCl)2 has characteristics similar to those of NaOCl, but

it is approximately neutral and in its granular form has a

high available chlorine content. The chloride of lime as

produced in the past contained only about 35% available

chlorine.
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The term “available chlorine” describes the bleaching

capacity of a substance or solution referred to an equal

weight of elemental chlorine. The chloride ion that results

from hydrolysis of Cl2 is not a bleaching agent, but the

hypochlorite ion can abstract two electrons (the chlorine

atom is in the +1 oxidation state, and Cl1+O2� is a more

informative notation). The net result of hydrolysis and

bleaching is as if each chlorine atom picked up one electron

in oxidation of the material being treated. A hypochlorite

group, it will be seen, then has all the bleaching capacity of a

molecule of chlorine. Pure calcium hypochlorite, noted

above, therefore contains 2 � 100 � 71/143 ¼ 99.3%

available chlorine. The commercial product actually is the

dihydrate Ca(OCl)2·2H2O. Its strength varies with the purity

of the lime used in its preparation, the purity of the mixed

crystals formed in precipitation, the degree of contamination

by unreacted lime, and the final processing conditions. Cen-

trifugation, granulation, and air drying normally yield a

product with 65–70% available chlorine. This is the form

packaged for sale.

Chlorine/hypochlorite has largely been displaced from

wood pulp bleaching in the move to elemental chlorine-

free (ECF) bleaching. It still is widely used in household

bleaches because of its ease of manufacture and handling, as

well as its low cost. Many plants are dedicated to the pro-

duction of bleach and operate on purchased chlorine and

caustic soda. Others are attached to chlor-alkali plants

(supra) and frequently operate on liquefaction plant tail

gas. Commercial soda bleaches vary in their NaOCl content

up to 15–16%, the higher NaOCl contents requiring higher

excess concentrations of caustic to maintain stability.

Household bleach is relatively dilute and normally contains

5–6% available Cl2. Lacking the additives found in many

consumer products, bleach has few residual effects, and the

Centers for Disease Control and Prevention recommend its

use for all sanitizing purposes [51].

The conventional expression “trade %” is simply the

available chlorine content in weight/vol.%. Thus,

ðtrade % available Cl2Þ ¼ ðweight % available Cl2Þ
� ðspecific gravityÞ

Since pure sodium hypochlorite has 95.3% available chlorine,

one also can write

ðtrade % available Cl2Þ ¼ ðgpl NaOClÞ � 0:0953

Bleach also can be produced by the absorption of chlorine

from liquefaction tail gas. Even the liquor from an emer-

gency vent scrubber may be a useful bleach. Maintaining the

quality of the bleach often is at cross purposes with the

function of an emergency scrubber. Design and operating

technique can overcome some of the difficulties. Some key

points as well as the problems of decomposition of hypo-

chlorite and the use of filtration and proper materials of

construction to improve product stability are discussed else-

where [52].

A much weaker bleach results from electrolysis of sea-

water in undivided cells. The electrode products, NaOH

and Cl2, react as noted above to produce hypochlorite.

As a low-level bleach and disinfectant, it can serve as a

utility-type water and sewage treating agent. It is a natural

choice for marine sanitation and as an algaecide in seawater

evaporation plants.

Dilute sodium hypochlorite is approved for sanitization

of food processing equipment. A concentration of 200 ppm

available chlorine is acceptable without washing if equip-

ment is adequately drained [53]. More concentrated

solutions may be used along with proper rinsing protocols.

The insoluble components in lime-based products are

especially objectionable in laundry and dishwashing uses.

Sodium compounds are preferred, and sometimes in spite of

their greater cost, lithium compounds. LiOCl can be

prepared by absorbing chlorine in LiOH or by adding

LiCl to soda bleach. In the latter case, it is the insolubility

of NaCl in concentrated solution that drives the double

decomposition:

NaOCl þ LiCl! LiOClþ NaCl #

The demand for chlorine dioxide was an early beneficiary

of the move away from chlorine bleaching of wood pulp. For

many years, ClO2 had been used late in many pulp-bleaching

sequences. It is a strong bleaching agent that can remove

certain compounds that resist bleaching by chlorine. Its use

thus increases the brightness of the final product. It also

produces fewer waste products that require disposal [54]

and in particular produces much less adsorbable organic

halide and no dioxin [55]. The use of more ClO2 in earlier

stages permitted the reduction or elimination of chlorine

bleaching.

The shift to ClO2 increased the market for sodium chlo-

rate. Chlorine dioxide is very unstable and cannot be safely

and economically transported. Instead, it is produced at the

point of use by treating a solution of NaClO3 and NaCl with

acid and a reducing agent. There are several different types

of commercial chlorine dioxide generator in operation, clas-

sified by acid medium (sulfuric, hydrochloric) and reducing

agent (sulfur dioxide, methanol, sodium chloride,

hydrochloric acid). Most processes generate some elemental

chlorine as a byproduct. The use of sulfuric acid or SO2 also

produces sodium sulfate or waste acid for disposal. As an

example of the chemistry, consider HCl, which serves both

as acid and as reducing agent:

NaClO3 þ 2HCl! ClO2 þ 1=2Cl2 þ NaCl þ H2O
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Generators must be operated with care to avoid ClO2

concentrations above 10%, which can lead to explosive

decomposition. The reactor offgas therefore is diluted with

air, and the ClO2 is immediately absorbed in water. The

molar ratio of ClO2 to Cl2 formed is typically 2:1. If this

level of Cl2 is objectionable, the gas is passed through a

tower in contact with circulating chilled water. This

dissolves all the ClO2 but only about 25% of the Cl2, raising

the molar ratio to 8ClO2:1Cl2. The remaining Cl2 can be

removed by scrubbing with alkali.

Since the oxidation state of chlorine in ClO2 is +4, it

abstracts five electrons as it is reduced to chloride. A chlorine

molecule, as we have seen, transfers only two. The available

chlorine content of ClO2 therefore is 5/2 � 100 �
71/67.5 ¼ 263%.

Sodium Chlorate

Sodium chlorate is produced by the electrolysis of NaCl

brine in a cell similar to a chlor-alkali cell but lacking

means to separate the products of the two electrodes. The

chlorine and caustic soda produced in the cell therefore react

immediately, producing sodium hypochlorite:

Cl2 þ 2NaOH! NaOClþ NaCl þ H2O

The cell liquor is kept hot (80–95�C) in a vessel that

provides enough residence time for the hypochlorite to dis-

proportionate into chlorate and chloride:

3NaOCl! NaClO3 þ 2NaCl

The overall reaction, requiring 6 F/mole, becomes

NaCl þ 3H2O! NaClO3þ3H2

Optimum cell conditions are 80–90�C and pH 6–6.5. The

liquor contains 550–750 gpl NaClO3 and 100–120 gpl NaCl

[56]. Coated titanium anodes and steel cathodes are used,

and small amounts of dichromate are added to the cell liquor

to prevent the cathodic reduction of chlorate or hypochlorite.

Resulting current efficiencies are above 90%, and energy

consumption is in the vicinity of 4,500 kWh/metric ton.

The adoption of permanent metal anodes permitted an

increase in sodium chlorate and a reduction in salt concen-

trations in the liquor without loss of current efficiency. This

in turn allowed direct recovery of sodium chlorate by evap-

orative crystallization [57]. This was an advance on the

process described in previous editions of this handbook.

The earlier process yielded solid salt when the liquor was

evaporated. After removal of the salt, cooling of the liquor

produced NaClO3 crystals.

Nearly all the sodium chlorate made in North America is

used in the on-site manufacture of chlorine dioxide for pulp

bleaching. The surge in demand due to the industry’s adop-

tion of ECF bleaching has run its course. The rest is used to

produce other chlorates, perchlorates, and chlorites; in water

treatment; and in the hydrometallurgical recovery of ura-

nium. Sodium chlorate also is a nonselective herbicide.

While this market might tend to increase along with GDP,

there is also pressure to convert to total chlorine-free (TCF)

bleaching. The market for NaClO3 has been growing faster

where conditions are more favorable. In Asia and South

America, the abundance of faster-growing pulps presents

more opportunity. Russia, with 22% of the world’s forest

and relatively cheap electricity, also has seen some growth.

Where electricity is more expensive, the higher cost of

NaClO3 has allowed H2O2 to penetrate the bleaching-

chemical market. In Europe and Japan, where ClO2 accounts

for only 90 and 84% of consumption, respectively, the use of

sodium chlorate as a herbicide is more common. However,

this market is threatened by a European Union directive to

withdraw sodium chlorate products from the market [58].

Potassium chlorate can in some circumstances be pro-

duced electrolytically from KCl. It is more common to

produce it from NaClO3 by double decomposition:

KClþ NaClO3 ! KClO3 þ NaCl

After the reaction is carried out in solution, crystallization

yields solid KClO3. KClO3 is used in matches, pyrotechnic

products, explosives, cosmetics, and pharmaceuticals [59].

Bromates are produced electrolytically, like chlorate, or

by bromination of the respective carbonates. Bromates are

used in small quantities, but they are important in the bread-

making industry for maturing flour and conditioning dough.

They also are used in permanent-wave lotions and in the

manufacture of dyes.

Both chlorates and bromates have substantial oxidizing

power, and care must be taken in their storage and handling.

Contact with reducing agents or combustibles can be

disastrous.
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Industrial Gases 27
Steven J. Cooke

Overview

Industrial gases may actually be used as gases, liquids, or

cryogenic liquids. Industrial users generally accept them as

those gases used primarily in their pure form in large

quantities. Most of the gases we consider to be industrial

gases have been in use for many years. Processes for the

cryogenic separation of the air gases were developed as early

as 1895, with commercial production of oxygen beginning in

1902. Nitrous oxide was used as an anesthetic as early as

1799. Carbon dioxide had been identified as a specific sub-

stance by 1608. Methane has been used as an energy source

since the 1700s. Other gaseous compounds commonly used

today for specific manufacturing processes (e.g., electronics/

semiconductors, plastics) are discussed in other chapters of

this Handbook related to those processes.

The reactivity of gases can be summarized into three

classes: oxidizers, inert gases, and flammable gases. The

gases that fall into the category of inert are nitrogen, argon,

helium, and carbon dioxide. The oxidizers are oxygen, chlo-

rine, and nitrous oxide. Acetylene, liquefied natural gas

(LNG), and hydrogen are the flammable gases. These

elements and compounds by no means encompass all gases

considered to be industrial gases, but they represent themajor

gases used and produced in industry (see Table 27.1) [1].

The cryogenic air separation process, in which air is

liquefied and separated into its major constituents (oxygen,

nitrogen, argon) by the use of cryogenic technology, is the

major source of nitrogen, oxygen, and argon produced for

industry, as well as the noble gases krypton, neon, and

xenon. Table 27.2 gives the cryogenic boiling point

temperatures and concentrations for some of the gases pres-

ent in the atmosphere.

The cryogenic air separation process starts with air entering

the plant through air filters, where it is compressed and cooled.

The air is passed through heat exchangers for further cooling

and for removal of water vapor and carbon dioxide by liquid

condensation. Solid adsorbents, such as molecular sieves,

silicas, and aluminas, can also be used to remove the water

and carbon dioxide by adsorption before separation of the air.

When the air reaches a temperature of �338�F, it is suffi-

ciently free ofwater and carbon dioxide and ready to be passed

into the distillation column [6].

Separation occurs by distillation, which is the physical

partition of compounds by the differences in their boiling

points (see Fig. 27.5 below in the section “Argon”). The

distillation method used is referred to as “double column,” as

it contains two separate distillation columns operated at two

different pressures. The cooled air is fed to the bottom of the

high-pressure column. Air is distilled in this column where

the higher boiling temperature fluid oxygen stays at the

bottom and the lower boiling temperature nitrogen boils to

the top as a distillate product. The crude liquid oxygen from

the high-pressure column is flashed into the low-pressure

column as the two columns are thermally linked by a com-

mon reboiler/condenser.

Vapor is withdrawn from the middle of the low-pressure

column and is passed as feed to the crude argon column. The

vapor in that column is condensed and taken off as liquid

crude argon. Pure nitrogen vapor is extracted from the top of

the low-pressure distillation column, and liquid oxygen is

taken from the bottom of this column. Figure 27.1 shows an

air separation plant with a molecular sieve front-end cleanup

and liquid storage tanks.

Alternatives to the cryogenic separation process include

the membrane separation process and adsorption processes.

The adsorption processes include pressure swing adsorption

(PSA) [15] and vacuum swing adsorption (VSA). These

methods are non-cryogenic and produce a vapor product

only. This reduces the cost of production considerably

when the local use of gas-phase product is the primary

objective.
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The membrane separation process is used to produce a

number of gases for industrial use. Many membrane

technologies have been developed over the last 10 years,

including various polymer and pure carbon membranes

[13, 17]. A common polymer membrane may consist of a

microporous substructure of cellulose acetate and a thin

layer of dense cellulose acetate (active layer) on the upper

surface, resembling a sponge covered by a plastic film. The

membrane is cast into a supporting cloth for added mechan-

ical strength. The active layer serves as the separating barrier

Table 27.1 Properties of Industrail Gases

Gas Property

Helium-

4 (He)

Para-

hydrogen

(p-H2)

Normal

Hudrogen

(n-H2) Air

Nitrogen

(N2)

Oxygen

(O2)

Argon

(Ar)

Carbon

Dioxide

(CO2)

Acetylene

(C2)H2)

Methane

(CH4)

Atomic/

molecular

weight

4.00 2.016 2.016 2.016 28.975 28.01 31.9988 39.95 44.01 26.04 16.042

Normal

boiling

point

�F �452.1 �423.2 �423.0 �317.8 �320.4 �297.3 �302.6 �109.33c �103.4 (10

psig)

�258.68

�118c
Triple

point

�F �455.75 �434.8 �434.55 – �346.0 �361.8 �308.8 �69.9 �116 �296.5

psia 0.730a 1.021 1.045 –1.81 0.0216 9.99 60.4 17.7 1.69

Critical

point

�F �450.3 �400.31 �399.93 �221.1 �232.4 �181.4 �188.1 87.9 96.8 �115.78

psia 33.0 187.5 190.8 547 493 731.4 711.5 1070.6 907 673.1

Gas density

at NTP

Lb/cf 0.0103 0.00521 0.00521 0.07493 0.072 0.08279 0.103 0.1144 0.0678 0.042235

Gas density

STP

Lb/cf

Vapor density

at NBP

Lf/cf 1.0543b 0.084 0083 0.2805 0.2879 0.2795 0.3606 0.1462 – 0.1134

Liquid density

at NBP

Lb/cf 7.802 4.42 4.43 54.56 50.48 71.23 87.02 73.5d 24.0 (70�F) 26.57

Specific heat

at NTP

BTU/

tb-�F
1.24 3.555 3.425 0.241 0.249 0.2197 0.125 0.203 0.383 0.5271

Specific heat

ratio at NTP

1.66 1.38 1.42 1.40 1.41 1.40 1.67 1.304 1.26 1.307

Latent heat of

vaporization

at NBP

BTU/

lb

8.72 191.6 191.7 88.2 85.6 91.7 69.7 245.5c

(C)

264 219.22

Ref: 8 CGA
Handbook,
1999

p. 408 p.416 p.415 p.234 p.528 p.555 p.262 p.296 p.225 p.488

NTP ¼ 14.696 psia and 70�F; STP ¼ 14.696 psia and 32�F; Lb/cf ¼ pound per cubic foot.
aLower lambda point; bNIST Technical Note 631, “Thermophysical Properties of Helium 4.”, Nov. 1972; cSublimation point; dTriple point. CGA

References from NIST Technical Notes 1025 (1980), 1048 91982), 1079 (1985), 361, Monograph 168 (1981).

Table 27.2 Cryogenic Gases: Boiling Point and Concentration in Air

Normal Boiling Point (�F) Dry Air Concentration (% v/v)

Argon �302.6 0.93

Nitrogen �320.5 78.1

Oxygen �297.3 20.94

Helium �452.1 0.0005

Hydrogen �422.99 0.00005

Neon �410.7 0.0018

Krypton �244.0 0.00011

Xenon �163.0 0.000008
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and, because of its thinness, provides very high transport

rates. The membrane selectively allows the smaller

molecular-sized components to pass through the membrane

substructure, thereby accomplishing the separation process.

Carbon and zeolite-based membranes depend on the relative

molecular size of the gases to effect the separation of the

gases. A typical membrane separation flow system is shown

in Fig. 27.2.

The VSA system is a non-cryogenic process that makes

use of pressure that is less than atmospheric (vacuum) and

adsorbents to separate nitrogen, and carbon dioxide from air.

The PSA system is a similar process for producing a partic-

ular gas by passing a pressurized gas stream through a set of

adsorbent beds. The impurities are selectively adsorbed

using a molecular sieve or other selective adsorbents to

trap the undesired components. In the production of oxygen

using the VSA process, the VSA system separates air at

ambient temperature by passing it through a column of

adsorbent. The adsorbent, which is an inorganic crystal

material, selectively adsorbs nitrogen molecules on its

Fig. 27.1 Air separation plant

with a front-end cleanup, cold

box tower and liquid storage

tanks. (Courtesy Air Liquide.)

Fig. 27.2 Typical permeation gas processing flow diagram
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surface, while the oxygen molecules pass on through the

adsorbent column.

The final oxygen product exits the adsorber column. The

nitrogen adsorbed is released when the adsorber column is

reactivated by use of differential pressure from a vacuum.

Once the adsorber column is reactivated, the cycle is ready

to be repeated. In the PSA system, compressed air is passed

through a column of chemical adsorbent, which is a carbon-

based material that essentially traps the oxygen molecules

and allows the nitrogen molecule to pass through to the use

point. Figure 27.3 shows the process flow of a PSA system,

which can produce 98–99.5% pure nitrogen without the need

for downstream purification. These adsorption systems usu-

ally are located at customer sites. See Fig. 27.4 for an

example of an on-site PSA.

Small-volume users of the industrial gases are supplied

by high-pressure gas cylinders filled with the desired prod-

uct. These cylinders then are loaded onto flatbed trucks for

delivery. For larger-volume gas transportation, long-length

gas cylinders are permanently mounted on trailer frames.

These high-pressure-cylinder vehicles commonly are

referred to as tube trailers. The cylinders are constructed

of alloy steels, and are designed, built, tested, and

maintained in accordance with US Department of Trans-

portation (DOT) regulations in the United States. Similar

regulatory agencies in other countries define the requirements

for safe transport and storage of compressed gases (e.g.,

Transport Canada, Ministère des Transports (France),

Department for Transport (UK), and other national

regulators). The typical small-volume cylinders are

constructed to a DOT 3A or 3AA specification, and typically

have rated service pressures from 2,015 to 2,640 psig and

water volumes from 0.39 to 1.75 ft3. The larger cylinders

often have similar pressure ratings but water volumes of

approximately 75 ft3.

The containers used for transporting and storing the

majority of cryogenic liquids are insulated cryogenic

tankers, liquid cylinders (sometimes referred to as Dewars),

and stationary storage tanks. These containers are similar in

design to a Thermos® bottle. There is an inner vessel, which

contains the cryogenic product, and an outer vessel. The

space between the two vessels is under a vacuum and usu-

ally contains a wrapped insulation material such as

aluminized Mylar, or it may contain a powdered insulation

such as expanded perlite. The liquid cylinders, usually

160–250 L in capacity, are constructed to a DOT 4 L speci-

fication and operate with pressure up to 235 psig.

The cryogenic tank trucks may be constructed to a DOT

MC-338 specification, and range in capacity from 3,000 to

14,000 gal, usually depending on the product. The operating

pressures may range from 25 to 150 psig, and the vehicles

often are equipped with cryogenic pumps used to deliver the

Fig. 27.3 Process diagram for nitrogen PSA system. (Courtesy Air Products and Chemicals, Inc.)
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product to higher-pressure storage tanks. The stationary stor-

age tanks are designed and built to ASME standards, typi-

cally are constructed for pressures of 250 psig or less, and

may range in capacity from 500 to 70,000 gal [3].

Nitrogen

Nitrogen makes up 78% of the earth’s atmosphere. It is a

colorless, tasteless, nontoxic, and relatively inert gas. Nitro-

gen does not support combustion nor does it support respira-

tion; but it reacts with the more active metals such as lithium

and magnesium to form nitrides, and at high temperatures it

will combine with hydrogen, oxygen, and other elements. As

a cryogenic liquid, nitrogen is nonmagnetic, stable against

mechanical shock, and free from toxic or irritant vapor.

Nitrogen usually is produced by cryogenic air separation,

liquefaction of atmospheric air, and removal of the nitrogen

by distillation, as described earlier. Non-cryogenic adsorp-

tion technology, including PSA and VSA systems, econom-

ically provides nitrogen for requirements between 4,000 and

30,000 standard cubic feet per hour (SCFH) [13]. The devel-

opment of more efficient membrane separation systems has

happened in the last 10 years. The production of gaseous

nitrogen for refinery instrumentation and vessel purging

needs has shifted more to the use of membrane systems on

site rather than cryogenic liquid in bulk storage due to

significant cost savings.

Nitrogen has many applications, both as a gas and as a

liquid. Gaseous nitrogen is widely used for inerting and

pressurizing systems. Applications include the agitation of

color film solutions in photographic processing; blanketing

and deaeration of oxygen-sensitive liquids, volatile liquid

chemicals, and nonferrous metals; and in the production of

semiconductor electronic components, primary metals heat

treating, and brazing of copper tubing. It is used to pressurize

aircraft tires and emergency gas bottles to operate landing gear;

and often to purge and pressurize pipelines, reactor vessels, or

storage tanks throughout the petrochemical industry [1].

Gaseous and liquid nitrogen have applications in the

foods industry in the areas of food processing and packag-

ing. Liquid nitrogen is used for rapid freezing of expensive

or highly perishable foods, such as shrimp and other meat

products, as well as to refrigerate foods in long-distance

hauling. A gaseous nitrogen atmosphere can help to retard

the spoilage of some food products.

Liquid nitrogen is used in the cold-trapping of materials

such as carbon dioxide and volatile organic carbons (VOCs)

from gas streams, as a coolant for electronic equipment, for

pulverizing plastics or rubber material, for deflashing of

rubber tires, and for simulating the conditions of outer

space. It is used to freeze liquids in pipelines during repairs

to the pipeline. It can be used to generate very high-pressure

gaseous nitrogen (15,000 psig) by liquid pumping. Liquid

nitrogen is frequently used in medicine to remove skin

blemishes in dermatology, and to preserve whole blood,

livestock sperm, and other biological specimens.

Liquid nitrogen gas is transported in liquid cylinders,

nonpressurized Dewars, cryogenic tankers, and trailers. Gas-

eous nitrogen is also transported in high-pressure gas

cylinders and tube trailers. Both forms of nitrogen also are

transported via pipelines when the sources are at economical

locations and distances from the applications.

Oxygen

This gas, which occupies approximately 21% of the earth’s

atmosphere at sea level, has a number of very important

uses. Oxygen is a colorless, odorless, and tasteless gas that

is essential to the support of life. All elements except the

inert gases combine directly with oxygen to form oxides.

Oxygen is nonflammable, but is an oxidizer that readily

supports combustion.

A large percentage of the oxygen produced commercially

is made by cryogenic air separation. It may also be produced

by PSA and membrane systems, as described in the produc-

tion of nitrogen. Oxygen also may be made by the most

common decomposition reaction, electrolysis of water.

Fig. 27.4 An on-site nitrogen PSA supply system. The large vessels

are absorbers and the smaller ones are dryers. (Courtesy Cirmac Inter-

national, BY, Netherlands.)
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Small quantities of pure oxygen may also be made by other

chemical reactions. These reactions produce not only oxy-

gen but by-products as well, and they are not usually as

economical an alternative when compared with the other

technologies.

Applications in enhanced combustion and life-support

systems provide the majority of the demand for oxygen. It

is used extensively in medical applications for therapeutic

purposes, for resuscitation in asphyxia, and with other gases

in anesthesia. Also it is used in high-altitude flying and deep-

sea diving, and it is used for life-support and as a fuel

oxidizer in the US space program [1].

For industrial applications, oxygen is in large demand for

use with acetylene, hydrogen, and other fuel gases for

purposes such as metal cutting, welding, hardening, and

dehydrating. Oxygen enhances the capability of steel and

iron furnaces. Oxygen is used in the production of synthesis

gas–hydrogen–carbon monoxide mixtures from coal, natural

gas, or liquid fuels; the synthesis gases are used to make

gasoline, methanol, and ammonia. Oxygen may be used for

the cracking of methane or natural gas by partial oxidation to

produce acetylene, and in the production of nitric acid,

ethylene, and other basic chemical feedstocks.

One of the largest commercial applications for oxygen is

the Basic Oxygen Furnace (BOF) for refining iron and

making steel. Another common application is its use in

oxyfuel burners in the steel industry. It is used in electric

arc furnaces, which melt scrap metals by passing an electric

current through large graphite electrodes.

Oxygen enrichment is a process whereby oxygen is added

to an air stream to improve a plant’s efficiency. Combustion

results in the generation of heat and gaseous by-products,

usually carbon monoxide, carbon dioxide, and water vapor.

Oxygen enrichment decreases the amount of nitrogen in the

air stream, improving the combustion reactions while reduc-

ing the formation of undesired by-product gases. Oxygen

enrichment is used in pulp mills to increase lime production

from existing equipment and eliminate the need to purchase

lime from other industries. It is also used in pulp mills to

reduce airborne sulfur emissions to comply with federal

environment regulations.

Gaseous oxygen is transported in high-pressure gas

cylinders, tube trailers, and portable cylinder modules. Liquid

oxygen is transported as a cryogenic fluid in liquid cylinders

and insulated cryogenic tankers. Customer on-site storage is

usually accomplished in large insulated cryogenic tanks.

Argon

Argon, a relatively scarce gas, is colorless, odorless, taste-

less, and nontoxic. It forms no known chemical compound;

thus it is extremely inert. Representing only 0.93% of the

earth’s atmosphere, it is the most valuable of the commodity

air gases. Argon is utilized in a variety of applications. In the

manufacture of lighting devices, it is used to fill lamp bulbs

and to produce colors in display tubes for lighted signs.

Argon provides an inert atmosphere for the production of

semiconductors and specialty metals, such as titanium and

zirconium. It is often used to provide a protective shield for

the growing of silicon and germanium crystals. Some metal

welding and cutting applications require an inert gas shield,

and argon gas often is used to fill this requirement [1].

Argon is manufactured in oxygen–nitrogen plants by

means of fractional distillation after the liquefaction of air

as described previously, in the cryogenic air separation pro-

cess. In the distillation process where air is separated into

oxygen and nitrogen, a stream of gas is withdrawn from the

low-pressure column to enter the crude argon column. The

argon content of the gas, initially 10%, is increased to 95%

by subjecting the gas to several stages of distillation. This

“crude” argon is further purified to yield the final pure argon

product. Figure 27.5 shows a typical air separation process

flow diagram. Argon is most economically shipped as a

liquid. Liquid argon commonly is transported in liquid

cylinders, cryogenic trailers, and portable tanks. Argon can

be shipped in high-pressure gas cylinders and high-pressure

cylinder trailers.

Hydrogen

Hydrogen, the lightest element known, is extremely flamma-

ble and is found in 0.00005% concentration in the air

(0.5 parts-per-million). It has received notoriety in the late

1990s into the twenty-first century as a potential replacement

for hydrocarbon fuels. This is because the actual combustion

of hydrogen results only in the emission of water and the

generation of heat which can be used in any of the existing

forms of energy generation. However, as the subsequent

discussion of hydrogen generation illustrates, there is much

more to the carbon cycle of hydrogen use than the final

combustion step [2].

The hydrogen molecule exists in two distinct forms: ortho

and para, named according to their types of nuclear spins.

Ortho-hydrogen molecules have a parallel spin, and para-

hydrogen molecules have an anti-parallel spin. There is no

difference in the chemical or transport properties of these

forms, but there is a difference in the thermodynamic

properties. Para-hydrogen is the form preferred for rocket

fuels. Hydrogen consists of about three parts ortho and one

part para as a gas at room temperature, which is referred to as

normal or equilibrium hydrogen. The concentration of the para

form increases with decreasing temperature until, for the liq-

uid, the para concentration is nearly 100%. If hydrogen should
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be cooled and liquefied rapidly, the relative three-to-one con-

centration of ortho to para would not immediately change [3].

Conversion to the para form takes place at a relatively

slow rate and is accompanied by the release of heat. For each

pound of rapidly cooled hydrogen that changes to the para

form, enough heat is liberated to vaporize approximately

1.5 lb (0.68 kg) of liquid hydrogen. However, if a catalyst

is used in the liquefaction cycle, para-hydrogen can be

produced directly without loss from self-generated heat.

Hydrogen can be produced by steam methane reforma-

tion (the most widely used process) or by off-gas purifica-

tion. Hydrogen can be produced at normal purity (95–98%)

or at ultra-high purity (99.99%). The first step to obtain pure

hydrogen in the steam reformer process when using a natural

gas feedstock is to perform a pretreatment. There are small

amounts of sulfur in natural gas that must be removed. Sulfur

removal is done by preheating the natural gas to 700�F, and
then sending it through a catalytic reactor. The catalyst

inside the reactor adsorbs the sulfur. The second step is

steam methane reforming. In this procedure, natural gas

and steam are sent through a set of reformer tubes that are

packed with a reforming catalyst. A furnace inside the

reformer heats the reaction. The methane and steam react,

and the results are 45% hydrogen, 40% steam, 8% carbon

monoxide, and 7% carbon dioxide. The third step to obtain

normal purity hydrogen is gas shifting.

Carbon monoxide, hydrogen, and steam are sent through

a shift converter where the gas is heated between 400 and

700�F. The carbon monoxide and steam react to yield hydro-

gen and carbon dioxide. To produce pure hydrogen, the

carbon dioxide must be removed. The gas passes through a

carbon dioxide removal system, which contains a chemical

solvent that selectively absorbs the carbon dioxide as the gas

passes through the solvent [18]. Heat then is added to the

solvent to discharge the carbon dioxide. The regenerated

solvent is returned to the system to continue the removal of

carbon dioxide (see also Chap. 22 for a detailed description

of the water shift process).

To obtain ultra-pure hydrogen, a PSA [15] system may be

used. In this process, the hydrogen, steam, and carbon diox-

ide are introduced to the system. At high pressure, the gas is

passed through an adsorbent bed, and the adsorbent picks up

the impurities and allows hydrogen to pass through the bed.

In the regeneration process, the pressure is lowered to purge

out the impurities. Then the hydrogen is used to rinse the

adsorbent and repressurize the vessel. The efficiency of the

hydrogen purification system is optimized at an operating

pressure that allows use of a catalyst tube in the reformer.

There are four other distinct processes by which hydrogen

may be produced under the off-gas purification method:

PSA, membrane separation, catalytic purification, and cryo-

genic separation. The cryogenic separation process uses

Fig. 27.5 Flow diagram for an air separation plant. (Courtesy Air Products and Chemicals, Inc.)
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cryogenic principles to condense and separate the impurities

from hydrogen. Impure hydrogen is introduced to the cryo-

genic system or “cold box.” The impurities are condensed

out, and pure hydrogen is obtained. Figure 27.6 shows a

typical facility where liquid hydrogen is stored and pro-

duced. Membrane separation makes use of two layers of

membrane material; the first layer is nonporous, and the

second layer is porous [17, 19, 20]. A gas mixture under

increased pressure is subjected to the surface, which allows a

smaller molecule such as hydrogen to permeate faster than a

larger molecule such as carbon dioxide.

The catalytic purification process requires the use of many

catalysts to convert impurities into removable compounds.

Hydrogen, chlorides, oxygen, and carbon oxides are passed

through several catalytic reactors. In the first reactor, the

chlorides are absorbed. In the second reactor, oxygen and

hydrogen react to obtain water/steam, which is easily

removed. In the third reactor, the carbon oxides react with

hydrogen to yield methane, which would be considered an

acceptable impurity in this particular hydrogen product

stream. Some other sources of hydrogen are the dissociation

of ammonia, steam reforming of light hydrocarbons, and by-

product streams of chemical and petroleum processing. The

“steam–iron” process is another method used to make hydro-

gen. Passing steam over heated, spongy iron reduces the

steam to hydrogen with additional formation of iron oxide.

There are several varieties of this process. The water–gas

reaction is a reaction of steamwith incandescent coke or coal;

it is a source of hydrogen with carbon monoxide as an

additional product. In the catalytic version of this reaction,

excess steam breaks down to form more hydrogen while

oxidizing the carbon monoxide to form carbon dioxide.

Hydrogen frequently is obtained as a by-product of cracking

operations using petroleum liquids or vapors as feedstock.

Also hydrogen may be produced through the electrolysis of

water.

Nearly all hydrogen production in the United States

today is by steam reformation of natural gas. This, how-

ever, releases fossil carbon dioxide in the process and

trades one relatively clean fuel for another, with associated

energy loss, so does little to meet national energy needs.

For high purity needs, a small amount of hydrogen is

produced by electrolysis, but this again is only as good as

the energy source used to produce the electricity used.

Electrolysis can electrochemically split water into hydro-

gen and oxygen in essentially the reverse of the reaction in

Fig. 27.6 A typical facility

where liquid hydrogen is

produced and stored. (Courtesy

Air Liquide Canada.)
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a fuel cell. To make sense for large-scale use, this process

must use an inexpensive source of electricity. Because

wind energy is currently the lowest cost renewable energy,

it is the leading candidate. It is also a variable source

that would benefit from being able to produce hydrogen

when its electricity is not needed and to add fuel-cell

generation when electricity demand exceeds what the

wind turbines can provide. The combination also benefits

because electrolyzers require direct current and wind

turbine power is produced as direct current before conver-

sion back to alternating current suitable for the electric

grid [4].

In recent years, considerable research and interest has

been given to the potential use of hydrogen as a nonpolluting

energy source, in particular, the use of hydrogen in chemical

fuel cells, in which the gas reacts with the oxygen from

ambient air to directly produce an electric current. Although

this has an immediate appeal for environmentalists, it

remains to be seen whether the total production and use

cycle can really achieve a lower environmental impact than

the existing energy production methods.

Based on current production methods, which involve

steam reforming of natural gas, hydrogen cuts carbon dioxide

emissions for each kilometer driven by up to 30% compared

with conventional petrol and diesel cars. A study sponsored

by a European Union Commission and completed in 2010

shows that the 95% reduction target can be achieved by 2050

with the help of various hydrogen production methods, with

an increasing share of renewable sources in the mix.

In its “balanced” scenario, the study assumes that fuel-

cell vehicles will account for 25% of all cars on the road by

2050. This requires an investment of around three billion

euros in a Europe-wide hydrogen refueling infrastructure by

2020. Expressed as a percentage of the total cost of owner-

ship, this corresponds to a mere 5% [5].

Although the actual use of hydrogen in a fuel cell

produces only energy and water as a by-product, it is in the

actual production of hydrogen as previously discussed that

the environmental effects of carbon dioxide and carbon

monoxide releases are realized. With the current ability to

use fuel cells with existing fuel sources such as methane and

methanol, the pursuit of a purely hydrogen fuel cell may not

be the environmental solution that is often implied by its

proponents. However, the increased efficiency and use of

renewable resources (including solar) to generate hydrogen

may overcome this barrier.

It is estimated that the global hydrogen production capac-

ity required to replace the entire current fossil fuel-based

energy system would need to be of the order of about

2,500 Tg H2 yr
–1 [7]. The United States used about 177 bil-

lion gallons of gasoline for transportation in 2009 [8].Using

one type of commercial electrolyzer, one can make 0.38 kg

of gaseous hydrogen per gallon of water. Conversion of the

current US light-duty fleet (some 230 million vehicles) to

fuel-cell vehicles would require about 110 billion gallons of

water/year to supply the needed hydrogen. For comparison,

the United States uses about 300 billion gallons of water/

year for the production of gasoline [9], about three times the

amount needed for hydrogen. However, that amount is used

and recycled, not consumed as it is in the hydrogen produc-

tion process. Domestic personal water use in the United

States is about 4,800 billion gallons/year.

For an estimate of the amount of water needed for

hydrogen-powered fuel-cell vehicles, assume a vehicle fuel

economy of 60miles per kg ofH2 (theHonda FCXClarity gets

72), that vehicle miles traveled ¼ 2.6 � 1012 miles/year, and

that you can make 0.38 kg of H2 from 1 gal of water using

Proton Energy System’s H6m Electrolyzer. Total water

required for the US fleet ¼ (2.6 � 1012 miles/year)(1 kg of

H2/60 miles)(1 gal H2O/0.38 kg of H2) ¼ 1.1 � 1011 gal

of H2O/year. This represents the water used directly for fuel.

If one considers all water uses along the chain; for example,

from construction of wind farms to the electrolysis systems

(life cycle assessment), then the total water use would be in the

range of 3.3 � 1011 gal H2O/year.

For a detailed description of the electrolytic process of

hydrogen generation, also see Chap. 22. The energy

required to produce hydrogen at atmospheric pressure via

electrolysis (assuming 1.23 V) is about 32.9 kWh/kg. A

kilogram is about 2.2 lb. For 1 mole (2 g) of hydrogen the

energy is about 0.066 kWh/mole. Compressing or

liquefying the hydrogen would take additional energy.

One company produces hydrogen through electrolysis at

about 7,000 psi at an energy usage of about 60 kWh/kg

Hydrogen.

Because a Watt is Voltage � Current, this is equivalent

to Power � Rate � Time. The power in this case is the

voltage required to split water into hydrogen and oxygen

(1.23 V at 25�C). The rate is the current flow and relates

directly to how fast hydrogen is produced. Time, of course,

is how long the reaction runs. It turns out that voltage and

current flow are interrelated. To run the water splitting

reaction at a higher rate (generating more hydrogen in a

given time), more voltage must be applied (similar to push-

ing down on the accelerator of a car; more gas is used to

make the car go faster.) For commercial electrolysis systems

that operate at about 1 A/cm2, a voltage of 1.75 is required.

This translates into about 46.8 kW-hr/kg, which corresponds

to an energy efficiency of 70%.

Lowering the voltage for electrolysis, which will increase

the energy efficiency of the process, is an important area for

research [11].

The one possible solution to effective renewable energy

from water may be in the current research centered around

catalytic thermal decomposition of water using solar energy.

In this process, first developed by the Solar Hydrogen Energy
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Corporation (SHEC) in Canada and now pursued in multiple

laboratories, including the Global Photonic Energy Corpora-

tion in the United States, water is catalytically broken down

into hydrogen and oxygen. The unique application of solar

energy as the driving force, enhanced by the catalytic system,

bypasses the usual thermodynamic barrier of standard elec-

trolysis, which requires more energy (from a fossil fuel

source) to generate the hydrogen than the energy that can

be obtained from the hydrogen in a fuel cell (Fig. 27.7).

Other options proposed, such as the use of ammonia as a

fuel, are still based on the production of hydrogen as the

primary feedstock for the alternative fuels [12].

There are many applications for hydrogen. It is used to

make fertilizers, as the active ingredient in detergents, and

in the manufacture of polyurethanes. It finds application in

the production of semiconductor devices, in the process of

refining crude oil, in food processing for edible oils and

shortening, and as fuel for the space shuttle. The hydro-

genation of edible oils in soybeans, fish, cottonseed, and

corn produces solids used in shortening and other foods.

Many alcohols also are produced by the hydrogenation of

the corresponding acids and aldehydes. It is possible to use

hydrogen in low concentrations as a physiologically inert

gas for a breathing atmosphere where multiple gases are

involved. Hydrogen is an important gas in several semicon-

ductor-manufacturing stages. It is used as a protective

atmosphere in silicon crystal growth, as a reactant and

carrier gas during semiconductor chip manufacturing, and

as a reducing atmosphere for sintering and the bonding of

leads to the finished chip [1].

The world economy currently consumes about 42 million

tons of hydrogen per year. About 60% of this becomes

feedstock for ammonia production and subsequent use in

fertilizer (ORNL, 2003). Petroleum refining consumes

another 23%, chiefly to remove sulfur and to upgrade the

heavier fractions into more valuable products. Another 9% is

used to manufacture methanol (ORNL, 2003), and the

remainder goes for chemical, metallurgical, and space

purposes (Holt 2003) [14].

Some recent worldwide hydrogen production totals are

shown below [14]:

Origin Amount in billions (Nm3/year) Percent

Natural gas 240 48

Oil 150 30

Coal 90 18

Electrolysis 20 4

Total 500 100

Each year, the United States uses more than nine million

tons (about 90 billion normal cubic meters, 3.2 trillion stan-

dard cubic feet) of hydrogen, 7.5 million tons of which are

consumed at the place of manufacture. The remaining

1.5 million tons are considered to be “merchant” hydrogen,

Fig. 27.7 Solar Hydrogen

Catalytic Generator—small-scale

prototype. (Courtesy of SHEC

LABS.)
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or hydrogen that is sold. Today, most of this hydrogen is

used as a chemical, rather than a fuel, in a variety of com-

mercial applications [14]:

• Commercial fixation of nitrogen from the air to produce

ammonia for fertilizer (about two-thirds of commercial

hydrogen is used for this)

• Hydrogenation of fats and oils, in which vegetable oils

are changed from liquids to solids; shortening is an exam-

ple of a hydrogenated oil

• Methanol production, in hydrodealkylation, hydrocrack-

ing, and hydrodesulphurization

• Welding

• Hydrochloric acid production

• Metallic ore reduction

• Cryogenics and the study of superconductivity (liquid

hydrogen)

• Preventing oxidation in the manufacturing of

semiconductors

• Cooling turbines (hydrogen transfers heat very well)

• Hydrogen’s main use as a fuel is in the space program.

Today hydrogen fuels both the main engine of the Space

Shuttle and the onboard fuel cells that provide the

Shuttle’s electric power.

Merchant hydrogen will remain the largest and fastest

growing product in the US refinery chemical market.

Advances will be driven by tightening sulfur standards for

diesel fuels. Such environmental regulations promote the

use of hydrotreating as a means of removing sulfur and

other contaminants. As of 2010, diesel fuel must meet a

15 part-per-million (ppm) sulfur limit, and going forward,

significant sulfur reductions are also expected for heating

oil. Hydrocracking represents another growth application

for merchant hydrogen, as US refineries continue to expand

their hydrocracking capacity in efforts to boost gasoline

and diesel fuel yields [16].

In the metals industry, hydrogen is used for applications

such as annealing metals. It is also used as a fuel in underwa-

ter oxy-hydrogen torches and with oxy-hydrogen welding

and cutting systems. Hydrogen serves as a nonoxidizing

shield alone or with other gases in furnace brazing and in

welding aluminum,magnesium, and lead. The temperature in

the oxy-hydrogen flames is about 4,000�F, which is suitable

for low-temperature welding and brazing. Oxy-hydrogen

flames are used in the fabrication of quartz and glass, and

hydrogen is used as a protective atmosphere in the float glass

process whereby molten glass is floated on a pool of liquid

tin. Atomic hydrogen welding is suitable for very thin stock

and can be used with virtually all nonferrous alloys. In the

process, an arc with a temperature of about 11,000�F is

maintained between two nonconsumable metal electrodes.

Molecular hydrogen fed into the arc is transformed into

atomic hydrogen, which sends heat from the arc to the weld

zone. At the surface of the welding area the atomic hydrogen

recombines with molecular hydrogen, with the release

of heat.

Liquid hydrogen is very important as a fuel for powering

missiles and rockets. It is used in laboratory research on the

properties of some materials at cryogenic temperatures,

work often associated with studies of superconductivity.

Liquid hydrogen can be used as a fuel, for either propulsion

or heating.

Hydrogen gas is shipped in high-pressure gas cylinders

and high-pressure cylinder trailers. Liquid hydrogen is

shipped in insulated portable containers and in cryogenic

tankers. The normal liquid hydrogen supply system utilizes

a cryogenic stationary storage tank rated at 150 psig, just

below the critical pressure of hydrogen. A cryogenic

pumping station, which has a liquid hydrogen storage tank,

a high-pressure cryogenic pump capable of supplying liquid

hydrogen at 3,000 psig, and high-pressure gas storage tubes,

often is used to supply large quantities at pressure above

150 psig.

Helium

Helium was discovered during a solar eclipse as an orange

line in the spectrum of the sun’s atmosphere. Physically,

helium is colorless, odorless, and tasteless; and it is

the second lightest element, second only to hydrogen.

Helium is chemically inert and has only a 5 ppm concentra-

tion in the atmosphere (0.0005%).

Small amounts of helium are extracted from the atmo-

sphere by fractionation methods, but not commercially

because of the small amount of helium in the atmosphere.

A number of natural gas wells contain helium, which can be

recovered by a liquefaction and stripping process. Natural

gas containing at least 0.2% helium has been found in the

American Southwest, where the natural gas fields are the

major US source of helium. Those helium-rich fields are

within 250 miles of Amarillo, Texas; other helium-bearing

fields have been found in Saskatchewan, Canada, and in

areas near the Black Sea.

Helium cannot be synthesized; so conservation and

cleanup recycle systems for “spent” gas are important

means of preserving the earth’s helium resources. One of

helium’s first uses was as a nonflammable replacement

for hydrogen for inflation of lighter-than-air aircraft. Today

liquid helium is vitally important in cryogenic research, as it

is the only known substance to remain fluid at temperatures

near absolute zero. It has a unique use as a refrigerant

in cryogenics and is the only nuclear reactor coolant

that does not become radioactive. Liquid helium is used

extensively with superconducting magnets; in the medical
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field, it is used to cool the superconducting magnets for

magnetic resonance imaging (MRI). It is used to purge and

pressurize NASA vehicle liquid hydrogen tanks because it is

the only gas that remains a vapor at liquid hydrogen

temperatures.

Helium has a variety of other uses in welding and

lighting. It is used as an inert gas shield in arc welding,

for filling cold weather fluorescent lamps, and to trace

leaks in refrigeration and other closed systems. Also

helium is used for specialized purging and pressurizing

applications. Helium can be used in place of or together

with nitrogen as the inert portion of the atmosphere in

sealed environments such as space vehicles, deep-sea sub-

mergence vehicles, and diving suits. The use of helium

shield gas in a plasma arc furnace is a popular method

for melting precious metal ores and scrap. Helium is very

important for use in lasers and fiber-optic production, as

well as in the production of germanium and silicon crystals

for semiconductors.

Gaseous helium is stored and transported in high-pressure

gas cylinders, high-pressure gas trailers, and portable cylin-

der modules. Liquid helium is transported in liquid

cylinders, portable tanks, and cryogenic tankers. Because

of the extremely low temperature of liquid helium and the

cost of producing it, special design considerations must be

given to storage containers in order to maintain the helium in

the liquid phase. Some containers are designed to include a

sacrificial liquid nitrogen shield that intercepts heat before it

is transferred into the liquid helium.

Carbon Dioxide

The carbon dioxide market in the United States is served by

gaseous, liquid, and solid carbon dioxide. The consumption

of carbon dioxide gas is approximately 25 million tons per

year with the enhanced oil recovery and urea production

markets being the primary consumers. Liquid and solid

consumption is about 7.5 million tons per year, serving

primarily the food and beverage processing industries [21].

Carbon dioxide is used extensively in a variety of areas. It is

used for pressurizing, and as a source of the bubbles and the

acidic taste in soft drinks. Carbon dioxide is used to fill a

type of fire extinguisher that literally depends on the inert-

ness of the compound. Carbon dioxide is also used in freez-

ing specialty and quality foods. Supercritical carbon dioxide

(a dense, high pressure, single-phase form) is finding many

new applications in pharmaceutical processing, plastics

recycling, dry cleaning, flavor and fragrance extractions,

and other solvent-based processes [1].

More specifically, each physical phase of carbon dioxide

has uses in many areas. Gaseous carbon dioxide is used for

pH control in water treatment and as a growth stimulant for

plant life. It has been used successfully as a grain storage

fumigant against pests and as a wide area mosquito lure to

enhance chemical spraying effectiveness. Alone and in com-

bination with other gases, carbon dioxide in food packaging

extends the freshness and shelf-life of many products. It is

second only to argon as a welding shield gas, and is used for

flammable tank purging and inert blanketing of reactive

liquids. Liquid carbon dioxide has multiple applications as

a rapid, controllable refrigerant. It is used in one case as an

expendable refrigerant for low-temperature testing of avia-

tion, missiles, and electronic components. Carbon dioxide is

also used in controlling chemical reactions and for stimula-

tion of oil and gas wells. It is used extensively in food

chilling and freezing applications, both in processing and

in transportation.

Solid carbon dioxide, commonly called “dry ice,” is used

extensively as a refrigerant for dairy products, meat

products, and other frozen foods while in transit. It is also

used as a cooling agent in many industrial processes such as

grinding heat-sensitive materials, cold-treating metals,

shrink-fitting machinery parts, in vacuum cold traps, in

cryo-surgery, and specimen preservation and storage. It is

used as a residue-free abrasive cleaner for many industrial

equipment cleaning applications through the use of special

air-driven particle blasting machines.

Carbon dioxide is usually nonreactive and nontoxic. At

normal atmospheric pressure and temperature, it is colorless

and odorless. Carbon dioxide will not burn, nor will it

support combustion. Unrefined carbon dioxide gas is typi-

cally obtained from the combustion reaction of coal, coke,

natural gas, and other carboniferous fuels. Other major

sources are ethanol fermentation plants and the development

of landfill gases as renewable sources.

The gas obtained is liquefied and purified by several

different processes to a purity of about 99.99%. The major

source of carbon dioxide is as a by-product of

steam–methane reforming. The resulting reformer syngas

may utilize one of the following three processes in the

production of carbon dioxide. Recovery of pure carbon

dioxide from reformer syngas has most often been accom-

plished through absorption by liquid solvents. The solvents

used are monoethanolamine (MEA), diethanolamine (DEA),

and methyl diethanolamine (MDEA).

A hot potassium carbonate solution may also be used in

some applications (see Fig. 27.8 for the process flow dia-

gram). In this process, the syngas stream from the reformer

is sent to the stripper column where the carbon dioxide is

absorbed by the solvent. The residual gas stream

components are discharged from the stripper column. The

carbon dioxide in solvent is sent to the regeneration column

where the carbon dioxide is regenerated and discharged for

further purification by compression dehydration and
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refrigeration steps. The solvent is returned to the stripper

column. The final product is essentially 99.99% pure.

Carbon dioxide may be manufactured at 95% purity by

the membrane separation process from a similar gas or from

natural gas [18, 19, 22]. In the recovery of high-purity

carbon dioxide from the syngas or natural gas, and before

any separations can occur, a pretreatment step removes any

contaminants and any condensate liquids that may be pres-

ent. The feed gas then enters the membrane system at

300–1,000 psig. The permeate gas is delivered at pressures

between 50 and 150 psig and at a carbon dioxide purity of

about 95%. The high-pressure residual gas containing

10–30% carbon dioxide enters a conventional treatment

process such as MEA or DEA for a final cleanup. The carbon

dioxide off-gas from the conventional treatment process is

then elevated to the same pressure as that of the permeate gas

from the membrane systems.

The combined streams may be further compressed to

higher pressures, such as 2,000 psig for applications in

carbon dioxide flooding in enhanced oil recovery. The

third process used in the production of carbon dioxide is

PSA. The feed gas usually contains approximately 20%

carbon dioxide, 70% hydrogen, and the remainder methane,

carbon monoxide, nitrogen, and water. The feed gas is typi-

cally under a pressure of 125–400 psig at temperatures of

80–120�F. The carbon dioxide and water are strongly

adsorbed in the adsorb beds and the residual gas stream is

depressurized for further recovery. The adsorber vessel is

then evacuated through vacuum blowers where the carbon

dioxide, which has been adsorbed by the bed, is released at

purities of essentially 99%.

Carbon dioxide produced from ethanol fermentation

plants or landfill gas may be recovered with similar pro-

cesses. Unique to the fermentation plant is the ability to

recover the carbon dioxide directly from the ethanol distilla-

tion tower, followed by a secondary water wash. Final puri-

fication and liquefaction stages then follow the normal

process flow. Landfill gas recovery is unique in requiring

essentially the removal of the methane and trace impurities

[10, 23]. Several processes exist to provide two gas products

(via membrane separation), a liquid methane and gaseous

carbon dioxide stream (via the CryoFuel® system), or a

gaseous methane and liquid carbon dioxide stream (via the

Acrion® process). The Acrion® system is unique in that it

uses the carbon dioxide as part of the purification process

instead of relying on additional chemical treatments.

Figure 27.9 shows the process flow diagram for the Acrion®

system. Liquid carbon dioxide is normally stored in a foam-

insulated tank that has a refrigeration unit to maintain the

tank temperature and pressure.

Liquefied Natural Gas

(For Methane, or Compressed Natural Gas, See Chap. 20,

Methane)

The primary advantage of LNG over gaseous natural gas

is the cost and space savings due to the tremendous change

in the product volume. Over 600 standard cubic feet of

natural gas occupy only 1 ft3 of space in its liquid form at

�260�F and atmospheric pressure. This significant volume

reduction reduces the storage and transport volume, and

allows shipment of natural gas in areas where pipelines

were never feasible.

The primary vehicle for transporting LNG is the cryogenic

tanker. It also is transported in specially designed ships. LNG

comes primarily from natural underground reservoirs. Sig-

nificant quantities are now being recovered from both landfill

sources and bioreactor sources around the world. LNG is

composed predominantly of methane, which may contain

minor quantities of ethane, propane, nitrogen, helium, and

other components normally found in natural gas.

In the past the liquefaction of natural gas used a classic

cascade cycle. The process required 120,000 hp for lique-

faction of over 150 million standard cubic feet (mmscf)

per day. Provisions are made for some of these cycles to use

seawater for cooling. Later, baseload LNG plants utilized

mixed refrigerant cycles, such as Air Products and

Chemicals, Inc.’s propane precooled mixed refrigerant

system. Baseload plant capacities range from about

70 mmscf/day to about 350 mmscf/day of LNG. Baseload

plants move LNG from remote sites by ship to populated

Fig. 27.8 CO2 recovery by solvent adsorption process. (Courtesy

Process Systems Consulting, Inc.)
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areas. For example, Indonesia and the United Arab

Emirates supply LNG to Japan for electric power genera-

tion [10].

At baseload LNG production plants, natural gas enters the

plant at near 85�F and 600 psig. The gas is treated to remove

carbon dioxide and any sulfur compounds, and it is cooled

with high-level propane refrigerant to remove as much water

as possible. Dehydration to a dew point of about �100�F is

done by carrying out regeneration with dried outlet gas by

way of a high-pressure steam heater and a regeneration gas

compressor. The dry, treated gas is passed through a station-

ary bed of activated carbon for removal of mercury, and is

cooled with two successively lower levels of propane refrig-

eration. A scrub column flows to a fractionation train, which

consists of a deethanizer, a depropanizer, and a debutanizer

where relatively pure ethane and propane are produced.

Excess ethane, propane, and butane from the fractionation

process are reinjected into the main gas stream just prior to

liquefaction. The overhead from the scrub column flows

to the main heat exchanger for liquefaction to LNG.

Figure 27.10 shows the process flow for an LNG plant [24].

For years LNG has been used for peakshaving purposes,

which is the storage of excess capacity of LNG to be

revaporized for the coldest days of the year [25]. In recent

years LNG has been used in heating and vehicle propulsion.

Also LNG is used to produce carbon black, which has

applications in the manufacture of rubber products and print-

ing ink. The burning of high-purity LNG (methane) is done to

make carbon black for particular use in electronic devices.

Acetylene

Acetylene (C2H2) is a colorless and flammable gas. At 100%

purity, acetylene is odorless, but at commercial purity it has

a garlic-like odor. Acetylene can be liquefied and solidified

with ease, although in both cases it explodes with extreme

violence when ignited. Acetylene can be inhaled in rather

high concentrations without chronic, harmful effects. In fact,

it has been used as an anesthetic. However, it is a simple

asphyxiant if present in concentrations high enough to

deprive the lungs of oxygen and produce suffocation [1].

A primary method for the manufacture of acetylene is

to react calcium carbide, the principal raw material, with

water to produce acetylene with calcium hydroxide as a

by-product:

CaC2 þ 2H2O! C2H2 þ Ca(OHÞ2

Acetylene also is manufactured by thermal or arc crack-

ing of hydrocarbons and by a process utilizing the partial

Fig. 27.9 Acrion CO2 wash process flow diagram. (Courtesy Acrion Technologies, Inc.)
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combustion of methane with oxygen. The acetylene pro-

duced from calcium carbide is basically pure, with only

water and air as impurities. Eighty percent of the acetylene

produced is used for chemical synthesis.

Acetylene is an important raw material for a series of

organic compounds such as acetaldehyde, acetic acid, acetic

anhydride, acetone, and vinyl chloride. Those compounds

are used to manufacture a large group of products, including

plastics, synthetic rubber, dyestuffs, solvents, and

pharmaceuticals, and in the manufacture of carbon black.

The other 20% is used for oxy-acetylene welding, cutting,

heat treating, lighting purposes, buoys, and beacons [1].

In the primary method for producing acetylene, calcium

carbide is fed into a generator containing water. The

resulting wet acetylene gas at 120–140�F is piped to a cooler

condenser where it is cooled to 80–90�F and the water vapor

is condensed. This is the first step in the drying process. The

gas then goes to a low-pressure dryer filled with calcium

chloride. The calcium chloride absorbs the moisture from

the acetylene gas, which then enters a compressor, where the

pressure is increased to 200–375 psig. An oil separator filters

out excess impurities and oil. The gas next goes to a high-

pressure dryer, where all remaining water is removed. The

gas is then pumped into cylinders for shipment. The by-

product, calcium hydroxide, is sent to a storage tank,

where water is decanted off the top, and is recovered.

The only method of distributing acetylene, other than

pipeline, is by means of portable steel tanks containing a

porous solid filler saturated with acetone or other suitable

solvent, in which the acetylene is dissolved under pressure.

Acetylene alone is not handled at pressures higher than

30 psig because of its tendency to decompose explosively.

Dissolved in acetone it may be stored at pressures of

150–250 psig.

Nitrous Oxide

Nitrous oxide (N2O), commonly known as laughing gas, is a

colorless and virtually odorless, tasteless, nontoxic gas.

Nitrous oxide is an oxidizer that will support combustion,

but it is a nonflammable gas. It is water-soluble; but when it

is dissolved, its acidity does not change. The primary com-

mercial method for producing nitrous oxide is by thermal

decomposition of ammonium nitrate, with nitrous oxide and

water in the primary reaction:

NH4NO3 ! N2Oþ 2H2O

The impurities formed are mostly high oxides of nitrogen

and are highly toxic. After the water is removed in a con-

denser, the gas is washed in a solution of potassium dichro-

mate to remove nitric oxide, in caustic to remove nitric acid,

and finally in water. Nitrous oxide is an inhalant type of

anesthetic or analgesic gas. It serves as a propellant for

various aerosol products, particularly with foods such as

whipped cream; and it is used as an oxidizing agent in

blow-torches, atomic spectroscopy instruments, and in the

manufacture of various compounds, both organic and

inorganic. It also serves as fuel oxidant in rocket fuel and

high-performance vehicles, and it is used as part of the

working fluid in hypersonic wind tunnels that have been

investigated recently. It has applications in cryosurgery sim-

ilar to nitrogen [1].

Nitrous oxide is contained and transported in its liquid

phase in high-pressure gas cylinders or in liquid cylinders. It

is transported as a liquefied compressed gas under high

pressure in cylinders and at lower pressures and reduced

temperatures in refrigerated cargo tanks and insulated porta-

ble tanks. Nitrous oxide is stored in a foam-insulated tank

accompanied by a refrigeration unit, which is similar to the

tank used for carbon dioxide.
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Wood and Wood Products 28
Yuan-Zong Lai

Introduction

Wood along with the outer portion of tree trunk (bark) [1]

(Fig. 28.1) represents the bulk of forest biomass materials

and has been utilized by humans since antiquity. Trees

provided a source of many products required by early

humans such as food, medicine, fuel, and tools. For example,

the bark of the willow tree, when chewed, was used as a

painkiller in early Greece and was the precursor of the

present-day aspirin. The leaf extracts and nuts from Gingo

trees have been used in traditional Chinese medicines for

thousands of years. Wood served as the primary fuel in the

United States until about the turn of the nineteenth century,

and even today over one-half of the wood now harvested in

the world is used for heating fuel.

Throughout history different types of wood have served

many purposes. The tough, strong, and durable white oak,

for example, was a well-proven raw material for ships,

bridges, cooperage, barn timbers, farm implements, railroad

ties, fence posts, flooring, paneling, and other products. In

contrast, woods such as black walnut and cherry became

primarily cabinet woods. Hickory was manufactured into

tough, hard, resilient tool handles. Black locust was used

for barn timbers and treenails. What the early artisan learned

by trial and error became the basis for intelligent decisions

concerning which species was best suited to a given purpose,

as well as what characteristics should be looked for in

selecting trees for different applications. It was known that

wood from trees grown in certain locations was stronger,

more durable, and more easily worked with tools than wood

from the same species grown in other locations. Modern

wood quality research has substantiated that location and

growth conditions significantly affect wood properties [2, 3].

In the United States more than 100 kinds of wood [1, 3]

are available to the prospective user, but it is very unlikely

that all are available in any one locality. About 60 native

woods are of major commercial importance. Another 30

wood types are commonly imported in the form of logs,

cants, lumber, and veneer for industrial uses, the building

trades, and crafts.

The wood from many different species of trees is gener-

ally divided into two major categories according to the

botanical classification of seed plants. The softwoods are

derived from the gymnosperms (naked seeds), generally

characterized as cone-bearing trees with persistent needle-

like foliage; the hardwoods are from the angiosperms

(encased seeds), which are generally the deciduous broad-

leaved trees. The majority of the trees in the former classifi-

cation fall into the division Coniferophyta and thus are often

referred to as conifers. However, woods are often designated

based on their physical appearance or wood structure

(Table 28.1). Thus, softwoods are also called conifers, ever-

green, or nonporous wood while hardwood are called

broadleaves, deciduous or porous wood.

It is important to note that the terms “hardwood” and

“softwood” have no direct relation to the hardness or soft-

ness of the wood. In fact, hardwood trees such as cotton-

wood, aspen, and balsa have softer wood than the western

white pines and true firs; and certain softwoods, such as

longleaf pine and Douglas fir, produce wood that is much

harder than that of basswood or yellow poplar. Although

typical softwood has needlelike foliage, there are

exceptions. For example, Gingo tree is softwood in wood

structure and has the appearance just like a typical deciduous

hardwood.

The importance of wood as a raw material supplying

fiber, energy, and chemicals is similar in magnitude to its

use as a solid material. Lumber, plywood, and reconstituted

boards consume about one-half of the timber harvest; usage

for fiber, chemicals, and fuels accounts for the remaining

half. Fiber production consumes about 25% of the total

timber use. Although the relative value of wood as a source
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of energy and chemicals has varied considerably through the

decades, it has become a major emphasis in recent years to

cope with the increasing global demand of energy and the

soaring price of fossil fuels. These have stimulated a great

deal of interest and developments in the production of

biofuels and bioproducts under the umbrella of biorefinery

[4, 5]. The many uses for wood are summarized in Fig. 28.2.

This chapter discusses the chemical and physical nature of

wood, the technology for conversion of wood to pulp fibers

for making paper and related products, to wood-based

composites, to fuels for energy, and to chemicals for industry

and consumers.

Chemical Composition of Wood

Wood is composed of mainly three major polymers (cellu-

lose, hemicelluloses, and lignin) and some extraneous

substances called extractives. Table 28.2 lists the variation

of these components in softwood and hardwood for five

wood species each [6]. The combined polysaccharide

components (cellulose plus hemicelluloses) often termed as

holocellulose account for about 75% of the wood materials.

Major uses of these polysaccharide components have been in

the form of fibers for making paper, paperboard, and other

fiber products by the paper industry. Recently, the potential

utilization of woody polysaccharides as feedstock for con-

version to biofuels and chemicals has been examined quite

extensively [4, 5].

Higher plants commonly are referred to as lignocellulosic

materials because of the typical joint occurrence in them of

lignin and cellulose. Lignin being a phenolic polymer is often

considered as the gluing or encrusting substance of wood cells

and adds mechanical strength or stiffness to the tree and

wood. Lignin usually plays a negative role in the chemical

utilization of woodymaterials andmust be modified, partially

degraded, or completely removed depending on the end uses

of the final products. These lignin modification or

delignification reactions constitute the commercial pulping

and bleaching operations in producing papermaking fibers.

Cellulose

Cellulose is the key component occurring in the cell wall. It

is a linear polymer of b (1! 4)-D-glucan (Fig. 28.3) with a

degree of polymerization (DP) of approximately 10,000.

Cellulose molecules, because of their unique structure,

have a strong tendency to form extensive hydrogen

bondings. The molecules could align together in a highly

ordered fashion to form a crystalline region, whereas the less

ordered molecules being noncrystalline are usually termed

amorphous materials.

The cellulose molecules in nature are organized into

elementary fibrils. Each one has an average width of

3.5 nm and contains about 36 parallel cellulose molecules

held together by hydrogen bonding. They are then

aggregated into strands called microfibrils, which are

5–30 nm in width and contain both the crystalline and

amorphous regions. Microfibrils are further organized into

fibrils and then fibers.

The proportion of the ordered and disordered regions of

cellulose (crystallinity) varies considerably with its origin.

The crystallinity for wood pulps is about 60% and higher for

cotton cellulose (73%). Although the crystalline cellulose

contributes to the strength of cellulose polymer, it is a key

factor causing the recalcitrance of woody biomass to sac-

charification for the biofuel production.

Hemicelluloses

Closely associated with cellulose in the wood structure and

paper products are the other polysaccharides called hemi-

celluloses, which consist of both glucose and nonglucose

units. They are amorphous and slightly branched polymers.

Fig. 28.1 Three different planes of wood and their usual designation:

X ¼ transverse surface or cross-section; R ¼ radical surface; T ¼
tangential surface (from Core et al. [1], Copyright # 1976, with

permission of the copyright owner)

Table 28.1 Terms used to designate softwood and hardwood

Softwood Hardwood

Plant origin Gymnosperms Angiosperms

Conifers

Leaf type Needlelike Broadleaves

Evergreen Deciduous

Cell type Nonporous Porous
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They are often labeled as the matrix material of wood. Of the

hemicelluloses, the xylan (polymer of xylose) is dominant in

hardwoods, whereas glucomannan is the major type occur-

ring in softwoods (Table 28.2). The DP of hemicelluloses

being in the range of 100–200 is much less than that of

cellulose.

Xylan. The content of xylan in hardwood (19–35%) is much

higher than that of softwood (10–14%). Basically, xylan is a

linear polymer of b (1! 4)-D-xylose containing some 4-O-

methyl a-D-glucuronic acid attached to the C3-position of

xylose unit. In hardwood, some of the C2- or C3-position of

xylose also contains acetyl groups (Fig. 28.4). In case of

softwood, the xylan does not contain any acetyl group and

instead, some of the C2-position of xylose units are linked to an

a-L-arabinofuranose unit. The presence of these branched units
does have an impact in the pulping and bleaching operations.

Glucomannan. Softwood has a significantly higher content

of glucomannan (12–18%) than hardwood (3–4%). The

structure of glucomannan in hardwood is quite simple

being a linear molecule of b (1! 4)-D-glucose and mannose

in a molar ratio of 1:1.5 (Fig. 28.5). In case of softwood, the

glucomannan contains some a-D-galactose units linked to

the C2-position of the glucose or mannose unit. Also, some

of the glucose or mannose units contain an acetyl group.

Lignin

Lignin is a three-dimensional polymer derived from the

enzyme-initiated dehydrogenative polymerization of three

Laminated lumber

Plywood

Flake board

Stand board

Particle board

Fiber board

Paper

Paper board

Rayon

Cellulose derivatives

Tall oil (Resin acids, fatty acid)

Turpentine

Lignin (adhensives, vanillin, DMSO)

Fuels (Alcohols, diesel)

Feedstock (chemical, products)

Polymers

Lumber

Composites

Direct combustion to Energy

Solid products

Fiber products

Biorefinery

By-product recovery

Wood

Fig. 28.2 Major uses of wood

(DMSO stands for dimethyl

sulfoxide)

Table 28.2 Chemical composition of wood [6]

Component Softwood (%) Hardwood (%)

Cellulose 42 42

Hemicelluloses

Xylan 10 20–35

Glucomannan 20 3–4

Lignin 25–35 18–25

Extractives 2–5 2–4
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major precursors: coniferyl (H), sinapyl (S), and p-coumaryl

(H) alcohol (Fig. 28.6). Softwood lignin is derived mainly

from the G-type precursor (95%) with some H unit (5%) and

is generally referred as a guaiacyl (G) type lignin. Whereas

hardwood lignin is derived from a mixture of G and S units

and its ratio differs considerably among different wood

species. The presence of the S-type unit makes the lignin

more reactive and renders the hardwood being easier to pulp

or degrade. Thus, extensive efforts are continued to breed

trees having a high content of the S-type lignin.

Although the approximate contents of major lignin

linkages are reasonably well understood now, the chemical

structure of lignin, unlike cellulose or hemicelluloses, still

cannot be precisely defined. Figure 28.7 illustrates a segment

of lignin structure to include all major types of linkages

established for softwood. As indicated, lignin contains

mainly the linkages of ether and carbon–carbon types.

Since carbon–carbon linkages are very resistant to chemical

attack, the degradation or fragmentation of lignin is largely

limited to the cleavages of ether units at the a- and b-
positions. This is the reason that the commercial pulping

process generally requires drastic conditions for the lignin

removal (delignification reaction) being practiced in the

paper industry.

Extractives

Wood contains a variety of minor components that can be

extracted by neutral solvents like organic solvents or water.

Those soluble in organic solvents are generally classified into

wood resins (terpenes, resin acids), fats, unsaponifiable

(steroids), and phenolic components (lignan, stilbenes, and

tropolones). Those water-soluble extractives include pectin,

starch, and polyphenols such as tannins. A specific example

for most of these extractives is shown in Fig. 28.8. Although

extractives are present in small quantity, they play a significant

role in determining the utilization for a number ofwood species.

Fig. 28.3 Structure of cellulose
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Fig. 28.4 Structure of xylan

in wood
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Wood Structure

The tree trunk is consisted of mainly wood (xylem) with

bark (phloem) around (Fig. 28.1). Cambium, an active tissue

lies between the xylem and phloem, is responsible for tree

growth by adding new tissues inward (sapwood) and out-

ward (inner bark). Unlike the sapwood that is continued to

accumulate annual growth, the outer bark would often rup-

ture and be placed by the inner bark as the trunk gets bigger.

The physical nature of new tissues generated depends on

the growing conditions like seasonal weather. The alternate

dark and light bands showing on the cross-section of a soft-

wood tree (Fig. 28.1) reflect the variation of seasonal growth.

This pattern constitutes the so-called annual ring. The lighter

band corresponds to the growth from the early growing

season (springwood or early wood). The darker band termed

summerwood or latewood is derived from the later season.

Wood Cells

Wood is the aggregate of countless elongated cells [1]. The

bulk of vascular tissues in softwood (90–95%) are in the

form of fiber tracheids (Fig. 28.9e). These fibers provide the

function of liquid conduction and physical strength for the

tree. The remaining wood tissue (5–10%) is consisted of

parenchyma cells.

One of the functions for parenchyma cells is to convert

sugars into storage starch to serve as food reserves for the

Hardwood
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Fig. 28.5 Structure of glucomannan in wood
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Trans-Coniferyl alcohol Trans-Sinapyl alcohol
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Fig. 28.6 Lignin precursors
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tree and to reconvert starch to sugars when they are needed

for growth. The starch and sugar content of sapwood is one

reason why most wood-damaging organisms prefer dead

sapwood over heartwood, and why sapwood is never quite

as durable as heartwood, except in living trees whose sap-

wood cells fight for the attacking organisms.

Hardwood trees evolved after the softwood and have

specialized water conduction cells called vessels

(Fig. 28.9a–c). Each vessel consists of numerous drum

shaped vessel members with open ends, stacked one above

the other to form a continuous vessel pipeline from root tips

to the leaves. The physical support for hardwood trees is

provided by the libriform fiber, which along with the vessel

element is much shorter than the fiber tracheids present in

softwood wood (Table 28.3 and Fig. 28.9). The vessels in

oaks and some other broad-leaved trees are large enough to

be seen with the unaided eye.

Distinct differences between the earlywood (springwood)

and latewood (summerwood) are further reflected from the

scanning electron micrographs. For red pine (Fig. 28.10a)

and white pine (Fig. 28.10b), the wood cell of earlywood is

significantly larger in size with a thinner wall as compared to

that of latewood. The transition was quite abrupt in case of

red pine (Fig. 28.10a) while a gradual change was found in

white pine (Fig. 28.10b).

Figure 28.11 is the photomicrography of hardwood cross-

sections showing the distinct feature of vessels. For black ash

as in oak, the vessels in the earlywood are much wider than

those in latewood (Fig. 28.11a). These trees form the distinct

growth rings and are generally referred as the ring-porous

woods. In case of yellow birch, the vessels are essentially the

same size throughout the growth ring (Fig. 28.11c) and these

are called the diffuse-porous wood. Also, between these two

extremes, a semi-ring-porous pattern was observed for wood

like persimmon (Fig. 28.11b). Since coniferous woods lack

vessels, they often are referred as the nonporous wood.

The proportion of different wood cells [7] varies consid-

erably among hardwood species (Table 28.3). For example,

the proportion of vessel could range from 12% for black ash

to 55% for sweetgum. Whereas, the percent fiber content by

volume could range from 30% in sweetgum to 70% in black

ash wood. Thus, the quality and utilization of hardwood vary

considerably with wood species.

Virtually all cavities of wood cells are interconnected, as

mentioned earlier for the vessel members of hardwoods.

Tiny openings in the cell walls of overlapping ends of

tracheids provide vertical passageways for water rising

from cell to cell in conifers. Thin walls of ray cells are

perforated for the radial transport of sugars, and tangential

connections provide for growing cells. Hence, wood is per-

meable in all three of its cardinal directions. The longitudi-

nal orientation of most cells, however, causes liquids and

gases to flow and diffuse many times faster in the longitudi-

nal or fiber direction than in the two transverse directions.
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This explains why stacked firewood dries predominantly at

the exposed ends. The radial orientation of rays allows

liquids and gases to move radially up to twice as rapidly as

tangentially [8].

As a porous material, wood contains air-filled or water-

filled cell cavities surrounded by cell walls. The cell wall

substance is remarkably uniform; it differs very little even

between conifers and broad-leaves trees and has a constant
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density of around 1.5 g/cm3. The density of wood thus

depends on the proportion of the cell wall volume to the

volume of the bulk wood.

Wood density is the indicator of nearly all wood

properties and of wood quality. Relatively dense species

are strong, as one might expect from their large cell wall

mass. Wood species also vary in features not related to

density, such as color, percentage and arrangement of cell

types, and minor chemical constituents. Therefore, even

woods of the same density are likely to differ, with the

properties varying more than the densities.

The widespread use of wood is due to its many

advantages, including its very high strength-to-mass ratio,

good toughness, low cost and availability, workability,

attractive appearance, and good thermal and electrical

insulating properties. However, there also are a number of

disadvantages of wood, which have limited its usage for

many applications; these include its lack of plasticity and

fusibility, shrinkage and swelling properties, deterioration

due to fungi and insects, and variability. Fortunately, most of

its negative properties can be corrected by proper treatment

and modification, as described later in this chapter.

Cell Wall Composite

Wood cells or fibers are joined together by an intercellular

layer or so-called middle lamella (ML) being very rich in

lignin content (Fig. 28.12). This is the general contention

that lignin functions as a natural adhesive to glue the cells

(fibers) together. Each cell wall consists of an outer primary

wall (P) and a secondary wall (S). The S wall is comprised of

three sublayers: outer (S1), middle (S2), and inner (S3)

layers. Inside the S3 layer, there is a rough or warty surface,

generally termed as warty (W) layer.

One of the interesting features in this cell wall structure is

the orientation of microfibrils (aggregates of cellulose

molecules), which vary among different layers. As

indicated, the microfibril orientation is random in the P

wall, almost perpendicular to the long axis of the cell in

both S1 and S3 layer, and approximately parallel to the cell

axis in the S2 layer. Thus, each cell structure may be consid-

ered as a mini cellulose-reinforced composite with the

hemicelluloses and lignin being functioned as fillers.

The cellulose polymers in nature, as mentioned earlier,

are laid down uniformly with chains paralleling each other.

The long-chain molecules associated strongly through

extensive hydrogen bondings to form so-called microfibrils.

The microfibrils contain regions with perfect cellulose chain

alignments known as micelles or microcrystallites

(Fig. 28.13).

However, the structure of the microfibrils is not

completely uniform in terms of the alignment of the cellulose

macromolecules. The regions of nonuniformity between the

micelles in the microfibrils are called amorphous regions.

Fig. 28.9 Photomicrographs of major hardwood and softwood cell

types illustrating the comparative size and shape of various elements

[1]. Note especially how much longer the softwood tracheid (e) is than

the vessel segments (a–c). Also shown is the libriform fiber (d) from

hardwood. To give an indication of scale, the softwood tracheid

is approximately 3.5 mm in length (from Core et al. [1], Copyright

# 1976, with permission of the copyright owner)

Table 28.3 Proportion and length of wood cellsa

Type of cells Softwood (%) Hardwood (%)

Tracheids

Proportion (%) 90–95 –

Length (mm) 3–6 –

Libriform fibers

Proportion (%) – 35–69

Length (mm) – 0.8–1.9

Vessels

Proportion (%) – 12–56

Length (mm) – 0.2–1.1

Rays

Proportion (%) 5–10 6–20

aTaken from the range for 12 softwood and 13 hardwood species [7]

1064 Y.-Z. Lai



Thus, the cellulose microfibril has a crystalline–amorphous

character. Water molecules enter the amorphous regions and

swell the microfibrils; ultimately this is the mechanism by

which fibers and wood swell in moist or wet environments.

The final fiber cell wall structure is essentially layers of

the microfibrils or macrofibrils aligned in several different

directions, as shown in Fig. 28.12. The microfibrils that

make up the wood fiber are visible under the scanning

electron microscope, which has a greater magnification

than the light microscope.

The entity holding the fibers together, the middle lamella,

is almost entirely lignin (90%), as mentioned earlier. For the

Fig. 28.10 (a) The scanning electron micrograph of red pine showing

abrupt change in tracheid size from earlywood (ew) to latewood (lw)

(from Core et al. [1], Copyright # 1976, with permission of the

copyright owner). (b) The scanning electron micrograph of eastern

white pine showing a gradual change in tracheid size from earlywood

(ew) to latewood (lw) (from Core et al. [1], Copyright # 1976, with

permission of the copyright owner)

Fig. 28.11 Examples of hardwood groupings based on the pore size changes across the growth increment: (a) ring-porous (black ash); (b) semi-

ring-porous (persimmon); (c) diffuse-porous (yellow birch) (from Core et al. [1], Copyright # 1976, with permission of the copyright owner)
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cellulose fibers to be separated, the middle lamella lignin

must be chemically removed, a process that also removes

most of the hemicelluloses, or must be mechanically

degraded to free the fibers for papermaking. A paper sheet

then can be formed from the separated cellulose fibers by

depositing them from a water slurry onto a wire screen. The

water drains away and the fibers collapse, leaving a fiber

mat that derives its main strength from reassociation of the

fibers through many hydrogen bondings—the same type of

bondings that gives mechanical integrity to the fibers [9].

The long fibers from softwoods (Table 28.3) usually are

preferred in papermaking for products that must resist tear-

ing, such as grocery bags, whereas the shorter hardwood

fibers give improved opacity, or covering power, and print-

ability to the final paper sheet. The type of pulping process

also affects the pulp properties, as described in a later

section.

Pulp and Paper

The concept of making paper from the fibers derived from

lignocellulosic materials—an integrated system of fiber sep-

aration (pulping) and re-forming of the fibers into a mat

(papermaking)—is attributed to T’sai Lun, a court official

in southeast China in AD 105. The first fibers were obtained

from old hemp rags and ramie fishnets, but shortly thereafter,

the inner bark fibers from paper mulberry trees also were

utilized for papermaking. Bamboo was used as a source of

fiber several centuries later. The rags were macerated into a

pulp in water with a mortar and pestle; then, after dilution in

a vat, the pulp was formed into a wet mat on a bamboo frame

equipped with a cloth screen to drain the free water. The mat

was dried in the sun. The invention was based on the need for

a writing material to replace the expensive silk and inconve-

nient bamboo strips. The invention was a closely guarded

secret for many centuries but eventually filtered west,

reaching Europe in 1151 and the United States

(Pennsylvania) in 1690 [9].

The importance of the pulp and paper industry to the

American economy is exemplified by the growth rate in

the use of paper and paper products. New uses continually

are being found for paper, and these developments together

with a rising standard of living have resulted in a constant

increase in the per capita consumption of paper. The industry

has shown constant growth since about the middle of the

nineteenth century, when processes were invented for the

production of fiber from wood, replacing reliance on cotton

rags as a source of fiber (Fig. 28.14). The relative paper

consumption by grade is shown in Fig. 28.15, and

differences in the economies of developed and less devel-

oped countries are demonstrated in Fig. 28.16 by the wide

disparity in per capita consumption of paper and paperboard.

In 2003, a total of 328 million metric tons of paper and

paperboard was produced in hundreds of separate mills. This

paper and board was made from 170 million metric tons of

pulp, produced primarily from wood in over 200 pulp mills,

supplemented by recycled paper [10].

The five leading states for the fine paper production are

Wisconsin, Maine, Washington, Alabama, and Louisiana.

Only a small amount of paper is made from rags or other

fiber sources (agricultural residues); so most wood pulp is

produced from those areas of the country that are heavily

forested. With the exception of Maine and Wisconsin, pulp

production is concentrated in the southern and northwestern

sections of the United States. Georgia and Washington are

the top pulp-producing states. Although a high percentage of

pulp is converted into paper or board at the same plant site, a

significant portion (classified as “market pulp”) is sold in

bales to mills in other sections of the country for subsequent

manufacture into paper. Thus, New York and Michigan are

relatively important in papermaking, but they rank quite

low as pulp producers. However, both New York and

Michigan are large users of waste paper that is reprocessed

into usable fiber.

Raw materials for the pulp and paper industry can be

classified as fibrous and nonfibrous. Wood accounts for

over 95% of the fibrous raw material (other than waste

paper) in the United States. Cotton and linen rags, cotton

Fig. 28.12 A simplified cell wall structure showing the middle lamella

(P), the primary wall (P); the outer (S1), middle (S2), and inner (S1)

layers of the secondary wall; and the warty (W) layer (from Core et al.

[1], Copyright # 1976, with permission of the copyright owner)
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linters, cereal straws, esparto, hemp, jute, flax, bagasse, and

bamboo also are used and in some countries are the major

source of papermaking fibers.

Wood is converted into pulp by mechanical, chemical, or

semichemical processes. Sulfite and kraft (sulfate) are the

common chemical processes, and neutral sulfite is the prin-

cipal semichemical process (neutral sulfite semichemical

[NSSC]). Coniferous wood species (softwoods) are the

most desirable, but the deciduous, broad-leaved species

(hardwoods) have gained rapidly in their usage and consti-

tute about 25% of pulpwood.

Table 28.4 summarizes the conditions utilized with the

various pulping processes, and Fig. 28.17 shows the relative

production of pulp by the major processes [9].

These various mechanical and chemical pulps vary con-

siderably in the papermaking property and have different

applications. In terms of the tensile-tear property [11]

(Fig. 28.18), the SBK (semibleached kraft) is the strongest

follower by UBS (unbleached sulfite), chemithermome-

chanical pulp (CTMP), thermomechanical pulp (TMP),

refiner mechanical pulping (RMP), and GWD mechanical

pulps. In contrast, the trend is reversed with respect to the

tensile and light-scattering coefficient [11] (Fig. 28.19).

Thus, kraft pulp makes a stronger paper while the GWD is

very suitable for newsprint application.

Nonfibrous raw materials include the chemicals used for

the preparation of pulping liquors and bleaching solutions

and the various additions to the fiber during the papermaking

process. For pulping and bleaching, these raw materials

include sulfur, lime, limestone, caustic soda, salt cake,

soda ash, hydrogen peroxide, chlorine, sodium chlorate,

and magnesium hydroxide. For papermaking, they include

Fig. 28.13 Detailed structure of

cell walls. A, strand of fiber cells.

B, cross-sections of fiber cells
showing gross layering: a layer of

primary wall and three layers of

secondary wall. C, fragment from

the middle layer of secondary

wall showing macrofibrils (white)

of cellulose and interfibrillar

spaces (black) which are filled

with noncellulosic materials. D,
fragment of macrofibril showing

microfibrils (white), which may

be seen in the electron

micrographs. The space among

microfibrils (black) is filled with

noncellulosic materials. E,
structure of microfibrils:

Chainlike molecules of cellulose,

which in some parts of

microfibrils are orderly arranged.

These parts are the micelles. F,
fragment of a micelle showing

parts of chainlike cellulose

molecules arranged in a space

lattice. G, two glucose residues

connected by an oxygen atom—a

fragment of a cellulose molecule

(from Esau K (ed) (1977)

Anatomy of seed plants, 2nd edn,

Courtesy of John Wiley & Sons,

Copyright# John Wiley & Sons,

New York; with permission of the

copyright owner)
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rosin, starch, alum, kaolin clay, titanium dioxide, dyestuffs,

and numerous other specialty chemicals.

Wood Preparation

The bark of trees contains relatively little fiber and much

strongly colored nonfibrous material; what fiber there is, is

of poor quality. The nonfibrous material usually will appear

as dark-colored dirt specks in the finished paper. Therefore,

for all but low-grade pulps, bark should be removed as

thoroughly as possible, and this removal must be very thor-

ough in the case of groundwood and sulfite pulps if the

finished paper is to appear clean.

Debarking usually is done in a drum barker, where the

bark is removed by the rubbing action of logs against each

other in a large rotating drum. Hydraulic barkers using high-

pressure water jets are excellent for large logs and are

common on the West Coast. Mechanical knife barkers are

becoming more common and are used extensively in smaller

Fig. 28.14 Consumption of

paper in the United States since

1860

Fig. 28.15 Relative

consumption of paper by grade
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Fig. 28.16 Comparison of paper consumption in developed and developing countries

Table 28.4 Wood pulping by process and yield

Process Acronym

Treatment

Pulp yield (%)Chemical Mechanical

Mechanical processes

Stone groundwood SGW None Ginder 93–95

Pressure groundwood PGW None Ginder 93–95

Refiner mechanical RMP None Disk refiner (pressure) 93–95

Thermomechanical TMP Steam Disk refiner (pressure) 80–90

Chemithermomechanical CTMP Na2SO3 or NaOH
a Disk refiner (pressure) 80–90

Chemimechanicalb CMP Na2SO3 or NaOH Disk refiner 80–90

Semichemical processes

Neutral sulfite NSSC Na2SO3 + Na2CO3 Disk refiner 70–85

Green liquor GLSC NaOH + Na2CO3 Disk refiner 70–85

Nonsulfur – Na2CO3 + NaOH Disk refiner 70–85

Chemical processes

Kraft – NaOH + Na2S None 45–55

Acid bisulfite – Ca(HSO3)2 in H2SO3
c,d None 40–50

Magnetite – Mg(HSO3)2 in H2SO3
e None 45–55

Soda – NaOH None 40–50

Soda-oxygen – NaOH + O2 None 45–55

Soda-anthraquinone SAQ NaOH + AQ None 45–55

Dissolving pulp

Prehydrolysis kraft – Steaming and kraft (two-step process) None 35

Acid sulfite – Acid sulfite (Ca, Na) None 35

aNa2SO3 or NaOH, 2–7 % of wood
bAlso chemical treatment after fiberizing
cAlso sodium, magnesium, ammonia
dpH 2
epH 5
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operations because of their relatively low capital cost. Also

they have found widespread use in sawmills to debark logs

prior to sawing so that the wood wastes can be used to

produce pulp.

Wood cut in the spring of the year during the active

growing season is very easy to peel. Much of the spruce

and fir cut in the North is still hand-peeled during this season

and usually represents the optimum in bark removal.

The standard log length used in the Northeast is 48 in.,

whereas 63 in. is common in the South. Wood generally is

measured by log volume, a standard cord being considered

to contain 128 ft3. Large timber on the West Coast generally

is measured in board feet of solid volume. Measurement and

purchase of wood on a weight basis are practiced, and

are desirable because weight is directly related to fiber

content [2].

Fig. 28.17 Relative wood pulp

production by grade

Fig. 28.18 Comparison of the

tensile and tear property of stone

groundwood (GWD), refiner

mechanical pulp (RMP),

thermomechanical pulp (TMP),

chemithermomechanical pulp

(CTMP), unbleached sulfite pulp

(UBS), and semibleached pulp

(SBK) (from McGovern [11],

with permission of the copyright

owner)
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The growth in the use of wood residues has been substan-

tial. By barking the sawlogs, the slabs, edgings, and other

trimmings that formerly were burned now can be used to

make pulp. Almost 28% of the wood used by the pulp

industry is classified as waste wood. Several mills have

been built that use no logs whatsoever but depend on

residuals from satellite sawmill operations. Special

sawmilling equipment has been developed to produce saw-

dust of a proper size so that it too can be used.

Wood used in producing groundwood pulp requires no

further preparation after debarking, but that used in the other

refiner mechanical or chemical processes must first be

chipped into small pieces averaging 0.5–1 in. in length and

about 1/8–1/4 in. in thickness.

Chipping is accomplished with a machine consisting of a

rotating disc with knives mounted radially in slots in the face

of the disc. Modern chippers have up to 12 knives; the ends

of the logs are fed against the disc at about a 45 angle.

Mechanical Pulping

Mechanical pulping, as the name implies, involves mainly a

grinding or abrading action to produce wood fibers. The

stone groundwood process (SGW) is the conventional

mechanical pulping, in which the log bolts are pressed

against an abrasive grindstone. Developments in stone

grinding include application of pressure to the grinder

(PGW) and control of temperature. At one time, natural

sandstone was used for the grindstone, but modern stones

are either silicon carbide or aluminum oxide grits in a

vitrified clay binder. Groundwood pulp is the primary com-

ponent of newsprint. The characteristics of the stone can be

varied to produce pulps “tailor-made” to fit their desired end

use. For roofing or flooring felts, fibers must be extremely

coarse and free-draining, so they require a stone with large

grits, whereas newsprint pulps are very fine and require the

use of small grits.

Pulp characteristics also can be varied by changing the

stone surface pattern, the stone speed, the pressure of the

logs against the stone, and the temperature of the ground-

pulp slurry. Generally a coarser and more freely draining

pulp is obtained with a coarse surface pattern and high

speed, pressure, and temperature. The type and the condition

of the wood also are factors, but groundwood pulps usually

are made from the coniferous or long fibered species because

the deciduous or short-fibered species give very weak pulps.

Since 1975, SGW process has been gradually replaced by

the RMP of chips. Basically, chips are pressed through the

single- or double-rotating plates of a vertical-disc attrition

mill. This RMP process has several advantages. In contrast

to the SGW being limited to the use of log bolts, RMP fibers

can be produced from chips or sawdust with improved

strength properties (Fig. 28.18).

Groundwood or RMP pulp is low in strength compared

with the chemical pulps. It is composed of a mixture of

individual fibers, broken fibers, fines, and bundles of fibers.

Papers made from these pulps also lose strength and turn

yellow with time. Thus, these pulps are used only in rela-

tively impermanent papers such as for newsprint, catalogs,

Fig. 28.19 Comparison of the

tensile and light-scattering

coefficient for stone groundwood

(GWD), refiner mechanical pulp

(RMP), TMP, CTMP, unbleached

sulfite pulp (UBS), and

semibleached pulp (SBK) (from

McGovern [11], with permission

of the copyright owner)
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magazines, and paperboard. Groundwood papers have excel-

lent printing qualities because of high bulk, smoothness,

resiliency, and good ink absorption. Newsprint contains

about 80% groundwood, and the other publication paper

grades contain about 30–70%, with the remainder a chemi-

cal pulp to provide greater strength. Groundwood is the

cheapest pulp made and also utilizes the entire wood, giving

close to a 100% yield. Now, the RMP is dominated in the

production of mechanical pulps and their fiber

characteristics can also be readily improved by modification

of refining conditions leading to the development of many

new products.

Major improvements in mechanical pulping technology

include the pretreating chips with chemicals, steam, or both.

When chips are steamed at about 130�C and 40 psi for

2–4 min followed by pressure refining, it produces a TMP,

which has a significantly higher strength than the RMP or

SGW fibers (Fig. 28.18). Similarly, chips can be pretreated

with chemicals followed by disc refining. Various

combinations of chemical and mechanical treatments have

been used to produce pulps with specific properties. The

chemimechanical pulping (CMP) refers to a mild chemical

treatment while the semichemical pulping includes a mild

cooking stage for a partial removal of the lignin.

Chemimechanic pulping (CMP). CMP pulps usually are

produced by mild treatment of chips with caustic soda,

sulfite, or peroxide followed by refining under atmospheric

pressure. Chemical consumption is very low, and yields are

usually 85–95%. When chemical pretreatment and pressure

steaming are combined, it is called CTMP. The main pur-

pose of chemical treatments is not to remove but to modify

the lignin component. On this aspect, a pretreatment with

sulfite is much more effective than alkalis, as it introduces

the sulfonate group into the lignin (sulfonation) and softens

the cell wall matrix. Thus, the sulfite treatment facilitates the

mechanical fiber separation and thus improves the sheet

strength property. The strength of CTMP is very comparable

to that of the conventional acid-sulfite chemical pulps

(Fig. 28.18). In fact, newsprint is produced commercially

from the TMP or CTMP fibers alone without the use of any

chemical pulps.

Semichemical Pulping

This is a two-stage process involving a mild cooking of chips

for a partial removal of the lignin components followed by

refining to separate the fibers. This semichemical process

differs from the CMP in having a moderate degradation of

the lignin component. The chemical stage can apply any of

the chemical pulping process with reduced chemical charge,

temperature, or cooking time. For hardwood, it is quite

common to use a neutral sulfite liquor (Na2SO3 + Na2CO3)

or green liquor (Na2CO3 + Na2SH). The major uses of

semichemical pulps are in making corrugating medium and

linerboard.

The NSSC is one in which wood chips, usually from

hardwoods, are cooked with Na2SO3 liquor buffered with

either NaHCO3, Na2CO3, or NaOH to maintain a slightly

alkaline pH during the cook. Unbleached pulp from

hardwoods cooked to a yield of about 75% is widely used

for the corrugating medium. Although bleachable pulps can

be produced by this process, they require large quantities of

bleaching chemicals, and the waste liquors are difficult to

recover. Currently many NSSC mills are located adjacent to

kraft mills, and the liquors can be treated in the same fur-

nace. Thus, the waste liquor from the NSSC mill becomes

the makeup chemical for the kraft mill, solving the waste

problem. NSSC hardwood pulp is the premier pulp for the

corrugating medium and cannot be matched by any other

process.

Chemical Pulping

The main purpose of chemical pulping is to remove the

lignin portion of wood so that wood fibers can be liberated

freely with very little mechanical treatment. The degree of

lignin removal (or delignification) depends on the end uses

of the final products. For making shopping bags, it is not

necessary to remove all the lignin. However, a complete

delignification, essential for making a permanent white

paper, has to be achieved by separate bleaching operations.

Many variations are used throughout the world; the sim-

plest classification of pulping methods depends on whether

they are acidic or alkaline. Each has its own specific

advantages and disadvantages, but the kraft (alkaline) process

accounts for over 90% of all chemical pulp produced in the

United States. The important acidic process is the sulfite,

which however can be applied to the whole pH range now.

All present commercial processes use aqueous systems under

pressure at elevated temperatures, although several organosolv

systems have reached the demonstration-plant stage.

Kraft Process

The kraft (sulfate) process uses a mixture of sodium hydrox-

ide (NaOH) and sodium sulfide (Na2S) as the active chemi-

cal. Although the designation of sulfate process could be

misleading, it sometimes is used because sodium sulfate is

the makeup chemical in the process. The word “kraft” now is

mainly used to describe this process, derived from the Swed-

ish or German word for strength, as this process produces the
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strongest pulp. Historically, sodium hydroxide alone (soda

process) first was used as the alkaline pulping agent, but all

these mills have converted to the kraft process because the

soda pulp is weak and inferior to kraft pulp. The addition of

Na2S greatly enhances the lignin degradation and removal,

which is the key mechanism in alkaline pulping.

The pulping (cooking) process traditionally was

performed on a batch basis in a large pressure vessel called

a digester. Conditions vary depending upon the type of wood

being pulped and the quality of end product desired. Typical

conditions for kraft cooking are listed in Table 28.5.

Digesters are cylindrical in shape with a dome at the top

and a cone at the bottom. Ranging in size up to 40 ft high and

20 ft in diameter; the largest will hold about 7,000 ft3 of

wood chips (about 35 t) for each charge. The chips are

admitted through a large valve at the top, and at the end of

the cook they are blown from the bottom through a valve to a

large blow tank. During the cook, the liquor is heated by

circulation through a steam heat exchanger, which also

avoids the dilution of the cooling liquor that would occur

from heating by direct injection of steam.

The development of continuous digester significantly

facilitated the production of kraft pulps. Figures 28.20 and

28.21 illustrate a two vessel vapor/liquor phase digester sys-

tem [12] for a modified kraft cooking to achieve a maximum

removal of the lignin while maintaining the pulp quality. Key

features include the impregnation of wood chips with white

liquor, injection of white liquor at three locations to maintain

the alkali concentration nearly uniform throughout the cook,

and a countercurrent mode to facilitate the lignin dissolution.

Kraft delignification. A key delignification reaction in kraft

pulping is attributed to the cleavages of major lignin units

(b-aryl ether) and to generate the phenolic hydroxyl group

(PhOH). This fragmentation process requires a combination

of both sodium hydroxide and sodium sulfide at elevated

temperatures (170�C). Once the lignin fragments contain

enough of these hydrophilic PhOH groups, they become

soluble in alkalis. Figure 28.22 illustrates the overall process

of lignin removal in a kraft process [13]. The extent of

cooking is expressed as H-factor, which represents a combi-

nation of the cooking duration and temperatures.

The lignin-removal process is consisted of three distinct

phases. The initial phase occurring during the heating period

(up to 170�C) readily removes about 20% of wood lignin.

Although the lignin dissolved was often referred to as

“extracted lignin,” it does involve the degradation of more

reactive lignin structure. The bulk phase removes additional

70% of lignin, whereas the remaining residual lignin

(5–10%) was very resistant to degradation. In commercial

operation, the cooking has to be terminated at the inter-phase

of the bulk and residual delignification. The residual lignin

of kraft pulps has to be removed by the subsequent bleaching

process.

Although kraft process is effective in the sense that it can

pulp virtually any kind of wood, it is not very efficient, as

about one third of the polysaccharides mainly hemi-

celluloses are degraded and removed during the process.

As illustrated in Fig. 28.23, the delignification selectivity

(a ratio of lignin removal to carbohydrate degradation), also

displays three distinct stages [14, 15]. Both the initial and

residual phases are very nonselective. Again, the curve

suggests that the kraft pulping has to be terminated at the

end of the bulk phase to avoid an excessive degradation of

the polysaccharides to preserve the fiber quality.

The brown stock after cooking is washed in a countercur-

rent rotary vacuum washer system using three or four stages

to remove the residual chemicals. The resulting pulp is ready

for bleaching or for making papers such as grocery bags

where the brown color is not objectionable. The separated

liquor being very dark in color is known as “black liquor.”

The black liquor generally has a solid content of 15–20%

containing mainly the dissolved lignin and hydroxyl

acids from carbohydrate degradation with some extractives.

After partial evaporation, the “tall oil” skimming containing

mainly the wood resins is recovered as by-products (see

section on “Chemicals from Wood Extractives”).

Chemical recovery. The black liquor is concentrated further

by multiple-effect evaporators to 60–65% solids. At this

concentration, the quantity of dissolved organic components

from the wood (lignin and carbohydrate degradation

products) is sufficient to allow the liquor to be burned in

the recovery furnace (Fig. 28.24).

By controlling the amount of excess air admitted to the

furnace and the temperatures, the organics in the liquor can

be burned. The chemical reactions occurring in the furnace

consist of three different zones (drying, oxidizing, and

reduction). The sodium carbonate and sodium sulfate

formed on the top oxidizing zone will be dropped to the

bottom of furnace. At the bottom reducing zone, the sodium

sulfate formed or added to the liquor as make up will be

reduced by carbon to sodium sulfide. After dissolving the

molten smelt of Na2CO3 and Na2S in water, the mixture

(called “green liquor”) is reacted further with slaked lime:

Na2OHþ Ca(OHÞ2 ! 2NaOHþ CaCO3

Table 28.5 Typical kraft pulping conditions

Alkali chargea 15–20%

Temperature 170–175�C
Pressure 100–110 psig

Duration 2–3 h

Liquor to wood ratio 4:1 by weight

aBased on wood and calculated as Na2O; consisting of approximately

5NaOH + 2Na2S
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The Na2S does not react with the lime, so the resultant

mixture of NaOH and Na2S (called “white liquor”) can be

reused to pulp more wood. The CaCO3 sludge is filtered off,

burned in a lime kiln, and reused. Thus, the chemical system

is a closed one, as shown in Fig. 28.25, and this minimizes

costs and pollution.

Kraft mill odor. A major drawback in kraft pulping is the

odor produced associated with the sodium sulfide (Na2S)

used. This compound promotes the lignin degradation and

dissolution and induces the formation of hydrogen sulfide

(H2S), methyl mercaptan (CH3SH), dimethyl sulfide

(CH3S–CH3), dimethyl disulfide (CH3S–SCH3). These four

compounds constitute the so-called kraft mill odor. However,

the paper company has done a great job in controlling the

emission of these compounds through a combination of vari-

ous techniques including a black liquor oxidation, improved

evaporators and furnaces. Now, one can hardly recognize the

existence of a kraft mill just based on the odor alone.

Future prospects. Virtually any kind of wood can be pulped

by the kraft process; because it produces the strongest pulps

with good economies, it has grown to be the dominant

process in the world. Although the odor problem is a major

concern, it does not appear that this process will be

supplanted in the near future; instead, it will be improved

and modified further.

When pulping resin-rich woods such as southern pine, the

kraft process yields turpentine and tall oil as valuable

by-products. The steam generated in the recovery furnace

Fig. 28.20 Two-vessel vapor-

liquor phase digester adapted for

extended delignification (from

Johansson et al. [12]; Smook GA

(1992) Handbook for pulp and

paper technologies, 2nd edn.

Angus Wilde Publications, with

permission)

Fig. 28.21 Concentration profile

of effective alkali inside chips in a

two-vessel vapor/liquid phase

digester system—conventional

system compared with modified

system as calculated by the

mathematic model (from

Johansson et al. [12]; Smook GA

(1992) Handbook for pulp and

paper technologies, 2nd edn.

Angus Wilde Publications, with

permission)

1074 Y.-Z. Lai



is almost enough to make the pulp mill energy self-

sufficient. The discovery that small amounts of anthraqui-

none (0.05–0.25% on wood) added to alkali liquors can

enhance delignification and produce the kraft quality pulp

has been of great interest. Although the price of anthraqui-

none (AQ) is high and the chemical is not recovered, only

small quantities are required, and the benefits outweigh the

costs sufficiently that a number of mills around the world

now routinely add AQ to the kraft pulpwood digester.

Sulfite Process

The conventional acid sulfite pulping is often called sulfite

process and uses a cooking liquor of sulfurous acid (H2SO3)

and calcium salt of the acid at pH around 1.5. This is the only

acid process used in commercial pulping operation. For

many years, this was the preferred process because it pro-

duced pulps of light color that could easily be bleached, it

used cheap chemicals in fairly limited amounts so that no

recovery was necessary, and it was a relatively simple

process to operate.

Although the production of sulfite pulp has remained

relatively constant for the last 30 years, the rapid growth of

kraft pulping has reduced sulfite’s share to less than 10% of

the chemical pulp produced. There are several reasons for

this, but the primary ones are the inability to cook resinous

woods such as pine, problems in producing strong pulps from

hardwoods, and of the greatest importance, the lack of a

cheap and simple recovery system to reduce water pollution

problems. However, this process produces dissolving pulps

(pure cellulose) with special qualities such as high alpha-

cellulose grades for rayon, so it will continue to be used.

Acidic delignification. The mechanism of sulfite

delignification is distinctly different from the kraft pulping.

The key reaction in acid sulfite cooking is the sulfonation

(Fig. 28.26) and the lignosulfonates are soluble in water. In

contrast, kraft delignification relies on an extensive degrada-

tion of lignin unit to lower molecular weight fragments.

Although these lignin fragments are soluble in alkalis, they

are not soluble in an acidic medium. Therefore, the lignosul-

fonate and kraft lignin have different molecular property and

applications as a polymer.

Use of soluble bases. Initially, calcium was the preferred

base because it was cheap and convenient to use. However,

no recovery system is available for this base, so most

calcium-base mills either have ceased operation or have

converted to the more soluble bases. With magnesium, the

cooking pH can be extended to the bisulfite range while the

whole range of pH is applicable by using sodium or

ammonium as summarized in Fig. 28.27. As the pH

Fig. 28.22 Kraft delignification process as a function of H-factors

(from Kleppe and Tappi [13]; Smook GA (1992) Handbook for pulp

and paper technologies, 2nd edn. Angus Wilde Publications, with

permission)

Fig. 28.23 A typical delignification selectivity in kraft pulping of

softwood and hardwood [14, 15]
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increases, the cooking can be conducted at higher

temperatures and shorter.

In sulfite process, it is essential to have a well impregna-

tion of chips prior reaching the maximum temperature. Thus,

an extremely long cooking duration (7–10 h) is necessary

with acid sulfite, whereas 4–5 h is sufficient with bisulfite at

a higher temperature. Also, the higher pH cooking produces

stronger pulps.

Different bases used were shown having noticeable

effects on the pulping operations. Under identical cooking

conditions (temperature, pH, and sulfur dioxide concentra-

tion), the ammonium base has the highest cooking rate and

followed by magnesium and sodium. However, the ammo-

nium bisulfite pulp has a lower brightness and is more

difficult to bleach.

Chemical recovery. Sodium base is the easiest one to prepare

(Na2CO3 or NaOH usually is used as the makeup chemical)

and gives the highest quality pulp. However, the recovery

processes, though available, is complicated and expensive.

The magnesium-based bisulfite (Magnefite) process has been

used in several mills and has a cutting edge in the chemical

recovery. After cooking, the magnesium sulfite spent liquor

(Mg-SSL) is processed and burned just like the kraft black

liquor in a recovery furnace with the exception of no melts

formation. All the inorganic components would be converted

into SO2 and MgO and they are be recovered by adsorption

with scrubbers and by dust collectors, respectively.

In ammonium-based (from NH4OH) process, the ammo-

nia cannot be recovered, but the liquor can be evaporated

and burned without leaving any solid residue, thus reducing

water pollution. As long as aqueous ammonia remains low in

price, this process will be attractive because the SO2 can be

recovered from the waste gases by passing them through a

wet scrubber flooded with fresh ammonium hydroxide.

Modified sulfite process. Although the conventional acid

sulfite has limited uses in the production of chemical pulps,

the sulfite treatments, which can be conducted in the whole

range of pH, has been extensively used especially in

Fig. 28.24 Chemical recovery furnace (from Smook GA (1992) Handbook for pulp and paper technologies, 2nd edn. Angus Wilde Publications,

with permission)
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conjunction with the production of chemimechanical or

semichemical pulps. Interestingly, the NS (neutral sulfite)-

AQ process can be used to produce chemical pulps from pine

and birch wood with yields significantly higher than that

from birch wood [16]. However, the NS-AQ delignification

is a very slow process and produces a weaker pulp than kraft.

More research is needed to improve the NS-AQ process.

Organosolv Pulping

The concept of using solvents to dissolve lignin is not new.

In the 1930s, Kleinert and Tayenthal already developed and

patented the first solvent (organosolv) pulping process based

on aqueous ethanol (25–80% alcohol) [17]. Until recently

there was little incentive to pursue alternatives to the kraft

process because energy and chemicals were reasonably

cheap, there were few environmental regulations, and there

was little interest in by-products. However, new, strict envi-

ronmental regulations, rising energy and chemical costs, and

the very large capital investments needed to construct new

kraft mills have stimulated research and investment in alter-

nate solvent pulping processes [18–20].

The organosolv pulping includes the use of alcohols

(methanol or ethanol), organic acids (acetic acid or formic

acid), and others. In general, wood chips are contactedwith an

aqueous solvent mixture and cooked (digested) for a period of

time at elevated temperatures. Digestion pressures range from

atmospheric to 500 psig. Cooking initially releases acetic and

formic acids from ester functionalities in the wood, and these

acids further promote hydrolysis of lignin and hemicelluloses

to low molecular weight species. Catalysts such as mineral

acids (HCl), organic acids (acetic, formic), sulfonic acids, and

Lewis acids and bases (AlCl3, Fe2(SiO4)3, Mg(SO4), CaCl2)

can be employed to promote delignification. Cellulose pulp is

filtered from the liquor, and the solvent is recovered, usually

by distillation. Lignin becomes insoluble at this point and

precipitates from the liquor, leaving an aqueous solution of

primarily hemicellulosic sugars.

Several processes have reached the demonstration-plant

scale and none are currently used in commercial production.

Fig. 28.25 Diagram showing

cyclic nature of kraft recovery

process (from Casey JP (ed) Pulp

and paper, 3rd edn. Wiley-

Interscience, New York.

Copyright # 1980 John Wiley &

Sons, New York; with permission

of Copyright owner)
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Fig. 28.26 Lignin sulfonation
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Processes [18–20] that had received much attention are

briefly outlined in the following.

ALCELL process. This process based on the original concept

patented by Kleinert and Tayenthal [17] is the simplest

organosolv pulping system for hardwood using aqueous

ethanol. It is an auto-catalyzed process (conducted at

190–200�C for 1–2 h), as the acetic acid generated from

the acetyl group of hemicelluloses served as catalyst.

A demonstration plant, producing 15 metric tons of

organosolv pulp a day, was constructed in New Brunswick,

Ontario. The flow sheet for the Alcell pulping process and

by-product recovery is illustrated in Fig. 28.28 [20].

Both the Alcell and kraft processes were reported being

quite comparable in pulping hardwood in terms of pulp

properties (strength and bleachability) [20]. The Alcell pro-

cess may have an advantage of being a more environmen-

tally friendly process, if all the ethanol used could be

quantitatively recovered. Also, the dissolved carbohydrate

and lignin can be readily recovered for conversion to biofuel

and bioproducts. The Alcell lignin being the only sulfur-free

lignin product available in the market would be very attrac-

tive for industrial applications. However, the Alcell process

being largely confined to pulp hardwood and nonwood spe-

cies is not applicable for softwood.

Organocell process. This process [18, 20], developed in

Germany, was a methanol-based solvent pulping intended

for softwood. Wood chips were first impregnated with 50%

aqueous methanol. In the original concept, the impregnated

chips were subjected to the first cooking stage (operated

under 40-bar pressure at 195�C) to remove approximately

20% of the lignin and a major part of the hemicelluloses. The

partially cooked chips are then subjected to a second-stage

cooking with an alkali charge of 15–20% based on wood in

30% aqueous methanol at 170�C. The combined residence

time in both reactors is only 45 min. This two-stage concept

was later modified to a totally alkaline process by cooking

with a mixture of methanol, alkalis, and AQ (anthraqui-

none). The strength properties of the pulps produced were

only slightly lower than those of corresponding kraft pulps.

ASAM process. This process stands for the Alkaline Sulfite

Anthraquinone Methanol process and was derived essen-

tially from the addition of methanol and AQ to an alkaline

sulfite liquor [21]. The ASAM process was substantially

more effective than the NS-AQ process [16] in

delignification. It can be applied to both hardwood and

softwood and produce pulps with strength properties being

slightly lower than the kraft pulp.

Milox process. This is a three-stage process based on the use

of formic acid to achieve both the pulping and bleaching

operations [22]. Both the first and third stages use a mixture

of formic acid and hydrogen peroxide conducted at 80�C, so
peroxyformic acid is a major reactive species. Whereas

Fig. 28.27 Summary of sulfite

pulping processes
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formic acid is employed in the second stage conducted in

100–140�C range. The Milox process has been successfully

applied to all the woody substrates including hardwood,

softwood, and nonwood species.

Acetic acid-based systems. A variety of organosolv pro-

cesses were developed based on the use of acetic acid [20].

For example, the Acetosolv process was conducted in a 95%

acetic acid solution containing about 0.15% HCl at 110�C
for 2–5 h. This process because of the corrosion problem was

modified to an Acetocell process by using a lower concen-

tration of acetic acid (80–90%) conducted at higher

temperatures (170–190�C).
For the Formacell process, it utilized a mixture of acetic

acid, formic acid, and water in various proportions and was

conducted in a series of extractors in the 130–160�C range.

Although the organic acid-based systems can be operated at

much lower temperatures, they may be labile to equipment

corrosion and more difficult in the chemical recovery

process.

Screening and Cleaning of Wood Pulp

The desired pulp fibers for papermaking applications are

usually between 1 and 3 mm in length with a diameter

about one-hundredth as large. Any bundles of fibers or

other impurities would show up as defects in the finished

paper and must be screened out. Wood knots usually are

difficult to pulp and must be removed.

Screening is usually a two-stage process with the coarse

material being removed by screens with relatively large

perforations ð1
4
�3

8
in:Þ. Additional fine screening is done

with screens using very small (0.008–0.014 in.) slots to

ensure the removal of oversized impurities. Screen size

openings will depend on the species of wood being

processed and the desired quality of the end product.

Because of the tendency of the fibers to agglomerate when

suspended in water, it is customary to screen at very low

solid contents (consistencies) of about 0.5% fiber and 99.5%

water.

To meet the ever-increasing demands for cleaner pulps,

centrifugal cyclone cleaners have come into almost univer-

sal use. The screened pulp is pumped through these units at

low consistencies and high velocities. The fiber slurry enters

the cone tangentially at the top, and a free vortex is formed

with the velocity of the flow greatly increased as the diame-

ter of the conical section is reduced. Heavier particles of

sand, scale, or other dirt are forced to the outside of the

cleaner and are discharged from the bottom tip through a

small orifice. Because of the velocity gradients existing in

the cone, the longer fibers (75–95%) are carried into the

ascending center column and are discharged through the

larger accept nozzle at the top. In a properly designed and

Fig. 28.28 Flow sheet for the ALCELL pulping and by-product recovery (from Hergert [20], with permission)
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operated unit, a shape separation also is made so that round

particles, even though of the same specific gravity as the

good fibers, will be discharged as rejects through the bottom

orifice. In this way, small pieces of bark also are removed.

To reduce the quantity of rejects to an acceptable level, they

in turn are processed through a second, a third, or even a

fourth stage of cleaners, thus holding the final loss of pulp to

about 0.25–1% of the feed, depending upon quality demands

and the dirt level of the incoming pulp.

Bleaching of Wood Pulp

The color of unbleached pulp varies considerably with the

pulping process. It ranges from cream or tan (50–65%

brightness) for the acid sulfite and groundwood pulps to

dark brown (15–30% brightness) for kraft pulps. These

pulps in general are too dark in color for many paper-grade

products, although they could be used in the packaging grade

or newsprint. The light-absorbing groups (or called

chromophores) in unbleached pulps are associated mainly

with the lignin component. Thus, a total removal of the

residual lignin in unbleached pulps is essential to achieve a

high and stable brightness (>90%). This is the purpose in

bleaching of chemical pulps.

In case of the high-yield groundwood or chemimechanical

pulps, they still contain practically all the wood lignin. The

bleaching of these pulps is not by removal of the lignin to

retain the advantage of high yield and is achieved by a

modification or removal of the chromophores groups. Thus,

the bleaching of high yield pulps is generally referred to a

brightening process and differs distinctly from the bleaching

of chemical pulps.

Bleaching chemicals. Table 28.6 lists the chemicals that

have been used in the bleaching or brightening of wood

pulps. The commercial bleaching of chemical pulps has

gone significant developments in recent years. Among

these, the chlorination (C) and hypochlorite (H) are not

longer used in pulp bleaching due to the environmental

concern. Current bleaching of chemical pulps relies heavily

on the oxygen delignification (O), chlorine dioxide (D), and

alkali extraction (E).

Although it is possible to improve the brightness (white-

ness) of pulps in one stage, the economic achievement of

high brightness requires the use of several stages. A

bleaching sequence without the use of a chlorination (C)

stage is termed as elemental chlorine free (ECF) bleaching

in a sequence like ODEDE. Regulatory agencies in Europe,

and particularly in Scandinavia, has imposed even greater

restriction on emissions from pulp mill bleach plants and

another new approach has been developed, namely totally

chlorine free (TCF) bleaching of pulps. For TCF, more

radical changes are necessary with the substitution of both

C and D stages with oxygen (O), ozone (Z), peroxide (P),

and enzyme (X) stages in a sequence such as OXZP [19].

Bleaching of chemical pulps. After the kraft or other chemi-

cal pulping, the unbleached pulp is then subjected to an O2

bleaching for further delignification. This oxygen stage is

almost a standard practice in the industry now and is com-

monly referred as a prebleaching stage. A typical O2-

delignification removes about 50% of the residual lignin in

kraft pulps in order to avoid an excessive degradation of the

cellulose component.

For a typical ECF bleaching, a common bleaching

sequence to follow is D1ED2 with typical conditions listed

in Table 28.7. The amounts of chlorine dioxide charged

depended on the content of residual lignin in the pulp and

distributed properly between the D1 and D2 stages. For some

mills, the O2-delignification was also conducted in two sep-

arate stages aimed at further reducing the residual lignin

content of pulp prior to entering the D stage.

In addition, the alkali extraction stage (E) commonly used

to remove the degraded lignin can be enhanced by the

addition of O2 (Eo), peroxide (Ep), or both (Eop). For a

TCF bleaching, the O2-delignification is generally followed

by an ozone (Z) and a peroxide (P) stage in a sequence such

as OXZP [19].

Bleaching (brightening) of mechanical pulps. The brighten-

ing of high yield pulps is commonly achieved by treatments

with a reducing agent, sodium hydrosulfite (Na2S2O4) or

with an oxidizing agent (peroxide, H2O2). Unlike the

bleaching of chemical pulps, the brightness from a single

treatment of mechanical pulps (Table 28.8) is generally

sufficient for making the newsprint-grade papers. Also, a

high brightness of pulps (over 80) can be achieved by a

two-stage peroxide process. However, the brightness of

these pulps is not stable on exposure to light and air. This

yellowing problem limits many applications for the high-

yield pulps.

Table 28.6 Chemicals used in pulp bleaching

Bleaching stage Chemical Symbol

O2 bleaching NaOH + O2 O

Alkali extraction NaOH E

Alkali extraction reinforced with O2 NaOH + O2 E0

Alkali extraction reinforced with H2O2 NaOH + H2O2 Ep

Chlorine dioxide ClO2 D

Hypochlorite NaOCl H

Hydrogen peroxide H2O2 P

Chelating agent treatment EDTA or DTPA Q

Enzyme treatment Xylanases X

Ozone O3 Z

Dithionite Na2S2O4 Y
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Recycling

Worldwide, approximately 38% of wastepaper is recycled;

however, the rate of recycling varies between countries with

the United States at a 45% recycle rate. The United States is

a major exporter of waste paper, with the majority going to

“fiber-poor” countries such as Korea and China that have

much less virgin fibers.

A variety of problems are associated with paper

recycling, such as collection, distribution, and wild cyclic

swings in the market. However, with landfill sites at a pre-

mium and paper representing 30–40% of the municipal solid

waste, it makes good sense in the long run to promote paper

recycling, which reduces landfill needs and the consumption

of virgin timber. The paper industry in the United States has

now set a goal of 50% paper recycling rate.

There are a wide range of different grades of wastepaper

available, depending on the source and the extent of separa-

tion. As the name implies, wastepaper designated as “direct

pulp substitutes” is utilized with little treatment before

reslushing in a hydrapulper. The direct pulp substitutes are

the highest grade of wastepaper.

The majority of recycled paper (about 75%) is used with

no attempt to remove inks, dyes, or pigments from the paper.

The resultant pulp is of rather poor color and quality, and is

used primarily as filler stock in paperboard. The bulk grades

are the largest-volume wastepaper source.

Deinked grades of wastepaper require special techniques

and equipment to remove inks, coatings, adhesives, and so on.

The deinking process is complicated and time-consuming;

depending on the quality of deinked pulp required, the

process may involve a number of combinations of washing,

flotation, dispersion, screening, and the use of cyclone

cleaners. The newer noncontact inks present special removal

problems, as do wet-strength agents, adhesives, and the

so-called stickies.

Stickies are derived from hot-melt adhesives (vinyl ace-

tate polymers and copolymers), pressure-sensitive adhesives

(styrene-butadiene), and lattices (natural and synthetic rub-

ber). Tackifiers and waxes also are usually included in these

adhesive formulations. A variety of additives are used to

help remove stickies and other contaminants from wastepa-

per, including solvents, nonionic and cationic surfactants,

zirconium compounds (to reduce tackiness), and talc. Of

course, all of the additional steps and additives add to the

expense of recycling. There is also the problem of waste

disposal from the deinking process, which must be properly

handled.

Stock Preparation

Stock preparation in a paper mill includes all intermediate

operations between preparation of the pulp and the final

papermaking process [23]. It can be subdivided into (1)

preparation of the “furnish” and (2) “beating” or “refining.”

Furnish is the name for the water slurry of fibers and other

chemicals that goes to the paper machine. Beating or refining

refers to the mechanical treatment given to the furnish to

develop the strength properties of the pulp and impart the

proper characteristics to the finished paper.

Cellulosic fibers are unique in that, when suspended in

water, they will bond to each other very strongly as the water

is removed by filtration and drying, with no need for an

additional adhesive. This is so because of the large number

of hydrogen bondings that form between the surfaces of

fibers that are in close contact as the water is removed.

This bonding is reversible and accounts for the well-known

fact that paper loses most of its strength when wet. If paper is

suspended in water and agitated, it will separate into the

individual fibers, a behavior that allows the easy reuse of

wastepaper or the processing waste from the paper mill.

Refining. In order to enhance the bonding capability of the

fibers, it is necessary to mechanically beat or refine them in

equipment such as beaters, jordans, or disc refiners. This

treatment of the pulp slurry at about 3–6% consistency is

done by passing the pulp between the two rotating surfaces

of the refiner. These surfaces contain metal bars and operate

Table 28.7 Typical conditions for bleaching chemical pulps

Stage % Chemical on pulp Temperature (�C) Time (min)

O2 Bleaching (O) 1.5–3.5 (NaOH)

O2 pressure (100 psig) 100 60

Chlorine dioxide (D) 1–2 70 180

Alkali extraction (E) 2–3 (NaOH) 70 60

Table 28.8 Typical conditions for brightening of high-yield pulps

Conditions

Sodium

hydrosulfite

Hydrogen

peroxide

Chemical charge, % of pulps 1 1–2

Temperature (�C) 40–100 35–60

Retention time (min) 30–60 1–3

pH 4.5–6.5 10.5–11.2

Consistency (%) 3–30

Silicate (%) – 5

MgSO4 – 0.05
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at very close clearances. As the fibers pass between the bars,

they are made more flexible, and a larger surface for bonding

is developed by the mechanical action.

This refining brings about fundamental changes in the

pulp fibers and increases the degree of interfiber bonding in

the final sheet of paper. Thus, the final properties of the

paper can be significantly changed by varying the degree

and type of refining. As additional refining is performed,

properties such as tensile strength, fold, and density are

increased while tear resistance, opacity, thickness, and

dimensional stability are decreased. Thus, the proper refin-

ing conditions must be selected to bring out the desired

properties without detracting too much from other

properties.

Furnish. The furnish for a paper machine varies widely,

depending on the grade of paper being made. Newsprint

usually consists of about 80% groundwood and 20% chemi-

cal fiber (sulfite or semibleached kraft). Bag papers and

linerboard are usually 100% unbleached softwood kraft.

Printing papers are made from bleached pulps and contain

both hardwoods and softwoods. By selecting the proper

pulps and refining conditions, a wide variety of paper

qualities can be achieved.

Additives. The paper industry is a large user of chemicals

because relatively small quantities of additives can materi-

ally change the properties of paper. The use of 1–2% rosin

size and 2–3% alum [Al2(SO4)3] will greatly increase the

resistance of paper to penetration by water or ink. Pigments

such as kaolin clay, calcium carbonate, and titanium dioxide

are added in amounts up to 15% to increase opacity and give

a better printing surface. Organic dyes and colored pigments

are added to produce the highly colored papers used for

business and printing papers.

Other additives such as wet-strength resins, retention

aids, and starch can be used to give particular properties

that are needed. Thus, in order to produce the wide variety

of grades of paper now available, the papermaker selects the

proper pulps, refining conditions, and additives, and then

combines the pulp and additives before sending them on to

the paper machine for the final step in the process.

Papermaking Process

Some paper mills are not integrated with pulp mills, and it is

necessary for thesemills to use dried, baled pulpmanufactured

at a separate location. Manymills making limited quantities of

highly specialized papers fall into this category, as it allows

maximum flexibility in selecting the optimum pulps for a

particular paper grade. However, the papermaking process is

the same regardless of the source of pulp.

After the furnish has been prepared with the proper refin-

ing treatment and additives, it is stored in the machine chest

and then fed continuously into the paper machine system. A

refiner or jordan is placed in this line to give the paper

machine operators the opportunity to make small

adjustments in the quality of the furnish as needed to give

the desired paper properties. Screens and centrifugal

cleaners also are included to ensure a high-quality paper.

The papermaking process is essentially a system whereby

the pulp is diluted to a very low consistency (about 0.5%)

and continuously formed into a sheet of paper at high speeds,

and then the water is removed by filtration, pressing, and

drying. The basic units of the fourdrinier paper machine are

diagrammed in Fig. 28.29 and a picture is shown in

Fig. 28.30.

Wet end. The section of the paper machine, where the sheet

is formed, is referred to as the “wet end.” The fourdrinier

machine is characterized by a headbox that allows the

diluted stock to flow through an orifice (slice) onto the flat

moving wire. This is actually an endless wire belt that

returns on the underside of the machine, thus allowing the

process to proceed continuously. Because a low headbox

consistency (about 0.5%) is necessary for good formation,

the volumes of water handled are very large (about

10,000 gal/min for a machine producing 300 t/day). Much

of the water is removed through the wire by the action of the

table rolls and foils that support the wires in the forming area

immediately following the headbox. At this point the stock

consistency has been raised to about 2%, and the stock no

longer drains freely. By passing it over suction boxes

operating at fairly high vacuum (6–8 in. Hg), the consistency

is raised to about 15–20%.

A dandy roll (covered with woven wire) rotating on top of

the wet paper is used to improve the formation and can

impact a watermark if it contains the proper pattern. The

suction roll after the suction boxes has several functions: it

removes additional water; it serves as the driving roll for the

wire; and it serves as the point at which the paper separates

from the wire and passes into the press section while the wire

returns to pick up additional pulp at the headbox.

Modern fourdrinier machines are available up to a width

of 360 in. and can operate at speeds up to 3,000 ft/min.

Newsprint machines are usually the widest and fastest,

whereas hose making heavier grades such as linerboard

run somewhat more slowly. In the United States, there are

several machines capable of producing over 1,000 t/day of

linerboard. More specialized grades such as bond and print-

ing papers are usually produced at a lower speed on narrower

machines, and 150–250 t/day would be considered a high

output.

Many specialized grades such as filter paper and tracing

paper are produced on very small, slow machines producing
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only a few tons per day. Machines making tissue paper for

sanitary purposes use modifications of the standard fourdri-

nier to produce tissue at speeds of up to 5,000 ft/min.

Because of the light weight of this paper, it is necessary to

make many modifications in the equipment shown in

Fig. 28.29.

Other sheet forming methods. Many new methods of

forming a sheet of paper are being developed. The most

common concept is to introduce the pulp slurry between

two converging wires and remove the water from both

sides. This is termed “twin-wire” forming, and many

variations are now in operation. This technique has many

advantages and may eventually replace the fourdrinier.

A second method of forming paper uses the cylinder

machine. Actually these machines are used primarily to

form the multiply board used in packaging such as cereal

boxes. The cylinder wet end consists of one or more (up to

eight) cylinder vats, each of which forms a separate wet web

of fibers. Each vat contains a woven wire-covered cylinder

Fig. 28.30 Modern high-speed paper machine (Courtesy Beloit Corp.)
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Fig. 28.29 Schematic of a fourdrinier paper machine
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rotating in the diluted pulp slurry. The liquid head on the

outside of the cylinder is greater than that on the inside,

resulting in a flow of water through the wire and out of the

vat. The pulp mat that is formed on the face of the cylinder is

removed by an endless woolen felt that moves in contact

with the cylinder by means of a rubber roll riding on top of

the felt.

With machines having more than one cylinder, the same

felt moves from one cylinder to the next, and the wet sheets

from each cylinder are laminated to each other on the bottom

side of the felt. Thus, very heavy papers or boards can be

fabricated by multivat machines. Because each vat can be

supplied with a different type of pulp, it is possible to make

boards with a white surface of high-quality pulp and a center

of low-cost pulp from waste newspaper or other cheap

grades. Because of hydrodynamic problems, cylinder-

machine speeds are limited to about 250 ft/min and widths

of about 150 in. However, because of the heavyweight board

produced and the widespread use of cheap waste paper for

most of the furnish, the cylinder machine is widely used.

New forming units looking like miniature fourdrinier units

(Ultraformer, Inverformer) have been developed and are

rapidly replacing the old-fashioned cylinder vat because

their speed is not so limited.

Press section. From the wet end of the machine, the wet

sheet is conveyed by woolen felts through a series of roll-

type presses for further water removal, increasing the con-

sistency to about 35%. The sheet then is threaded through

the dryer section, consisting of a long series of steam-heated

cast iron cylinders that reduce the moisture content to

approximately 5%, which is about the equilibrium moisture

content for cellulosic fibers at 40–50% relative humidity.

Tissue machines use one large dryer (called a Yankee dryer),

ranging from 8 to 18 ft in diameter. Because of the light

weight of the tissue paper, it can be dried at high speeds on a

single dryer.

After drying, the paper is compacted and smoothed by

passing through a calender stack consisting of a vertical row

of highly polished cast iron rolls. Then the paper is wound

into rolls on the reel, as shown in Fig. 28.31.

Furnishing and Converting

The objectives in the final stage of the total papermaking

system are to improve the paper surface, to reduce rolls and

sheets in size, to modify paper for special properties, such as

coat or emboss, to convert to finished products, such as bags

and corrugated boxes, and to package for shipping.

Corrugated boxboard is made by gluing sheets of linerboard

to each side of a fluted sheet of the corrugating medium.

Papers for packing may be laminated to polyethylene film or

aluminum foil, or coated with waxes and hot-melt resins.

The printing and bag- and box-making industries depend on

the production of many mills that produce the several hun-

dred grades of paper used in the United States, and each user

may require special paper characteristics to match its

process.

Surface treatments. The quality of many papers is improved

by a surface treatment. A size press about two-thirds of the

way along the dryer section can apply a solution of starch to

improve surface bonding. Also, paper generally is coated to

improve printing properties. A surface coating of a pigment

(usually kaolin or china clay, calcium carbonate, or titanium

dioxide) and an adhesive (such as starch, casein, and others)

is applied to the partially dried web by brush, blade, spray, or

Fig. 28.31 Dry end of a large

Fourdriner paper machine

(Courtesy of Regis Paper Co.)
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other method, and dried during the papermaking (on-

machine) operation or in a separate operation. The paper

surface is brought to a high finish by passage through the

calenders referred to above or through supercalenders.

Supercalenders are stacks of alternate steel and densified

fiber rolls that create a rubbing action on the sheet, imparting

an extra-high gloss to the sheet surface.

Environmental Protection

The manufacture of pulp and paper is a chemical process

industry and produces air emissions, effluents, and solid and

toxic wastes that are potential hazards. The paper industry

uses large volumes of water as a fiber carrier and as a

dispersing medium. An increasing volume of water is

being recycled, but makeup water still is required to cover

losses. A bleached-pulp and paper mill may use 100 m3

(26,400 gal) of fresh water per metric ton of product and

50,000 m3 (13.2 million gal) daily for a plant producing 500

metric tons of products.

In addition to the aqueous effluent that the mill must clean

up, it must contend with polluted air and solid and toxic

wastes. The nature of these emanations, their sources, and

their treatments are summarized in Table 28.9. In this con-

nection the paper industry generally has been in good

compliance with government environmental regulations

although at considerable nonreimbursed capital expense,

which amounts to about 10% of the cost of the mill.

Using a revolving cylinder or other equipment (save-

alls) in the 1930s, mills recovered for reuse fibers and

clay from the paper water (white water) system. In the

1970s, procedures for removal of the fibers and clay from

the paper mill effluent were incorporated through settling or

clarification or primary effluent treatment. About the same

time, secondary effluent treatment (biochemical treatment)

of the pulp mill effluent was necessary to remove pulping

residuals. The purpose of this treatment is to reduce the

biological oxygen demand (BOD) of the effluent, which, if

untreated, reduces the oxygen content of the stream to a

level incapable of supporting aquatic life. The most com-

mon method uses microorganisms that react with the wood

sugars and other oxygen-consuming compounds in the

spent liquors; this is called the activated-sludge method.

The products of primary and secondary treatments are

sludges, the handling of which is discussed later under

solid wastes.

Two objectionable air emissions have characterized pulp

mills for years: the sulfur dioxide of the sulfite pulping mill

and the malodorous reduced sulfur compounds (TRS)

(mercaptans and hydrogen sulfide) of the kraft mill. Still

another less noxious air emission is the particulate matter

from steam boilers. Coal-burning boilers also emit sulfur

dioxide, as is well known. The treatments for the particulate

emissions are given in Table 28.9.

Solid wastes represent the ultimate in mill residues and

include the accumulated refuse of the mill and the sludges

from primary and secondary effluent treatment. There is

difficulty in removing water from the secondary sludge; the

primary and secondary sludges often are mixed to aid in

water removal, which is important if the sludge is to be

incinerated for disposal. The sludges from pulp and paper

mills are handled mostly as landfill, and sometimes, if not

toxic, they are spread for agricultural purposes.

Since chlorine is no longer used in pulp bleaching, the

toxicity of most mill solids is greatly reduced. This toxicity

can be further reduced with lime pretreatment and biological

treatment. It was a main concern of governmental regulating

bodies in the past.

Chemical Commodities Associated
with Paper Industry

Although paper is the dominant use of pulp fibers, a variety

of commodities are produced from the pulping operations.

Besides papermaking fibers, the paper industry produces

a specialty pulp called dissolving pulps (pure cellulose) for

making a variety of cellulose products. To prepare this

Table 28.9 Summary of pollution abatements in pulp and paper mill operations

Type of pollutant Mill operation Treatment

Effluents

Suspended solids (SS): fiber fragments, inerts, clay Papermaking Primary—clarification

Pulping residuals Pulping Secondary—biological treatment and clarification

Air emissions

Total reduced sulfur (TRS) Kraft liquor recovery Oxidation, precipitation, scrubbing, incineration

Sulfur dioxide Sulfite pulping

Particulates Steam generation Precipitation, scrubbing

Solid wastes Effluent treatment Landfill, utilization, incineration

Toxic wastes: chlorinated compounds Bleaching Lime pretreatment, oxidation, biological
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cellulose pulp, a prehydrolysis stage to remove the

hemicellulose components is needed prior to the kraft

delignification [23].

Also after pulping, the black liquor contains, in addition

to residual chemicals, significant amounts of dissolved wood

components that are useful for many applications. The

chemical nature of these organic materials differs consider-

ably between the acid sulfite and kraft process and the wood

species.

Cellulose Products

Major uses of dissolving pulps are in the making of the so-

called regenerated cellulose and cellulose derivatives [24].

Traditionally, the regenerated cellulose is prepared from

cellulose by a series of mercerization (treating with high

concentration of alkali), dissolution (by reacting with carbon

disulfide in alkalis), and precipitation in acid bath in the form

of film (cellophane) or fiber (rayon).

Recently, a new alternative to prepare the regenerated

cellulose is by a direct dissolution of cellulose in N-methyl-

morpholine-N-Oxide (NMMO) followed by a subsequent

precipitation of the cellulose filaments in a NMMO–water

mixture [24]. These regenerated fibers are called Lyocell

fibers, which like rayon fibers are used mainly in the textiles

applications.

A variety of cellulose derivatives has been produced

including cellulose acetates (for film), cellulose nitrate

(explosives), and carboxymethylcellulose (CMC). The latter

CMC being a water-soluble polymer is widely used as dis-

persing or thickening agent in the food, pharmaceutical, and

cosmetic industry.

Products from Sulfite Pulping Liquor

Lignosulfonate. The current world-wise production of

linosulfonate is about 1,000,000 t/year and the Borregaard

Lignotech is the major producer with facilities in six different

countries [24]. Lignosulfonates are used mainly in areas of

industrial binders and dispersing agents. Also, lignosulfonates

have been used to produce vanillin by alkali treatment at

elevated temperatures under oxidative conditions. The pro-

duction of vanillin is around 3,500 t/year [24]. It is used as

flavoring agent for food and beverages. Also, vanillin can be

obtained from natural sources such as vanilla beans.

Dissolved carbohydrates. In acid sulfite pulping, a portion of

wood polysaccharides was hydrolyzed to hexoses and

pentoses. These sugars have been used to produce ethanol.

The Domsjö mill in Sweden produces the ethanol about

10,000 t/year [24].

Products from Kraft Pulping Liquor

Many useful products can be derived from the kraft pulping

liquor of softwood. These include turpentine and tall oil

from the wood extractives as well as dimethyl sulfoxide

(DMSO) from the kraft lignin. The production of kraft

turpentine and tall oil will be discussed in more detail in a

later section on “Naval Stores.”

Kraft turpentine. It contains mainly the volatile

monoterpenes and was isolated in a yield of approximately

10 kg/t of pulp. The major uses of turpentine are in the area

of resins, fragrances, and flavors especially for the pine oil

production.

Tall oil. It is derived from the nonvolatile extractives, mainly

soaps of resin acids and fatty acids. They are separated from

the black liquor by acidification. The yield of tall oil might

reach ~50 kg/t of pulp. Main components of tall oil are rosin

and fatty acids, whereas the remainder forms tall oil pitch.

Much of the rosin products are used in the sizing of paper as

adhesives and in printing inks whereas a major use of the

fatty acids is in alkyd resins.

Kraft lignin. It can be isolated from the black liquor by

precipitation with flue gas or acid. Only a few mills produce

the kraft lignin due to its limited applications. At present

[24], the total production is in the order of 100,000 t/year

from Westvaco (USA) and Lignotech (Norway). The major

use of kraft lignins is as a dispersant in aqueous solution.

Quite often, kraft lignin is further modified by sulfonation to

yield products similar to the lignosulfonate derived from the

acid sulfite process.

Dimethyl sulfoxide. Dimethyl sulfoxide (DMSO) is an

important solvent for many applications including a medici-

nal of interest in the treatment of arthritis. It is produced

from the oxidation of dimethyl sulfide (DMS). DMS is an

odorant for natural gas and a solvent recovered from the

black liquor. The content of DMS in the black liquor can be

increased by reaction with elemental sulfur.

Board and Structural Materials

Lumber, boards, sheets, panels, and other structural

materials are manufactured from solid wood and wood

veneers, fibers, and particles. Traditional industries produc-

ing these products are not generally classified as chemical

industries. Recent trends have been on the development of

using wood as an engineering material. Among many wood-

based composites, the production of wood–polymer

composites is one of fast growing segments of the forest
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product industry and is a close association between the wood

and chemical industry. The composite products represent a

more efficient utilization of renewable resources, as all types

of wood materials can be applied. Thus, wood adhesives

play an increasing role in the forest products industry.

Figure 28.32 illustrates the examples of some wood-based

composites [25].

Lumber

A log, when sawn, yields round timber, ties, or lumber of

varying quality. There are two different types of mills (hard-

wood and softwood) for manufacturing lumber. Hardwood

lumbers are used commonly for flooring, paneling, or manu-

facture into furniture, cabinetwork, or pallets, whereas soft-

wood lumbers are suitable for both construction and

manufacture applications.

A hardwood sawmill typically produces 1–15 million

board feet annually. Most of the lumber produced is 4/4

thick (4/4, pronounced “four quarter,” is the number of

quarter inches of thickness; 8/4 would be 2 in. thick).

Lengths run from 4 to 16 ft; width is random. The primary

quality factor is the amount of large clear areas. The lumber

is dried and then sawn into smaller pieces for furniture,

millwork, and cabinets.

A softwood sawmill typically produces in excess of 200

million board feet annually. Most of the lumber is 8/4 nomi-

nal thickness (would be sold as 2 in. by a specified width),

although the actual thickness is 1.5 in. Lengths are usually

8–20 ft; widths would typically be 4, 6, 8, or 10 in. nominal

size or 3–1/2, 5–1/2, 7–1/2, and 9–1/4 in. actual size. Most

softwood lumber will be dried, planed, and graded, and then

used “as is” without additional manufacturing, except cut-

ting to length at times.

A modern softwood sawmill producing lumber for con-

struction is highly automated, with high manufacturing effi-

ciency and high production, thereby assuring good

profitability and good stewardship of the natural resource.

In a typical mill, logs are debarked, scanned for metal,

scanned for size to determine the best sawing pattern, and

sawn into lumber and cants at the headrig. Then cants are

resawn into lumber. Any pieces with wane (wane is the

absence of wood) are edged. Lumber is then trimmed and

sorted by size. Most of these processing procedures are

computer controlled with manual override possible. Volume

conversion efficiencies can exceed 65%; the 35% of the log

not converted into lumber is used for pulp and for fuel. After

the green lumber is produced, the lumber is kiln dried,

planed, and graded according to the rules of the American

Lumber Standard.

Wood Adhesives

Adhesives play a decisive role in making composite materials

and their performance. Thermosetting (heat-curing) resins

are commonly used as adhesives in the manufacture of

wood-based composites [25]. These include the phenol-

formaldehyde, urea-formaldehyde, melamine-formaldehyde,

and isocyanate resins.

Phenol-formaldehyde (PF) resin. The PF resin is typically

used in the manufacture of construction plywood and

Fig. 28.32 Examples of various

composite products. From top
left, clockwise: LVL, PSL, LSL,
plywood, OSB, particleboard, and

fiberboard (from Stark et al. [25])
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oriented strandboard (OSB). The slow-curing process of this

phenolic resin generally requires a higher temperature and

longer press time than other resins. Cured phenolic resins

remain chemically stable at elevated temperatures. The

darker color of phenoic resin as compared with other resins

may be less attractive for product applications such as inte-

rior paneling and furniture.

Urea-formaldehyde (UF) resin. The UF resin is commonly

used in the manufacture of products for interior applications.

It is lighter in color and easier to cure but more sensitive to

moisture and heat [25]. Excessive heat exposure could

breakdown the resin and release the formaldehyde, which

is a growing health concern.

Melamine-formaldehyde (MF) resin. This resin is more

expensive than the PF resin and is used primarily for deco-

rative laminates and paper coating. Also, it is often used as

an ingredient to improve the performance of UF resin.

Isocyanate-based resin. This isocyanate adhesive is a poly-

meric methylene diisocyanate (pMDI). It is more costly than

the PF resins but has an advantage of being easier to cure.

Although the cured pMDI resin poses no recognized health

concerns, special precautionary protective measures are

needed for the facility handling the pMDI, as the uncured

resin can result in chemical sensitization for persons

exposed to it [25].

Future perspectives. Current emphases on using renewable

(green) products have stimulated a renewed interest in using

bio-based adhesives [25]. The protein-based glues were

widely used in the construction plywood prior to the early

1970s. They were replaced in mid-1970s by the PF resin

being a better bonding resin. However, the performance of

soy protein-based resin systems has been improved consid-

erably in recent years and could be quite comparable to

phenolic resin in performance now.

Also, useful adhesives have been prepared from the phe-

nolic lignin (a major wood component) or tannin (being rich

in wood bark). Extensive efforts are continued to improve

the performance of these natural adhesives. The develop-

ment of lignin-based adhesives is of special significance, as

plenty of technical lignin is readily available as by-products

from the pulping operations.

Laminated Timber (Glulam)

Glulam is one of the oldest glued engineered wood products

[25]. It consists of two or more layers of lumber that are

glued together with the grain of all layers parallel to the

length. The maximum lamination thickness is about 2 in. A

major advantage of this process is that the larger size of

timber can be produced from small-diameter trees. By com-

bining the lumber in glulam, the production of large struc-

tural elements like 100 ft is very common. This represents an

improved utilization of forest resources.

Structural Composite Lumber

The structural composite lumbers [25] are produced from

gluing smaller pieces of wood together into sizes common

for the solid-sawn lumber. This process like Glulam greatly

enhances the utilization of small trees. Different composite

lumbers have been produced based on the nature of wood

elements used.

Laminated veneer lumber (LVL). This LVL lumber is pro-

duced by laminating veneer with all plies parallel to the

length. Specially graded veneer are selected for the product

to achieve the desired engineering properties.

Parallel strand lumber (PSL). PSL is a composite of wood

strand elements with fibers oriented primarily along the

length. The least dimension of the strands must not exceed

0.25 in. The product is often used for large beams and

columns, typically as a replacement of solid-sawn lumber

or glulam.

Laminated strand lumber (LSL) and oriented strand lumber

(OSL). Both LSL and OSL represent an extension of the

technology used to produce OSB. The main difference is that

the aspect ratio of strands used in LSL is higher than for

OSL. For example, one type of LSL uses strands about 12 in.

in length, which is somewhat longer than that commonly

used for OSB. The LSL and OSL products are used for band

joists in floor construction and as substitutes for studs and

rafters in wall and roof construction.

Conventionally Wood-Based Composite Panels

Wood-based composites panels contain several products that

differ primarily on the size of wood elements used. These

variations lead to the production of plywood, oriented strand

board, particle board, and hardboard (Fig. 28.33) [25].

Plywood. Plywood panels consist of several large thin wood

veneer-type layers joined with adhesive. Some or all of the

layers are sheets of veneer. Other layers, particularly in the

core, may be particleboard, hardboard, lumber strips, or

special materials. The fiber direction of each layer is at

right angles to that of the adjoining layer. This cross-banding

makes plywood more uniform and less anisotropic than
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lumber; its properties in the direction of panel length

resemble those in the direction of panel width. Cross-

banding affects strength in a logical way in both directions

of the plane.

The panel is as strong as the combined layers. Because in

any one of the two directions transverse layers contribute

practically no strength, plywood is roughly one-half as

strong as lumber is lengthwise. But by the same principle

plywood is stronger than lumber in the direction of width

and can therefore be thinner. Moreover, it does not split like

solid-wood products. Plywood and lumber properties natu-

rally are the same in the thickness direction, provided that

the layers are adequately bonded together. Cross-banding

also imparts dimensional stability to the plywood.

Many plywood panels are 6 mm (1/4 in.) thick; the

thinnest measure about 1 mm, and the thickest several

centimeters. In addition to house sheathing and siding,

much plywood is used in cabinets, billboards, furniture,

bookshelves, concrete forms, skins of flush doors, paneling,

boxes, in mobile homes and for trailers. Plywood is also used

as a component in other engineered wood products like the

LVL mentioned earlier.

Oriented strandboard (OSB). OSB is an engineered product

from thin wood strands bonded together with a water-

resistant resin. The wood strands typically have an aspect

ratio (strand length divided by width) of at least 3. Since

small trees and crooked stems can be effectively utilized, the

raw material cost, compared to product cost, is about 38%.

Plywood requires more than double the raw material cost.

Lumber requires even more. As a result, OSB has rapidly

gained acceptance in the construction market. OSB plant

capacities exceed 20 million cubic meters annually; more

new plants are being constructed each year.

The typical material flow in an OSB plant provides very

high conversion efficiencies. Any “waste” is used for fuel

for the manufacturing process. Logs are debarked, heated in

hot water, cut into short lengths, flaked into wafers or

strands using knives. The strands are dried in large drum

driers, coated with adhesive, and assembled into a thick mat.

The strands in the mat are oriented to provide parallel

strands in the various layers in the mat. The mat is com-

pressed and heated, and cut to size. By controlling the panel

density, the amount of adhesive, and the strand orientation, a

panel can be designed and produced with properties that

meet the engineering needs of the building designer and

engineer [2].

If lumber were used to do to the same job as OSB, an

excess of eight billion more board feet of lumber would be

needed annually, and this lumber would have to come from

larger, higher quality, more expensive trees. It is easy to

understand why OSB is considered as the wood product of

future in the construction business.

Similarly, the LVL, PSL, and LSL, and OSL are also

rapidly moving into the market as engineered wood

products [26, 27].

Fig. 28.33 Classification of wood composite panels by particle size, density, and process [76]. Note that insulation board is now known as

cellulosic fiberboard (from Stark et al. [25])
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Particleboard. Particleboards are composed of discrete

particles of wood bonded together by a synthetic resin adhe-

sive, most commonly urea-formaldehyde or phenol-

formaldehyde. The material is consolidated and the resin

cured under heat and pressure. The strength of the product

depends mainly upon the adhesive, although the size and

shape of the particles influence strength properties. They

may be fine slivers, coarse slivers, planar shavings, shreds,

or flakes, and they are divided into twomain groups: (1) ham-

mer-mill-produced particles (slivers and splinters from solid

wood residues, feather-like wisps to block-shaped pieces

from planar shavings) and (2) cutter-type particles, some-

times termed “engineered” particles (flakes and shreds).

Hammer-milled particles usually vary appreciably in

size. Dry raw material produces greater amounts of fines

than green wood. Cutting machines (either cylinder-type or

rotating-disc-type) give more uniform particles, with the

length dimension in the direction of the grain of the wood.

The thickness, size, and shape of particles influence the

strength of the board. Boards made from sawdust have the

lowest strength properties, hammer-milled particles give

boards of intermediate strength, and solid wood, cut to

flakes, gives boards of highest strength. The latter often are

referred to as wafer boards.

Particleboards may be made in a wide range of densities.

Low-density or insulating types are a comparatively recent

development in Central Europe, whereas the high-density-

hardboard types are a U.S. development. Most particleboard

production is in the middle-density range.

Particleboards most commonly are used as core stock for

veneer in furniture and in doors, as interior panels for walls

and ceilings, as subflooring, as sheathing and siding, and as

components in interior millwork. The dense types are used in

the same way as fiberboard hardboard, described earlier.

Both dense particleboards and hardboards, after receiving a

surface coating, may be printed with decorative designs.

Particleboard production has increased rapidly, both in the

United States and worldwide. Until recently the most signifi-

cant limitation on the market for particleboard was the avail-

ability of inexpensive plywood. Now plywood is no longer

inexpensive relative to particleboard, and the cost factorwould

seem to favor continued growth of the particleboard industry.

Fiberboard. Fiberboard is the name for rigid or semirigid

sheet materials of widely varying densities and thicknesses

manufactured from wood or other vegetable fibers. The

board is formed by the felting of the fibers from a water

slurry or an air suspension to produce a mat. Bonding agents

may be incorporated to increase the strength, and other

materials may be added to give special properties, such as

resistance to moisture, fire, or decay.

Fiberboards are manufactured primarily for panels, insu-

lation, and cover materials in buildings and other structures

where flat sheets of moderate strength and/or insulating

capacity are required. They also are used as components in

doors, cupboards, cabinets, furniture, and mill work. Fiber-

board is normally classified by density and can be made by

either dry or wet processes.

Dry processes are applicable to boards with high density

(hardboard) and medium density (MDF). Wet processes are

applicable to both high-density hardboard and low-density

cellulosic fiberboard. These products are manufactured for

many specific uses, and they vary accordingly.

The dry-process fiberboard is made in a similar fashion to

the formation of particleboard. In general, the resin and other

additives are applied to the fibers by spraying in a blender or

refiner. The adhesive-coated fibers are then air-laid into a

mat followed by pressing.

The wet-process hardboard differs from the dry-process

fiberboard in several ways. First, water is used as the fiber

distribution medium for the mat formation. The technology

is really an extension of papermaking process. Second, some

wet-process boards are made without additional binders, as

the hemicelluloses and lignin present may serve as the

binder. Also, under heat and pressure, the lignin will further

serve as a thermosetting adhesive. Thus, refining plays a

significant role in developing the strength of the wet-process

hardboards.

For making the cellulosic fiberboard, the process is simi-

lar to the papermaking technology. It does not require a

binder as in the wet-process hard board. After drying, the

board may be treated for specific applications. Cellulosic

fiberboard products include sound-deadening board, insula-

tion boards, structural and nonstructural sheathings, backer

board, and roof decking in various thicknesses.

Wood-Polymer Composites

The wood-polymer composites (WPC) represent a class of

composites containing a wood and a polymer component

[25, 28, 29]. The wood element is usually a flour or fiber.

Among others, the plastic polymers are of special signifi-

cance and consist of two major types (thermoset and ther-

moplastic). The thermoset polymers are the plastics and

once cured cannot be remelted by heating. These include

the phenolic resin used as adhesive in making the wood-

based composites discussed earlier. In contrast, the

thermoplastics can be melted repeatedly and are used in

making many diverse commercial products ranging from

milk jugs, grocery bags to the siding for homes. The produc-

tion of these wood thermoplastic composites is one of the

fast growing segments of the wood industry.

Wood elements. Wood flour is the most commonly used in

the WPC application and contains mainly very short fiber

1090 Y.-Z. Lai



bundles. It can be produced from any woody materials

including scrap wood from various processing plants (planer

shavings, chips, and sawdust). In case of using wood fibers,

they can be produced by a variety of pulping methods

(Table 28.4) depending on the desired quality of the WPC.

Fibers can be used instead of flour and serve as reinforce-

ment of the matrix. They enhance the mechanical property

but fibers are more difficult to handle due to the low bulk

density. More intensive mixing and the use of special feed-

ing equipment may be necessary to handle longer fibers.

Thermoplastic polymers. Due to the low thermal stability of

wood flour, the plastics that can be processed at temperatures

below 200�C are commonly used in the WPC. These

polymers include the polyethylene (PE), polypropylene

(PP), polystyrene (PS), and polyvinyl chloride (PVC) and

the PE is wildly used in North America.

Wood-thermoplastic composites (WTC). WTC has two types

based on the relative proportion of wood elements and

polymers [25]. The first type has a high thermoplastic con-

tent (>60%) and the wood element serves as reinforcement

of the plastic matrix or filler. In another type, the thermo-

plastic serves as a binder for the wood elements much like

the conventional wood-based composites.

The bulk of commercial WTC products have a high

thermoplastic content. A variety of WTC products are

manufactured by varying the forming processes. The most

common types of product-forming involve forcing molten

material through a die (sheet or profile extrusion) or into a

cold mold (injection molding); or pressing in calendars

(calendering) or between mold halves (thermoforming and

compression molding). A profile extrusion yields products

such as decking, siding, railings, and window profiles. An

injection-molded process produces the consumer household

goods and furniture parts, which are gaining acceptance.

Also, a major application of the molded products would

be for interior uses in automobiles, such as head liners, door

panels, and dashboards. Although this is a low-cost and low-

performance application, it represents a very large-volume

market. Indeed, wood is already utilized in applications of

this type, but as a finely ground flour that serves as filler (up

to 40%) in extrusion-molded polyolefin products. The use of

recycled fiber offers the potential of even greater cost

reductions and could also alleviate the solid waste dispos-

able problems.

Modified Wood

Wood has a number of disadvantageous properties, as

described earlier in this chapter. It is biodegradable, flam-

mable, dimensionally unstable to water, and degradable by

ultraviolet light, acids, and bases. There has been a consid-

erable amount of research expended over the years to correct

these defective properties for both solid wood and

reconstituted wood products.

Heat treatments. A wood product of improved dimensional

stability can be produced by heat treatment of wood at

temperatures varying from 150 to 320�C [30]. For good

temperature control and avoiding the strength loss, a heat

treatment is performed under the surface of molten metal or

a fused salt for exclusion of oxygen. The modified wood

product is referred as Staybwood in United States or

Thermonwood in Finland. The heat treatment causes the

loss of water followed by modification and degradation of

the wood components, especially the hemicelluloses. The

wood could become brittle from an extensive heat treatment.

Polyethylene glycol treatment (PEG). Treatment of wood

with polyethylene glycol (PEG) is the most commonly

used method to impart dimensional stability to wood. PEG

in a water solution can be used to permeate the lumens and

penetrate the cell wall. A 30–50% solution of PEG in water

generally is used on green wood; no pressure is required.

Treatment times are adjusted so that a uniform uptake of

25–30% of PEG is achieved, based on the dry weight of the

wood; temperatures range from 21 to 60�C. The wood may

require weeks of soaking, depending on species, density, and

thickness. After treatment, the wood is dried in a well-

ventilated space, preferably heated.

The PEG is not “fixed” or cured in the wood, and it

leaches out if the wood contacts water. For this reason,

PEG-treated wood usually is finished with a penetrating oil

or polyurethane varnish. PEG is used primarily to treat

cross-sections of trees for plaques, clock faces, and

tabletops. It also is used to stabilize bowls and other

turnings, carvings, and rifle stocks, and to treat archaeolog-

ical water-logged wood.

Resin impregnation. Resin impregnation can be used to add

bulking agents to the wood cell wall. These resins have a low

degree of polymerization, or the monomers are polymerized

after impregnation. The best fiber-penetrating thermosetting

resins are the highly water-soluble, phenol formaldehyde

resin-forming systems with low initial molecular weights.

Green or dry veneers usually are treated by soaking or

pressure treatment with a water-soluble resin in a 30%

aqueous solution. Following impregnation, the wood is

dried slowly and then heated at about 150�C for 20 min to

set the resin.

Similarly, laminates of treated wood are constructed by

gluing the individual sheets together. This product, called

Impreg, contains 25–35% resin and has a density about 20%

higher than the original wood and an antishrink efficiency

28 Wood and Wood Products 1091



(ASE) of about 65%. As with PEG, the water-soluble resin

penetrates the cell wall and keeps the wood in a swollen

state. Unlike PEG, the phenol formaldehyde resin is cured by

heating to form a high-molecular-weight, water-insoluble

resin in the cell wall. Thus, Impreg can be used in contact

with water. Its compressive strength is higher than that of

untreated wood, but it has much less toughness. It shows

considerable resistance to decay and termite and marine-

borer attack.

Treating of wood with phenolic resins imparts high acid

resistance, greatly increases the temperature to which wood

can be heated without appreciable change in properties, and

increases electrical resistance. The largest industrial appli-

cation of Impreg is in die molds for automobile body parts

and other uses. Despite its high cost, the dimensional stabil-

ity and plasticity of Impreg make it commercially viable.

Compreg. Compreg is a highly dense product obtained by

applying pressure to dry, resin-treated veneers during heat

cure. It offers most of the advantages of Impreg. Its mechan-

ical properties are appreciably better than those of the origi-

nal uncompressed wood because of a 2–3-fold increase in

density (1,350 kg/m3). The strength properties of Compreg

are increased in proportion to the degree of compression.

Only its toughness is lower than that of untreated wood,

although greater than that of Impreg. Because of the

plasticizing action of the resin-forming materials, treated

wood can be compressed under considerably lower pressures

than dry, untreated wood. For example, when subjected to a

pressure of only 1.7 MPa (244 psi) at 149�C, treated spruce,

cottonwood, and aspen wood, dried to a moisture content of

about 6% but not cured, are compressed to about half the

original thickness and a specific gravity of about 1.0.

In a 24-h water-soaking test, Compreg has an ASE value

of 95%. The rate of water pickup is so slow that complete

swelling equilibrium of a 13-mm specimen is not reached

after 1 year at room temperature. The product is brown and

can be buffed to a high polish. Compreg is produced com-

mercially in small quantities and is used for knife handles,

gears, certain musical instruments, and decorative articles.

Vinyl polymer composites. Composites of wood with vinyl

polymers have been developed. Because the vinyl polymers

are clear, colorless, thermoplastic materials, they do not

significantly discolor the wood; thus its natural beauty is

retained, whereas the phenolic resins darken the wood. How-

ever, the hygroscopic characteristics of the wood substance

are unaffected because little, if any, resin penetrates the cell

walls; the ASE is only about 10–15%. The high resin content

(70–100%) greatly reduces the normally high void volume

of wood, however. Thus, the elimination of this important

pathway for vapor diffusion slows down the response of the

wood substance to changes in relative humidity, and its

moisture resistance is greatly improved compared with the

original wood. The hardness of the wood–plastic composite

also is greatly improved.

A variety of vinyl monomers, such as methyl methacry-

late and styrene, may be used. Complete filling of the cell

lumens and other voids (in the “full-cell process”) is easily

accomplished by first subjecting the wood to a partial vac-

uum (about 0.3 in. of Hg) and then covering it with the

monomer and soaking it for 2–6 h, depending upon the

species of wood and its dimensions. Some penetration of

the monomer into the cell walls also may be obtained by

using a diffusion process, such as a solvent-exchange

method.

Polymerization of the vinyl monomer in the wood may be

done with either radiation or free radical catalysts. The

polymerization of the vinyl monomers in both processes

depends upon the same mechanism, that is, initiation by

free radicals. In the radiation process, the gamma rays pass-

ing through the monomer and the woody tissue create a large

number of excited and ionized molecules, many of which

break into fragments, namely organic free radicals (R�).
These act as the initiator for the polymerization of an unsat-

urated monomer. Alternatively, the free radicals may be

formed by thermal decomposition of compounds involving

a weak bond. Commercially, the catalyst 2,20-azobis-
isobutyronitrile now is most widely used, as it forms free

radicals at a lower temperature than benzoyl peroxide [31].

If the end use of the wood–polymer composite requires an

abrasive (sanding) or cutting process that brings about high

temperatures, the thermoplastic polymer will melt, causing

machining difficulties. To prevent such melting, a cross-

linking substance such as diethylene glycol dimethacrylate

is added to the monomer before impregnation into the wood

(about 5% of the volume of the monomer). Wood–plastic

materials are used in parquet flooring, certain sporting

equipment, musical instruments, and decorative articles.

Chemical modifications. Wood also can be modified by

chemical reactions directly with the hydroxyl groups present

in wood polymer. This treatment confers bulk to the cell wall

with the help of a permanently bonded chemical. Many

reactive chemicals have been used to modify wood. For

best results, the chemicals should be capable of reacting

with the wood hydroxyl groups under neutral or mildly

alkaline conditions at temperatures below 120�C. The

chemical system should be simple and must be capable of

swelling the wood structure to facilitate penetration. The

complete molecule must react quickly with wood

components, yielding stable chemical bonds; the treated

wood still must possess the desirable properties of

untreated wood.

The treatments of wood [32] with anhydrides, epoxides,

and isocyanates appear to be most attractive conferring ASE
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values of 60–75% at chemical weight gains of 20–30%.

These chemical reactions as illustrated in Fig. 28.34 induced

the formation of stable chemical linkages with the hydroxyl

groups of wood polymers.

Of several anhydrides studied, acetic anhydride reacted

the most readily. Reactions were carried out by refluxing the

wood in a xylene/acetic anhydride solution or with acetic

anhydride vapors alone at 120�C. With this system, for each

mole of acetate bonded onto the wood a mole of acetic acid

is generated as a by-product. Although this by-product gen-

eration is a disadvantage of the process, the chemical system

does penetrate and react quickly with wood, without a cata-

lyst. It is not so sensitive to moisture as are the epoxide and

isocyanate systems.

A very facile dip acetylation procedure was developed for

wood chips and fibers. The wood is dried at 105�C and then

dipped in acetic anhydride for 1 min and drained. Then the

sample is placed in a preheated (120�C) reactor for different
lengths of time, depending on the degree of substitution of

acetyl groups desired in the sample [33]. The swelling of

aspen flakeboard made from such chemically modified

flakes is dramatically reduced. For example, while unmodi-

fied flake board swelled by over 60% after immersion in

water for 5 days, the modified material swelled by only

about 8–22%, depending on the extent of chemical

modification.

Acetylated wood [30] is now a commercial product being

sold by Titanwood in Amhem, The Netherlands. It is under

the name of Accoya and available in several species of wood

in Europe, North America, and Asia.

Preservative Treatment of Wood

Wood, as a natural plant tissue, is subject to attack by fungi,

insects, and marine borers. Some species of wood are more

resistant to decay than others (e.g., the heartwood of cedars,

cypress, and redwood) because of the presence of natural

toxic substances among the extractable components. Most

woods, however, are rapidly attacked when used in contact

with soil or water, or when exposed to high relative

humidities without adequate air circulation. Wood for such

service conditions requires chemical treatment with toxic

chemicals, collectively termed wood preservatives. The ser-

vice life of wood may be increased 5–15-fold, depending

upon the conditions of preservative treatment and the nature

of the service.

The preservative treatment of wood is the second largest

chemical wood-processing industry; pulp and paper manu-

facture is the most important. The more important types of

wood products treated are shown in Fig. 28.35.

Preservative Chemicals

Owing to their toxic nature, all the commercial wood

preservatives presently used in the United States are effec-

tive in preventing attack by microorganisms. However,

because of concern that these chemicals will have a deleteri-

ous effect on the environment, alternative methods based on

nontoxic procedures also are being investigated. These non-

conventional approaches are based on chemical modifica-

tion, and are described briefly at the end of this section.

Wood preservatives are often classified as the oil-borne

and water-borne preservatives [34].

Oil-borne type. Major preservatives of this type are creosote

and pentachlorophenol. Creosote from coal tar is the most

widely used wood preservative for several reasons: (1) it is

highly toxic to wood-destroying organisms; (2) it has a high

degree of permanence due to its relative insolubility in water

and its low volatility; (3) it is easily applied, with deep

penetration easily obtained; and (4) it is relatively cheap

and widely available. For general outdoor service in struc-

tural timbers, poles, posts, piling, and mine props, and for
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marine uses, coal-tar creosote is the best and most important

preservative. Because of its odor, dark color, and the fact

that creosote-treated wood usually cannot be painted, creo-

sote is unsuitable for finished lumber and for interior use.

Coal-tar creosote is a mixture of aromatic hydrocarbons

containing appreciable amounts of tar acids and bases (up to

about 5% of each), and has a boiling range between 200 and

355�C. The important hydrocarbons present include

fluorene, anthracene, phenanthrene, and some naphthalene.

The tar acids are mainly phenols, creosols, xylenols, and

naphthols; the tar bases consist of pyridines, quinolines,

and acridines.

Often coal tar or petroleum oil is mixed with the coal-tar

creosote, in amounts up to 50%, as a means of lowering

preservative costs. Because coal tar and petroleum have a

low toxicity, their mixtures with creosote are less toxic than

is creosote alone.

A number of phenols, especially chlorinated phenols and

certain metal–organic compounds, such as copper

naphthenate and phenylmercury oleate, are effective

preservatives. Pentachlorophenol and copper naphthenate

are most commonly used, and are carried into the wood in

1–5% solutions in petroleum oil. Pentachlorophenol is col-

orless, and can be applied in clear volatile mineral oils to

mill-work and window sash requiring a clean, nonswelling,

and paintable treatment.

Water-borne type. Copper is the primary biocide used in

many wood preservative formulations. Chromated copper

arsenate (CCA) and ammoniacal copper zinc arsenate

(ACZA) had been the two major waterborne preservatives

used in the United States, especially when cleanliness and

paintability of the treated wood are required. Wood treated

with CCA (commonly called green treated) dominated the

treated-wood market from the late 1970s until 2004. Due to

concerns over the exposure and disposal issues of CCA,

now, CCA-treated products are generally not available at

retail lumber yards. It can no longer be used for treatment of

lumber to be used in residential decks or playground equip-

ment. Substitutes for CCA include a copper boronazole

compound and ammoniacal copper quat (ACQ). Those

preservatives contain amine- or ammonia-complexed alka-

line copper (II) and an organic co-biocide to control copper-

tolerant fungi.

Preservation Process

Two methods are generally used for applying preservatives

to wood: nonpressure and pressure processes. A variety of

nonpressure processes have been used ranging from

brushing, soaking to a thermal or vacuum process. The

pressure process being more effective is commonly used in

industrial applications. It consists of a full-cell process

(Bethell) and an empty-cell process (Rueping and Lowry).

They give deeper penetrations and more positive results than

any of the nonpressure methods. The wood, on steel cars, is

run into a long horizontal cylinder, which is closed and filled

with preservative. Pressure is applied, forcing the preserva-

tive into the wood.

Nonpressure process. Brush and spray treatments usually

give only limited protection because the penetration or

depth of capillary absorption is slight. Dip treatments give

slightly better protection. Organic chemicals dissolved in

clear petroleum solvents often are applied to window sash

and similar products by a dip treatment of 1–3 min.

The cold soaking of seasoned wood in low-viscosity

preservative oil for several hours or days and the steeping

of green or seasoned wood in waterborne preservatives for

several days are methods sometimes employed for posts,

lumber, and timbers on a limited basis. The diffusion process

employs the water-borne preservatives that will diffuse out

of the treating solution into the water in green or wet wood.

The most effective of the nonpressure processes is the

thermal method of applying coal-tar creosote or other oil-

soluble preservatives, such as pentachlorophenol solution.

The wood is heated in the preservative liquid in an open tank

for several hours, after which it is quickly submerged in cold

preservative in which it is allowed to remain for several

hours. This is accomplished either by transferring the wood

at the proper time from the hot tank to the cold tank or by

draining the hot preservative and quickly refilling the tank

with cooler preservative. During the hot treatment, the air in

the wood expands, and some is expelled. Heating also lowers

the viscosity of the preservative so that there is better pene-

tration. When the cooling takes place, the remaining air in

the wood contracts, creating a partial vacuum that draws the

preservative into the wood. For coal-tar creosote, the hot

bath is at 210–235�F, and the cold bath at about 100�F. This
temperature is required to keep the preservative fluid.

The hot- and cold-bath process is widely used for treating

poles and, to a lesser extent, for fence posts, lumber, and

timbers. This process gives the most effective results of the

common nonpressure processes, which most nearly

approach those obtained by the pressure processes.

The vacuum processes involve putting the wood under a

vacuum to draw out part of the air. The wood may be

subjected to a vacuum alone or to steaming and a vacuum

before being submerged in a cold preservative. These

methods are used to a limited extent in the treatment of

lumber, timber, and millwork.

Pressure process. In commercial practice, wood is most

often treated by immersing it in a preservative in a

high-pressure apparatus and applying pressure to drive the
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preservative into the wood. Pressure processes differ in

details, but the general principle is the same.

The empty-cell process seeks deep penetration with a rela-

tively low net retention of preservative by forcing out the

bulk liquid in the wood cells, leaving the internal capillary

structure coated with preservative. The preservative liquid is

forced under pressure into the wood, containing either its

normal air content (Lowry process) or an excess of air, by

first subjecting the wood to air pressure before applying the

preservative under pressure (Rueping process). In the former

case, the preservative is put in the cylinder containing the

wood at atmospheric pressure, and, in the latter case, under

air pressure of 25–100 psi. After the wood has been

subjected to the hot preservative (about 190–200�F) under
pressure (100–200 psi in the Lowry process and 150–200 psi

in the Rueping process) and the pressure has been released,

the back pressure of the compressed air in the wood forces

out the free liquid from the wood. As much as 20–60% of the

injected preservative may be recovered, yet good depth of

penetration of the preservative is achieved.

The full-cell process seeks to fill the cell lumens of the wood

with the preservative liquid, giving retention of a maximum

quantity of preservative. The wood in the cylinder first is

subjected to a vacuum of not less than 22 in. Hg for

15–60 min, to remove as much air as possible from the

wood. The cylinder then is filled with hot treating liquid

without admitting air. Themaximum temperature for creosote

and its solutions is 210�F, and for water-borne preservatives it
is 120–150�F, depending upon the preservative. Then, the

liquid is placed under a pressure of 125–200 psi, and the

temperature and pressure are maintained for the desired

length of time, usually several hours. After the liquid is

drawn from the cylinder, a short vacuum is applied to free

the charge of surface-dripping preservative.

Preservative Retention

Retention of preservative is generally specified in terms of

the weight of preservative per cubic foot of wood, based on

the total weight of preservative retained and the total volume

of wood treated in a charge. Penetration and retention vary

widely between different species of wood, as well as with

woods of the same species grown in different areas. In most

species, heartwood is much more difficult to penetrate than

sapwood. Also, within each annual growth ring there is

variability in penetration, the earlywood generally being

more easily treated than the latewood.

The American Wood-Preservers’ Association Standards

specify methods of analysis to determine penetration and

retention. They also specify minimum retention amounts

for different preservatives according to the commodity, the

species, the pretreatment of the wood, such as kiln drying,

and the end use of the commodity. Heavier retention is

required for products in contact with the ground (poles,

timbers, etc.) or with marine waters (piles, timbers, etc.).

Unprotected wood in contact with the ground is subject to

severe attack by fungi and insects, and, in contact with

seawater, it is quickly destroyed by marine borers. For

wood products to be used in contact with the ground or

marine waters, creosote is the major preservative employed

because it can be readily impregnated to give high retention

and good protection, and it is not leached out by water.

Increasing environmental regulations are causing greater

restrictions on the use of traditional wood preservatives and

alternate, nonpolluting methods are urgently needed. The

use of CCA to treat wood for residential structures was

phased out at the end of 2003. Arsenic, a carcinogen, imparts

resistance to rot and termite damage, but there are concerns

that it leaches from wood and exposes children. This forces

the industry to develop more environmentally friendly

preservatives [35].

Nonconventional Wood Preservation

The chemical modification of wood as a possible preserva-

tive treatment for wood is based on the theory that enzymes

(like cellulases) must contact directly with the substrate

(cellulose), and this substrate must have a specific configu-

ration. If the chemical nature of cellulosic substrate is

changed, this highly selective enzymatic reaction cannot

take place. A major modification process is to change the

hydrophilic nature of wood, which can be achieved by a

thermal or chemical process as indicated earlier. In most

cases, water a necessity for decay organisms is excluded

from biological sites.

The chemicals used for modification need not be toxic to

the organism because their action renders the substrate

unrecognizable as a food source to support microbial

growth. For wood preservation, this means that it is possible

to treat wood in such a manner that attack by wood-

destroying fungi will be prevented, and the material will be

safe for humans to handle. For applications of wood in which

human contact is essential and nontoxic preservatives may

well be specified or required in the future. An added benefit

to most of the chemically modified woods is that the

resulting bulking action gives the treated wood very good

dimensional stability.

A key chemical modification of wood involves the reac-

tion of their hydroxyl groups with chemical reagents to form

a covalent bond between the two (Fig. 28.34) as discussed

earlier related to the dimensional stability treatments.

A review on this subject shows that treatments with acetic
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anhydride, dimethyl sulfate, acrylonitrile, butylene oxide,

phenyl isocyanate, and propiolactone all give good rot resis-

tance at a 17–25 weight percent gain (WPG) [36]. The decay

resistance of acetylated wood is proportional to the WPG,

and the degree of dimensional stability also is proportional

to the WPG; so the exclusion of cell wall or biological water

may be a very important factor in the decay resistance

mechanism [37].

In preliminary tests, alkylene oxide-treated southern pine

was found to be resistant to termite attack and attack from

the marine borers Teredo (shipworm) and Limnoria.

In conclusion, the modification of wood by heat

treatments or by chemical reactions using acetic anhydride

results in treated wood that is dimensionally stable and

resistant to attack by fungi without the use of toxic chemicals

[30]. The high chemical treatment level required for effec-

tiveness may result in a rather expensive treatment. How-

ever, for those products where both the Rot resistance and

dimensional stability are important, the present state of the

technology is close to a viable industrial process as reflected

in the commercial production of acetylated wood [30].

Fire-Retardant Treatment of Wood

The Romans first treated wood for fire retardancy in the first

century AD. They used solutions of alum and vinegar to

protect their boats against fire. In 1820, Gay-Lussac

advocated the use of ammonium phosphates and borax for

treating cellulosic material. Many of the promising inorganic

chemicals used to day were identified between 1800 and

1870. Since then, the development of fire retardants for

wood has accelerated. Commercially treated wood became

available after the U.S. Navy (1895) specified its use in ship

construction, and New York City (1899) required its use in

buildings over 12 stories tall. Production reached over 65

million board feet in 1943, but by 1964 only 32 million

board feet was treated annually [38].

However, starting in 1979 changes were made in some

building codes that allowed structural changes if fire-

retardant (FR) treated wood was used in place of untreated

plywood for roof sheathing. The structural changes resulted

in sufficient savings such that FR-treated wood was utilized

more extensively. Also the use of FR-treated plywood was

mandated at other specific sites such as prisons.

Fire-retardant treatments for wood can be grouped into

two general classes: (1) those impregnated into the wood or

incorporated into wood composite products and (2) those

applied as paint or surface coatings [39]. Chemical impreg-

nation has the greater use, primarily for new materials,

whereas coatings have been limited primarily to materials

in existing constructions. There are advantages and

disadvantages to each class. Coatings are applied easily,

and they are economical. Chemical impregnation usually

involves full-cell pressure treatment and can be costly.

A coating is subject to abrasion or wear that can destroy

the effectiveness of the fire retardant. Chemical impreg-

nations deposit the fire retardant within the wood, so that if

the surface is abraded, chemicals are still present. On-site

application of surface coatings requires strict control of the

amount applied to ensure correct loading levels for a partic-

ular flame spread rating.

Both coating and impregnation systems are based on the

same chemical compounds although the formulations for

each vary. Among the most commonly used chemicals for

impregnation treatments are diammonium phosphate,

ammonium sulfate, borax, boric acid, zinc chloride, and

most recently the leach-resistant amino-resin systems.

The fire-retardant chemicals have different characteristics

with respect to fire resistance. Ammonium phosphate, for

example, is effective in checking both flaming and glowing;

borax is good in checking flaming but is not a satisfactory

glow retardant. Boric acid is excellent in stopping glow but

not so effective in retarding flaming. Because of these dif-

ferent characteristics, mixtures of chemicals usually are

employed in treating formulations.

Fire-Retardant Formulations

Many chemicals have been evaluated for their effectiveness

as FRs. Today most FRs for wood are based on phosphorus,

nitrogen, boron, aluminum trihydrate, and a few other

compounds. Phosphorus and nitrogen frequently are used

together because they behave synergistically; amino-resins

are an example of such a combination.

Most FR formulations are not resistant to leaching by

water. Therefore, there have been increased efforts to

develop leach-resistant chemicals that can be impregnated

into wood products for use in exterior or high-humidity

applications. Some of the proposed leach-resistant systems

include chemical combinations that form insoluble

complexes, amino-resin systems, and monomers that poly-

merize in the wood. A common amino-resin system for

exterior use is dicyandiamidephosphoric acid formaldehyde.

Guanylurea phosphate-boric acid also is a commonly used

organic phosphate salt for modern commercial FR wood.

The American Wood-Preservers’ Association Standards

specified the four types of FR formulations given in

Table 28.10. Many newer formulations have been developed

by commercial enterprises and are proprietary.

The impregnation methods are similar to those employed

for the preservative treatment of wood by water-borne salts

using pressure processes. The maximum temperature of the

solution must not exceed 140�F for formulation Types A, B,

and D, and must not be above 160�F for Type C. After
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treatment, the wood must be dried to a moisture content of

19% or less. For most uses, the wood is kiln-dried to a

moisture content of below 10%.

For effective fire protection larger amounts of chemicals

must be deposited in the wood than the amounts necessary

when water-borne chemicals are used for decay prevention.

Whereas for the water-soluble toxic salts retentions from

0.22 to 1.00 lb/ft3 of wood are specified according to com-

modity standards in order to give good protection against

decay and insects, as much as 5–6 lb of some fire retardants

may be required for a high degree of effectiveness against

fire. Usually, however smaller amounts will give a good

degree of protection. For example, formulation Type B

when impregnated in amounts of 1.5–3 lb/ft3 of wood

provides a combined protection against fire, decay, and

insects. Because the amino-resin systems are leach-resistant,

high application levels are not necessary in practice.

Fire retardancy of wood involves a complex series of

simultaneous chemical reactions, the products of which take

part in subsequent reactions.Most FRs used forwood increase

the dehydration reactions that occur during thermal degrada-

tion so that more char and fewer combustible volatiles are

produced. The mechanism by which this happens depends on

the particular FR and the thermal–physical environment. The

effectiveness of a FR treatment depends upon the perfor-

mance rating of the treated material when tested in accor-

dance with ASTM E84 (no greater flame spread than 25).

Conversion of Wood to Energy, Fuels,
and Chemicals

Wood has been a source of energy and chemicals for

hundreds of years and continues to be an important raw

material for specific chemicals. The use of wood as a pri-

mary source of industrial chemicals decreased dramatically

in the 1940s when oil became the preferred raw material.

Current interest in wood-derived fuels and chemicals has

been rekindled by an increasing demand of energy and the

soaring prices of petroleum products. This current bio-

refinery development is sustainable and also would help to

reduce our dependence on fossil fuels and the greenhouse

gas emission to the environment. The term “silvi-chemicals”

sometimes is used to refer to wood-derived chemicals anal-

ogous to petrochemicals.

One of the recent developments in wood-based

biorefinery is on the preextraction of hemicelluloses from

wood as this would greatly enhance the overall utilization of

wood [4]. The conversion of wood to energy or chemicals in

general involves a chemical, biological, thermal, or a com-

bined process. The specific process used varies with the

nature of intended product. In this section, the improved

wood utilization by preextraction of hemicelluloses, direct

combustion, saccharification, fermentation, and a variety of

thermal decomposition process (carbonization, pyrolysis,

gasification, and liquefaction) is discussed to reflect their

recent developments [40, 41].

Improved Wood Utilization by Pre-extraction
of Hemicelluloses

The paper industry as noted earlier represents the largest

scale in the isolation of wood polysaccharides as papermak-

ing fibers. In the production of pulp fibers for making stable

white papers, the lignin component has to be totally removed

by a series of pulping and bleaching operations. Although

the dominant kraft pulping is an effective process in the

sense of being able to pulp all kind of plant materials, it is

not an efficient operation, as approximately one third of the

polysaccharides are degraded and lost resulting from the

alkaline degradation reactions (Fig. 28.23).

Naturally, many wood-based biorefinery projects have

emphasized on the extraction and isolation of those

hemicelluloses [4, 42–45], which otherwise would be

degraded in a typical kraft cooking process. The extraction

methods examined ranged from a hot-water (auto-

hydrolysis) extraction to a mild alkali treatment. The extent

of the hemicellulose extraction would vary with the intent to

utilize those extracted chips for the production of papermak-

ing fibers or solid wood products like wood pellets.

A technology based on the hot-water extraction of sugar

maple in the 160–170�C range has been extensively studied

with respect to the characteristics and potential application

of the water extracts and the extracted chips [4, 42, 45].

For example, the sugar components of water extracts after

hydrolysis were shown being very responsive to fermenta-

tion for the production of biofuels (ethanol and butanol) or

biopolymers like polyhydroxy-alkanoates (PHA). The

extracted chips can be used for the production of papermak-

ing fibers or reconstituted wood products with improved

properties. Interestingly, the water extraction step signifi-

cantly enhanced the subsequent alkaline (Kraft)

delignification reaction [45].

Table 28.10 Formulations of fire retardants

Chemicals (%)

Type

A B C D

Ammonium phosphate – – 10 –

Ammonium sulfate – 10 60 35

Boric acid – 10 – 25

Sodium dichromate 20 40 – 5

Sodium tetraborate – – 10

Zinc chloride 80 40 – 35
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Direct Combustion

The concept of using wood as a source of energy through

direct combustion dates back to the very beginning of human

existence. As soon as early people learned to use fire, wood

became the major source of energy. It is important to note

that fuel is still the major use of wood on a worldwide basis,

amounting to an estimated 1.2 � 109 m3/year compared

with 0.8 � 109 m3/year for lumber and other solid wood

products, 0.34 � 109 m3/year for pulp, and 0.2 � 109 m3/

year for other uses. Thus, on a global basis, nearly 50% of

the wood harvest is used directly for fuel. In many nonin-

dustrialized countries, fuel amounts to 80–90% of total

wood consumption, compared with an average of 7% for

industrialized regions.

The average stored energy content of wood is 8,600 BTU/

lb. Variations in heat values for wood as a function

of species occur within a relatively narrow range of

8,000–10,000 BTU/lb. Bark values are slightly higher than

wood values, about 10,000 BTU/lb.

The greater the oxygen content of a carbon compound or

carbonaceous substance, the lower the heat of combustion.

Lignin, with an elemental analysis of C10H11O2 compared

with C6H10O5 for cellulose, has a lower degree of oxidation

and a higher heat of combustion than cellulose. The fossil

fuels that have very low or no oxygen content have much

higher energy contents, for example 12,000–13,500 BTU/lb

for coal, 18,000–19,900 BTU/lb for oil, and 18,550 BTU/lb

for natural gas.

Wood and other biomass materials are hygroscopic and

retain substantial amounts of moisture (15–60%). Hence,

some of the thermal energy of the wood is lost in vaporizing

this water to steam during combustion. In addition, wood has

a lower density than coal, so that a greater volume of mate-

rial must be gathered and transported to provide the same

heating value as that of coal. Wood has a negligible sulfur

content, less than 0.1% compared with much larger amounts

in coal (avg. 2%) and petroleum. Sulfur from coal and

petroleum creates serious environmental problems by caus-

ing acid rain. Also, ash from coal presents a disposal prob-

lem and creates unhealthy fly ash, whereas the ash content of

wood is less than 0.5%. The only environmental hazard

produced from burning wood as a fuel is the production of

particulates.

Most wood and wood-derived materials (spent pulping

liquors) that are used for energy are consumed by the forest

products industry itself. The source of this fuel is almost

entirely in the wood-processing and manufacturing

operations, termed “manufacturing residuals” or “mill

residues.” Forest residues from logging operations and the

noncommercial trees in the forest also are utilized for fuels.

Wood wastes supply the forest products industry with

roughly 40–50% of the energy requirements in the form of

spent liquors and wood and bark residues. The spent pulping

liquor contains 40–50% of the wood as dissolved lignin and

a large variety of other organic compounds. The spent liquor

is used almost totally, after evaporation to about 65% solids,

to produce steam and to recover the inorganic chemicals

used in the pulping operation. The Tomlinson furnace is

used almost universally and is the most efficient system for

combined energy and chemical recovery yet devised.

The mixed wood and bark residues burned directly are

collectively termed “hog fuel.” Over the past decade, there

has been a trend to channel more and more of the cleaner,

drier, and larger-sized mill residues into raw materials for

products. The coarse wood residues (slabs, trim, edgings,

etc.) are chipped and sent to pulp mills. Also, considerable

sawdust now is being pulped instead of being burned for

fuel. Some of the residues, including shavings, also are used

for particleboard. This means that hog fuel contains the less

desirable, dirtier, and wetter forms of waste.

Combustion technology. The hog fuel boiler represents the

conventional technology of using wood for energy to pro-

duce process steam. Modern wood-fuel boilers have

traveling grates and use mechanical draft fans. Many are of

gigantic size, handling as much as 500,000 lb of wood per

hour. Spreader stokes distribute the fuel evenly over the

large grate areas to ensure efficient combustion. The ash

can be removed continuously with traveling grates. Modern

instrumentation meters air flow, controls fuel-to-air ratios,

and meters combustion efficiency and stack emissions. With

these developments, the energy recovery and environmental

acceptability of wood-burning systems have been improved

in the forest products industry.

The deterioration of hog fuel quality referred to above

makes it more difficult to obtain efficient combustion, high

reliability, and low stack emissions simultaneously. To over-

come this difficulty, the fuel can be processed before combus-

tion to remove dirt and moisture and produce clean-burning,

efficient fuel. This can be done by drying, screening, grinding,

washing, and pelletizing or densification of the hog fuel in

order to remove noncombustible dirt andmoisture, reduce the

size of large and slow-burning material, and agglomerate

small and fine material.

Size uniformity is important for ease in transportation,

storage, and fuel feeding. Dirt and moisture reduction

reduces transportation costs, promotes efficient combustion,

and minimizes air emissions. Another approach for using

low-quality hog fuel is the development of improved

combustors. Examples are: (1) the fluidized-bed combustors,

which obtain excellent wood combustion at relatively

high efficiencies with low-quality, nonuniform fuels; and

(2) the pyrolytic burner, which has very low stack emissions

with relatively high thermal efficiencies and wood combus-

tion rates.
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Present-day wood-fired boiler systems are complicated

and cost considerably more than a comparable petroleum-

fired installation. As much as 25% of the capital cost is in the

fuel-handling equipment, and another 20% is in the air

pollution control system. Because of the high capital costs

and the lower thermal efficiencies of burning wood

compared with oil (68% vs. 82%), the success of the

wood-fired systems depends on the low cost of the wood

fuel supplies.

The North American forest products industry has been

successful in developing useful technologies for the produc-

tion of energy from wood residues as process heat or steam,

which are cost-effective. New technologies promise even

greater economic benefits.

Upgrading of solid fuels. To overcome the drawbacks of

using the hog fuels as noted earlier, the recent production

of densified wood fuels like pellet has been increased quite

substantially. The raw materials include shavings and saw-

dust from sawmills as well as tree branches or low-quality

wood. These solid fuel products are uniform in size and

quality, and also easy to handle and transport. Wood pellets

have a cylindrical form being 6–8 mm in diameter with

varying length and are increasingly used in residential

heating and industrial operations for generating heat and

power. The energy value for 1 t of softwood pellets was

estimated to be about 5 MWh, which is equal to 0.5 m3 of oil

[40]. Thus, wood pellets appear to be attractive as a good

substitute for fossil fuels in many applications.

Cogeneration technology. Cogeneration is the concurrent

generation of electricity and the use of exhaust heat, usually

in the form of process steam, for manufacturing operations.

This is done by burning fuel (in this case, wood) to make

high-pressure steam, 600–1,200 lb/in.2, passing this steam

through a back-pressure or extraction turbine to drive a

generator, and then using the steam exhausted from the

turbine at lower pressures, 50–300 lb/in.2, for process heat.

This technology gets full use of the energy contained in the

fuel. Wood at 55% moisture will generate power at about

60% efficiency.

The forest products industry is a major user of cogenera-

tion technology, as it requires large quantities of process

steam as well as electricity. It produces about 50% of its

electricity needs in this way. The pulp and paper industry

alone is the largest producer of energy by cogeneration of

any U.S. industry. Electricity self-sufficiency is likely to

increase to 80–90% for forest industries in the future through

cogeneration. However, there is a minimum plant size for

economical power generation. Steam usage should be more

than 70,000–120,000 lb/h, equivalent to 3–5 MW of back

pressure, for a plant economically to employ cogeneration

systems.

Saccharification

Saccharification represents a key step to convert wood

polysaccharides to liquid fuels and other chemicals. It

involves the hydrolysis of cellulose and hemicelluloses to a

mixture of hexoses (glucose, galactose, and mannose) and

pentoses (xylose and arabinose). These monomeric sugars

can then be fermented to yield ethyl alcohol (ethanol or grain

alcohol, C2H5OH) by proper microorganism in the same way

that ethanol is produced from grains or fruits. Obviously the

concept of ethanol production from wood is not a new one

and the polysaccharide character of wood has been known

for over 100 years. A major challenge on the use of wood for

the ethanol production as compared to other substrates like

sugarcane or corn has been on the difficulties in separating

and hydrolyzing the crystalline cellulose component in

wood.

The ethanol production from the nonwoody materials is

rather straightforward. To cope with the high oil prices,

Brazil took the dramatic step of shifting to a much greater

use of fuel alcohol produced from the sugars in sugarcane.

One wood hydrolysis plant was constructed, but it was

uneconomical to operate and was shut down. Since 2002,

they have used the gasoline–bioethanol blend (gasohol) for

motor fuels. Brazil is now second to the U.S. in the produc-

tion of bioethanol.

In the United States, the interest in producing alcohols

from renewable resources was revitalized by the dramatic

increase in the price of petroleum in the 1970s and the push

to decrease oil imports by substituting gasohol. Now, all

the gasoline at gas pumps contains bioethanol (10%),

which is produced largely from corn and the commercial

production of cellulosic ethanol may be expected to begin

in few years. Bioethanols produced from starchy substrates

or sugars in food crops are generally referred as the first

generation or noncellulosic ethanol, whereas the second

generation ethanol refers to the cellulosic ethanol being

derived from the inedible lignocellulosic materials like

wood or switch grass.

Both acids and enzymes can be used to hydrolyze the

cellulose to glucose, but so far only acids have been utilized

commercially for wood hydrolysis to sugars notably in

Russia. They continued the expansion of wood hydrolysis

facilities, and about 40 such plants are presently in opera-

tion. All the Russian plants are based on dilute sulfuric acid

in percolation towers. Cellulose being a partially crystalline

material is closely associated with other cell wall

components (hemicelluloses and lignin) in woody materials

and relatively inaccessible to the chemical or enzymatic

actions. A key technical challenge is in developing an eco-

nomically viable saccharification process for cellulose. The

characteristics of the acid and the enzymatic hydrolysis

process are discussed below.
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Acid hydrolysis. The acid hydrolysis of wood

polysaccharides is a classic reaction and has been exten-

sively studied related to the sugar formation [46]. Cellulose,

the major component of wood, gives over 90% yield of pure

glucose under laboratory hydrolysis conditions.

Hemicelluloses hydrolyze much more easily and rapidly

than the cellulose and give a mixture of sugars (xylose,

arabinose, mannose, galactose, and glucose). Temperatures

and acid concentrations that hydrolyze the cellulose to glu-

cose in a matter of a few hours readily convert much of the

hemicelluloses into simple sugars in minutes. Under indus-

trial conditions of hydrolysis, the sugars formed undergo

decomposition, with the pentoses decomposing more rapidly

than the hexoses (Fig. 28.36). Thus, the conditions of hydro-

lysis cause variations in the ratio and yields of the various

sugars due to (1) their different rates of formation by hydro-

lysis and (2) their different rates of decomposition. The

sugar degradation products especially the furan-types

compounds are the major inhibitors for the subsequent fer-

mentation process.

The polysaccharide components of wood (holocellulose)

may be hydrolyzed by two general methods: by strong acids,

such as 70–72% sulfuric acid or 40–45% hydrochloric acid;

or by dilute acids, such as 0.5–2.0% sulfuric acid. The

hydrolysis by strong acids proceeds somewhat like a homo-

geneous system following a first-order reaction, as the cellu-

lose component swells quickly and become soluble as

illustrated in Reaction Scheme A (Fig. 28.37).

In dilute-acid hydrolysis, the reactions are heterogeneous

and more complex, because no swelling and solubilizing of

the cellulose occurs. Cleavage of the insoluble cellulose (B3)

gives the low-molecular-weight oligosaccharides (interme-

diate products), which are then rapidly hydrolyzed to simple

sugars as indicated in Scheme B. The Reaction B3 proceeds

slowly and is the limiting factor for the whole process.

A variety of industrial processes on the hydrolysis of

lignocellulosic materials for the ethanol production have

been developed and evaluated over the years. They can be

grouped into the concentrated acid and the dilute acid pro-

cess as briefly discussed in the following.

The concentrated acid process. This process type is based on
the concept that concentrated acid is capable to decrystallize

the cellulose molecule and this facilitates the subsequent

dilute acid hydrolysis. The yield of sugars is quite high

being over 90%. Around the World War II period, the

Bergius–Rheinau process was developed in Germany and

was based on concentrated cold hydrochloric acids

conducted at low temperatures. On the other hand, a

concentrated sulfuric acid process was further developed

by the U.S. Department of Agriculture (USDA) at the North-

ern Regional Research Laboratory in Peoria and the process

is often termed the “Peoria Process.” A similar process was

developed in Japan and they commercialized a concentrated

sulfuric acid process in 1948.

For the concentrated acid process, the high yield of sugars

is offset by higher capital costs for corrosion-resistant equip-

ment and higher operating costs for acid recovery plus

acid losses. In the 1980s, considerable efforts to improve

the Peoria Process were conducted in U.S. especially

at Tennessee Valley Authority (TVA) and at Purdue

University. Among others, how to minimize the use of

sulfuric acid and the development of a cost-effective

recycling of the acid are key factors affecting the economic

feasibility of the process.

Also, there is a continued interest in the concentrated

hydrochloric process. In 2004, a pilot plant unit was installed

in Domsjö, Sweden to evaluate the relative merit of a

concentrated hydrochloric acid process (CHAP) [24, 40].

Interestingly, a recent patent indicates that the HCl can be
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reconverted directly from an aqueous solution by using an

immiscible extractant in a hydrocarbon diluent having a

boiling above 210�C [47]. This improved process if con-

firmed would make the Bergius–Rheinau or CHAP process

more attractive economically.

The dilute acid process. The Scholler–Tornesch process is a

classic example for wood hydrolysis with dilute sulfuric acid

conducted in the 170–180�C (338–356�F) range. It was

developed originally in Germany and later modified by the

research conducted at the U.S. Forest Products Laboratory

(FPL) in Madison, Wisconsin. This improved process is also

known as the Madison process.

In the Madison process, dilute sulfuric acid with an aver-

age concentration of 0.5% is pressed through wood in the

form of sawdust and shavings. Regular flow of the acid and

of the resulting sugar solution is one of the two principal

requirements; the other is a lignin residue that can be

discharged from the pressure vessels without manual labor.

Both depend upon careful charging of the wood, which

should not contain too many very fine particles, and upon

maintaining a pressure differential of not more than

5–6 lb/in.2 between the top and the bottom of the digester.

The digesters or percolators are pressure hydrolyzing

vessels, commonly employing a pressure of 150 lb/in.2,

and having a capacity of 2,000 ft3 each. In the original

Scholler plants in Germany, the digesters were lined with

lead and acid-proof brick; in the Madison process a lining of

“Everdur” metal was found to give sufficient protection.

The wood, about 15 t, is pressed down with steam and then

is heated by direct steam, after which the acid is introduced.

The practice in Germany was to bring the dilute acid into the

digester in several batches, with rest periods of about 30 min,

heating the wood to temperatures of 130�C (266�F) at first,
then to 180�C (356�F), while keeping the temperature of the

entering acid 10–20�C lower. A total of about 14 h was

required to exhaust the wood, yielding about 50 lb of

carbohydrates for 100 lb of dry wood substance. In the

Madison process, continuous flow of the acid, and, corre-

spondingly, of the sugar solution, is provided— in other

words, continuous percolation. The cycle is thereby reduced

to 6 h, and the yields are increased somewhat. The lignin is

blown out of the digester by opening the specially constructed

bottom valves while the vessel is still under pressure.

The sugar solutions usually contain about 5% sulfuric

acid. The solutions, still under pressure (150 lb/in.2), are

flash-evaporated to 35 lb/in.2, neutralized with lime at that

pressure, and filtered. Calcium sulfate is much less soluble at

the elevated temperature corresponding to the pressure than

it is at 100�C. This is a fortunate circumstance, for it must be

removed to an extent sufficient to avoid difficulties caused

by the formation of incrustations in the subsequent alcohol

distillation. The filtered solution is cooled by further flash

evaporation and heat exchanged with water to the fermenta-

tion temperature. Sugar yields from coniferous woods

(softwoods) are about 50% at an average concentration of

5%. When fermented, the average ethyl alcohol yield per ton

of drywoods is 50–60 gal and sometimes higher.

A2 B2

B3

A3

Wood Polysaccharides

Soluble hemicelluloses Pentose sugars

Swollen cellulose Soluble hemicelluloses

Insoluble“stable cellulose”

Soluble polysaccharides

Pentose and Hexose
Sugars

A. Strong Acid B. Dilute Acid

A1 B1

A4 B4

Oligomers of cellulose

Fig. 28.37 Reaction schemes

for the acid hydrolysis of wood

polysaccharides
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The U.S. FPL in cooperation with the TVA had studied a

two-stage dilute acid hydrolysis process based in part on

studies of Cederquist in Sweden during the 1950s. The first

stage (prehydrolysis) selectively removes the hemicellulosic

sugars with dilute sulfuric acid at about 170�C prior to

hydrolysis of the lignocellulosic residue to glucose in the

higher temperature (230�C) second stage. The two-stage

dilute acid process has a number of important advantages:

(1) the carbohydrates are fractionated into hemicellulosic

sugars and glucose, so that the separate utilization of each

fraction is facilitated; (2) glucose is isolated in moderately

good yield (~50%); (3) the glucose solution from the second

stage is moderately concentrated (~10–12%); and (4) the

consumption of acid and steam is relatively low.

A detailed model for the dilute acid hydrolysis of cellu-

lose was developed at FPL in connection with studies of the

two-stage dilute sulfuric acid hydrolysis process [48]. The

model incorporates the effect of the neutralizing capacity of

the substrate, the presence of readily hydrolyzable cellulose,

and the reversion reactions of glucose in acid solution.

Although general in nature, the model was developed spe-

cifically for application to the dilute, sulfuric acid hydrolysis

of prehydrolyzed wood. A computer program simulating the

new model can be used to predict yields of free glucose,

reducing sugars, reversion material, remaining cellulose, and

glucose loss due to dehydration as a function of acid con-

centration, temperature, and reaction time.

Also, Sweden has actively engaged in an international

development project on the ethanol production from ligno-

cellulosic feedstock [24, 40]. In 2004, a pilot plant was

installed in Domsjö to evaluate the relative merits for three

different saccharification processes. These include a

concentrated hydrochloride acid process (CHAP) conducted

at 20–40�C, a dilute acid process termed CASH (Canada-

America-Sweden-Hydrolysis), and an enzymatic hydrolysis

process. The CASH process includes the use of SO2 and

dilute sulfuric acid in two separate stages and appears to be

the most promising among the three processes [24]. The

pilot plant has the capacity to process 2 t of woody biomass

per day to produce about 400 L of ethanol. Interestingly,

both the CASH and the FBL-TVA systems share the same

process features, as the sugars derived from the easily

hydrolyzed hemicelluloses were removed prior to the

subsequent hydrolysis of the cellulose component. This

two-stage process naturally would minimize the further deg-

radation of the pentoses derived from the hemicelluloses.

The overall benefits of these two-stage processes as noted

earlier would increase the total sugar production, reduce the

formation of inhibitors like furfural (Fig. 28.36), and thus

improve the overall fermentation process.

Major concerns of the acid-catalyzed saccharification as

noted earlier are the equipment corrosion and the recovery of

the acid used. In case of the dilute acid process, the

generation of furfural and 5-hydroxyfurfural (Fig. 28.36) is

also a major concern, as they are inhibitory to the subsequent

fermentation process. Thus, a detoxification step is needed

prior to the fermentation process.

Enzymatic hydrolysis. Saccharification of wood

polysaccharides to sugars can also be accomplished by enzy-

matic techniques. In general, amixture of cellulases containing

endoglucanases, exoglucanases, and b-glucosidases was used
to hydrolyze the cellulose [49, 50], whereas hemicellulases

are used for the hemicellulose hydrolysis [51]. Important cel-

lulolytic enzymes are produced from the fungus Trichoderma
reesi. Enzymatic hydrolysis can be conducted as such or com-

bined together with fermentation as a single process. The latter

simultaneous saccharification and fermentation (SSF) process

would greatly facilitate the ethanol production process

[51, 52]. However, the most common microorganism used

for the fermentation of hydrolyzates from the lignocellulosic

substrates is Saccharomyces cerevisiae, which ferments the

hexoses but not the pentoses.

The enzymatic hydrolysis as compared to acid hydrolysis

has the advantages of being conducted under milder

conditions with temperatures up to 60�C in the pH range of

2.5–5.5. It also produces less undesirable products like fur-

fural which inhibits the fermentation reaction. However, the

requirements of extensive pretreatment of wood substrates

[52–54] and the high cost of enzymes [55] are the major

concerns for its industrial applications [56].

Enzymatic methods show the biggest promise for conver-

sion of waste paper from municipal waste into glucose for

ethanol production. Because paper is composed primarily of

wood cellulose fibers, the enzyme inhibition due to lack of

accessibility with whole wood is partially alleviated. As

mentioned previously, waste paper can represent up to

50% of typical municipal waste. Currently the separated

paper from the waste is just burned for its fuel value.

Pretreatments. The current emphasis in the United States has

been on the enzymatic hydrolysis process and how this

hydrolysis process could be facilitated by a thermal or

chemical pretreatment [52–54]. The main purpose of

pretreatments is to enhance the accessibility of cellulose,

which can be achieved by a controlled removal of the

hemicelluloses or lignin components. Treatments with

chemicals include dilute acid, alkali, ozone, organosolv,

sulfite (SPORL), or green liquor systems. Thermal

treatments include the steam explosion, ammonia fiber

explosion, and carbon dioxide explosion process. The spe-

cific application of these methods seems to vary with nature

of substrates and potential applications of the treated

materials. For example, the softwood after a bisulfite-based

SPORL treatment was very responsive to enzymatic hydro-

lysis and the subsequent fermentation process. An ethanol
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yield of 276 L/t of wood was reported for softwood and this

corresponds to a 72% theoretical yield [53].

Fermentation

All the sugars derived from the hydrolysis of wood

polysaccharides can now be fermented to yield ethanol and

a variety of other products by a proper selection of the

microorganisms.

Alcohols. As noted earlier, the yeast fermentation of hexoses

with S. cerevisiae is essentially the same way that ethanol is

produced from grains or fruits. Whereas the fermentation of

five carbon sugars (xylose and arabinose) to ethanol can be

achieved by many native and engineered microorganisms

including Escherichia coli and S. cerevisiae [52, 53]. In

addition, strains, which are able to ferment both the five-

and six-carbons sugars, have been developed. This would

greatly facilitate the production of ethanol from a sugar

stream derived from the woody biomass [57].

Other products. In addition to ethyl alcohol, the fermenta-

tion process can yield many other useful products ranging

from simple compounds like xylitol and sorbitol to biode-

gradable polymers like polyhydoxyalkanoate (PHA) and

polylactic acid [58].

Thermal Decomposition

When wood is heated in the absence of air or with only

limited amounts of air, thermal degradation takes place.

This begins at about 100�C and increases with rising tem-

perature. At about 270�C exothermic reactions set in,

causing a rise in temperature (usually held at 400–500�C)
bringing about complete carbonization. The resulting

products are charcoal, tars (condensable liquids), and non-

condensable gases. All these fractions may be used as fuels

or chemicals as illustrated in Fig. 28.38.

For example, the wood gas has a fuel value of

300 BTU/ft3. Methanol obtained from the destructive distil-

lation of wood represented the only commercial source until

the 1920s. The yield of methanol from wood by this method

is low, only about 1–2% or 20 L/metric ton (6 gal/t) for

hardwoods and about one-half that for softwoods. With the

introduction of natural gas technology, the industry

Fig. 28.38 Product obtained from thermal decomposition of wood (from Young and Giese [2], Copyright# 2004, with permission of JohnWiley

& Sons Publisher)

28 Wood and Wood Products 1103



gradually switched to a synthetic methanol formed from a

synthesis gas (syngas) produced from reformed natural gas.

During World War II in Germany, automobiles were

fueled by the gases produced from thermal decomposition

of wood; and research is ongoing today on the more efficient

gasification of wood. Destructive distillation has been used

throughout most recorded history to obtain turpentine from

pinewood as discussed later in the chapter.

The range of materials or chemicals derivable from the

thermal decomposition of wood (Fig. 28.38) varies with the

species of woods used, the type of equipment and system

(pyrolysis or gasification) employed, and the process

variables (temperature, heating rate, and gas residence

time). For example, the oil and tar yields can be varied

between 1 and 40% and the char between 40 and 10% or

less. Low temperatures favor liquids and char, low heating

rates favor gas and char, and short gas residence favors

liquids. Conversely, high temperatures favor gas, high

heating rates favor liquids, and long gas residence times

favor gas. Thus, the various product fractions can be prefer-

entially manipulated by proper combinations of these

variables. The thermal conversions of wood by the pyrolysis,

gasification, and liquefaction processes are discussed further

in the following.

Carbonization

The production of charcoal and tars by destructive distilla-

tion is the oldest of all chemical wood-processing methods.

Charcoal probably was first discovered when the black mate-

rial left over from a previous fire burned with intense heat

and little smoke and flame. For centuries, charcoal has been

used in braziers for heating purposes. Destructive distillation

of hardwoods has been carried out with charcoal the product

sought and volatiles as by-products; with softwoods (pines),

volatiles were the principal products (naval stores), with

charcoal considered a by-product.

In the United States, charcoal production began in early

colonial days. During this period, principal uses of charcoal

were as a fuel in blast furnaces for the production of pig iron

and as an ingredient of gunpowder. Charcoal needed by the

iron industry had to have a high crushing strength, and thus

was from dense hardwoods such as maple, birch, oak, and

hickory. A softer charcoal was preferred for making gun-

powder and was produced from willow and basswood. The

first successful blast furnace was built in Saugus,

Massachusetts, in 1645. Other furnaces were started in

close proximity to iron ore deposits. These early furnaces

were small, usually producing only 1–3 metric tons of pig

iron per day. In the late 1880s, wood charcoal lost its metal-

lurgical market to coke, which was better suited to demands

of larger.

Basic techniques for producing charcoal have not

changed over the years although the equipment has. Char-

coal is produced when wood is burned under conditions in

which the supply of oxygen is severely limited. “Carboniza-

tion” is a term that aptly describes the thermal decomposi-

tion of wood for this application. Decomposition of carbon

compounds takes place as the temperature rises, leading to a

solid residue that is richer in carbon than the original mate-

rial. Wood has a carbon content of about 50%, whereas

charcoal of a quality suitable for general market acceptance

will be analyzed as follows: fixed carbon 74–81%, volatiles

18–23%, moisture 2–4%, and ash 1–4%. Charcoal with a

volatile content over 24% will cause smoking and is unde-

sirable for recreational uses.

Earthen “pit kilns” originally were used to produce char-

coal. A circular mound-shaped pile of wood (15–45 cords)

was built up with an open core 30–60 cm (1–2 ft) in diameter

to serve as a flue. The entire surface of the pile, except for the

top flue opening and several small openings around the

bottom periphery, then was covered with dirt or sod suffi-

ciently thick to exclude air. The mound was allowed to

“coal” for 20–30 days to give the final product.

In the second half of the nineteenth century, brick or

masonry “beehive” kilns came into widespread use. The

capacity of many of these kilns was from 50 to 90 cords,

and operation was essentially the same as for the pit kilns.

Many other types of kilns have been used from time to time.

Small portable sheet-metal kilns of 1–2 cords have been

widely used, and have rectangular masonry block kilns of

various designs. These were predominantly used by farmers

and small woodlot owners.

Large-scale production of charcoal was done by distilling

the wood in steel buggies in long horizontal ovens. The

buggies rode in steel rails that carried the cars in line from

predryers to the ovens and then to coolers. Charcoal was

produced by this method in a matter of 24 h. The latest types

of charcoal-producing equipment are designed for continu-

ous operation and make use of residues instead of round-

wood. An example is the Herreshoff multiple hearth furnace,

in which several hearths or burning chambers are stacked on

top of one another, the number depending on capacity.

Production in this type of furnace is from 1 to 2.5 metric

tons of charcoal per hour.

Pyrolysis

On the pyrolysis of wood in the absence of oxygen, the

temperature and heating rate plays a key role in affecting

the formation and nature of the products. Conventional

pyrolysis is often termed as slow pyrolysis and has been

used traditionally for the production of charcoal as described

earlier. This essentially is a carbonization process and
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includes the destructive distillation of wood to produce the

charcoal and tars.

A fast pyrolysis [40, 59] refers to a high temperature

process (500–700�C) with a high heating rate (300�C/min)

for a short time. The major product is the bio-oil. Interest-

ingly, the pyrolysis of pine wood samples releases signifi-

cant amounts of the wood extractives (turpentine and tall

oil). These products constitute the so-called naval stores

chemicals and are discussed in the later wood extractives

section.

Also, the pyrolysis may be conducted with a very high

heating rate and a short reaction time (only a few seconds).

This intensive process is often termed as flash pyrolysis and

requires very small size of particles (105–250 mm).

Bio-oils. The organic liquid fraction from the wood pyrolysis

is often termed as bio-oil. It is a complex mixture of

alcohols, aldehyde, ketones, ester, and phenolic compounds

from the fragmentation of cellulose, hemicelluloses, lignin,

and extractives. The fast pyrolysis is generally employed for

bio-oil production. The yields of bio-oil from wood are in

the range of 70–80%. Biomass containing a higher content

of lignin tends to give a lower bio-oil yield but with a higher

energy density. The heating value of bio-oils is about

40–45% of that for hydrocarbon oils.

Bio-oils like the petroleum-based products can be stored,

pumped, and transported. They can also be burned in boilers,

gas turbines, and slow and medium-speed diesel engines for

the heat and power generations.

An increasing interest in the bio-oils applications is to use

as substrates like coal for conversion to syngas, as precursors

for fuels and chemicals. This biorefinery of bio-oils would

be parallel to the conventional oil refining.

Gasification

Gasification [60, 61] is the thermal degradation of wood or

other carbonaceous material in the presence of controlled

amounts of oxidizing agents, such as air or pure oxygen. It is

carried out at higher temperatures than those used in the

pyrolysis process, up to around 1,000�C. Hence, the reaction
rates are very fast, making equipment design critical. The

thermal efficiency for conversion of wood to gases is

60–80%, which compares favorably with that of coal.

Wood gasification offers several advantages over coal: (1)

much lower oxygen requirements, (2) virtually no steam

requirements, (3) lower costs for changing H2/CO ratios,

which are already higher in wood gas, and (4) no or very

little desulfurization costs. Coal has an advantage in that

larger plants can be built for coal gasification than is nor-

mally the case for wood, because of its procurement

advantage.

Several gasifiers have been designed to handle municipal

refuse, wood wastes, and other biomass materials. Basically,

gasifiers fall into two types: (1) those that use air and (2)

those using oxygen. An example of the air system is the

Moore–Canada gasifier. The wood residues are carried on a

moving bed through stages of drying, reduction, and char

oxidation, and the ash is discharged in granular form. The

maximum temperature in the reaction zone is about 1,222�C.
The hydrogen content of the crude gas is increased from

8–10% up to 18–22% by adding steam to the air intake.

The Union Carbide Company Purox gasifier is an exam-

ple of the oxygen system. This unit also uses a moving-bed

reactor. Pure oxygen is the oxidizing agent used to convert

the char into CO and CO2. Molten ash leaves the bottom at

about 1,670�C. If air is used, the crude gases contain about

46% nitrogen, which must be removed by cryogenic means;

but if oxygen is used, it first must be separated from air, with

oxygen and nitrogen separated by a cryogenic system (see

Chap. 27). The crude gases also contain an oil and tar

fraction, about 2% of the wood (dry basis). Gasifiers

designed for wood operate at atmospheric pressure, in con-

trast to coal gasifiers that operate at pressures up to 400 psi.

Wood gasification products. The composition of the wood

gas varies according to the technology used. If the limited

oxygen required is supplied by air, a typical gas might

contain H2 (10–18%), CO (22–23%), CO2 (6–9%), N2

(45–50%), and hydrocarbons (3–5%), and have a heating

value of about 1,700 kcal/m3 (180 BTU/ft3). If pure oxygen

is supplied to the process, the gas might contain H2

(24–26%), CO (40%), hydrocarbons (10%), and CO2

(23–25%), and have a heating value of 2,900 kcal/m3

(350 BTU/ft3). The gas may be used directly as a fuel in a

variety of ways; for example, supplying boiler energy in an

industrial plant at the rate of 2.5 � 108 kcal/h from about

136 kg/day of dry wood.

Figure 28.39 illustrates some examples of products

derived from the wood gasification and from the

Fischer–Tropsch synthesis of the syngas. Under gasification

conditions, the carbon from woody biomass is converted to

gas (CO and CO2). With a combined reactions with oxygen

and steam, a mixture of CO and H2 is formed by a well-

known Lurgi process (Eq. 1). The gas mixture is called

biosyngas to differentiate it from the syngas derived from

coal. A variety of products can be derived from the

reforming of syngas by the so-called Fischer–Tropsch (FT)

process. The products range from alkane (Eq. 2), methane

(Eq. 3), to methanol (Eq. 4), and dimethyl ether (DME)

(Eq. 5). The latter DME derived from the dehydration of

methanol can be used as fuel in diesel engine.

The technology of gasification [60, 61] is under active

development in both equipment and process design to reduce

capital costs, and in the chemistry of the process to improve
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yields and obtain more favorable gas ratios. The latter

includes the use of catalysts to enhance the process and to

promote the formation of specific products, such as methane

or ethylene or increased thermal efficiency or for feed-stocks

for chemical synthesis.

Among the various chemicals or products that could be

derived the wood gasification, the potential production of

methanol and FT diesel has attracted much attention notably

related to the paper industry. The gasification of the black

cooking liquors after the kraft pulping may provide a means

to recover the cooking chemicals (see the Kraft pulping

section) and the production of useful chemicals. Recently,

the ThermoChem Recovery International, Inc. assisted by

the US Department of Energy has installed a pilot plant

operation in Durham, North Carolina to produce diesel

fuels and chemicals from gasification of woody biomass.

This technology should be applicable to the kraft pulping

liquor solids as well.

Methanol production. With the introduction of natural gas

technology, the industry gradually switched to a synthetic

methanol formed from a synthesis gas (syngas) produced

from reformed natural gas. Two volumes of H2 and one

volume of CO are reacted in a catalytic converter at

pressures of 1,500–4,000 psi to produce methanol. Presently,

99% of the methanol produced in the United States is

derived from natural gas or petroleum.

The yield of methanol with present technology is about

390 L/t of oven dry wood. Conversion of wood to methanol

is less efficient than producing methanol from natural gas or

coal—about 38% compared with about 60%, based on the

heat value of methanol as a percent of the total energy input

into the plant. The raw materials cost is the most significant

operating cost. The production cost for methanol from wood

is estimated to be almost twice that produced from natural

gas. Improving the efficiency of the gasifier reactor to

increase the quantities of CO and H2 produced from wood

would enhance the process.

Recently in Austria [62], a model study was conducted to

examine the optimal location of wood gasification for the

methanol production with heat. The model covers the com-

petition in all levels of a biofuel production chain like the

supply of biomass, biofuel, and heat as well as the demand

for bio- and fossil fuels. The results indicated that Austria

could be self-sufficient in the production of methanol for

blending with gasoline up to M20 (containing 20% metha-

nol). The methanol production for the M5, M10, and M20

blends would require about 2, 4, and 8% of the arable lands,

respectively. Austria had approximately 1.4 million ha of

arable lands in 2005.

Liquefaction

The thermochemical liquefaction of wood, based on the

nature of the product may be discussed in two major types.

One is emphasized on the production of liquid fuel (bio-oil)

[40, 63]. The other is on the preparation of liquefied wood as

chemical feedstock for making adhesive [64] or other

modified liquefied wood products [65].

Bio-oil production. The thermochemical liquefaction for the

biofuel production generally requires a high-pressure and

high-temperature treatment of wood chips in the presence

of hydrogen gas or syngas. For example, an oil of a heating

value of about 35,200 BTU/kg can be obtained by reaction

of wood waste at 750�F under a pressure of 5,000 psi in the

presence of syngas and a catalyst for 1 h. The feasibility of

Lurgi process

C + H2O (Steam) CO + H2 (1)

Fischer-Tropsch synthesis

CO + H2 Alkane + H2O (2)

CO + 3H2 CH4 + H2O (3)

CO + 2H2 CH3OH (4)

2CH3OH CH3OCH3 (5)

Heat

Catalyst

Heat, pressure

Ni

Heat, pressure

Catalyst

Catalyst

Heat, pressure

Fig. 28.39 Examples of

products from wood gasification

and the Fischer–Tropsch

synthesis of syngas [40]
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the process has been tested in a pilot plant in Albany,

Oregon, based on laboratory work conducted at the U.S.

Bureau of Mines. So far, it has been determined that a barrel

of oil equivalent to No. 6 bunker fuel can be produced from

about 405 kg of wood chips [63].

Alkali salts like sodium carbonate can be used as catalyst

for the liquefaction process. Since the heavy oil obtained is a

viscous tarry lump, some organic solvents (like propanol or

butanol) are often added to the reaction system for easy

handling. The yield of bio-oil is about 30% for the

noncatalytic liquefaction and higher (60%) for the catalytic

process [66]. Since the liquefaction process requires a need

for more expensive reactors and fuel-feeding system, it is

less attractive than the pyrolytic process for the bio-oil

production [40].

Liquefied wood. The wood liquefaction can be conducted

in a reagent–solvent system and an acid catalyst at tempe-

ratures below 180�C, which is significantly lower than that

required for the bio-oil production (300–350�C). Phenol is a
commonly used reagent solvent while sulfuric acid or oxalic

acid can act as catalyst. The resulting liquefied wood can be

used for the preparation of phenolic resin by reacting with

formaldehyde.

Also, if the ethylene glycol and glycerol are used as a

reagent–solvent system, the resulting liquefied wood

contains a large number of hydroxyl groups, which can

serve as reactive sites for chemical modifications. A variety

of liquefied wood polymers have been synthesized including

the polyester, polyurethane, and epox resin. These products

were reported to be more biodegradable than those derived

from the petrochemicals. Since liquefied wood represents a

concept for total utilization of the woody biomass, it is an

area of continued interest with many potential applications.

Chemical Conversion

Chemical reactions provide a fundamental basis for many of

the wood conversion processes especially those related to

the pulping and bleaching operations as discussed earlier. In

the following, the chemical conversion of wood polymers to

chemicals and fuels is further illustrated by the potential

production of furan-type products from wood

polysaccharides and lignophenols from wood lignin.

Furan-type products. The acid-catalyzed hydrolysis of wood

polysaccharides is known to produce the furfural 3 and 5-

hydroxymethyl furfural (HMF) 4 (Fig. 28.36). These two

compounds are known to be inhibitors to the fermentation

process. The furfural 3 is derived from the acidic degrada-

tion of hemicelluloses (mainly xylan) while the HMF 4 is

from the degradation of hexoses (mainly from cellulose).

Improved methods for the isolation of these two furan

compounds have been developed by modifying the acidic

treatment conditions [67].

Furfural 3 is a well-known industrial chemical and can be

reduced to furfuryl alcohol (FA) and methyl furan (MF). FA

has been used for polymer applications [68], while MF can

be used as fuel additive. Similarly, HMF 4 can be converted

to different types of useful acids, alcohols, or 2,5-dimethyl

furan (DMF). The latter DMF, like MF, can be used as a fuel

and its energy content is similar to that of gasoline.

Levulinic acid. This acid 5 (Fig. 28.36) is derived from the

acid degradation of HMF and is a cellulose-derived product.

It can be produced from a variety of woody biomass (wood

wastes, agricultural residues, or municipal solid waste).

Levulinic acid can be converted to a variety of industrial

chemicals including tetrahydrofuran, 1,4 butanediol,

diphenolic acid, and succinic acid [69].

Lignophenol. Lignophenols [70] represent a unique class of

modified lignin polymers derived from lignocellulosic

substrates by a phase-separation process. It is prepared by

first mixing woodmeal samples with p-cresol in a small

beaker and stirred for 10 min. After the addition of sulfuric

acid (72%), the mixture was stirred vigorously at ambient

temperatures for 1 h. The mixture is then separated into a

cresol layer containing mainly the wood lignin and an

aqueous layer of the carbohydrates.

The separated cresol layer was dropped into diethyl ether

with vigorous stirring. The crude lignocresols precipitates

were further purified by dissolving in acetone. The acetone-

soluble material was then precipitated into the ether to give

the purified lignocresols.

The key structure of lignophenol is in the formation of

a-condensed 1,1-diarylpropane units (Fig. 28.40). The

lignocresol is a highly phenolic polymer resulting from the

grafted cresolic units and the cleavages of acid-labile aryl

ether units. The total PhOH content of lignocresol per C9

unit was about 1.3 for softwood and higher from hardwood

(1.5) as compared to a value of 0.3 for typical milled wood

lignin (MWL) samples.

Fig. 28.40 The key structural feature of lignocresol [70]
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Lignophenols have been demonstrated being quite reac-

tive and suitable for many industrial applications including

the areas of adhesives, cellulose composites, carbon molec-

ular sieving membranes, and adsorbents for protein. Also,

the dissolved carbohydrate components can be recovered for

conversion to fuels or chemicals.

Thus, the phase-separation process would represent an

important new approach to achieve an effective utilization

of all the major biomass polymers including both the lignin

and polysaccharide components. Several pilot-scale plants

have been installed in Japan for further process evaluation.

Chemicals from Extractives

The most common chemicals derived wood extractives [71]

are the turpentine and tall oil. They can be recovered by

several processes including from the kraft pulping operation,

by extraction of wood with suitable solvents, or from the

exudates (oleoresin or gum) of living pine trees. The nature

of these chemicals along with the tannin and other medicinal

is outlined in the following.

Naval Stores

The U.S. naval stores industry began in the very early colo-

nial days, when wooden vessels used tar and pitch from the

crude gum or oleoresin collected from the wounds of living

pine trees. The demand for tar and pitch from crude gum is

now of minor importance. The industry is centered in the

southeastern United States and is confined to the longleaf

and slash pine areas. There was also a small, but locally

important, naval-stores-producing area in the Landes region

of southwestern France, based on the maritime pine.

There are three routes by which naval stores are pro-

duced. The oldest method is the tapping of living trees to

cause a flow of oleoresin. The second method is the removal

of naval stores by solvent extraction of wood. The latter

extraction process now has replaced steam distillation as a

means of recovering turpentine. The third route is from kraft

(sulphate) pulping of pine, during which turpentine and tall

oil are recovered as by-products of kraft pulp manufacture.

This subject was briefly mentioned earlier in the pulping

section. A fourth process, no longer used in the United

States, is recovery of turpentine and pine oils by the destruc-

tive distillation of pine wood [72].

Worldwide, about 60% of naval stores are produced by

tapping living trees. In the United States, the most important

route is from the kraft pulping operation, whereas gum naval

stores account for only 4% of the U.S. production.

Naval stores comprise two major types of products

(turpentines and tall oil). Turpentines are a mixture of

volatile terpenes while tall oil is consisted of three major

types of components (resin acids, fatty acids, and

unsaponifiables). Thus, naval stores also include important

fatty acids, as well as steroids and other products. These

naval stores products have a wide range of uses from ordi-

nary household commodities to complex industrial

applications [73].

Gum naval stores. The crude gum or oleoresin is obtained

from healthy trees by exposing the sapwood. The lower part

of the tree is faced; that is, a section of bark is removed,

giving a flat wood surface for the gutters, which are inserted

into a slanting cut made by a special ax. The gutters conduct

the gum to a container that can hold 1–2 quarts of gum. At

the top of the exposed face, a new V-shaped strip of bark is

removed about every 2 weeks. The operations of inserting

gutters, hanging cups, and cutting the first bark preferably

are done in December or January, as early facing stimulates

early season gum flow. The gum continues to flow until

November, with the height of the season being from March

to September.

The collected gum is distilled from a copper still; turpen-

tine and water pass over, and the rosin is left in the still. The

remaining molten rosin, plus impurities, is passed through a

series of strainers and cotton batting to remove dirt particles.

Then the liquid rosin is run into tank cars, drums, or multi-

wall paper bags for shipment.

Increases in yield of naval stores are brought about by

chemical treatment of the exposed wood, especially with

paraquat herbicides (dipyridyl compounds). This treatment

stimulates extensive oleoresin formation and diffusion into

the wood, extending to the pith of the tree and several feet

above the treatment level. As much as 40% oleoresin content

in the wood has been produced. Such treatment could double

naval stores production, for both gum and sulfate processes.

It also has the potential of providing a new type of wood

naval stores by solvent extraction prior to kraft pulping or a

combination of both methods.

Wood naval stores. “Wood” naval stores are produced by

solvent extraction of resin-rich wood from old southern pine

stumps and roots. The depletion of these stumps from the

large trees of virgin forests, combined with high labor costs,

has brought about a major decline in the production of wood

naval stores by this process. In modern practice, all the resin

products are removed from the shredded wood by solvent

extraction; the solvent retained by the extracted wood chips

is recovered by steaming. Extraction is carried out with

naphtha (b.p. 90–115�C fraction). Multiple extractions are

carried out in a series of vertical extractors in a countercur-

rent manner, whereby fresh solvent is used for the final

extraction of a charge. The solution from the extractors is

vacuum-distilled and the solvent recovered. The remaining
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terpene oils are fractionally redistilled under vacuum and

recovered as turpentine, dipentene, and pine oil. The non-

volatile rosin is of dark color and is upgraded by clarification

methods, such as selective absorption of its solution (bed-

filtering).

Sulfate naval stores. Sulfate turpentine is obtained as a by-

product during the kraft pulping of pine woods. Vapors

periodically released from the top of the digesters are

condensed, and the oily turpentine layer is separated and

purified by fractional distillation and treatment with

chemicals to remove traces of sulfur compounds. The

spent black liquor from the kraft pulping of pines contains

the less volatile product of the wood resin in the form of

sodium salts or soaps. The liquor first is concentrated in

multiple-effect evaporators, and then the concentrate is sent

to settling tanks. The soaps rise to the surface, are skimmed

off, and then are acidified with sulfurous or sulfuric acid.

The crude tall oil rises to the top and is mechanically

separated.

Turpentines. In the United States, about 80% of the annual

production of turpentine is from the kraft pulping of southern

pines (approximately 125 million liters). Turpentine is a

volatile oil consisting primarily of terpene hydrocarbons,

having two basic isoprene units (2-methylbutadiene, C5H8).
These monoterpenes can have many different arrangements

as illustrated in Fig. 28.41. Only six monoterpenes are pres-

ent in appreciable amounts in commercial turpentines

and their boiling points are in the 150–170�C range. These

include a-pinene (156�C), b-pinene (164�C), camphene

(159�C), D3-carene (170�C), dipentene (limonene) (176�C),
and terpinolene (188�C).

The composition of sulfate turpentine is very similar to

that of gum turpentine obtained from the oleoresin of the tree

(Table 28.11). The major components are a-pinene
(60–70%) and b-pinene (25–35%). Sulfate turpentine from

western North America woods contains appreciable amounts

of D3-carene which is used as a solvent. In contrast, wood

turpentines contain some camphene (4–8%) with little of

b-pinene.

Fig. 28.41 Some reactions of

a-pinene and b-pinene (adapted
from Goldblatt LA. Yearbook of

Agriculture, USDA, 1950–1951)
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Turpentine is used directly as a solvent, thinner, or addi-

tive for paints, varnishes, enamels, waxes, polishes,

disinfectants, soaps, pharmaceuticals, wood stains, sealing

wax, inks, and crayons, and as a general solvent. The chem-

istry of its monoterpenes offers many possibilities for con-

version to other substances, as illustrated in Fig. 28.41.

There is increasing use of turpentine to produce fine

chemicals for flavors and fragrances. An important use of

turpentine is in conversion by mineral acids to synthetic pine

oil. It also is a raw material for making terpin hydrate, resins,

camphene, insecticides, and other useful commodities.

These uses are included in the following summary of its

applications.

• Solvents for paints, etc. (11%)

• Synthetic pine oil (48%), used for mineral flotation, tex-

tile processing, solvents, odorants, bactericides, and con-

version to their chemicals such as terpin hydrate, etc.

• Polyterpene resins (600–1,500 mol. wt.) (16%), used for

adhesives, pressure-sensitive sizes (dry cleaning, paper,

chewing gum)

• Camphene! toxophene insecticides

• Flavor and fragrance essential oils (9%)

Dipentene. This compound is also known as limonene

derived from the higher boiling fractions of wood turpentine.

Dipentene is used in paints, varnishes, and as a penetrating

and softening agent in rubber reclamation.

Pine oil. Pine oil obtained from wood naval stores has

similar uses to those of the synthetic pine oil made from

turpentine, given earlier.

Tall oil. In the United States, tall oil like turpentines is

largely derived from the kraft pulping operation. For each

metric ton of pulp produced, northern pines yield about

50 kg of tall oil and higher (125 kg) from southern pines.

The U.S. capacity for fractional distillation of tall oil is

nearly one million metric tons per year.

Crude tall oil from southern pines contains resin acids

(40–60%) and fatty acids (40–55%), and unsaponifiables

or neutral substances (5–10%). These individual

components are obtained by fractional distillation under

vacuum. One metric ton of crude tall oil yields rosin

(350 kg), fatty acids (300 kg), and the head and pitch

fractions (300 kg).

Rosin. Rosin is a brittle solid that softens at 80�C. Chem-

ically it is composed of about 90% resin acids and 10% of

neutral matter. Rosin is graded and sold on the basis of

color, the color grades ranging from pale yellow to dark

red (almost black). The color is due almost entirely to

iron contamination and oxidation products. Fresh oleo-

resin, as it exudes from the tree, will yield a rosin that is

nearly colorless. Color bodies are removed by selective

solvents and selective absorption from a 10 to 15% gaso-

line solution passed through beds of diatomaceous earth.

About 70% of the world’s rosin is produced in the United

States.

Resin acids are tricyclic mono-carboxylic acids. These

diterpene derivatives are often discussed in two groups

(abietic or pimaric type) with the abietic type being domi-

nant in nature (Fig. 28.8). A typical range of composition for

rosin is indicated below:

1. Abietic type

• Abietic (42–43%),

• Neoabietic (4–5%),

• Palustric (10–12%)

• Lepopimaric (<0.5%)

• Dehydroabietic (30%)

• Other resin acids (8–12)

2. Pimaric type

• Pimaric (4–5%),

• Isopimaric (3–5%)

• Sandaracopimaric acids (1–2%)

Rosin is used mainly in some modified forms. Because all

the resin acids contain a carboxyl group and double bonds,

they are reactive and can be used to produce salts, soaps,

esters, amines, amides, nitriles, and Diels–Alder adducts.

Also, they can be isomerized, disproportionated,

hydrogenated, dimerized, and polymerized to provide a

variety of useful products. When destructively distilled,

rosin produces a viscous liquid, termed rosin oil, used in

lubricating greases.

The paper industry uses large amounts of the sodium salt

of rosin as paper size, which accounts for the greatest single

use of rosin. The synthetic rubber industry is the second most

important user of rosin. In making styrene-butadiene rubber,

disproportionated rosin soaps are used alone or in combina-

tion with fatty acid soaps as emulsifiers in the polymeriza-

tion process. Disproportionation decreases the number of

double bonds in the abietic type of rosin, making a more

stable material.

The adhesives industry is the third most important market

for rosin. Rosin, modified rosins, and rosin derivatives are

used in several types of adhesives, including the pressure-

sensitive, hot-melt, and elastomer-based latices, and solvent

rubber cements. Protective coatings are the fourth major or

derivative form. Varnishes and alkyds are the most common

types of protective coatings using rosin. Rosin is combined

Table 28.11 Composition of turpentines from different sources

Component%

Types of turpentine

Gum Sulfate Wood

a-Pinene 60–65 60–70 75–80

b-Pinene 25–35 20–25 0–2

Camphene – – 4–8

Other terpenes 5–8 6–12 15–20
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with a heat reactive phenol-formaldehyde resin to produce a

widely used varnish. Printing inks also use substantial

amounts of rosin. The above rosin uses are summarized as

follows.

• Paper size (33%)

• Chemical intermediates and rubber (42%)

• Resins and ester gums (18%)

• Coatings (3.9%)

• Other uses (3.1%)

Fatty acids. The total fatty acids produced annually in the

United States, amounting to more than 450,000 t and 35% of

these come from tall oil. The solvent extraction of pine wood

yields only 1% fatty acids and their esters. The yield is not

increased, however, by paraquat (dipyridyl herbicides) treat-

ment. Hence, the kraft-pulping industry will continue to be

the major source of fatty acids from wood.

The fatty acids from tall oil have the following

components: oleic (50%), linoleic (35%), conjugated oleic

(8%), stearic (2%), palmitic (1%), and others (4%). From tall

oil heads, a fraction is produced that is composed predomi-

nantly of saturated acids, containing 55% of palmitic acid.

Oleic acid is distilled in grades that are 99.5% pure.

The approximate uses of fatty acids in various areas are:

• Intermediate chemicals (43%)

• Protective coatings (28%)

• Soaps and detergents (11%)

• Flotation (3%)

• Other uses (15%)

Additionally, the fatty acids of tall oil can be converted to

bio-diesels by simple esterification reactions.

Unsaponifiables. The neutral or “unsaponifiable” materials

present in tall oil contain mainly phytosterols (25–35%),

higher alcohols (5–10%), hydrocarbons (33–60%), and

many other minor components. For example, in the neutral

fraction of southern pine tall oil soap, 80 compounds have

been identified and the main component is sistosterol (25%),

which accounts for 2–3% of the crude tall oil. Sistosterol is

an alcohol (Fig. 28.42) and has potential applications. For

example, this chemical has potential use in the synthesis of

cortisones and other steroids and hormones by fermentation

processes. Also, food products containing plant sterols are

known to reduce the cholesterol levels.

Medicinals

The bark of the cascara tree of the northwestern region of the

United States yields cascara, a laxative used in medicine.

Several hundred tons of bark are harvested annually.

One of the most promising anticarcinogenic compounds

discovered in the last 25 years was founding the bark and

wood of the Pacific Yew tree from the Pacific Northwest of

the United States. This compound, taxol, was found to be

quite effective by the National Cancer Institute for the treat-

ment of breast and ovarian cancers. The compound is now

produced by partial synthetic routes and is available com-

mercially under the generic name, paclitaxel.

Also, Gingo extracts or nuts have been used medicinally

for thousands of years in China. The red gum tree of the

southern United States exudes a yellowish balsamic liquid or

gum from wounds, which is known as stora. It is produced

by removing a section of bark and incising the wood in much

the same manner as that used for the production of naval

stores gum described earlier. Storax is used in medicinal and

pharmaceutical preparations, such as adhesives and salves,

and as an incense, in perfuming powders and soaps, and for

flavoring tobacco.

Tannins

The tissues of wood, bark, and the leaves of trees contain a

great variety of chemical substances of considerable scien-

tific interest and some of practical value. Turpentine, pine

oil, and rosin from the resins of pines are the most important

commercial extractives from American woods. Tannin is a

commercially important substance that can be extracted

from the wood, bark, or leaves of certain trees and other

plants. Tannins are complex dark-colored polyhydroxy phe-

nolic compounds, related to gallic or ellagic acids

(Fig. 28.8), and vary in composition from species to species.

They have the important property of combining with the

proteins of animal skins to produce leather. Recent interest

in tannins has been on their pharmacological properties for

potential applications as antiviral and antitumor agents.

For many years, most of the leather in the United States

was tanned with domestic tannins from hemlock and oak

bark and from chestnut wood. Today only a small amount of

tannin comes from these and other domestic sources. The

most important source of vegetable tannin today is the wood

of the quebracho tree, which grows mainly in Paraguay and

Argentina. The tannin content of this tree and a few other

sources of vegetable tannin are given in Table 28.12.

For the tannin production, the wood or bark is reduced to

chips and shreds by passing the material through hoggers or

hammer mills. Then it is extracted with warm water in

diffusion batteries. The dilute solutions are evaporated to

HO

H3C

H3C
CH

CH3

CH2CH2CH

H2C

H3C

CH

CH3

CH3

Fig. 28.42 b-Sitosterol
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the desired concentration. Loss of solubility of the tannin

can be counteracted by treatment of the concentrate with

sodium sulfite.

Biotechnology

Biotechnology plays an important role in many aspects of

the forest product industry as summarized by Henriksson

and Teer [74]. These developments range from the breeding

of genetically modified trees for improved wood quality and

processing ability to the discovery of new enzyme systems

for improved hydrolysis of wood polysaccharides, the fer-

mentation technology, and the pulping and papermaking

operations.

Genetic Modification of Trees

Advances in plant biotechnology have demonstrated that

genetic engineering can improve the wood growth and qual-

ity of hardwood like poplar trees. For example, the growth of

transgenic poplar as compared to the controlled tree showed

an increased in height by 41% and in stem diameter by 36%.

This improved wood yield represents an important trait of

forest trees. Also, the lignin content of transgenic poplar was

significantly reduced and the lignin was shown to have a

higher proportion of the syringyl unit (S) and a lower

guaiacyl (G) units. Wood lignin has a higher S/G ratio is

generally more reactive and easier to delignify during the

pulping operations.

As discussed earlier, softwood lignin unlike hardwood

lignin does not contain the S units and is more difficult to

degrade. Thus, intensive research has been conducted

aiming to incorporate the S unit into the softwood trees.

Initial results were quite promising. The positive outcome

would facilitate the pulping and bleaching operations and

preserve the fiber quality for improved products.

Enzymatic Deinking

Deinking is an essential process to reuse the recycled fibers

for making white papers. The deinking process is generally

based on detergents and separation of ink particles by float-

ing. It can be substantially improved by the addition of

various enzymes to the detergent mixture. Common

enzymes used are fungal amylases (starch degrading

enzymes), cellulases, and to some extent, lipases and

hemicellulases. The enzymatic deinking is one of the most

common enzymatic techniques used in the pulp and paper

industry.

Biomechanical Pulping

The pulping of wood is at present based on either mechanical

or chemical methods or combinations thereof, as previously

described in this chapter. The interfiber lignin bond is broken

down by the mechanical and chemical treatments to free the

cellulose fibers for papermaking. A biomechanical pulping

method that has reached the pilot plant stage and will proba-

bly be commercialized in the near future. This approach

involves the use of white rot fungi to first breakdown the

wood structure, and apparently modify the lignin with the

result that the wood chips can then be mechanically

disintegrated with much less energy input. After screening

of hundreds of different species of white rot fungi at the U.S.

FPL, it was found that Ceriporiopsis subvermispora pro-

duced the greatest reduction in energy consumption and

also substantially improved the strength properties of the

pulp in comparison with conventional refiner mechanical

pulp. The approach is also suitable for the production of

pulp from agro-based materials as well [19, 75].

Biobleaching

It is well known that the xylanase pretreatment of kraft pulps

enhances the subsequent bleaching with gaseous chemicals

such as chlorine dioxide or ozone. This is a well-established

technology and it can reduce the chemical consumption by

10–20% while improving the pulp quality. In addition to

xylanases, other hemicellulases, such as mannanases also

have a similar effect.

Among the ligninases, the laccase-mediator-system

(LMS) has received the most attention in delignification of

pulps. This system requires the use of a mediator such as

Table 28.12 Tannin content of some plant material

Plant material Percent tannin

Domestic sources

Eastern hemlock bark 9–13

Western hemlock bark 10–20

Tanbark oak 15–16

Chestnut oak 10–14

Black oak 8–12

Chestnut wood 4–15

Sumac leaves 25–32

Foreign sources

Quebracho heartwood 20–30

Mangrove bark 15–42

Wattle (acacia bark) 15–50

Myrobalan nuts 30–40

Sicilian suma leaves 25–30
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1-hydroxybenzotriazole (HBT) or 2,20-azino-bis-(3-
ethylbenzthiazoline-6-sulfonic acid) (ABTS) and is

conducted under mild ambient conditions. The extent of

LMS delignification of kraft pulps is very comparable to

that of the O2 bleaching. However, the cost of enzymes

and mediator has prevented its commercial applications.

Biofuels and Bioproducts Conversion

As discussed earlier, the conversion of biomass materials can

be achieved by enzymatic saccharification followed by fer-

mentation to yield fuels (like bioethanol and butanol),

chemicals (lactic acid and xylitol), biodegradable polymers

(PHA), and many others [5, 58, 73]. Significant progress has

been made in identifying the cellulase enzyme complex for

hydrolyzing cellulose to glucose. The enzyme complex

apparently contains both the decrystallizing and the hydroly-

sis enzymes that work together to convert cellulose to glucose.

Isolation of the specific enzymes and genetic engineering

could provide amore efficient complex available in the future.
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Pigments, Paints, Polymer Coatings,
Lacquers, and Printing Inks 29
Dean C. Webster and Rose A. Ryntz

Introduction

Change is constant in the coatings market. As mergers,

acquisitions, and partnerships take shape, consolidation and

globalization remain prominent. The 80/20 rule (20% of the

firms accounting for 80% of business) takes effect as the

need for regulatory and environmental compliance continues

to plague the market. In 1975, the United States alone

supported about 2,000 coatings companies. Today, there

are less than half that many.

The global paint and coatings market garnered approxi-

mately $90 billion in sales in 2009. The major participants

included: Akzo Nobel Coatings BV (Sassenheim, The

Netherlands); PPG Industries, Inc. (Pittsburgh, PA); The

Sherwin Williams Co. (Cleveland, OH); DuPont Perfor-

mance Coatings (Wilmington, DE); BASF Coatings AG

(Ludwigshafen, Germany); RPM International Inc (Medina,

OH); The Valspar Corporation (Minneapolis, MN); Kansai

Paint Co., Ltd. (Osaka, Japan), Nippon Paint Co., Ltd. (Kita-

Ku, Osaka, Japan). Smaller companies, being forced out of

the market because they lack the capital required to meet

compliance issues, are forced into consolidations. Major

acquisitions also highlighted the paint and coatings industry

and its suppliers. These included Akzo-Nobel’s acquisition

of ICI Paints, PPG’s acquisitions of Ameron and Sigma

Kalon, Perstorp’s acquisition of Rhodia, BASF’s acqu-

isitions of Ciba and Cognis, Sherwin-Williams’ acquisition

of Becker Acroma, the merger of Hexion and Momentive,

and Dow Chemical’s acquisition of Rohm and Haas. The

economic downturn in 2008–2009 and sluggish recovery has

affected the coatings market significantly. Although forecast

growth rates of the coatings markets in the developed world

is slow, about 4% annually in North America and similarly

in Europe, Asian coatings growth is estimated to be about

8% annually [1]. Thus, all of the major paint and coatings

manufacturers and suppliers to the industry have developed

a presence in Asia, with a particular focus on China.

The auto industry is also providing coatings companies

with opportunities to form increasingly important

relationships. PPG was awarded an exclusive coatings con-

tract at the Nissan plant which opened in Canton, Mississippi

in 2003, providing everything from pretreatment to clear-

coat. In addition, PPG formed a joint venture with a local

minority-owned business, Systems Consultants Associates

(Jackson, Mississippi) to coat chassis frames and other

underbody components, as well as the Nissan replacement

parts. The joint venture, Systems Electro Coating, is

minority-owned and operated at a facility adjacent to the

Nissan plant. A Toyota plant in France, which opened in

2001, procures all of its coatings materials from DuPont

Herberts Automotive Systems.

Over the past decade, automotive supplier parks have

proliferated in South America and Europe as automakers

pursue a manufacturing value chain that is as lean and

efficient as possible. That trend has recently also gained

popularity in North America. Ford Motor Company

launched its first North American supplier park in Chicago

in 2004, where painted exterior and interior components will

be produced. Chrysler is planning a supplier co-location

project at the Jeep Toledo North Assembly plant, where

painted vehicle body and the chassis module will be sent

on conveyer lines directly into the Chrysler Group’s final

assembly building.

The major coatings markets in the United States consist

of architectural coatings (consumer and decorative), product

finishes (maintenance/protective coatings for bridges, indus-

trial machinery, etc.), and special-purpose coatings, such as

automotive finishes ((OEM) and refinish) (Table. 29.1) [2].

The volume of coatings delivered declined in 2008 and 2009

and began to show signs of recovery in 2010.
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Despite years of environmental pressure to reduce the

volatile organic compound (VOC) component in paints,

solvent systems are still king, compromising 47% of the U.

S. paint market [3]. Government pressure to reduce the

contributions these systems can make to ground-level

ozone formation (smog) has reached its limit. Most

formulators have either substituted acceptable solvents or

reduced solvent content to produce acceptable high-solids

paint systems.

Not all government authorities believe that VOC reduc-

tion limits have been reached. California’s South Coast Air

Quality Management District (SCAQMD), which includes

counties in the Los Angeles Basin, keeps squeezing paint

makers for further reductions. The agency has now

succeeded in regulating that liquid coatings such as wood

stains, sealers, and roof coatings, contribute VOCs of only

50 g/L (approximately 0.4 lbs/gal), down by 50% from

previous regulations and is proposing that additional

products have reduced VOC limits in the coming years.

The coatings market is constantly being sought out by

local, state, and federal governments to reduce environmen-

tal emissions even more. The key concerns of government

regulators and consumers include: treating the earth as one

biosphere, having an infinite capacity for cleaning itself of

toxins; cleaning air from pollutants that are killing lakes and

causing a dramatic increase in respiratory illnesses; ensuring

that smog-enshrouded cities do not become industrial

nightmares; and making the agricultural and livestock

products that people eat safe for consumption over the

long term.

These concerns have led to legislation over the last sev-

eral years that cause manufacturers to place a greater empha-

sis on research that enables them to meet or exceed

government and consumer demands for clean air.

VOC Regulations

The environmental demands have lead to a nationwide pro-

gram to limit VOCs. The VOCs of paint are calculated as

pounds of solvents per gallon of paint. Prior to 1970, the

VOC content of most paints was well above 5 lb/gal. Current

major industrial paints now are limited to approximately

3.5 lb/gal of VOC because of imposed environmental

pressures. Stricter legislation in the future, however, will

place requirements of less than 3.0 lb/gal of VOC on most

markets. The issue of air quality compliance is complicated

by different regulations in various states and regional areas.

Although the federal government (through the U.S. EPA)

has set minimum national standards, states and designated

regional areas can adopt their own compliance rules.

All states and regions tend to restrict the solvent content

in coatings. The following summaries indicate the wide

variation in compliance requirements throughout the

country.

West

California. This is where the regulations began. The regu-

latory activities of the SCAQMD have set a pattern that

many other regulatory boards have chosen to follow. The

district restricts application equipment and VOC content.

The VOC requirements are continuously changing; so no

attempt was made to list them here.

The SCAQMD in Southern California has mapped out a

three-tier plan to bring the district into clean-air compli-

ance. The plan will be revised periodically based on reports

from over 40 monitoring stations throughout 13,350 square

miles including Los Angeles, Orange, and Riverside

counties and the urban portion of San Bernardino County.

VOCs will not be monitored directly. Rather, ozone, which

is formed when hydrocarbons (VOCs) react with nitrogen

oxides in sunlight, will be measured for the presence of

VOCs. The federal clean-air standard for ozone requires

that ozone concentrations do not exceed 0.12 ppm more

than 1 day a year.

Tier I of the three-tier plan involves 22 rules, which were

adopted in 1993, to restrict the emission of VOCs from

coatings. Control methods include the application of low-

solvent coatings, use of high transfer efficiency (TE)

techniques to apply coatings, and “to a certain extent” the

use of add-on control devices (see Table. 29.2).

Tier II (adopted in 2000) reduced the VOC emissions by

50%. Reductions were achieved by further tightening the

VOC content of coatings (at times to levels lower than those

stated in the Federal Control Technique Guidelines (CTG))

and increasing application transfer efficiency requirements

(at times to levels more stringent than those stated in the

EPA “Blue Book”).

Tier III (initially to be implemented by December 31,

2007) calls for applying new technology to improve water-

borne, UV-cure, and two-component coatings, and

prohibiting “certain high-emitting uncontrollable coating

processes.”

Washington. No rule prohibits any method of spray

finishing. VOC guidelines are determined by subtracting

Table 29.1 U.S. sales of paints and coatings (millions of gallons) [2]

Year

Coating type 2006 2007 2008 2009 2010

Architectural 768 777 682 643 652

OEM product 382 370 341 286 331

Special purpose 210 207 178 161 171
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the amount of solids from the gross weight of the material

used and determining whether the amount of solvent used

exceeds the acceptable limits.

The maximum VOC limits (lb/gal) are: clear-coat, 4.3;

color, 3.5; performance coatings, 3.5; all other coatings,

3.0. Metric limits (g/L) are defined for aerospace: primers,

650; topcoats, 600 (equivalent to 5.4 and 5.0 lb/gal,

respectively).

Southwest

Texas. In Texas, regulators restrict emissions rather than

equipment. Emissions are limited across the board for cer-

tain industries. Limits (lb/gal) are specified for particular

coatings in other industries. For example: large appliances,

2.8; furniture, 3.0; coil coatings, 2.6; automotive OEM—

primers, 1.2 if submersed and 2.8 if sprayed, topcoats,

2.8, and repair, 4.8; miscellaneous metal—color, 2.5, top

clear-coat, 4.3, and all others, 3.0.

South Carolina.VOC limits (lb/gal) include: metal furniture,

3.0; appliances, 2.8; miscellaneous metal—color, 3.5, clear-

coat, 4.3, and all others, 3.0; coil coating, 2.6.

North Carolina. The rules are applicable only in areas

designated as nonattainment zones. If air pollution control

equipment is not used, emission standards are based on the

weight of solids used. High-solids coatings are automatically

compliant regardless of spray equipment used. The limits

(lb/gal) for automotive shops with air pollution control

equipment include: primers, 1.4 if high solids, 1.2 if low

solids; topcoats, 4.5 if high solids, 2.8 if low solids; repair,

13.8 if high solids, 4.8 if low solids. For automotive shops

without air pollution control equipment, limits are: primers,

1.2; topcoats, 2.8; repair, 4.8. Air pollution control equip-

ment is not precisely defined. Other limits include: metal

furniture, 5.1; appliances, 2.8.

Georgia. VOC emissions are limited (lb/gal) by industry and

coatings used: automotive—primers, 1.2 if dipped and 2.8 if

sprayed, topcoat, 2.8, and repair, 4.8; metal furniture, 3.0;

appliance, 2.8; and miscellaneous metal-performance

coatings, 3.5, high-performance coatings, 6.2, clear-coat,

4.3, and all others, 3.0; coil coating, 2.6.

Midwest

Indiana. Rules in Indiana are among the most complex in the

nation. They require a baseline TE, specify coatings

formulations, and limit VOC emissions (lb/gal) for automo-

tive, metal furniture, and large appliances but then only

specify acceptable equipment choices for wood. Limits are:

automotive—30% TE at 62% solids; metal furniture—60%

TE at 59.2% solids; large appliances—60% TE at 62%

solids. No TE test procedure is defined for the following

VOC limits: automotive—primer, 1.9, topcoat, 2.8, and

repair, 4.8; metal furniture, 3.0; large appliances, 2.8; mis-

cellaneous metal—color, 3.5, specialty coats, 3.5, clear-

coats, 4.3, coil coatings, 2.6, and all others, 3.0. In the wood

industry, the state departs from these guidelines and identifies

acceptable equipment choices: airless, heated airless, and air-

assisted airless spray; manual and automatic electrostatic

spray; and rollers brushes, or wipes. Significantly, no con-

ventional air spray method, including HVLP, is recognized

as compliant.

Illinois.A30%minimumTE is required for automotive. Auto-

motive VOC limits (lb/gal) are: primer/surface, 2.8; topcoat,

2.8; repair, 4.8. The rules allow higherVOC limits for automo-

tive topcoats if the finishing method can be demonstrated to

achieve a TE of over 65%. In such cases, topcoats may be used

with aVOCof up to 3.6. For thewood industry, aminimumTE

of 65% is requiredwith the followingVOC limits: washes, 6.5;

stains, 4.7; top-stains, 6.6; sealers, 5.6; clear-coats, 5.6. No test

procedure for TE has been defined.

Table 29.2 Application equipment requirements of SCAQMD clean-air act[4]

Rule

Application equipment 1104 1106 1107 1113 1115 1124 1125 1136 1145 1151

Dip X X X X

Electrostatic application X X X X X

Flow coat X X X X

Hand application methods X X X

HVLPa spray X X X X X

Roll coater X X X X

Other methods that are proven X X X X X

65% transfer efficient

No specified application method X X X X X

aHigh-volume low-pressure application equipment
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Michigan. Although VOC guidelines are suggested, they are

not stated clearly. In general, the finisher is expected to

achieve minimal VOC levels when using metallic topcoats

of waterborne coatings and performing touchup or repair

work. Although conventional air spray is generally accept-

able, some areas of Michigan require electrostatic systems

with a TE of at least 40% and define VOC limitations.

East

New Jersey. A minimum of 65% TE is required for all

industries except wood. Shops using waterborne coatings

are automatically compliant regardless of TE. VOC limits

(lb/gal) for all others are: automotive—primers, 2.8,

topcoats, 2.8, specialty coats, 5.0, and repair, 4.8; automo-

tive refinishing—basecoats, 6.0, clear-coats, 4.4, and all

others, 5.0; coil coating, 2.6; miscellaneous metals—color,

4.3, performance coatings, 3.5, and all others, 3.0; leather,

5.8; urethane users, 3.8. Wood industry rules specify equip-

ment by the shop size. Wood shops using less than 50 tons of

coatings a year must achieve a minimum TE of 40%.

Approved spray-finishing methods include airless, heated

airless, and air-assisted airless. Wood shops that use 50 or

more tons of coatings a year are required to achieve a TE of

65% or higher. Approved spray-finishing methods for these

shops include airless, heated airless, air-assisted airless,

electrostatic spray, or flat line finishing. VOC limits

(lb/gal) are: wash-coat, 6.1; stain, 4.7; pigment, 5.0; sealer,

5.6; clear-coat, 5.6.

Pennsylvania. The rules specify only that wood cabinet and

furniture finishers must use air-assisted airless or electro-

static spray.

New York.NewYork follows the same rules as Pennsylvania.

Ohio. Ohio has adopted VOC limitations and will require a

TE of at least 30%.

Hazardous Waste Regulations

Included in regulatory compliance is the issue of hazardous

wastes. On March 29, 1990, the U.S. EPA promulgated a

final rule revising the procedure used to determine whether

wastes are hazardous because of their potential to leach

significant concentrations of toxic constituents to landfills.

The extraction procedure (EP) toxicity characteristic proce-

dure was replaced with the toxicity characteristic (TC),

utilizing the toxicity characteristic leaching procedure

(TCLP). The U.S. EPA also added to the list 25 organic

chemicals commonly used in surface-finishing operations

(i.e., methyl ethyl ketone, tetrachloroethylene, etc.).

Although the maximum allowable concentrations of the

regulated eight metals (and pesticides, herbicides, and

insecticides) do not change from those listed under the EP

toxicity, the new TCLP analytical procedure may make it

more difficult for listed wastes to stay under the allowable

concentrations (Table. 29.3).

Technical Trends in Coatings

Through the years, improved paints have been developed

because of competition from environmental and consumer

activists. The objective of improving overall quality and

reducing emissions of VOCs has led to a wider selection of

Table 29.3 Maximum concentration of contaminants allowable from

TCLPa[5]

EPA Hazardous

waste no. Contaminant

Regulatory level

(mg/L)

D004 Arsenic 5.0

D005 Barium 100.0

D018 Benzene 0.5

D006 Cadmium 1.0

D019 Carbon tetrachloride 0.5

D021 Chlorobenzene 100.0

D022 Chloroform 6.0

D007 Chromium 5.0

D023 o-cresol 200.0

D024 m-cresol 200.0

D025 p-cresol 200.0

D026 Cresol 200.0

D027 1,4-dichlorobenzene 7.5

D028 1,2-dichloroethane 0.5

D029 1,1-dichloroethylene 0.7

D030 2,4-dinitrotoluene 0.13

D032 Hexachlorobenzene 0.13

D033 Hexachlorobutadiene 0.5

D034 Hexachloroethane 3.0

D008 Lead 5.0

D009 Mercury 0.2

D014 Methoxychlor 10.0

D035 Methyl ethyl ketone 200.0

D036 Nitrobenzene 2.0

D037 Pentachlorophenol 100.0

D010 Selenium 1.0

D011 Silver 5.0

D039 Tetrachloroethylene 0.7

D040 Trichloroethylene 0.5

D041 2,4,5-trichlorophenol 400.0

D042 2,4,6-trichlorophenol 2.0

D043 Vinyl chloride 0.2

aExcluding D012–D017 and certain pesticides
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paint types. The user, therefore, must select a coating type

that meets the cost of required application, equipment,

energy costs for using, pollution and waste collection

expenses, and application and cured performance

requirements of the coating.

Table 29.4 lists types of coatings markets served by

leading paint and powder coating producers. By far, the

leading type of coating manufactured for the OEM market

produced by the suppliers surveyed is waterborne (87.4%),

followed by low-solids solvent-borne (78.7%), high-solids

solvent-borne (74.0%), and two-component coatings

(69.3%). The percentage of powder coatings produced by

the surveyed producers accounted for only 26.0%, while

ultrahigh solids and UV/EB coatings added an additional

22.0 and 22.8%, respectively. The majority of those

producers surveyed suggested that most of their R&D spend-

ing would be on waterborne coatings. While powder coating

research continues to grow, E-coat and radiation cure

research continues through suppliers in niche markets.

Lower co-solvent, lower cost, and shortened cure times

continue to be the hottest areas of research.

A solvent-borne coating generally consists of seven

major constituents:

• Resin (binder).

• Cross-linker.

• Rheology control agent.

• Catalyst.

• Pigment.

• Flow additive.

• Solvent(s).

• Weathering stabilizers (if required).

The resin (often referred to as binder) is responsible for

the main attributes of the coating when cured with the cross-

linker (or cross-linking agent).

The curing, or network formation, often is accelerated

through the use of a catalyst. Rheology control agents,

often referred to as sag control agents, are added to

impart shear-thinning behavior when under high shear

(i.e., spray application) and rheology or anti-sagging behav-

ior when under low shear (applied on substrate). Pigments,

discussed later in this chapter, are introduced to impart color.

The amount of pigment utilized depends on the color and

the hiding power required of the coating. The flow additive

often is introduced to relieve surface tension variations

between the coating and substrate, to eliminate pinholes or

crater formation. Solvents are added as necessary to achieve

flow under application conditions.

In order to achieve a VOC-compliant coating, one must

consider the molecular weight of the main binder utilized in

the coating formation, as well as the effect of additives on

the final viscosity. After all, application viscosity, which in

turn is affected by the rheology of the coating constituents, is

most often controlled by freely adding additional solvent to

achieve necessary flow and leveling upon application. This

in turn affects the VOC emission of the coating.

If one considers the molecular weight dependency of

resins utilized in the various coating types, it is readily

evident why VOC compliance is more easily achieved in

radiation-curable and powder coatings. The molecular

weight of nonaqueous dispersion resins, for example,

exceeding 105 g/mol, results in very viscous materials,

whereas the typical molecular weight of a radiation cure

oligomer ranges from 102 to 103 g/mol, for a very low

viscosity material, which requires little if any additional

solvent to attain application specifications.

If we consider the evolution of coating technology over

the last 70 years (see Table. 29.5) we can see that by the mid-

1950s, waterborne and higher solids coatings already were

Table 29.4 Coatings markets served by leading paint and powder

coating producers[6]

Market segment

Average percent of total

coatings output

General industrial 34.4

Automotive 18.0

Metal furniture/business equipment 8.6

Metal containers/closures 9.0

Wood furniture/wood products 12.5

Appliance/HVAC 3.3

Lawn and garden 2.4

Aircraft 4.0

Other 7.9

Table 29.5 Evolution of coatings development[7]

1923 Low viscosity nitrocellulose

1923 Alkyds

1924 Titanium dioxide

1928 Phenolic resins (oil-soluble)

1930 Urea formaldehyde–alkyd mixtures

1933 Vinyl chloride copolymer

1934 Oil-based emulsion paints

1936 Thermoset acrylics

1937 Polyurethanes

1939 Melamine formaldehyde–alkyl mixtures

1944 Silicon-based paints

1947 Epoxy resins

1950 Polyvinylacetate and acrylic emulsions

1955 Powder coatings

1958 Latex house paint

1960 Water-based coatings

1962 Anodic electrodeposition

1963 UV- and electron-beam cure

1971 Cathodic electrodeposition

1974 Clear over color topcoats

1989 Supercritical CO2
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under development. Powder coatings, 100% reactive liquid

coatings (electron/beam and UV-cure), electro-coatings,

aqueous or waterborne (water-base) coatings, and high

solids coatings can all be considered as novel “non-pollut-

ing” VOC-compliant coating systems.

Powder Coatings

Today, powder coatings are one of the fastest growing

finishing technologies in North America, with a growth

rate (in pounds sold) of 7–9% per year over the next 5

years. The major impetus for growth can be attributed to

the virtual “pollution-free” finishing system as well as the

dramatic leap forward in materials and equipment

technology.

Powder coating resin systems have been developed to

meet specific needs of the metal finishing operations.

Epoxies were utilized almost exclusively during the early

years of thermosetting powder coatings and continue to be

utilized in a range of applications. However, because of the

poor outdoor durability of epoxy resins, acrylics, and

polyester-urethane hybrids are finding increasing use.

Powder coating manufacturers continue to work on

perfecting flow and leveling of the coatings, which often

are prone to “orange peel.” The other major disadvantage

of thermosetting powder coatings is the high temperature

(300–350�F) required to cure these systems. Research seeks

to lower the temperature of cure.

Electron Beam and Ultraviolet Curable Coatings

Radiation-curable coatings were developed by W. J. Burlant

(of the Ford Motor Company) in 1962. Acceptance of

finishes designed for radiation curing (high-solids materials

formulated to be cured by UV and EB systems) is growing at

roughly 8% per year with a market size of approximately 85

million lb.

The major advantages of radiation-curable coatings are

speed of cure, reduced emissions, 100% solids systems, and

elimination of ovens, or other sources of thermal energy. The

most rapidly growing areas in UV are UV-curable powder

coatings and new applications for UV-curable coatings for

automotive parts. The UV coating usually is comprised of

unsaturated monomers that polymerize with UV light (in the

presence of a photo-initiator, which absorbs radiation and

initiates polymerization). Unsaturated polyesters

copolymerized with vinyl monomers or multifunctional

acrylates often are utilized. Most recently, however, vinyl

ether monomers for cationic curing with epoxies have shown

promise due to reduced shrinkage of cured films and

improved adhesion to substrates. Waterborne UV-curable

coatings have also recently been introduced.

Major uses for UV curing (room temperature) include use

of flat stock-fillers in particle boards and hardwood flooring,

and for high-gloss (no-wax) protective coatings for floor

tiles, wood finishes, and other specialty uses.

Current Automotive Coating Trends

Until 1965 automotive topcoats consisted of nothing more

than acrylic lacquer technology. As technology improved to

include solvent-borne nonaqueous dispersions in the mid-

1960s and medium solids thermoset coatings in the 1970s,

two competing factors were becoming more important: con-

trol of emissions (VOC) and the quality of the appearance of

the topcoat. Today, the quality of the topcoat includes chip

resistance, environmental etch resistance, and metallic

glamor; so virtually all automotive procedures (except in

truck plants) now utilize basecoat/clear-coat technology.

The basecoat is the pigmented film that is responsible for

providing color. It is covered, in a wet-on-wet spray process,

with a clear-coat that provides chemical resistance, UV

resistance, chip resistance, and distinctness of image (DOI)

(often referred to as the “wet look”).

The total automotive coating composite, however,

consists of more than just the basecoat/clear-coat. The

metal sheet stock that is formed into the automotive car

body is treated with a corrosion-resistant primer applied by

cathodic electrophoresis. This coating, often referred to

as “ECOAT” or “uni-prime” is a hydroxy functional

epoxy/blocked isocyanate dispersion that deposits onto the

cathode of an electrolytic cell at a voltage of between 250

and 425 V. Film thickness, which is dependent upon the

residence time, temperature, and coating voltage of the

electro-coat bath (electrolytic cell), varies between 0.8 and

1.2 mils (1 mil ¼ 25 mm). The curing temperature required

to deblock the isocyanate and yield a cross-linked network

varies from 275 to 375�F for 20 min. The function of this

coating is to provide a corrosion-resistant film to the metal

sheet stock.

A primer surfacer, composed most often of a polyester to

be cross-linked with a blocked isocyanate or melamine

cross-linker, is applied next at a dry film thickness of approx-

imately 1.0 mil by conventional spray application. The func-

tion of this coating is to provide filling and leveling

properties as well as some stone-chip resistance. Cure

conditions range from 250 to 325�F for 20 min.

The solvent-borne basecoat, consisting of polyester or

acrylic binder to be cross-lined with melamine or isocyanate,

is applied at a dry film thickness of between 0.6 and 1.5 mils,

depending upon the color. Poorer-hiding colors, such as red

and white straight shades, require the higher film builds,
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whereas metallics and darker colors are applied at the lower

film builds. The solvent-borne basecoat is allowed to flash-

off solvent for approximately 3–5 min at ambient conditions

prior to application or the solvent-borne clear-coat. This

process is referred to as a weton-wet application because

the basecoat is not in its cured or cross-linked state.

Optionally, a waterborne basecoat can be utilized to

achieve better aluminum orientation in metallic films. Sev-

eral papers [8, 9] have described metallic orientation and the

advantages of waterborne basecoats, so this concept will not

be thoroughly discussed here.

The waterborne basecoat consists of a urethane or an

acrylic dispersion with passivated aluminum for metallic

glamor. The aluminum must be passivated to prevent reac-

tion with water and the evolution of hydrogen gas.

Passivating agents can include polymers, hexavalent chro-

mium (now mandated for removal), or phosphate esters. The

basecoat is pre-baked (with infrared or thermal ovens) to

release the majority of the water prior to clear-coat

application.

The solvent-borne clear-coat is spray-applied over the

basecoat at a dry film thickness of 1.8–2.0 mils. The clear-

coat, responsible for UV protection, chemical resistance,

chip resistance, and so on, is most often composed of a

hydroxy functional acrylic binder together with a melamine

or an isocyanate cross-linker. UV light absorbers and hin-

dered amine light stabilizers also are added to achieve better

free-radical oxidative degradation resistance when the coat-

ing is exposed to sunlight.

The clear-coat is referred to as a two-component (2K)

clear-coat when isocyanate is used as the cross-linker. The

isocyanate must be added to the hydroxy functional acrylic

just prior to spray application to prevent premature cross-

linking (or gelation). For this reason, the two-part mixing is

referred to as 2K. Cure conditions for isocyanate-cured

clear-coat range from room temperature (car refinish) to

250�F for 30 min.

One component, or 1K clear-coats are equivalent to 2K

clear-coats with the exception that they are cross-linked with

melamines. Cure conditions for 1K clear-coats are 250�F for

30min. Blocked isocyanate versions of 1K clear-coats also are

available, but cure requirements necessitate 275�F or higher.

Significant research is being conducted on waterborne

clear-coats in attempts to achieve better VOC emission

levels. Waterborne clear-coat research is limited to water-

dispersible acrylics because high gloss and good weather-

ability can be attained. Removal of water from the film,

however, is a problem, as coalescence often begins prior to

through-cure, often resulting in “solvent-popping.” Much

work remains to be performed on optical formulation

parameters (i.e., solvent blend, anticratering surfactants,

rheology control, etc.) in order to attain defect-free

coatings.

Coatings for Plastics

The use of plastics in automotive applications has expanded

considerably over the past 20 years. In 2001, approximately

250 lb of plastics were used per automobile compared to less

than 100 lb five years earlier. With the increased use of

plastics, coating research has concentrated on the painting

of these often difficult substrates. Among the numerous

prerequisites for coatings on plastic are: wetting of the

substrate; uniform film development; a cure response

below the heat distortion temperature of the plastic; adhesion

to the substrate; inhibition of substrate imperfections; and

often a conductive nature to increase the TE of subsequent

topcoat application.

Plastic types are variable, ranging from flexible to rigid

and from thermoplastic to thermoset. Because of these

variations, the type of coating applied to them also varies,

depending on cure response, solvent sensitivity, and modu-

lus. The type of coating also depends upon the end use of the

coated plastic. For example, topcoats can be applied directly

to the plastic without the use of a conductive primer if two-

toning or blackout areas are not part of the styling latitude.

Adhesion promoters also are often utilized if a particularly

difficultto-adhere-to plastic is encountered (i.e., polypro-

pylenes or thermoplastic polyolefins (TPOs), a blend of

elastomer and olefin).

Conductivity in plastic coatings is achieved through the

use of a conductive pigment, most often conductive carbon

black. Conductivities of the order of 1 MO/cm2 are required

for effective transfer efficiencies of subsequent topcoat

applications. Without the use of a conductive primer,

plastics in themselves would not be conductive, and hence

would be very unreceptive to topcoat transfer efficiencies of

greater than 20%.

The adhesion of a coating to plastic is related to the

substrate wettability and also to physical–chemical forces.

Both covalent (bond formation) and dispersive (London or

van der Waals) forces are responsible for the adhesion of the

coating due to physical–chemical forces.

Substrate wetting often is measured by contact angle

measurements: the smaller the contact angle, the better the

wetting of a coating to the plastic. The wettability of a

coating on a plastic substrate is related to the surface tension

of the substrate: the lower the surface tension of the plastic,

the more difficult it is to wet.

Polypropylene, in particular, has a very low surface ten-

sion (less than 32 dynes/cm2). Because of the low surface

tension, it is very difficult to wet out; and because of the

apolar nature of the polypropylene backbone, it is a very

difficult material to adhere to. Therefore, copolymers of

ethylene propylene diene monomers (EPDM) with polypro-

pylene have been developed. The higher the level of the

EPDM in these TPOs, the more paintable is the substrate.
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Conventional coating approaches to TPO, which rely on

the use of substrate pretreatments such as flaming, corona

discharge, plasma or chemical pretreatment, have led to a

substantial oxidation of the surface, which enhances adhe-

sion. These pretreatments, however, have a limited service

life before the surface reverts to its unoxidized, apolar

condition.

Chlorinated polyolefins (CPOs) also are a mainstay of

adhesion promotion to TPO. The CPO generally is applied

as a dilute solution (5–35 wt. %) in aromatic solvents to the

TPO to act as a “tie-coat,” to which the topcoat is applied.

These materials are often humidity sensitive and only adhere

to TPOs with EPDM levels of greater than 5%.

New Cross-Linking Technologies

The traditional cross-linking technologies utilized in the

coatings market range from hydroxyl functional binders

(acrylics or polyesters) cross-linked with melamines (1K)

or isocyanates (2K) to drying oils that cure through oxidation

of unsaturation in the backbone, to epoxy resins cross-linked

with amino resins (amido amines, amines, etc.).

New resin and cross-linking technologies, however,

have been introduced with hopes of achieving more

environmentally acceptable coatings. However, most of

these have not achieved widespread success with the possi-

ble exception of areas such as automotive coatings where

they can provide properties such as chip resistance and

resistance to “acid rain.”

Bio-Based Resins

As companies begin to focus on issues such as

sustainability, and “green” chemistry, interest in the use

of bio-based resins in coatings has been rapidly increasing.

Procter & Gamble Chemicals introduced a line of sucrose

ester resins of vegetable oils for industrial applications

under the brand name SEFOSE. In collaboration with

Cook Composites and Polymers (CCP), they demonstrated

that SEFOSE resins could be used as a reactive diluent in

alkyd paints to reduce the VOC from 440 g/L to 250 g/L

and won the 2009 Presidential Green Chemistry Challenge

Award [10]. Other companies have also introduced new

bio-based products, including the Solus line of cellulose

ester resins by Eastman, Albecor-Bio, a bio-based polyester

for powder coatings by Hexion, and Dow Chemical

introduced the Renuva line of bio-based polyols. Sherwin-

Williams received the 2011 Presidential Green Chemistry

Challenge Award for their new paint technology based on

soybean oil and recycled PET.

Printing Inks

Printing inks, utilized in printing and packaging

applications, are colored, liquid materials consisting of

essentially two components: the colorant, an insoluble

solid or a dye, and the vehicle, a liquid in which the colorant

is suspended or dissolved. Recent years have seen significant

progress in water-based inks, but compared with the phe-

nomenal growth in water-based paints, the advances in

water-based inks have had a much smaller impact on the

industry. The upsurge of interest in water-based inks, which

began in the mid-1970s, was stimulated by the need to

conserve expensive petrochemical-derived organic solvents,

attention to environmental pollution problems, and increas-

ing pressures from health and safety legislation.

Inks can be applied to a wide variety of substrates,

including plastics, paper, textiles, metals, and glass. In con-

trast to paint films, inks are applied very thin, varying from

2 to 30 mm depending on the print process. The print process

consists of application of the ink to the substrate by a

printing press of varying design. As such, inks are classified

by the type of process through which they are applied. There

are five classifications: flexo-graphic, gravure, offset litho-

graphic, letterpress, and screen.

The mechanisms of letterpress, offset lithographic/flexo-

graphic, and gravure printing processes are outlined in

Fig. 29.1 [11]. In letterpress and offset lithographic pro-

cesses, a thin film of ink is carried to the printing plate by

means of a train of rotating rubber rollers. Both of these

processes preclude the use of volatile organic solvents in the

inks because of the swelling effect or attack on the rubber

rollers and blankets and because of their high evaporation

rates, which could lead to premature drying or tack develop-

ment of the inks on rollers, blanket cylinders, and printing

plates. Water, too, evaporates more rapidly than the high-

boiling aliphatic-type solvents normally used in letterpress

and offset lithography, and the evaporation is accelerated by

the heat that can be developed (temperatures of 30 �C or

more) in the rollers after a period of running.

Several different types of drying mechanisms may be

operative in printing of letterpress and offset lithographic

inks (see Table. 29.6) [12]. As shown in Table. 29.6, the

ink distribution systems of flexo-graphic and gravure

presses are quite different from those of letterpress or offset

lithography. There are no long roller trains, and because

the drying mechanisms depend mainly upon evaporation

of volatile solvent components, it is not surprising that

most of the development work has been on inks for these

processes.

Inks that are printed by the flexo-graphic and gravure

printing processes are characterized by their extremely

fluid nature, and are generally termed “liquid inks.” When
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compared to the fluid nature of flexo-graphic and gravure

inks, lithographic and letterpress inks are much more viscous

and paste-like.

In screen printing, the ink is forced through the open areas

of a stencil supported on a mesh of synthetic fabric, stretched

across a frame. The ink is forced through the mesh onto the

substrate underneath by drawing a squeegee across the sten-

cil. The inks have to remain fluid and coherent on the mesh

before printing, transfer through the mesh without its stick-

ing to the substrate, flow to make the ink film continuous and

so avoid the pattern of the mesh but maintain the image, and

then dry rapidly once applied to the substrate. Inks that are

able to print by this method are of household paint consis-

tency; they are intermediate in viscosity between the fluid

flexo-graphic and gravure inks and the paste-like litho-

graphic inks.

An ink must be transformed to a solid from its liquid

supply form once on the substrate. This change of state is

referred to as an ink drying, and can be physical (absorption

or evaporation) or chemical (oxidative or photochemical

Fig. 29.1 Mechanisms

of letterpress, offset

lithographic/flexo-graphic,

and gravure printing

processes[12]

Table 29.6 Letterpress and lithographic inks—dry mechanisms[12]

Type ink or process remarks

Principal ink

Vehicle Typical substrates Drying mechanism

Letterpress W Mineral oil Newsprint A Non-volatile mineral oil

Letterpress S Oleoresinous and solvent Papers, boards A, O High-boiling range solvent

Letterpress S Resin and glycol Papers, boards P High-boiling glycol

Letterpress S Polyfunctional (acrylated) compounds Papers, boards, R foils No solvent ultraviolet curing

Offset litho W Mineral oil and resin and solvent Newsprint A High-boiling solvent

Offset litho S Oleoresinous and solvent Papers, boards A, O High-boiling solvent

Offset litho S Oleoresinous and solvent Tinplate O, E (stoving) High-boiling solvent

Offset litho S Polyfunctional (acrylated) compounds Papers, boards, R foils, tinplate No solvent ultraviolet curing

Offset litho W Resin/solvent Papers A, E (heat-set) Gas flame hot air, high-boiling solvent

Notes: A Absorption, O Autoxidative/polymerization, P Precipitation/gelation, R Photochemical/polymerization, ultraviolet cure, S Sheet-fed,

W Web-fed
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radiation induced). There are several forms of radiation used

to dry ink, including UV, infrared, EB, microwave, and radio

frequency.

Pigments

Pigments are generally incorporated into paints to affect

properties associated with appearance such as color, opacity,

gloss, metallic look, and depth. In addition, pigments com-

monly are used to protect the substrate against corrosion, attack

by microbes or barnacles, and to retard flammability. Other

desirable properties can be obtained by the addition of

pigments. For example, pigments can be used in paints to

control flow and leveling as well as either spray viscosity or

brush-ability, depending upon the type of system. In addition,

pigments are added to paint to control the cost of rawmaterials.

One of the most important properties of pigments, how-

ever, is the ability to cover or “hide” the surface being

painted. This property is commonly referred to as “hiding

power” or opacity. The fewer coats required to hide the

surface, the higher the hiding power or the pigment’s opac-

ity. Pigments of different colors have different degrees of

opacity. In general, darker colors have a higher hiding power

than lighter colors, in part because of their relative opacities.

In practice, this trend is also dependent upon the refractive

index of both the pigment and the binder; that is, the differ-

ence in refractive index between the pigment and the binder

determines the hiding power of the paint. Hence, the larger

the refractive index difference, the higher the hiding power.

In addition, the particle size of the pigment critically affects

the hiding power of the pigment. There is an optimum

particle size range, 0.2–0.4 mm (which is approximately

one half the wavelength of light in air), which affords maxi-

mum light scattering and hiding.

Pigments ideally should be non-soluble solids with low

oil absorption to facilitate dispersion and allow maximum

pigment loading, which would also reduce the VOC content

of the paint. In addition, pigments should be chemically

inert, thermally stable, pure in their composition, and

nontoxic.

Pigments can be classified into two main categories:

inorganic pigments and organic pigments. Among the more

common inorganic pigments are white hiding pigments,

extender pigments or fillers, blacks, colors, and metallic

pigments. Organic pigments consist of colors and the carbon

blacks.

Inorganic Pigments

Inorganic pigments generally hide better than organic

pigments when dispersed in paint. Inorganic pigments

impart flowability to paint because they do not tend to

swell in the presence of common paint solvents. In addition,

inorganic pigments do not bleed inorganic solvents, and they

afford excellent color permanence, especially in exterior

paints. Inorganic pigments are thermally stable and gener-

ally impart heat resistance to the coating.

White pigments are important not only as the principal

pigment in white paint but also as hiding pigments in many

shades and the tinting colors. The most commonly used of

the white pigments are the nonreactive titanium dioxides and

the reactive zinc oxide. These pigments are designed reac-

tive or nonreactive, depending on whether they interact

chemically with the binder or vehicle portion of the paint.

Titanium dioxide is available in two crystalline forms—

anatase and rutile. The anatase form has about 75% of the

hiding power of the rutile form and is less resistant to

chalking than the rutile form. Because of its high refractive

index (2.76), titanium dioxide imparts excellent opacity to

the paint. Because the hiding power of the titanium dioxide

is so high, good opacity can be achieved by the addition of

small amounts of the pigment to the paint, thus not adding

significantly to the cost of the paint. The rutile form is

available in grades designed specifically for enamels, flats,

and solvent-based and water-based coatings [13].

Although zinc oxide has about 15% of the hiding power

of titanium dioxide and has a fairly high cost, it contributes a

number of important properties to paint. Zinc oxide can form

zinc soaps in some formulations, which can aid in pigment

wetting and grinding. It also can be utilized to improve film

hardness and color retention of the film on aging. The most

common use of zinc oxide is in exterior finishes to reduce

chalking and the growth of mildew in house paints [14].

Extender pigments, because of their relatively low refrac-

tive index, exhibit poor hiding power and must be used in

conjunction with pigments of high hiding power. The prin-

cipal function of extender pigments in paint is to reduce the

raw material cost. They also function to reduce gloss, as well

as to control texture and viscosity. Calcium carbonate, more

commonly known as whiting pigment, is available in a

variety of particle sizes and surface treatments and is used

to control sheen, degree of flow, degree of flatting, and tint

retention. Magnesium silicate or talc generally is used

because of its low cost and excellent durability. Talc imparts

good antisettling properties and low sheen. Aluminum sili-

cate (China clay) is used mainly in water-based systems.

China clay is easily dispersed with a high-speed dispenser

and may even add to the hiding power of water-reducible

paints. Other extenders such as diatomaceous silica, regular

silica, barites, and mica also are frequently used to impart

specific properties to coatings, which are determined mainly

by the particle size and shape of the pigment.

Most of the black pigment used in coatings is organic

carbon black. There are, however, a few inorganic black
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pigments such as black iron oxide, which is used as a tinting

black having brownish tones and also is used in primers. In

addition, some inorganic black pigments such as mineral or

thermal blacks are used as low-cost black extender pigments.

Iron oxide pigments are low-cost, highopacity pigments

that impart excellent properties to coatings. These pigments

are easy to disperse in both water and oil, are alkali- and

chemical-resistant, and hence can be utilized in both water-

based and solvent-based systems. Although both the red and

yellow iron oxides afford rather dull colors, they possess

high tinting strength and are popular shading colors. In

addition, iron oxide pigments are extremely durable, color-

fast, and non-bleeding.

Lead chromate pigments are mainly used as corrosion

inhibitive pigments. These pigments are of low opacity and

can be combined with higher opacity pigments for use in

primers. Zinc chromate, also an anti-corrosion pigment, is

used in metal pretreatments such as “wash primer,” which

also promotes adhesion to aluminum and steel.

Iron blue, one of the most widely used pigments,

combines low cost, good hiding power, and high tinting

strength. This blue pigment exhibits good exterior durability

and good heat resistance. Iron blue should not be used in

water-based paints because it has very poor alkali resistance.

Ultramarine blue has poor opacity but high tinting

strength, high heat resistance, and good alkali resistance. It

is primarily used as a tinting color, and when added to whites

makes them look whiter by giving them a bluish cast.

Chrome greens range in color from light yellow greens to

dark blue greens. They are bright, durable, economical, and

have high hiding power. They are used less frequently of late

because of their lead content. Chrome greens are not

suggested for use in aqueous systems because of their poor

alkali resistance.

Chrome oxide green is a dull pigment having excellent

exterior durability and very good chemical as well as alkali

resistance. Thus, this pigment is suitable for use in either

water-based or solvent-based systems. Chrome oxide green

has moderate hiding power and is easy to emulsify, and its

infrared reflectance properties make it valuable for use in

camouflage paints.

Organic Pigments

Organic pigments are insoluble solids, and thus are

differentiated from dyes, which are colored organic

compounds that are soluble in the media in which they are

used. Pigments require a binder in order to be used as

colorants. Organic pigments that are insoluble in their pure

form are referred to as “toners.” Organic pigments that

require precipitation by an inorganic base such as a metal

to be insoluble are referred to as “lakes.”

Organic pigments have greater decorative value than

inorganic pigments; that is, organic pigments have a greater

esthetic appeal due to higher chroma. The higher tinting

strength of organic pigments partially offsets their higher

cost. Organic pigments have a smaller particle size than

inorganic pigments and a higher oil absorption. In addition,

organic pigments are generally less toxic than inorganic

pigments.

Hansa yellows are insoluble azo pigments having a wide

range of shades. They are generally excellent in masstone

lightfastness although not good enough in tint lightfastness

to warrant outdoor use. Compared with the chrome yellows,

they have less hiding power and greater tint strength. The

Hansa yellows are most commonly used in water-based

coatings and air-dried coatings. Benzidine yellows are no

longer used because they have been shown to be carcino-

genic. Nickel azo yellows are transparent pigments used in

greenish yellow enamels and tinting enamels. These

pigments have better permanency than the benzidine

yellows although they tend toward darker transparent

masstones. Nickel azo yellows impart excellent alkali resis-

tance and fairly good bleed resistance. The tinting strength

of these pigments increases upon aging in the formulation.

Vat yellows are comprised of flavanthrones and anthrapyr-

imidines. Of these, the flavanthrones are the more red in hue.

The vat yellows have very good lightfastness in weak tints,

and they impart very good heat resistance and bleed resis-

tance to the coatings. Tetrachloroiso-indolinone-based

pigments, although relatively expensive, are of very high

quality, imparting good lightfastness to the coatings.

Benzidine orange pigments are bright, strong pigments

that exhibit good alkali, heat, and bleed resistance. There are

both opaque and transparent versions of these pigments, and

they are fairly lightfast although they are not recommended

for exterior use. Benzidine orange is no longer used because

of its potential carcinogenic nature. Dianisidine orange

pigments are more bleedresistant than the benzidine oranges

but less colorfast. Dinitroaniline orange pigments have bet-

ter permanency than the two orange pigments described

above. Although the dinitroaniline orange pigments bleed

in most solvents, they are very stable in aqueous systems and

exhibit superior lightfastness. Tetrachloroiso-indolinone,

brominated anthanthrone, and perinone oranges are expen-

sive, but very high-quality orange pigments, characterized

by their excellent masstone and exterior lightfastness.

Copper phthalocyanine greens afford very clean, semi-

transparent masstone, non-bleeding tints ranging from bluish

green to yellowish green. These pigments have excellent

heat and chemical resistance, are very lightfast in both

masstone and tint, and have high tint strength. Pigment

green B is an iron salt of nitro-sobetanaphthol that affords

a semitransparent masstone having a dull yellowish tint.

Although this material is not lightfast enough for exterior
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applications, it does have excellent alkali resistance and is

suitable for use in aqueous pigment dispersions.

Phthalocyanine blues are very clean, semitransparent,

non-bleeding pigments yielding high tint strength. As with

the phthalocyanine greens, the blues have excellent heat and

chemical resistance and are very lightfast in both masstone

and tint. Also as with the greens, these blue pigments at high

concentrations may bronze upon exterior exposure although

this property is vehicle dependent. These characteristics

apply to the crystallization and flocculation grades. These

pigments are highly recommended for use in water-based

systems. Indanthrone blues are expensive vat-type, non-

bleeding, semitransparent masstone pigments having excel-

lent masstone and tint lightfastness. Although they exhibit

very good heat and chemical resistance, these pigments find

limited use in coatings.

Carbazole dioxazine violets are semitransparent masstone

pigments having high tint strength, excellent heat and bleed

resistance, and good lightfastness. Isoviolanthrone violets

afford clean tints exhibiting excellent chemical resistance

and very good lightfastness, but they bleed badly in paint

solvents.

Toluidine reds are insoluble azo pigments ranging from

light to deep reds having excellent chroma and masstone

lightfastness. Although these pigments hide very well and

exhibit very good alkali resistance, they are not suitable for

exterior use and bleed in paint solvents. Toluidine reds have

been replaced to a large extent by a combination of molyb-

date orange and quinacridone or rubine toners. This combi-

nation affords better gloss and gloss retention, better bleed

resistance, and less haze. Compared with the toluidine reds,

this combination does sacrifice some cleanliness and bril-

liance of tint as well as some masstone lightfastness. Para

reds are insoluble azo pigments that are deeper, less bright,

and not as masstone-lightfast as the toluidine reds. They

have good opacity and good alkali resistance, but they

bleed very badly in paint solvents. These pigments can be

utilized in inexpensive air-dried water-based systems.

Quinacridones possess hues from gold to deep maroons

and violets. These reds afford excellent bleed, heat, and

alkali resistance, as well as very good tint and masstone

lightfastness.

Carbon black is probably the most widely used pigment

in the coatings industry. It is popular both as a straight shade

and as a tinting color. It comes in a wide variety of particle

sizes and surface treatments, the choice depending upon

required jetness, tone, ease of dispersion, and of course,

cost. Carbon black is characterized by excellent hiding

power of high opacity, high tint strength, excellent durabil-

ity, and very good lightfastness. Large-particle-size carbon

blacks are chosen for their ease of dispersion and low resin

demand, as well as for being less susceptible to floating and

flooding than the finer particle sizes. They should, however,

be used in applications that do not demand high levels of

jetness. The finer particle sizes, higher surface area carbon

blacks afford extremely jet, very durable, high-gloss

coatings. These carbon blacks would be very suitable in

automotive topcoat applications. The fine-particle-size car-

bon blacks also are used frequently in conductive coatings.

Although all carbon blacks are good conductors, differences

exist based on surface area, structure, and volatile content. In

general, however, conductivity of the carbon black increases

as the surface area and structure increase and as the volatile

content of the carbon black decreases. The structure of the

carbon black is defined as the agglomeration of the fine

particle into treelike or “dendritic” shapes.

Pearlescent Pigments

Pearlescent pigments are comprised mainly of mica platelets

coated with a thin layer of titanium dioxide. Co-precipitating

titanium dioxide and other metal oxides onto the mica results

in pigments exhibiting a colored luster effect. These

pigments have a very high refractive index, indicating high

hiding power or high opacity. In addition, because of their

light-reflective properties, they impart some exterior dura-

bility to the coatings; and because of their small, thin, flat

structure and high refractive index, they give the coated

object a three-dimensional effect, that is, the appearance of

depth. This is quite different from the apparent surface gloss

due to the use of metallic pigments. Pearlescent pigments are

available in a range of particle sizes and characteristics, and

provide a variety of effects. These include a stain-luster

appearance resulting from fine-particle-size pigments.

These pigments are alkali- and acid-resistant and extremely

durable when coated with rutile titanium dioxide. Pearles-

cent pigments are readily dispersible in water and afford

stable metal-like water-based coatings.

Aluminum Pigments

Aluminum pigments generally are provided in paste form to

eliminate the hazards of dust explosion or ignition during

handling and storage, as occurs with the aluminum powders.

In addition, an aluminum paste is very economical because

of its high hiding power, excellent durability, and low spe-

cific density. Aluminum paint films provide excellent pro-

tection of substrates because the aluminum flakes align in

many parallel layers. The layers of aluminum flake are

staggered, thus yielding a tortuous path for the transmission

of gases, chemicals, light, and moisture. Therefore, it takes

longer for these materials to penetrate the film to get to the

substrate. Aluminum paints made up of the leafing-type of

aluminum paste reflect 75–80% of light and radiant heat, and

1128 D.C. Webster and R.A. Ryntz



are commonly used as exterior maintenance-type coatings or

decorative coatings. In fact, the minute flakes in aluminum

paste impart a smooth, brilliant appearance to the film. The

nonleafing type of aluminum flake can be tinted with other

various colored pigments to effect brilliant finishes such as

those used in automotive metallic topcoats.

Lacquers

Some time before 200 BC., the Chinese used an exudate from

the conifer Rhus verniciflua (later known as the varnish tree)

as a coating. The process was further developed in Japan,

where by AD. 400, the product was known as Japanese

lacquer. These lacquers are a type of oleoresin that dry by

oxidation in a damp atmosphere [14].

Lacquers are defined as non-convertible coatings; that is,

lacquer film formation does not depend upon any chemical

reaction. Film formation is dependent only upon the evapo-

ration of solvents, and the formed film remains soluble in the

parent solvent blend. Lacquers generally are spray-applied,

taking advantage of the solvent’s ability to dissolve the

previously applied coat. Chlorinated rubbers and nitrocellu-

lose esters are typical examples of lacquers. Nitrocellulose

lacquers can form glossy coatings having excellent adhesion

when other suitable resins are added that are compatible in

all proportions. Two types of cellulose nitrates are available,

a low-viscosity type that affords high solids, high-film-build

coatings and a high-viscosity, low-solids type. The primary

use of pigmented nitrocellulose lacquers has been in the car

refinish and the wooden domestic furniture markets. The

chlorinated rubber lacquers are used principally as protec-

tive coatings for steel and other vulnerable materials in

particularly harsh environments.

Vinyl lacquers are used mainly where a high degree of

chemical resistance is required; these lacquers are based on

vinyl chlorides and vinyl acetates. Acrylic lacquers are

based on methyl methacrylate and methyl acrylate polymers

and copolymers. Other esters of acrylic and methacrylic acid

also may be used to make non-convertible film formers.

Judicious selection of these acrylic acid or methacrylic

acid esters allows one to produce film formers with specifi-

cally designed properties such as hardness, flexibility,

gloss, durability, heat, and chemical resistance. Acrylic

lacquers, however, are not noted for their water resistance.

The principal uses of acrylic-type lacquers are fluorescent

and metallic paints, car refinish applications, clear lacquers

and sealers for metals, and protective coatings for aircraft

components and for vacuum-deposited metals, as well as

uses in pigmented coatings for cabinets and appliances.

Vinyl emulsion paints that contain a non-convertible resin

dispersed in water along with pigment can be considered as

waterborne lacquers if film formation results from evapora-

tion of the water followed by coalescence of the binder in

which the pigment is dispersed.As environmental regulations

becomemore strict, the role of traditional lacquers will essen-

tially go the way of the dinosaur. The only allowable lacquers

or non-convertible coatings eventually will be the water-

based type. Indeed, as environmental regulations become

more restrictive, the challenges facing the coatings chemist

and the formulator become ever more demanding.
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Introduction

Fermentation products have penetrated almost every sector of

our daily lives. They are used in ethical and generic drugs,

clinical and home diagnostics, defense products, nutritional

supplements, personal care products, food and animal feed

ingredients, cleaning and textile processing, and in industrial

applications such as fuel ethanol production. Even before

knowing about the existence of microorganisms, for

thousands of years ancient people routinely used them for

making cheese, soy sauces, yogurt, and bread. Although

humans have used fermentation as the method of choice for

manufacturing for a long time, it is only nowbeing recognized

for its potential towards sustainable industrial development.

Since the discovery of fermentative activity of

microorganisms in the eighteenth century and its proof by

the French scientist Louis Pasteur, fermentative production

of alcohols, amino acids, enzymes (biocatalysts), organic

acids, vitamins, and natural polymers for food, feed, and

other industrial applications has become well established.

Subsequently, microbes have been used as production

workers in industry. The production of bakers’ yeast in

deep aerated tanks was developed towards the end of the

nineteenth century. The German scientist Buchner discov-

ered that active proteins, called enzymes, are responsible for

ethanol fermentation by yeast. During World War I, Chaim

Weizmann used a microbe to convert maize mash into ace-

tone, which was essential in the manufacture of the explosive

cordite. In 1923, Pfizer opened the world’s first successful

plant for citric acid fermentation. The process involved fer-

mentation utilizing the mold Aspergillus nigerwhereby sugar
was transformed into citric acid. Other industrial chemicals

produced by fermentation were found subsequently, and the

processes were reduced to commercial practice. These

processes included production of butanol, acetic acid, oxalic

acid, gluconic acid, fumaric acid, and many more.

The serendipitous discovery of penicillin in 1928 by

Alexander Fleming, while researching agents that could be

used to combat bacterial infections, opened the whole new

world of antibiotics. American pharmaceutical companies

such as Merck, Pfizer, and Squibb were the first in mass-

producing penicillin in the early 1940s. Initially, Penicillium

notatum was surface cultured in flasks. Later, a new strain,

Penicillium chrysogenum, was cultured in deep aerated

tanks in the presence of corn steep liquor medium, and

gave 200 times more penicillin than did Fleming’s mold.

Streptomycin was next, an antibiotic that was particularly

effective against the causative organism of tuberculosis.

Today, the list of these antibiotics is long and includes

among many others, such important antibiotics as chloram-

phenicol, the tetracyclines, bacitracin, erythromycin, novo-

biocin, nystatin, and kanamycin.

Besides the booming antibiotics industry, fermentative

syntheses of amino acids such as L-lysine and L-glutamic

acid became billion dollar businesses. Despite the long his-

tory of microbial fermentation processes, understanding of

the molecular basis of biological systems has developed

starting from the discovery of the double helix DNA only

decades ago. The practice of modern biotechnology started

when Boyer and Cohen recombined DNA, and Boyer and

Swanson founded Genentech, the first biotechnology com-

pany. Soon, it became clear that novel biotechnological

manipulations could create new cell systems capable of

producing new molecules and modifying existing products

and processes. By the 1980s, a number of new biotechnology

companies such as Amgen, Biogen, Cetus, Genencor, and

others started to develop products for healthcare, agricul-

tural, and industrial applications. The promise of biotechnol-

ogy has been high in terms of delivering new products

through partnerships with established pharmaceutical, agri-

cultural, and chemical companies such as Eli Lilly, Roche,

Johnson & Johnson, Monsanto, Shell, and others.
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By the end of the twentieth century, industrial applications

of biotechnology started gaining momentum and proven lab-

oratory techniques started to move into potentially huge

markets. The field of industrial biotechnology (called

“White Biotechnology” in Europe) was deemed the third

wave of biotechnology. By definition, it is the application

of scientific and engineering principles to the processing of

materials by biological agents to provide goods and services.

Industrial biotechnology continues to supply not only unique

products, but is also considered synonymous with sustainable

manufacturing processes. Some distinct advantages of indus-

trial biotechnology include the use of renewable feedstocks

(agricultural crop materials), generation of less industrial

waste, lower cost for cleanup and disposal, and less pollution.

The global market and fermentation capacity distribution

(Figs. 30.1 and 30.2) for industrial biotechnology products,

excluding ethanol, was estimated in 2002 at $17 billion.

McKinsey & Company estimates that in the first decade of

this century, biotechnology will affect up to 20% of the

worldwide chemical market [1]. The major volumes of indus-

trial biotechnology goods, such as alcohols, organic acids,

amino acids, biopolymers, enzymes, antibiotics, vitamins,

colorants, biopesticides, alkaloids, surfactants, and steroids,

are expected to increase driven by innovative products, lower

costs, renewable resources, and pollution reduction.

Discovery of Organisms and Molecules

Microbial Diversity

Microorganisms are chemically similar to higher plant and

animal cells; they perform many of the same biochemical

reactions. Generally, microorganisms exist as single cells,

and they have much simpler nutrient requirements than

higher life forms. Their requirements for growth usually

are limited to air, a carbon source, generally in the form of

sugars, a nitrogen source, and inorganic salts. Fermentation

originally meant cellular activity/process without oxygen,

but industrial biotechnology includes both aerobic and

anaerobic fermentation processes. The nutrient source, com-

plex (microbial, plant, or animal derived) or defined, not

only provides carbon, nitrogen, and other elements (P, S,

K, Mg, Ca, etc.) but also provides reducing and oxidizing

agents [2]. Of course, in most of the cellular pathways, O2

from air provides oxidation, releasing abundant metabolic

energy from redox reactions. Depending on the physiologi-

cal state of the cell, part of the metabolic energy escapes as

heat that must be removed by the fermentor design. Sucrose,

derived from sugarcane/beet and glucose derived from

starch are often used as the carbon as well as energy sources

for fermentation. Use of other carbon sources such as cellu-

lose, hemicellulose, fats, etc. might increase in the near

future. Proteins and fats are more reduced than saccharides

and affect metabolism in terms of oxidation–reduction

fluxes. The fluxes also depend on the endproduct(s) being

more oxidized or reduced than the starting substrate(s).

Microbes occur in four main groups [3]:

• Bacteria and actinomycetales

• Viruses

• Fungi, including yeast

• Protozoa and algae

The chemical composition of microorganisms can be

quite varied depending upon such factors as the composition

of the growth medium, the age of the culture, and the cell

growth rate. Table 30.1 lists the composition of a typical

microbial cell [4]. All organisms contain the genetic infor-

mation to produce a wide variety of enzymes and hence

produce a great number of chemicals. Individual genes for

Fig. 30.1 Worldwide industrial biotechnology products market

(except ethanol)

Fig. 30.2 Worldwide industrial biotechnology fermentation capacity

distribution
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specific enzymes can be organized into metabolic pathways

that will define the biochemical metabolites that can be

produced by the organism, which usually depends upon the

environment in which the microorganism is growing. Inher-

ent regulatory control processes allow cells to regulate their

enzyme content in direct response to the environment. They

prevent the formation of excess endproduct and superfluous

enzymes. In this postgenomic era, the sequencing of a

genome can be used for metabolic reconstruction of the

microbial strain. Individual genes can be identified through

homology to previously sequenced genes. Transcriptional

analysis is another recent tool that allows the simultaneous

measurement of all actively transcribed genes in a given

organism at any given time. When combined with genomic

information, attempts can be made to predict phenotypes or

identify the organism.

For industrial processes, microbial strains with faulty

regulation, altered permeability, enhanced enzymatic

activities, or metabolic deficiencies are used to accumulate

products. Such mutants have been changed so that their

genetic mechanism is no longer sensitive to a particular

controlling metabolite. Modern genetic engineering tools

typically focus on creating such strains by making directed

changes to the DNA of the organism.

Screening and Selection

Product discovery means identifying the molecular target

(enzyme, pathway, metabolite) of the intended application.

A very early phase in the discovery of a microbial product

involves searching for microorganism(s) that synthesize the

product of interest [5, 6]. In the past this meant screening for

living microorganisms. However, by applying molecular

biology tools [7], today it is possible to screen for the gene

(s) of interest without culturing the organisms. Of course, the

rich diversity of microorganisms in nature is often the

starting point for the screening/selection process. This pro-

cess requires a well-designed growth medium, catalyst func-

tion, and assay. For example, a novel enzyme screening and

selection strategy is based on an understanding of the real-

world conditions under which the enzyme must function.

Many enzymes are used in applications, for example, laun-

dry, cooking, and solvent, that are far removed from the

natural physiological conditions. Such applications expose

enzymes to pH, temperature, and/or chemicals that might

inactivate or inhibit them.

The classical screening method has its roots in antibiotic

discovery. It involves collection of a variety of samples of

soils and organic matter, and isolation of their microbial

population. Being laborious at times (i.e., finding a needle

in a haystack), random screening methods have been

replaced in some cases by more efficient selection

techniques. These techniques subject a microbial source

sample to a selection pressure (i.e., pulling a needle from

a haystack selectively with a magnet). For example,

the growth conditions are selected such that only micro-

organisms expressing the desired enzyme/pathway/metabo-

lite are able to survive. Therefore, selecting an environment

(pH, T, growth nutrient) that is optimal for the growth of the

desired microorganism increases the success of such a dis-

covery. Very often, for the source of enzymes, industrial

biotechnology companies look for microbes called

extremophiles that live in extreme conditions, because they

generally contain enzymes that perform optimally under

extreme conditions.

In the last decade, tremendous progress has been made in

sequencing DNA from various organisms. It is possible to

extract DNA directly from the microbial community present

in a sample taken from the environment. As a result,

thousands of gene sequences have been deposited in public

databases. This information can be used to screen for

proteins/enzymes by searching for similarity at the gene

level. Once a homologous gene is identified, it can be trans-

ferred to a laboratory host organism such as Escherichia coli

or Bacillus subtilis. This allows for the expression of the

identified gene product without making the source organism

overproduce the molecule of interest. However, application

of this technique is limited to microorganisms that have been

isolated, characterized, and deposited in culture collections.

Ironically, a very small number of microorganisms that exist

in nature have been isolated and those characterized are even

fewer. There may be many useful reactions in organisms yet

to be discovered. Faster sequencing methods have started to

exponentially expand the genomic database. Several hun-

dred genomes are in the database and the tools of bioinfor-

matics are vastly improving for the discovery of genes of

interest.

According to J. Craig Venter Institute (http://www.

venterinstitute.org), it should be possible to reduce the cost

of sequencing a human individual DNA to less than $1,000.

At this low cost and high speed of sequencing, we expect to

learn more about human genes by comparing the human

Table 30.1 Typical composition of microbial cell (about 70 % water)

Molecule % Dry cell weight

DNA 3

RNA 20

Protein 55

Lipid 9

Liposaccharide 3

Peptidoglycan 3

Glycogen 3

Metabolites 3

Metal ions 1
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genome sequence to genome sequences of other species that

have been thoroughly studied. Such diverse information has

the potential to aid in the development of new products,

processes, and applications in medicine, agriculture, energy,

and the environment.

Cell Engineering

Classical strain development was traditionally dependent on

the evolutionary process of random mutation. In a normal

bacterial population, one mutant arises in about 106 cells.

This low rate of spontaneous mutation is unsatisfactory for

strain improvement. However, mutagens, such as N-methyl-

N0-nitro-N-nitrosoguanidine (NTG) and Ethyl Methane Sul-

fonate (EMS), are available that markedly increase the rate

of mutation. Although it is relatively easy to produce

mutants, strain improvement requires painstaking effort

and ingenuity in devising screening tests. Knowledge of

microbial physiology is essential in the development

of many of these screens. Screening for resistance to meta-

bolic analogues is probably the most important screening

tool for devising means around normal metabolic control

mechanisms. Although truly exemplary production

organisms for important medical and industrial products

were created using this process, the timeframe for many of

these developments can be measured in decades.

In this era of genetic and metabolic engineering, the

timeframe for strain development has been reduced,

although it still is a major effort requiring substantial invest-

ment. As in classical strain development, knowledge of

microbial physiology remains essential to the practice

of metabolic engineering. Understanding the regulation of

genes, in particular the interaction of promoters and regu-

latory proteins, is also essential. The five key strategies for

metabolic engineering can be summarized as follows [8, 9].

1. Enhance committed step from central metabolism or

branch point.

2. Eliminate transcriptional and allosteric regulation.

3. Identify and relieve rate-limiting step(s).

4. Prevent carbon and energy loss to competing pathways.

5. Production of foreign enzymes or metabolites.

Sophisticated metabolic models teamed with experimen-

tal data are finding widespread use in identifying strategic

sites for metabolic engineering. For example, DesignPath®

[10] is an approach based on the use of mathematical models

and specifically generated algorithms that can be used to

predict the right combination of genes that would enable a

cell to overproduce a desired biomolecule, for example,

1,3-propanediol [11], and minimize the synthesis of unde-

sired by-products, for example, acetic acid. Using such

models, scientists have been able to combine in a single

host (E. coli), a natural biological pathway present in yeast

for the production of glycerol from dihydroxyacetone phos-

phate, and a pathway present in the bacterium Klebsiella

pneumoniae to convert glycerol into 1,3-propanediol, to

create a novel and unique process (for details see the section,

“Delivery of Products”; Fig. 30.3).

Production strains, established through classical muta-

genesis and screening to produce metabolites at a commer-

cial level, were often started from strains known to

overproduce at least some amount of the desired product.

These strains had already overcome some of the natural

regulation to keep from overproducing metabolites. How-

ever, this often led to strains that could overproduce more

than one endproduct. To maximize production of the desired

Fig. 30.3 Rational biocatalyst

design strategy for

1,3-propanediol
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endproduct alone, strains were selected that could not over-

produce a sideproduct. This resulted in the development of

an auxotrophic strain, which required the particular

sideproduct in order to grow. The need for specialized

growth media often resulted in added expense and down-

stream difficulties as the required component(s) were added

as complex mixtures from animal or plant extracts. By using

enzymes from different organisms, it is now possible to

change gene regulation, prevent carbon loss to competing

pathways, and eliminate auxotrophies.

The ability to use heterologous enzymes in a production

host is one of the hallmarks of modern metabolic engineer-

ing. This can be accomplished by specific directed changes

to the genome or by generating a high level of diversity.

The goal of the effort is to improve a specific phenotype of

the strain. This could be to produce a new metabolite not

found in the original host or change the energy balance in

the host or some other critical attribute. In any case, deep

knowledge of the physiology of the organism is used to

develop the appropriate screen to find the desired

phenotype.

Molecular Engineering

Despite the diversity of enzymes in nature, it is rare that a

screened or selected protein/enzyme might have all of the

desired characteristics for a targeted application. Therefore,

it may be necessary to engineer the starting protein by

modifying its structure through mutation (deletion, insertion,

or substitution) of one or more amino acids. Protein engi-

neering can be carried out by genetic modification or by

chemical means (acetylation, amidation, oxidation, covalent

attachment of ligands). Compared to the chemical approach,

site-directed genetic manipulation is more predictable. The

specific changes in the gene sequence are made through the

use of recombinant DNA technology. Because the structure

of a protein determines its function, rational protein engi-

neering starts with studying the three-dimensional structure

of the protein either by X-ray diffraction, NMR, or molecu-

lar modeling. Often such studies take time and require access

to special expertise; therefore, alternative approaches such

as random mutagenesis and directed evolution have

emerged.

Random mutagenesis has been used extensively as a tool

for increasing the genetic variability and improving micro-

bial strains as described earlier. However, random mutagen-

esis also means less control over the number and types of

mutations made. A large number of clones (called a library)

are first generated and then screened or selected for the

targeted properties. Therefore, randommutagenesis methods

tend to use high throughput or rapid and efficient screening

techniques.

Directed evolution, a term that covers a wide range of

techniques designed to quickly improve strain performance,

uses repetitive rounds of mutagenesis along with screening/

selection, until a series of mutations accumulate to give an

enhanced phenotype. Once again, the key factors for success

are understanding of the target gene, the method for

generating variability, selection, and screening of the host.

The technique makes use of the fact that enzymes retain their

relevant tertiary structures and thereby function. The evolu-

tion through a range of acceptable molecular structure

variations leads to better enzymes with which the organism

can tolerate specific environmental stress.

Several in vivo as well as in vitro methods of molecular

evolution have been developed based on the recent

advances in high-throughput screening, functional geno-

mics, proteomics, and bioinformatics. Molecular evolution

technologies provide efficient tools for creating DNA

libraries (random, directed, recombinational) and processes

of selection for a desired function or characteristic of a

target molecule. For example, “DNA shuffling” is a varia-

tion of the molecular evolution approach and involves

recombination of closely related DNA sequences, for exam-

ple, random fragmentation and reassembly of the fragments

into genes. The method is useful to combine two or more

properties, which have evolved separately, into the target

molecule. Molecular engineering, optimization, evolution,

and other tools enable the design of completely novel

biomolecules and proteins for applications in agriculture,

medicine, and industry.

Development of a Production Process

Strain

Strain development begins with identification or isolation of

an organism capable of producing the molecule of interest.

Invariably, the initial strain is improved by mutagenesis,

screening, selection, and genetic engineering to meet the

production process and economic requirements. The process

requirements include handling of the strain, fermentation

conditions, product recovery, formulation, and application.

Not surprisingly, strain and process development take place

in an integrated manner. For example, processes that

are sensitive to the cost of fermentation raw materials look

for carbon-efficient strains. Likewise, processes that aim to

achieve high purity in product need to have fermentations

that require the use of minimal medium and strains that

produce minimal sideproducts. New genetic techniques

allow the rational engineering of a production strain. A

rational approach means that the genes defining the produc-

tion of a particular metabolite are specifically engineered
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through mutagenesis, deletion, or over-expression.

Controlling expression of such genes determines the rate

(productivity), yield (carbon conversion efficiency), and

titer (concentration) of the product. The result is a produc-

tion organism that is optimally tailored for the process and

the product.

Some bacterial and fungal strains are capable of differen-

tiation (sporulation, filamentation). This property can affect

product formation and the physical properties of the fermen-

tation broth. Some enzymes are synthesized as secondary

products and their production does not appear to be growth

associated. Production strains are distinguished on the basis

of their fermentation behavior such as viscosity or recover-

ability. They can also be distinguished by patent or proprie-

tary status. The complexity of product synthesis ranges from

a relatively simple and well-understood induction and

repression to very complex regulation mechanisms. Process

development must thus deal with such complexity either by

changing the genetic make-up or by optimizing process

conditions.

Because classical approaches to strain development are

labor intensive and offer limited knowledge, new strain

development methods now start with a production host that

is capable of rapid genetic manipulation and efficient prod-

uct synthesis. Generic hosts and techniques allow for the

construction of multiple strains for multiple products

utilizing a baseline fermentation and recovery process. The

so-called toolbox strategy of building strains applies to pro-

duction of enzymes/proteins as well as biochemicals.

Generic host-based strains (denoted GRAS, Generally

Recognized As Safe) have been proven for safe use in

industrial processes and have been approved by regulatory

agencies such as the FDA, EPA, and USDA.

Once a desired production strain is developed, it can be

maintained as a stock culture. In maintaining stock cultures,

genetic changes must be minimized. This is best achieved

by preventing nuclear divisions as most mutations occur as

errors during DNA replication. The method of choice is to

store cells or spores (if these are produced) in sealed

ampoules at very low temperatures (�130�C) in liquid

nitrogen. This method offers the great advantage that the

culture can be stored almost indefinitely, thawed, and used

immediately as an inoculum without loss of viability or

diminution in metabolic rate. Cultures kept at �20 to

�60�C are satisfactory but less active than those kept in

liquid nitrogen. Although storage at 0–4�C allows some

growth, this is better than storage at room temperature.

Lyophilization (freeze-drying) is widely used and is very

convenient because freeze-dried cultures retain viability

without any genetic changes for years when stored at room

temperature. It may be noted that all of these methods are, in

effect, techniques to immobilize intracellular water and yet

retain viability.

Fermentation Process

Analysis of many industrial fermentation processes shows

that they are common reactions from a chemical, as well as a

physical, viewpoint. Fermentation processes can be classi-

fied by the reaction mechanisms involved in converting the

raw materials into products. These include reductions, sim-

ple and complex oxidations, substrate conversions,

transformations, polymerizations, hydrolyses, complex

biosyntheses, and the formation of cells.

Fermentation processes, except for sterilization, have in

common many of the familiar chemical engineering unit

operations. For example, aerobic fermentations involve the

“mixing” of three heterogeneous phases: microorganisms,

medium, and air. Other unit operations include “mass trans-

fer” of oxygen from the air to the organisms and “heat

transfer” from the fermentation medium.

Analysis of fermentations by the unit operation technique

has added greatly to the understanding of their behavior. Of the

operations auxiliary to those in the fermentor, engineers have

made a major contribution towards the design of equipment to

provide large volumes of sterile medium and air. Close

cooperation between biologists and engineers has resulted in

devising logical methods for screening large numbers of strains

and translating the results of shake-flask and pilot-plant

experiments to production vessels. The scale-up of

fermentations, in some instances, is still empirical although

sensitive oxygen probes and gas analysis techniques now avail-

able have enabled a rational approach to scaling-up aerated,

Newtonian as well as non-Newtonian, fermentation processes.

Sterilization

In all fermentation processes, it is necessary to have

contamination-free fermentation media and seed cultures.

Liquid sterilization of the fermentation medium is conducted

by two means, physical removal or inactivation by heat

[12, 13]. Contaminating microorganisms can be removed

from fluids by filtration. With improvements in membrane

technology, sterile filtration is finding wider use, but can only

be used with completely soluble media. The contaminants

can also be destroyed by heat. Heat sterilization of media is

the most common method used for sterilization of liquid

media. This can be accomplished in either a batch or a

continuous fashion.

Interest in continuous methods for sterilizing media is

increasing, but for the successful operation of a continuous

sterilizer, foaming of the media must be carefully controlled

and the viscosity of the media must be relatively low. The

advantages of continuous sterilization ofmedia are as follows.

1. Increase in productivity because the short period of expo-

sure to heat minimizes damage to media constituents.
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2. Better control of quality.

3. Leveling of the demand for process steam.

4. Suitability for automatic control.

Design and operation of equipment for heat sterilization

of media are based on the concept of thermal death of

microorganisms. Consequently, an understanding of the

kinetics of the death of microorganisms is important to the

rational design of sterilizers.

The destruction of microorganisms by heat implies loss of

viability, not necessarily destruction in the physical sense.

The destruction of organisms by heat at a specific tempera-

ture follows a first order rate of reaction [14, 15]:

dN

dt
¼ �KN ¼ �ðAe�E=RTÞN; (30.1)

where K is the reaction rate constant with units of time�1, N
is the number of viable organisms/unit volume, t is the time,

T is the absolute temperature, E is the energy of activation

for death, R is the gas law constant, and A is the Arrhenius

constant.

This equation can be integrated to give the design

equation:

ln
N0

Nf

¼ A

Z ts

0

e�E=RT dt; (30.2)

where No is the number of contaminating organisms in the

total fermentation medium to be sterilized, Nf is the level of

contamination that must be achieved to produce the desired

degree of apparent sterility, and ts is the sterilization time.

In estimating the sterilization time for the medium, one

must define the contamination, the desired degree of appar-

ent sterility, and the time–temperature profile of the

medium; that is, T ¼ f(t). For typical bacterial spore

contaminants, the constants used in most designs have the

following values.

E ¼ 68,700 cal/g mol

R ¼ 1.987 cal/g mol, K

A ¼ 4e+87.82, min�1

Aerobic fermentation processes also require a continuous

supply of large quantities of air, typically on the order of one

volume of air per volume of liquid per minute, VVM. Sterili-

zation of this air is mandatory in almost all fermentations.

Absolute filter cartridges of polymeric membranes are now

used almost exclusively in the fermentation industry. Rela-

tively small units have replaced the large depth filters used in

the past. Still, water and particulates pose a major problem for

filters thus requiring the use of prefilters and traps to remove

these contaminants before they reach the absolute filter. Paral-

lel installation of the filters prevents a total shutdown of the

fermentation process in the event of filter clogging.

Microbial Kinetics

Microbial kinetics [16, 17] can be separated in four distinct

levels: at the molecular or enzyme, the macromolecular or

cell component, cellular, and population level. Because each

level has its own unique characteristics, different kinetic

treatments are needed. Moreover, the environment in

which these reactions take place also affects the kinetics.

For example, reactions at the molecular/enzyme level

involve enzyme-catalyzed reactions. When these reactions

occur in solution, their kinetic behavior is similar to that of

homogeneous catalyzed chemical reactions as described in

Chap. 31. However, when enzymes are attached to inert

solid supports or contained within a solid cell structure,

their kinetics is similar to that of heterogeneous catalyzed

chemical reactions.

As discussed in regard to microbial diversity, all

microorganisms have basic requirements, those being

water, a source of energy, carbon, nitrogen, salts, and trace

metals, and possibly growth factors. However, the media

used to isolate and screen production hosts are not necessar-

ily those used in production fermentors. Statistical methods

(Plackett–Burman, Box–Benkhen) are used for media screen-

ing and optimization. The media and conditions used may

change from shake flask through the fermentor stages. The

objective in developing a production medium is to maximize

productivity and product quality, minimize sideproducts, and

meet economics. Generally, large-scale fermentation media

are made up of complex natural materials, supplemented with

inorganic/organic salts [18, 19]. Development of a production

medium combines understanding the physiology of growth

and product formation developed through plate, shake flask,

and fermentor studies.

For example, for deciding on the type of carbon source,

the phenomenon of catabolite repression must be consid-

ered. Similarly, regulation of nitrogen and sometimes phos-

phorus metabolism are important factors to consider.

Sometimes high concentrations of salts and free amino

acids necessary for high cell density are inhibitory to product

formation. One area often overlooked is the elimination of

unwanted impurities, derived either from the raw material or

produced via metabolism. These impurities represent not

only a waste of the carbon source, but their accumulation

at high levels may lead to inhibition of growth or even cell

death.

At a population level, a material balance on cells growing

by binary fission can be described by:

dX

dt
¼ m � X; (30.3)

where X is the cell concentration and m is the specific growth

rate of the microbial culture.
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Monod [20] suggested that cells growing on a limiting

substrate were controlled by a limiting enzymatic reaction.

Enzymatic reactions had been modeled using Michaelis–

Menten kinetics and Monod applied the same methodology

to microbial growth. He described the specific growth

rate by:

m ¼ mmax �
S

Ks þ S
; (30.4)

where mmax is the maximum growth rate of the particular

strain being studied, s is the concentration of the limiting

substrate, and Ks is the so-called affinity constant for the

limiting substrate and is equal to the concentration of the

substrate resulting in one-half the maximum growth rate.

Combining the above equations results in the cell balance

equation:

dX

dt
¼ mmax �

S � X
Ks þ S

: (30.5)

A similar material balance on the limiting substrate

requires knowledge of the relationship between cell growth

and substrate utilization. The simplest relationship would

assume that a fixed amount of cells could be produced

from a given amount of substrate, or the yield of biomass

on substrate:

Y ¼ dX=dt

�ðdS=dtÞ ¼ �
dX

dS
: (30.6)

The linearity between cell growth and substrate consump-

tion does not always hold true, especially at low specific

growth rate. Pirt [3] first suggested the concept of mainte-

nance. He described maintenance as the substrate required to

generate energy for cell functions independent of growth

rate. Examples of cell functions include maintenance of ion

gradients and the turnover of macromolecules. The resulting

material balance on the limiting substrate is:

dS

dt
¼ � m

Ymax
þ m

� �
X; (30.7)

where Ymax is the maximum growth yield and m is the

maintenance coefficient. The term in parentheses is often

called the specific substrate consumption rate, qs.

Because substrate can also be consumed to make a micro-

bial product, the concept of specific rate can also be used for

product formation,

dS

dt
¼ �ðqs þ qpÞX; (30.8)

where qp is the specific product formation rate. The simplest

expressions relate product formation to either cell growth or

substrate consumption:

qp ¼ Yp=s � qs (30.9a)

qp ¼ Yp=x � m (30.9b)

The last equation is an example of growth-associated

product formation, often observed for primary metabolites.

However, for many secondary metabolites, much of the

product formation takes place when growth rate slows.

This is described as nongrowth-rate associated kinetics.

Leudeking and Piret [21] first described a mixture of the

two by the following equation, which takes into account both

growth-rate associated and nongrowth-rate associated forms

of production,

qp ¼ a � mþ b: (30.10)

Ideal Types of Fermentors

There are a large number of different types of fermentation

processes that are used commercially, which are selected

based on several different factors [22–24]. Depending on

the strain to be used, the fermentation could be aerobic or

anaerobic, and the desired product could be either the bio-

mass itself or a metabolite or polymer produced by the

biomass. The kinetics of product formation, whether growth

associated or nongrowth associated, also influences the pro-

cess. Often procedures downstream of the fermentation unit

operation have a major control of the overall process and

determine how the fermentation is conducted.

Although there are a multitude of possible different fer-

mentation process designs, most of them can be lumped

under the following four [23], shown in Fig. 30.4a–d,

• Batch

• Fed-batch

• Continuous

• Continuous with recycle

The batch process is the simplest fermentation to per-

form. It is a closed system with constant volume. The only

addition after the start of the fermentation is air, if it is

needed, resulting in a constant volume. All components are

in a constant state of change as the substrate is consumed and

biomass and products are produced. Figure 30.4a shows the

typical batch fermentor characteristic: nutrient is present

from the start of the process; nothing is fed and no steady

state can be reached. In other words, characteristic volume

of culture (V) is constant, denoted by V ¼ c. But specific

growth rate (m) and cell mass (X) are not constant. Batch
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fermentations are often used for highly mutated strains that

are developed by classical mutagenesis and selection. Such

strains are easily taken over by faster-growing, less-

productive strains in prolonged cultures. Batch processes

are still quite common in the antibiotic, organic acid, and

ethanol production industries.

In the fed-batch fermentation, nutrients can be added

making it an open system for substrates, but still a closed

system for biomass and biomass-derived products. As shown

in Fig. 30.4b, in this type of process, the volume is not

constant. The flow rate of nutrients can vary during the course

of the fermentation. Fed-batch operation is very commonly

used in industrial processes for the production of baker’s

yeast, enzymes, amino acids, and many other metabolites.

In the continuous system, as shown in Fig. 30.4c, by

constantly removing contents from the fermentor, the pro-

cess is now open with respect to all components. Typically,

the addition of feed and the removal of broth are equal,

resulting in a constant volume. Under these conditions, a

steady state is achieved wherein all parameters become

constant. Such a system is widely used for physiological

studies. However, industrial uses are typically limited to

the production of biomass (single cell protein) for food or

feed, and waste treatment plants.

The final system, shown in Fig. 30.4d, is the continuous

system with a partial (PRF) or complete (RF) cell recycle. It

is similar to the continuous system, but cells are returned to the

fermentor bymeans of a biomass separation device. Tangential

flow-filtration units, centrifuges, and settling tanks have all

been used for biomass separation [25]. In the partial cell recycle

fermentor, a steady state is achieved as in the continuous

system. This process is typically used to increase the produc-

tivity of the system and is used commonly in wastewater

treatment and ethanol production type applications.

The differential equations shown in the Microbial Kinet-

ics section are used to describe the batch fermentation mode.

These can be solved to describe the increase in biomass and

product concentrations and the decrease in substrate concen-

tration. The fed-batch system takes into account the addition

of substrate during the fermentation. The mass balance on

substrate is described by

d

dt
ðV � SÞ ¼ FðtÞ � Sf � Vðqs þ qpÞX: (30.11)

A total mass balance on the reactor is:

d

dt
ðr � VÞ ¼ rF � FðtÞ; (30.12)

where r is the density of the fermentation broth, rF is the

density of the feed solution with Sf as the substrate concen-
tration, and F(t) describes the rate of addition of feed as a

function of fermentation time. As in the batch fermentation,

these equations can be solved to show the concentration–time

profiles of substrate, biomass, and product. The last equation

assumes a negligible change in the reactor mass due to air

addition (humidity, oxygen) and gas removal (carbon diox-

ide, water). Such assumptions, in practice, must be checked.

For a typical single-stage continuous fermentor at steady

state, a biomass material balance around the reactor yields

the following relationship,

dX

dt
¼ 0 ¼ � F

V
X þ mX; (30.13)

from which:

m ¼ F

V
¼ D: (30.14)

Fig. 30.4 Characteristics of major fermentor types
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This means that the dilution rate in the fermentor sets the

growth rate of the biomass, and a change in the dilution rate

will cause a change in the growth rate.

Because most single-stage continuous fermentors are

used to produce biomass, they are usually operated to opti-

mize biomass productivity. The unit volume biomass pro-

ductivity of such a reactor is defined asDX. This unit volume

productivity can be expressed as

DX ¼ DY S0 � KsD

mmax � D

� �
: (30.15)

By taking the first derivative of the productivity expression

with respect to the dilution rate and setting it equal to zero, the

dilution rate of maximum productivity, Dm, can be found as

Dm ¼ mmax 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ks

Ks þ S0

r� �
(30.16)

and the maximum productivity, Dm X, as

DmX ¼ mmax 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ks

Ks þ S0

r� �
� Y � S0 � KsDm

mmax � Dm

� �
:

(30.17)

Biomass recycle as sketched in Fig. 30.4d is frequently

used in fermentors as a way of increasing the biomass

productivity. The increased biomass productivity obtained

with a recycle fermentor is a function of the recycle ratio, r,

and the cell concentration factor, C ¼ Xr/X, achieved in the

concentrator. Equations expressing the recycle system

behavior are derived from material balances around the

reactor. For the cell biomass balance at steady state:

dX

dt
¼ 0 ¼ F

V
ð0Þ þ rF

V
Xr � F

V
ð1þ rÞX þ mX; (30.18)

from which:

m ¼ D 1þ r � r
Xr

X

� �
¼ Dð1þ r � rCÞ (30.19)

Because (1 + r � rC) < 1, it is possible to operate the

system at dilution rates greater than the maximum growth

rate. It is this stability imparted by the cell recycle fermentor

system that makes it useful, especially in waste treatment

applications.

Oxygen Transfer Considerations

In aerobic fermentations, oxygen is a basic substrate that

must be supplied for growth. As described earlier for other

substrates, the relationship between oxygen concentration

and growth is of a Michaelis–Menton type and can be

described by a specific rate relationship (see (30.5)). The

K-value for oxygen typically ranges from 0.5 to 2.0 ppm for

well-dispersed bacteria, yeast, and fungi growing at

20–30�C. For growth at temperatures greater than 30�C;
the specific oxygen uptake increases only slightly with

increasing oxygen concentration [14].

Under steady-state conditions, the oxygen transfer rate

must be equal to the oxygen uptake rate:

QO2
X ¼ kLaðC� � CÞmean; (30.20)

where C* is the concentration of oxygen in the liquid that

would be in equilibriumwith the gas-bubble concentration. kL
is the oxygen mass transfer coefficient and a is the bubble

interfacial area. In small, well-mixed systems, the gas-bubble

concentration can be assumed to be equal to that in the gas

escaping from the fermentor. However, in large reactors,

the log-mean average between the inlet and outlet air

concentrations is more appropriate. The oxygen mass transfer

coefficient and interfacial area are typically lumped together

as kLa. It is not practical to try to separate these two terms.

Utilizing this relationship, the lumped oxygen mass trans-

fer coefficient can be estimated as

kLa ¼ QO2
X

ðC� � CÞmean

: (30.21)

Scale-Up/Down and Control

There are usually problems scaling up new fermentations as

well as with translation of process-improvement data for

well-established fermentations from laboratory operations

to existing plant equipment [26]. In general, fermentations

are scaled up on the basis of achieving similar oxygen

transfer capabilities in the plant equipment that proved to

be optimal at the bench scale.

The oxygen transfer capability required for processes can

vary greatly. Organisms with a low specific growth rate may

require as little as 25 mmol/L/h whereas high specific

growth rate cultures could require ten times that amount.

The range of airflow required can vary from as little as

0.1 VVM to >1 VVM. Likewise, mechanical power

requirements can vary from less than 0.5 kW/m3 to

>5 kW/m3.

There are various correlations between kLa and power

inputs. Some design engineers prefer to scale-up/down on

the following basis,

kLa ¼ k
Pm

V

� �a

ðvsÞb; (30.22)
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where Pm is the motor power and vs is the superficial gas

velocity. The coefficients a and b are typically in the range

of 0.5 for large-scale plant equipment. Mixing is one of the

most critical factors of large-scale fermentors and among

agitator designs, Rushton turbine type impeller has most

often been used and studied [27].

Unaerated mechanical power input can be estimated

from:

Pu / rN3D5; (30.23)

where N is the rotation speed of the impeller shaft (rpm) and

D is the diameter of the impeller.

For scale-up, however, it is usually the removal of heat

that causes design problems. With the previously mentioned

mechanical agitation power inputs, up to 5 kW/m3 of energy

are needed to remove mechanical heat. The peak metabolic

heat load for aerobic fermentation of glucose at ~250 mmol

O2/L h uptake rate is generally greater than 35 kW/m3. Even

with a fermentation temperature as high as 37�C and cooling

water temperature as low as 18�C, it is difficult to remove the

heat in large fermentors without external heat exchange or

extensive cooling coils in the fermentor. Internal spiral

cooling coils can be undesirable because they could interfere

with the mixing patterns. Thus, vertical coils that also act as

mixing baffles are finding more widespread use. Chilling of

the cooling water can also be used to increase heat removal.

Once a plant is built, the conditions of agitation, aeration,

mass (oxygen) transfer, and heat transfer become set. There-

fore, those environmental conditions achievable in plant

scale equipment should be scaled down to the pilot plant

and laboratory-type equipment (shake flask, micro-reactor)

to ensure that the earlier studies are carried out under

conditions that can be duplicated.

With the rise of the genomic and postgenomic era, high-

throughput gene sequencing, proteomics, metabolomics, and

systems biology have created a wealth of biological data.

This has given rise to the need for higher throughput fermen-

tation technology to screen libraries of natural and in vitro

generated compounds. Initially, screens of new organisms

and metabolic pathways were performed in shake flasks and

throughout the last decade increasingly in microtiter plates.

Although these methods are straightforward and well

proven, they are laborious and do not allow complex manip-

ulation of growth conditions. Furthermore, they do not pro-

vide a full complement of data for the knowledge-based

selections of organisms or desired physiological properties.

Within the past 5 years, novel technologies have been

developed that allow more directed and controlled

experiments to screen organisms, fermentation, and media

conditions at small scales. A number of academic and pri-

vate institutions are developing machines that are capable of

growing cells at the microliter and sometimes nanoliter

scale. They are able to supply aeration, oxygen transfer,

pH control, and online data output similar to a pilot-scale

fermentor. These devices require minute amounts of cells

and media and thus offer time, cost, and environmental

advantage and ultimately enhance productivity. Very small

scales have been described for cell growth and cell-based

assays in microfluidic devices, such as the compact disk

(CD) format technology by Gyros Microlabs (http://www.

gyrosmicro.com). Intermediate scale microfabricated

devices include the bioprocessors platform (PCT WO

2002/083852), the Micro Reactor device (http://www.

gener8.com), and a number of devices by academic

laboratories, most prominently, from the University of

Maryland at Baltimore (http://www.umbc.edu/cbe/rao.

html). For instance, the Micro Reactor device is based on a

24-well plate format with several milliliters fermentation

capacity in each well. Airflow, pH, temperature, and agita-

tion can be controlled electronically. The machine provides

online readouts for pH, dissolved oxygen, and other

parameters. Another larger intermediate scale machine

offered by DASGIP AG, Fedbatch-Pro®, is a modular sys-

tem that delivers a high degree of flexibility to perform a

number of microbiological applications (http://www.dasgip.

com). It remains to be seen if these machines will eventually

be capable of replacing the classical scale-up versions of

stainless steel fermentors.

Instrumentation and Control

In successfully scaling up/down any fermentation, knowl-

edge of the regulatory mechanisms of metabolic pathways

that synthesize the desired product and the instrumentation

to detect the regulatory metabolites is necessary. To opti-

mally run a fermentation process, it is essential to perform

the initial fermentation research on fully monitored environ-

mental systems, then correlate the environmental

observations with existing knowledge of cellular control

mechanisms, and finally reproduce the desired environmen-

tal control conditions through continuous computer monitor-

ing, analysis, and feedback control of the fermentation

environment.

As a result of advances made in sensor development,

today more so than in the past, it is possible to rely on

environmental control in order to gain economical fermen-

tation results. Until recently fermentation control was lim-

ited to that of temperature, pH, and aeration. With the

development of numerous sensors and inexpensive comput-

ing systems, the engineer can think in terms of sophisticated

control systems for fermentation processes. Figure 30.5

shows how a highly instrumented fermentor is designed to

secure basic information on almost all the parameters of the

fermentation process. For advanced information, both
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offline intracellular (e.g., messenger RNA and protein

arrays, metabolites) and extracellular (e.g., metabolites,

proteins/peptides by LC/GC) analyses methods are readily

available.

One of the most important sensors needed is one that

reliably monitors cell density. An IR fiber-optic cell density

probe has been used for this because it can directly monitor

cell growth (without dilution) in high-cell-density bacterial

fermentations. The ability to do an online sample filtration

through the use of hollow fibers or rotating filters has made

possible continuous, online measurement of glucose, lactate,

and other metabolites. However, glucose, nitrogen substrate,

and phosphate sensors that can withstand repeated system

sterilization are still needed.

Repeated sampling for measurement during a fermenta-

tion process can be tedious and thus indirect measurement

via computers appears to be a viable alternative. Combined

with other information obtained from sensors, these

measurements make possible the calculation of several fer-

mentation parameters, as given in Table 30.2. Computer

simulation can also be used to indirectly measure a given

component based on a mass balance equation of that compo-

nent for the fermentation process. Besides these uses, the

computer has applications in fermentation processes for

continuous automated monitoring and feedback control and

dynamic optimization of the process [16, 28].

Recovery of Fermentation Products

The isolation and purification of fermentation products is

often collectively referred to as downstream processing. The

early part of the separation of a bioproduct is the primary

recovery process, whereas the elements further downstream

may include purification, concentration, and formulation.

The overall goal of downstream processing and formulation

is to recover the product of interest cost effectively at high

yield, purity, and concentration, and in a form that is stable,

safe, and easy to use in a target application.

Fermentation products include the cells themselves,

solvents and chemicals, organic and amino acids, antibiotics,

polysaccharides, lipids, RNA and DNA, vaccines, bulk and

fine diagnostic and therapeutic proteins, food and feed

ingredients, and enzymes. These biomolecules can differ

substantially in nature and require a large variety of methods

to separate and purify them. They are often produced in low

concentrations in complex media together with many other

components.

In the development of manufacturing processes for the

production of biological molecules, much emphasis is

placed on fermentor design and scale-up, thus one might

assume that the recovery processes of fermentation products

are rather straightforward and relatively simple. Nothing

could be further from the truth. A point in case is an example

of an antibiotic production plant. The investment for the

recovery facilities is claimed to be about four times greater

than that for the fermentor vessels and their auxiliary equip-

ment. In organic and amino acid fermentations, as much as

60% of the fixed costs of fermentation plants is attributable

to the recovery unit operations.

Figure 30.6 shows a typical recovery process for

antibiotics, and a schematic overview of a typical down-

stream process in an enzyme plant is given in Fig. 30.7.

From these diagrams it is apparent that most recovery pro-

cesses involve combinations of the following procedures.

• Fermentor harvest

• Mechanical separations of cells from fermentation broth

(clarification)

• Optional disruption of cells

• Extraction of the compound of interest

• Preliminary fractionation procedures

• High-resolution separation steps

• Concentration

• Formulation

• Optional drying

Fig. 30.5 Highly instrumented industrial fermentor

Table 30.2 Gateway measurements for fermentor monitoring and

control

Parameter Calculation

pH Acid/base uptake or formation

Air flow rate, in and out

O2 concentration

O2 uptake rate

Air flow rate, in and out

CO2 concentration

CO2 production rate

O2 uptake rate, CO2

production rate

Respiratory quotient, specific

metabolic rate

Power input, air velocity O2 transfer rate

Integrated CO2 produced Cumulative metabolic activity
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Fig. 30.6 Basic flow sheet for the recovery of antibiotics (Ind Eng Chem 49:1494, 1957. Copyright American Chemical Society and used with the

permission of the copyright owner)

Fig. 30.7 Typical recovery process for industrial enzymes
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In contrast to fermentation processes, where typically one

format (i.e., a fermentor vessel) is used, a number of widely

differing techniques are necessary to accomplish purification

and formulation of biological products. The variety of available

separation technologies is large and the order and permutations

of sequential processing steps are countless. Although this may

hamper standardization of downstream processes, it also

provides the benefit of flexibility because different unit

operations can be tailored to the greatest efficiency in a cost-

effective manner. Possibly a better way to illustrate a down-

stream process design is shown in Fig. 30.8. Here it is shown

that recovery is not a linear sequential process but rather the

downstream process development follows a palette of options

that can be applied depending on the required specifications of

the endproduct and as such, it is a modular approach.

Several general considerations limit the range of practical

choices for a process design. The type of production organism

(bacteria vs. fungi or mammalian cells) has an impact on the

downstream process design. The fermentationmedia for these

organisms can differ substantially and the media themselves

can play an important role for the recovery strategy. Defined

media often deliver a purer product but lower concentrations,

whereas complex media contain more impurities but also

generates more product. The physical, chemical, and bio-

chemical properties of the desired product have an impact

on the recovery strategy, as do the microbial cell’s physiolog-

ical states and properties. Proteins and enzymes require more

“gentle” conditions to avoid unfolding or chemical denatur-

ation than those required for small molecules. General

parameters to observe are large swings in or extreme changes

in pH and temperatures. Both proteins and small molecules

can have hydrophobic, hydrophilic, or limited solubility

properties that need to be considered when devising a recov-

ery and purification strategy.

The principles and equipment discussed below are mostly

focused on proteins and enzymes. Several other products,

such as small molecules, metabolites, vitamins, and acids

can require more specialized methods. However, many of

the unit operations described here are also used in the recov-

ery of these latter compounds.

Separation of Proteins and Peptides

Biological products can be inside the cells (intracellular),

loosely associated with the cells, or secreted (extracellular).

Each of these products requires a different approach

towards the purification strategy. Intracellular and

membrane-bound proteins and enzymes are more difficult

to recover than the secreted ones, requiring physical or

chemical disruption of cells and the challenge of separating

the desired compound from viscous or entraining

substances such as nucleic acids and cell wall debris.

Fermentations are typically not harvested until the cell

mass and the product are concentrated, often requiring

some postharvest dilution to avoid entrainment losses and

low equipment throughput. Continuous fermentations, on

the other hand, generate a more dilute stream with a hydrau-

lic load that can add significantly to the cost of subsequent

concentration.

Fig. 30.8 The downstream

processing cascade arranged

by final product requirement
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The simplest downstream processes include direct use of

the entire fermentation broth, cells and all. This is suitable

for low-cost industrial products. Another cost-effective

method is the lysis of cells in the crude broth and direct

use of the lysate. Yet another method that avoids lengthy

purification steps is in situ extractive fermentation, whereby

a product is directly extracted from the broth by use of

solvents. However, many industries require more sophisti-

cated purification methods due to safety and environmental

considerations. For instance, it is imperative that live geneti-

cally modified organisms (GMO) and their DNA are not

present in a released product.

As can be seen from Fig. 30.8, the nature of its final

application will dictate how pure the product needs to be

and which raw materials may be used in its manufacture.

Typically, high purity is not required of industrial enzymes.

In contrast, therapeutic proteins and small drug molecules

require the highest level of purification. The purity range for

food and feed compounds is somewhere in the middle. Raw

materials must meet regulatory requirements for the appli-

cation and must often be tested for their toxicological

properties. Finally, economic considerations constrain both

the range of raw materials and separations processes that can

be used. Although multiple chromatographic steps are rou-

tinely included in the downstream processing of human

therapeutic proteins, few industrial proteins include even a

single chromatographic step [29]. Purification, if any, of

industrial products is accomplished by less expensive

techniques such as extraction or crystallization.

Fermentor Harvest and Primary Recovery

Extracellular products. In order to prevent cell lysis,

removal of cells from a fermentation broth is usually started

within hours after harvest. After cell separation, the

clarified fermentation broth is more stable and can be stored

refrigerated for days. Upon harvest, most primary recovery

steps involve some pretreatment of the fermentation broth,

which can range from simple cooling and dilution for

fungal broths to pH adjustments, addition of salts,

stabilizers, or flocculation agents in order to minimize

degradation of the desired product and facilitate further

processing. For labile compounds, such as protease

enzymes, control of temperature, pH, oxidants, inhibitors,

and activators is essential at harvest and throughout the

recovery process. For example, it is important to maintain

a molar excess of calcium ion to ensure the thermal stability

of certain Bacillus proteases and amylases that contain

calcium-binding sites.

Industrial products are mostly of the extracellular variety.

They can be recovered directly from the fermentation broth.

The primary recovery involves removing the cells from the

broth, aptly called cell separation. Three different techniques

are commonly used to achieve this goal: filtration,

microfiltration, and centrifugation.

Filtration. Filtration can include filter presses, rotary drum

vacuum filters (RDVFs), belt filters, and variations on syn-

thetic membrane filtration equipment, such as filter

cartridges, pancake filters, or plate and frame filter presses.

These processes typically operate in a batch mode: when the

filter chamber is filled up or the vacuum drum cake is

exhausted, a new batch must be started. This type of filtra-

tion is also called dead-end filtration because the only fluid

flow is through the membrane itself. Due to the small size of

cells and their compressible nature, typical cell cakes have

low permeability and filter aids, such as diatomaceous

earths, perlite, or other mined materials are added to over-

come this limitation. Moreover, the presence of high solids

and viscous polymeric fermentation by-products can limit

filtration fluxes without the use of filter aids.

In dead-end filtration, a cake forms on the surface of the

pad as the filtration proceeds. The cake permeability is the

most important physical property of a porous medium and

the hydraulic properties of the flow and the specific cake

resistance are described by Darcy’s Law:

J ¼ dV

A dt
¼ Dp

v0ðRm þ RcÞ ; (30.24)

where Rm is the resistance of the membrane, Rc is the

resistance of the filter cake, Dp is the transmembrane pres-

sure, A is the area available for filtration, and v0 is the

permeate viscosity. Cake resistance can be expressed in

terms of the specific cake resistance:

Rc ¼ arc
V

A
; (30.25)

where a is the specific cake resistance and rc is the mass of

dry filter cake per unit volume of permeate. The combination

of equations (30.24) and (30.25) and integration gives:

tA

V
¼ rcavo

2Dp

V

A

� �
þ voRm

Dp
; (30.26)

where specific cake resistance can be obtained from the

slope of a plot of tA/V vs. V/A.
Fungal fermentations, such as those of Trichoderma or

Aspergillus sp., lend themselves particularly well to cell

separation by filtration through a RDVF because of the

ease with which the fungal mat can be shaved off by the

drum’s knife, renewing the filter cake surface to maintain

high filtration flux.
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Bacterial fermentation broths can be processed either by

filtration or centrifugation, but the much smaller size of

bacteria generally requires the addition of a polymeric floc-

culant. Most flocculants are cationic and function by bridg-

ing the negative surface charges on neighboring cells to

increase the particle size and facilitate either sedimentation

rate or filtration flux and clarity. The choice of flocculant and

optimization of dosage is a delicate balance among

obtaining good separation quality, yield, cost, and minimi-

zation of residual excess polymer in the product.

Microfiltration. Microfiltration, the use of tangential flow

anisotropic membranes to permeate the product of choice

while retaining solids, can be an attractive cell separation

technique because it does not require the use of flocculants

or filter aids. It is, in principle, a more technically sophisti-

cated version of classic dead-end filtration processes.

Microfiltration yields can be low due to progressive fouling

of membranes. Advanced engineering has overcome many

of the early problems and microfiltration is now used widely

in the recovery of therapeutic proteins and in the food,

beverage, dairy, and water treatment industries.

Microfiltration units can be configured as plate and frame

flat sheet equipment, hollow fiber bundles, or spiral wound

modules. The membranes are typically made of synthetic

polymers such as polyethersulfone (PES), polyamide, poly-

propylene, or cellulosic mats. Alternate materials include

ceramics, stainless steel, and carbon. Each of these comes

with its own set of advantages and disadvantages. For

instance, ceramic membranes are often recommended for

the filtration of larger particles such as cells because of the

wider lumen of the channels. However, it has been shown

that spiral wound units can also be used for this purpose,

provided appropriate spacers are used.

Together with related technologies such as ultrafiltration,

nanofiltration, and reverse osmosis, microfiltration relies on

membranes with a defined pore size. The operation mode is

as “cross flow” or “tangential flow” in which filtrate is

pumped parallel to the membrane surface. Cells or cell debris

and largemolecules are retained on one side of the membrane

and the biological product solution passes through the mem-

brane. The primary advantage of tangential flow vs. dead-end

is that membrane fouling only affects the membrane pores

themselves, whereas particulate matter on top of the mem-

brane is continuously swept away. In that manner, no filter

cake is created.Microfiltration is complex andmuch research

has been done to describe the theoretical underpinnings of the

process. Equipment and membrane replacement costs are

high. Capital and operating costs of filters and centrifuges

of equal production capacity can be more advantageous.

Nevertheless, microfiltration equipment, when designed

and operated properly, has the potential to deliver high

throughputs due to its continuous operation, reduction of

process steps, and reduction of the waste generated. It also

enables the use of recycle streams to increase product yields

and decrease the cost of raw materials.

Centrifugation. Centrifugation is another viable method for

removing microbes from fermentation broth. Three types of

centrifuges are commonly used: (a) disk-stack centrifuges

(clarifiers), (b) tubular and basket centrifuges, and (c)

decanter centrifuges that contain solid removing scrolls.

All three can be operated in a continuous mode for higher

throughput. Less common are tubular centrifuges, which

generate the highest centrifugal forces but have limited

throughput. The main challenge in centrifugation is to iden-

tify a suitable flocculant or process conditions whereby the

cell mass is easily conveyed or discharged from the centri-

fuge bowl without breakup or carryover into the centrate.

Although centrifugation can handle a high concentration of

cell solids, filtration can provide more complete removal of

trace solids that can interfere with downstream concentra-

tion or purification steps. The presence of flocculants and

filter aids in cell wastes can cause added disposal costs.

Often, the centrate cannot be completely clarified, thus

requiring combinations of a final filtration step and centrifu-

gation to achieve a nonturbid product.

Intracellular products. Intracellular production of

bioproducts is less preferable but sometimes the only way

to produce certain compounds in appreciable amounts. In

this case, cell disruption is required for recovery. High-

pressure homogenization, bead mills, and chemical or enzy-

matic disruption of the cell wall with lysozyme or similar

enzymes can be used to achieve cell breakage. In the case of

small molecules, organic solvent extraction has also been

described. If cell debris remains in the centrate, it must be

removed by methods described earlier, thus adding extra

steps to the process.

Purification. Purification of the product can follow or pre-

cede the step of product concentration. Biological product

purification is often and quite mistakenly equated with col-

umn chromatography. Undoubtedly, this technology is

widely applied and has advanced rapidly in recent decades.

Chromatography is a separation technique that includes var-

ious separation principles, such as gel filtration, size exclu-

sion, ion exchange, hydrophobic interaction, and affinity

binding/elution. A major advance has been the development

of cross-linked pressure-sustaining support matrices for high

volume applications. Continuous moving bed technologies,

expanded bed methods, and displacement chromatography

have all contributed to greater versatility and cost effective-

ness of the technique and have greatly expanded the tools

available for high-resolution separation. More recently,

high-pressure liquid chromatography (HPLC), originally an

analytical tool, has been refined for preparative separations.
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Although chromatography offers the greatest potential

and diversity of mechanisms for separation and purification,

with some notable exceptions, it is not cost effective in the

manufacture of industrial commodities due to the expense,

low throughput, and low binding capacity of chromatogra-

phy resins. Furthermore, the complexity and control required

for reproducible operation can be cost prohibitive for very

large-scale production systems. It is also uneconomical for

concentration of the product. A large body of literature exists

for the chromatography of biological molecules bolstered by

its extensive use in the biopharmaceutical industry.

Purification can also be achieved in other ways, through

precipitation with salts, crystallization, and through aqueous

two-phase extraction. Some of these methods are associated

with substantial capital cost, low throughput, low yields, or

waste issues. Fractional precipitation, one of the oldest

protein separation technologies, can be surprisingly effec-

tive to separate a compound of interest from a complex

broth. For instance, the process of fractional solvent precip-

itation of blood plasma components has been used since

World War II.

It is sometimes necessary to remove an undesirable side

activity from proteins and enzymes, particularly when it is

not feasible to delete the side activity genetically. A case in

point is the presence of co-secreted proteases. Even if minor

protease contamination from the host organism does not

cause significant degradation of the product during

processing, it is likely to damage the product in the final

formulation over several months of storage. In other cases,

side activities must be removed because they interfere in the

final application. Incremental additions of chaotropic salts,

such as ammonium sulfate, water-binding polymers, such as

polyethylene glycol, or organic solvents are added to a

solution containing the enzyme, and the relative amount of

each enzyme vs. other protein impurities in each fraction is

monitored. Similar to the pooling of chromatographic elu-

tion fractions, the fractional “cuts,” which have the most

favorable balance of net enzyme purity and recovered

yield, are combined.

Crystallization is related to precipitation in that it is

governed by a compound’s physicochemical properties.

For example, the second virial coefficient, B22, which

characterizes the two-body interactions between protein

molecules in dilute solutions:

B22 ¼ 2p
M2

Z 1

0

r2ð1� e�uðrÞ=kTÞ dr (30.27)

where M is the protein molecular weight, r is the intermo-

lecular separation distance, u(r) is the interaction potential, k

is the Boltzmann constant, and T is the absolute temperature.

The interaction potential u(r) describes the interaction forces
between the two protein molecules.

Proteins have long been crystallized for commercial pro-

duction. This process is highly scalable, reproducible, and

can be cost effective. As is the case with precipitates,

crystals can be recovered via centrifugation or filtration

processes. The purity achieved can be quite high, even

though it is often not comparable to multiple chro-

matographic steps due to crystalline entrapment of

impurities. Overall, it often meets the requirements for a

number of industrial and food applications. A major chal-

lenge can be the time-consuming screening of appropriate

precipitants, pH conditions, and temperatures and the

mapping of the solubility phase diagrams. Recently devel-

oped high-throughput techniques for screening crystalliza-

tion parameters have lessened the laborious nature of

identifying appropriate conditions. Both precipitation and

crystallization are excellent methods to concentrate the mol-

ecule of choice. A further advantage is that proteins in

crystalline or precipitated form display good storage stabil-

ity. Industrial biotechnology companies, such as former

Genencor International, have developed large-scale crystal-

lization methods for enzymes [30].

In the last one to two decades, aqueous two-phase extrac-

tion has become an attractive purification and concentration

technique. It provides the selectivity of classical solvent

extraction without its denaturing potential. Utilizing incom-

patible two-polymer and polymer–salt combinations and

adjustments in pH and ionic strength, this technique separates

proteins based on differences in hydrophobicity, surface

charge, and molecular weight. Segregation of the separated

molecule is governed by the partitioning coefficient (a):

a ¼ Cs

Cw

; (30.28)

where Cs is the concentration in the solvent phase and Cw is

the concentration in the water phase. One application of the

technique has been purification of genetically engineered

chymosin from multiple side activities produced by the

fungal host background.

An important step in the manufacture of biopharmaceuti-

cal injectables is the removal of endotoxin and viral contam-

ination. Numerous methods have been described and include

chromatographic steps and the use of filter cartridges [31].

Purification of bioproducts from fermentation, although

necessary, comes with a major drawback. Biological

compounds evolved in an environment of complex

components are adapted to be most stable in these

conditions. Highly pure forms of bioproducts have a ten-

dency towards lower chemical and physical stability. For

instance, proteases are prone to autolysis in the absence of

impurities that inhibit degradation. This is one of the major

challenges faced by the formulator of biological products

(see section “Formulation”).
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Concentration. Clarified filtrates, centrates, or column

eluates are usually too dilute for use in their specific

applications, thus, substantial amounts of water must be

removed. This can be achieved by evaporation or by ultrafil-

tration. Concentration methods used in industrial settings,

such as evaporation, which is done under vacuum, and

solvent extraction, may or may not be suitable for

dewatering proteins because of their potential for thermal

or chemical denaturation, and due to high energy costs

associated with evaporation. The benefit of evaporation is

that nonvolatile compounds that may stabilize the proteins

are retained.

Ultrafiltration (UF), which can be a viable alternative, has

membrane pore sizes that are much smaller than those in

microfiltration, allowing only water and small molecules to

travel through the membrane. Thus, proteins, peptides, and

other large molecules can be retained as water is forced

through the membrane. Typical molecular weight cut-off

sizes for UF membranes are 5–100 kDa. This technology

has emerged to become one of the most common methods

for concentration of large biomolecules. UF is an attractive

method because of its low energy consumption. It can be

combined with diafiltration whereby repeated additions and

removal of water lead to a cleaner product. UF fluxes

and yields are often significantly enhanced by upstream

removal or omission of potential membrane foulants, such

as polysaccharides or antifoams. In the case of smaller

molecules, nanofiltration can be used.

Nanofiltration membranes have a molecular weight cut-

off ranging from 100 to 1,000 Da and with such small pore

sizes are able to retain molecules such as humic acids and

certain salts. This allows for production of parasite- and

solids-free water without the need of chemicals.

Precipitation, crystallization, and extraction can also be

used for concentration, but are more typically utilized as

purification techniques. The latter methods also may cause

problems with their environmental impact in as much as they

require substantial additions of chemicals.

Decolorization and finishing. Decolorization is sometimes

required for certain applications, mostly as an aesthetic

preference. It is always desirable to solve these issues

upstream. For example, color can be minimized by choice

of fermentation medium components and control of the

sterilization cycle so as to lessen the Maillard reactions

between nitrogen and sugars. Color can also be reduced by

treatment with activated carbon, use of antioxidants, and by

diafiltration with membranes. Carbon-impregnated filter

pads can be used to combine polish filtration with a decolor-

ization step.

“Finishing,” sometimes also called “polishing” refers to

one or more filtration steps at the end of the downstream

process that have the goal of clarifying and reducing the

microbial load of the product. Solids are most conveniently

removed using a filter press loaded with cellulosic, synthetic

polymer pads, or disposable submicron gauge filter

cartridges. Precoating pads with filter aids prevent premature

fouling. All these methods can be used to remove microbes

to the point of sterility if required. Often, formulation

ingredients are added to the product concentrates before

the final decolorization and finishing steps are performed.

Formulation

Formulation of a product depends on how the endproduct

will be used and the ability to satisfy safety requirements.

Many bioproducts are supplied in liquid form, as it is conve-

nient to meter and use. If the compound is slated for dry

products, the concentrate can either be stored for later use or

applied directly for granulation. In many industries, proteins,

peptides, and other bioproducts are supplied as encapsulates

or granules in order to meet safety standards.

As with fermentation and downstream processing, precise

formulation recipes are often kept as closely guarded trade

secrets. Comparatively few publications on new approaches

or new technologies are available in the literature [32].

However, the intellectual property landscape is filled with

composition of matter patents.

Proteins are large molecules comprised of tens to

hundreds of amino acid subunits. Their unique properties

are associated with specific conformations of the amino acid

chain. The active conformations are thermodynamically

quite fragile, typically only a 5–15 kcal/mol difference in

free energy between the stable and the unfolded

conformations. Additionally, the amino acid subunits that

define the protein contain a variety of reactive groups that

are subject to chemical degradation pathways resulting in the

loss of structure and/or activity. Thus, ensuring the physical

and chemical integrity of a protein’s native structure is a

primary concern when using proteins or enzymes in

applications where its structure is important. Many proteins

are only soluble up to 20–30% (w/w) and therefore

considerations for keeping the compounds well solubilized

are of importance.

Dry formulations. Because of the long-term instability of

proteins in aqueous solution, enzyme producers and

formulators have attempted to produce stable solid

formulations since enzymes were first used. Proteases tend

to degrade via autolysis and can be incompatible with

surfactants. These problems are easily overcome by storing

the enzyme in the solid state. Initially, commercially pro-

duced enzymes for laundry detergents were spray-dried or

sprayed onto salt cores without coating. Spray-drying

provides a fast and cost-effective way of compartmentalizing
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two incompatible ingredients and maintaining enzyme

activity over a product’s typical shelf life. However,

noncoated granules have led to cases of allergic reactions in

formulating plant personnel and resulted in a setback for the

enzyme industry in 1970s. Thus, the technologies used to

produce modern dry products have evolved far beyond

simple spray-drying.

Product safety is an important consideration as many

bioproducts can cause adverse responses in humans and

many therapeutic fermentation products are very potent bio-

active molecules. Negative effects can include irritation and

allergic reactions, which are due to the possible immuno-

genic nature of many biological compounds. Lyophilization,

or freeze-drying, which is used in therapeutic applications

results in a powdered product that is contained in vials as an

additional safety measure to prevent direct exposure. It

offers a gentle way of protecting a compound’s fragile

nature because the drying temperature is kept below freez-

ing. However, these technologies are expensive.

Many of today’s bioproducts are supplied in a granular

form. Granulation is a generic term for particle size enlarge-

ment. Granules in consumer products need to provide a

tough barrier to prevent release of the bioactive molecules

in airborne dust, while providing quick release once used in

the final application. Enzyme granules contain coatings that

are designed to withstand the physical impact and shear

forces typically encountered during powder processing,

maintaining excellent flowability throughout the process.

Many ways of producing enzyme granules have evolved,

with just a handful of methods being currently in common

use. These include prilling (spray-chilling), marumerization/

spheronization, drum and high shear granulation, and fluid-

bed coating (Fig. 30.9). The latter two techniques are supe-

rior in producing low dust granules. An overview of the

different technologies is provided in Table 30.3. In general,

fluid-bed technology (Fig. 30.10) is the most flexible

approach, giving granules with the most uniform appearance

and smooth coatings (Fig. 30.11). Other technologies may

have an edge in either cost or throughput, as they are more

amenable to continuous operation. The advantage of the

fluidized-bed method is that the entire granulation process

can be carried out within a single, contained piece of equip-

ment. The spray-coating process allows the sequential appli-

cation of layers of different thicknesses and compositions

with almost infinite flexibility. In addition, spray coating

allows one-step application of controlled release coatings.

A less commonly used method is spray-chilling, whereby

the product is incorporated into meltable cores. This method

is straightforward and inexpensive but has the drawback of

being limited by the meltability of its ingredients. Moderate

Fig. 30.9 Common granulation

method in enzyme manufacturing
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to high temperatures during the shipping or during use of the

product can lead to agglomeration of the capsules.

Solid formulations can provide some significant

advantages, such as enhanced stability, delayed or controlled

release, and protection against deactivation during harsh

applications. One example of the latter is the use of granules

to encapsulate cellulase enzymes against deactivation in the

steam-pelleting process that is used in producing animal feed

pellets. The use of effective stabilizers and coatings can

prevent or retard exposure to moisture under high heat,

yet allow release of the enzyme in the subsequent feed

application.

Many therapeutic molecules can be encapsulated using

other techniques, such as coacervation, micro- or

nanospheres, microcapsules, or liposomes. Coacervation,

often used for flavor encapsulation, can be a simple aqueous

phase separation of immiscible droplets, or in the case of

complex coacervation, the use of opposite electrostatic

charges. It is one of the basic processes of capsule wall

formation. Other biochemicals, such as flavors, vitamins,

or citric acid are sold directly in the crystallized forms and

can be incorporated directly into the final product, such as

tablets, capsules, granules, and so on.

Liquid formulations. The successful application of enzymes

in liquid formulations presents several technical obstacles

that are not encountered in powders and granules. These

problems stem from the fact that liquid products are complex

aqueous solutions, and physical separation of enzymes from

other potentially inactivating ingredients is impractical.

Necessary ingredients for a viable endproduct can affect

the physical and chemical stability of enzymes. In addition,

as other types of enzymes are added to formulations that

already contain proteases, proteolytic degradation of

enzymes is a concern.

Liquid formulations can be used as pastes or slurries,

dispersions or emulsions (in aqueous or other solvents) to

physically separate the compound to be protected.

Dispersions, pastes, or slurries are not commonly used but

are a feasible approach when highly concentrated products

are needed. For instance, many early analytical enzymes

were sold as crystal slurries to preserve stability. Dispersions

can be prepared from dry materials. Most of the dispersions

are visually cloudy in appearance due to the particle size of

the dispersed compounds and are thus undesirable in most

endproducts.

Many catalytically active proteins are hydrolases and are

subject to three principal means of deactivation: denaturing

or unfolding, catalytic site inactivation, and proteolysis.

Denaturation is best minimized by controlling temperature

and pH and by avoiding the presence of chemical

denaturants. Catalytic site inactivation is prevented by sup-

plying sufficient levels of cofactor, typically a metal cation,

and preventing oxidation of the active site, for example, by

formulating with antioxidants. Alternatively, oxidative

Table 30.3 Comparison of powdered enzyme production methods

Technology Equipment Advantages Disadvantages

Prilling (hot melt) Prilling tower Continuous process High product dust

High capacity Low melting point

Easy rework Requires predried enzyme

Extrusion/spheronization

(marum)

Screw extruder, Marumerizer,

fluid bed coater

Inexpensive raw materials Complex multistep process

Continuous process High dust during process and in product

Requires highly concentrated enzyme

Drum granulation (high shear) Lödige mixer High capacity Dusty, multistep process

Littleford mixer Continuous process Requires highly concentrated enzyme

Fluid bed or drum coater Tough granules Wide particle size distribution

Fluid bed (layering/coating) Fluid bed coater Single, contained reactor Batch process

Flexible formulation Difficult rework

Tough uniform granules

Fig. 30.10 Schematic of a fluidized-bed coater
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resistance can be engineered into the protein structure.

Finally, in the case of proteases, proteolysis or autodigestion

can be minimized by reducing water activity or by addition

of inhibitors. Thus, the final liquid formulation includes

stabilizers, antimicrobial substances, and osmolytes to

reduce the water activity and increase thermodynamic sta-

bility. Useful water-sequestering compounds include sugars

and other polyols, such as glycerol, sorbitol, and propylene

glycol. Useful inhibitors include substrate analogues such as

peptides and acid salts. Once the formulation excipients are

added, the last step includes a final polish filtration to pro-

vide a clear liquid.

Different industries pose different challenges to the pro-

tein formulator. Many feed enzymes are sold as formulated

liquid concentrates. In this case, the major requirements for a

liquid formulation are enzymatic stability and preservation

against microbial growth. It is sometimes not appreciated

that the dominant factor affecting enzyme stability is the

intrinsic stability of the enzyme itself; formulation can do

very little to correct for a structurally labile protein. There-

fore, it is advisable to make stability an important criterion

of the initial enzyme screening process.

An important case is the application of enzymes in laun-

dry detergents. Market trends in the United States show that

consumers prefer liquids to powder detergents by a ratio of

2 to 1. These products are stored with no temperature control

on shelves in the presence of harsh surfactants, such as linear

alkylbenzyl sulfonate (LAS) and require extraordinary

measures for stabilization. LAS, by its nature as an effective

cleaning agent, causes surfactant-induced unfolding in

proteins. There are countless examples of the development

of stabilization systems in the intellectual property space. A

common theme is to reduce the water activity and to use

borate/glycol stabilizers that bind to the active site of

proteases.

Microbial growth is fairly easy to control by the addition

of food grade antimicrobials such as sodium benzoate,

methylparaben, and various other commercial preparations.

In addition, reduction of the water activity through use of

sequestering agents aids in controlling microbial growth.

The prevention of precipitation and hazes is often a highly

empirical challenge and one that is very specific to the

enzyme and the specific raw materials used in the process.

It is best to use ingredients with high solubility and to screen

potential formulations by extended storage at high and low

temperatures. In the case of proteins, an additional objective

is to keep the pH value as far away as possible from the

isoelectric point of the protein, at which the protein is least

soluble.

Emulsions are the most commonly used type of formula-

tion in the food, paint, and personal care industries. The

typical emulsions are “oil in water” or “water in oil”

preparations. Proteins, peptides, metabolites, and other fer-

mentation products can be incorporated into emulsions.

Covalent attachment of hydrophobic compounds, such as

fatty acids or polyethylene glycols, to proteins or peptides

lends these hydrophilic molecules to reside in the lipid phase.

Whole Cell Recovery

The recovery of whole cells is best explained by the

manufacturing procedure for baker’s yeast. This process is

almost identical to the early stage of protein recovery, except

that the final product is the cell instead of the filtrate. After

fermentation, the cells are spun out with a centrifuge,

washed with water, and recentrifuged to yield a yeast

cream with a solids concentration of approximately 18%.

Cream yeast can be loaded directly into tanker trucks and

delivered to customers equipped with an appropriate cream

Fig. 30.11 Commercially

available enzyme granules

(Courtesy Genencor

International)
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yeast handling system. Alternatively, the yeast cream can be

pumped to a plate and frame filter press or an RDVF and

dewatered to a cake-like consistency with 30–32% yeast

solids content. The press cake yeast is crumbled into pieces

and packed or spray-dried for dry products. After packaging,

the yeast is ready for shipping to retail.

Separation of Small Molecules and Metabolites

Metabolites, vitamins, organic and amino acids, and spe-

cialty chemicals are commonly referred to as small

molecules, particularly in the therapeutic world to differen-

tiate these compounds from proteins or peptides, commonly

named biopharmaceuticals or biologicals. Many of the same

unit operations are applied for the recovery and purification

of small molecules as described earlier. Purification of bulk

products has cost constraints, whereas pharmaceuticals are

subject to strict purity requirements.

Possibly the largest class of molecules produced in

microorganisms are acids. This group includes acetic acid,

citric acid, gluconic acid, lactic acid, and, of course, the

amino acids. Citric acid is recovered (Fig. 30.14) after the

cells have been removed by RDVF. It is then solvent

extracted or precipitated as a calcium salt by adding

hydrated lime [Ca(OH)2]. The precipitate is recovered by a

second RDVF and then acidified with sulfuric acid where it

forms citric acid and calcium sulfate (gypsum). A third

RDVF removes the gypsum. Lactic acid is usually produced

as an alkali or earth alkali salt.

Another excellent example is given by penicillin recov-

ery, a weak acid. Penicillin can be recovered by solvent

extraction and its partitioning coefficient into solvent can

be steered by the pH value. In the dissociated form it is more

hydrophilic, whereas in the protonated form it is more

hydrophobic. Thus, at low pH, penicillin partitions into the

solvent phase.

A number of relatively new methods are being

investigated to improve the recovery of small molecules.

These methods include electrokinetic separators with bipolar

membranes, simulated moving-bed chromatography, and

supercritical fluid extraction. The latter is practiced for

food components. It has also been described for proteins

but has not yet found wide acceptance in this field. A fast-

growing field is the production of bioethanol via fermenta-

tion processes either from milled corn or from recycled

biomass. The fermentation and saccharification processes

can occur simultaneously in the fermenting tank by means

of saccharification enzymes (amylases, cellulases).

Once the mash is fermented, it is transferred to a distilling

unit. The distilling system is designed to produce greater

than 90% combustible bioethanol from fermented grain

mash. The system can be arranged in an array of columns:

mash columns, aldehyde-extraction columns, and rectifying

columns. The remaining alcohol-free liquid is drawn off

from the bottom of the rectifying column. This liquid can

be blended with the watery meal from the mixing tank before

cooking.

For the dehydration step, molecular sieves made of zeo-

lite can be used. The alcohol is extracted from the molecular

sieve at 99.75%, dehydrated as vapor and captured in

condensers. New research focuses on alternate aspects of

this separation process to improve efficiency such as devel-

oping membranes for ethanol recovery. Low-cost

pervaporation, an energy efficient combination of membrane

permeation and evaporation, for ethanol extraction and

bioethanol production holds much promise.

The liquid left after distillation is subjected to centrifu-

gation, where most of the suspended solids are separated.

The clear liquid can be recycled by adding it back to the

starch conversion stage. The moist cake released by the

centrifuges is mixed with the syrup produced by the evapo-

rator to form a homogenous mixture and is dewatered in

dryers. The dryers produce a Distillers Dried Grains with

Solubles (DDGS) meal, which can be formed into pellets.

These are used in many applications, most prominently in

animal feed.

It is evident from the discussion earlier that downstream

processing and formulation depend heavily on the industry

and the product. There are countless possibilities on how a

molecule can be recovered, purified, and formulated. More

importantly, the fermentation, recovery, and formulation

processes are intimately intertwined. Depending on the

type of production organism and fermentation process

used, the downstream processing has to adjust accordingly.

It is thus imperative that process development is highly

integrated. In the modern fermentation industry, this is usu-

ally achieved with process development and formulation

departments working closely to deliver the best product at

a competitive cost. Moreover, optimal integration of these

departments with the strain development teams is also seen.

Current industry trends also include reduction in the number

of process steps because each step results in a yield loss.

Sustainable technologies such as reuse of water, ingredients,

and minimal by-product generation are also being adopted.

Ultimately, all these efforts are beneficial for improving the

production economics.

Regulatory Considerations

Bioproducts are regulated according to their application, for

example, whether enzymes are used in food, feed,

detergents, textile processing, and so on. Regulations also

differ country by country. Irrespective of legislation, it is

prudent for the product manufacturer to ensure that the
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production process, the potential product, and its intended

use are safe prior to introduction.

Along with transfer of the strain, fermentation, recovery,

and formulation process to the manufacturing plant, validated

quality control assays, which are suitable for ensuring product

quality, must also be provided. The EPA, FDA, and other

agencies throughout the world are all involved in regulation of

products derived from naturally occurring organisms and

GMO. Essentially the regulations require: (1) the use of

nonpathogenic organisms, (2) the absence of endotoxin or

other toxins, (3) a well-documented and reproducible fermen-

tation and downstream process, and (4) use of safe and well-

characterized organisms and processes. In response to the

latter, not only are the GMO well characterized, they are

designed to barely survive in the general environment.

Because recombinant organisms can be grown under

contained good large-scale industry practices, safety issues

relating to environmental release are minimized.

For control and containment of waste, regulatory

requirements dictate appropriate containment that is related

to the risk presented by the organism. Most of the processes

are contained and hence subject to guidelines for industrial

applications of recombinant DNA. Containment may be

achieved biologically on the basis of inherent properties of

the organisms, for example, their survival in the general

environment is limited. Also, operation and design of the

manufacturing facility minimizes potential releases of the

recombinant organism to the environment. The degree of

physical containment is matched to the risk presented by the

organism. The same considerations apply to products made

by recombinant organisms. Air monitoring is performed in

production environments to evaluate levels of protein. This

is important for assessing the efficiency of containment,

respiratory protection requirement, and ensuring that envi-

ronment levels meet occupational exposure limits.

Delivery of Products

Figure 30.12 represents a cell factory model to produce

several categories of products via fermentation and

biocatalysis processes. Carbon conversion in a cell factory

into product(s) is essential to maintain the necessary energy

(ATP, NAD(P)H, FADH) flow for the cell to replicate

and maintain itself. The production of biochemicals is

strictly linked to cell functions like cell synthesis

(reduction–oxidation balance, cofactor regeneration, charge

neutralization), and substrate turnover. Maximization of

conversion yield, therefore, requires minimization of waste-

ful functions. Likewise, maximization of conversion rate

requires maintenance of maximum driving force, e.g., ATP

per conversion, key intracellular metabolite concentration,

biomass per ATP, sufficient enzymatic activities, etc. Such

principles continue to evolve in developing synthetic biol-

ogy based processes, but it is too early to call them “laws of

biotechnology.” Synthetic cell engineering continues to sig-

nificantly improve beyond what nature has already made

possible, reaching 85–95% of what’s theoretically possible.

Accordingly, most favorable hosts, enzymes, raw materials,

and process steps should be optimally integrated to achieve

the best product economics and production efficacies.

Synthetic cell engineering is primarily the integration of

four components: mining of genetic diversity and sequenc-

ing, cell physiology analysis and system modeling, synthetic

pathway design and optimizing construction, integrated pro-

cess design and engineering (see Fig. 30.13). Such integra-

tion requires several upfront tools outlined below:

1. Expression vectors to clone genes and adjust their copy

numbers, and multiple markers to clone multiple genes

2. Transformation methods for above, gene deletion and

integration systems

Fig. 30.12 A cell factory model
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3. Codon optimization of heterologous genes for higher

expression

4. Mutagenesis of genes for in vivo regulation of enzymes

5. Transcriptional control, i.e., change promoter sequences

to achieve different mRNA levels

6. Engineering of ribosomal sequences for translation

modulation

7. Mutagenesis of pathway genes to change enzyme activ-

ity, specificity of substrate, product or inhibitor

To develop cost-effective products for the biobased

industry, the field of synthetic biology is continually devel-

oping a holistic understanding of microbial metabolism, and

the effect of end-product on cell growth and maintenance.

For example, functional genomic techniques now can moni-

tor cell-wide transcription, translation, levels of metabolites

and their interactions. By integrating the cell system-wide

data and models, cell metabolism can be analyzed. The

system knowledge can then be used to design/assemble cell

components for specific functions and eventually build a cell

factory platform.

Also, the size of the worldwide industrial chemicals busi-

ness is ever increasing from $1 to $2 trillion, and global

companies like DuPont, Genencor, Goodyear, BASF, DSM,

Monsanto, Dow, Cargill, ADM, Tate & Lyle, Roquette,

Mitsubishi, Braskem, Rohm & Haas and even new

companies like Gevo, Amyris, Genomatica, Verdezyne,

Ceres, and more continue to invest in industrial biotechnol-

ogy to create high-value biochemicals, biomaterials, and

biofuels. These companies are all interested in

commercializing the biomaterial building blocks like pro-

pane diol, isoprene, succinic acid, acrylic acid, levulinic

acid, isosorbide, butane diol, butylenes, ethylene glycol,

ethylene, lysine, caprolactem, terephthalic acid, adipic

acid, furan dicarboxylic acid, and of course natural sugar

polymers like starch, cellulose, and xylose and their

derivatives (see Fig. 30.14). But sustained growth, improved

economics, and renewable resources will have to go hand in

hand to enable replacement of petroleum derived chemicals

and processes. Industrial-scale manufacturing aspects such

as uses, synthesis methods, and costs of some of these

bioproducts are reviewed below as well as in Chap. 31.

Organic Acids and Polymers

There are many organic acids that can be produced by micro-

bial or biochemical means. However, at present, only acetic

acid (as vinegar), citric acid, itaconic acid, gluconic acid,

2-keto-gulonic acid, and lactic acid are produced industrially

by fermentation. Other organic acids, such as fumaric, gallic,

malic, and tartaric acids, once produced by fermentation or

enzyme processes, are now produced commercially, predom-

inantly by the more economic means of chemical synthesis.

Acetic acid. Acetic acid as a chemical feedstock is

manufactured by chemical synthesis. Acetic acid in the

form of vinegar (at least 4% acetic acid by law) is produced

largely via the oxidation of ethanol by bacteria of the

Acetobacter genus [33].

Vinegar is one of the oldest known fermentation

products, predated only by wine and possibly by certain

foods from milk. First derived from the spoilage of wine,

vinegar has been used as a condiment, food preservative,

medicinal agent, primitive antibiotic, and even today as a

household cleansing agent. Today, vinegar is produced

almost entirely for use in foods. Vinegar may be defined as

the product of a double fermentation: an alcoholic fermenta-

tion of a sugar source (fruits and their juices, cereals, syrups)

usually by a selected strain of the yeast Saccharomyces
cerevisiae or ellipsoidens and a second fermentation to oxi-

dize the alcohol (including synthetic) to acetic acid by a

suitable culture of Acetobacter organisms. The theoretical

maximum yield of acetic acid on glucose by this route is

67% (two moles of acetic acid produced from every mole of

glucose consumed). A homofermentative culture, Clostrid-
ium thermoaceticum, is known to be capable of fixing CO2

and yielding three moles of acetic acid from one mole of

glucose under anaerobic conditions. However, the technol-

ogy for this process has not been commercialized.

Several vinegar-manufacturing processes are commer-

cially used, including the following:

1. Trickling-bed reactor

2. Submerged cell reactor

3. Tower reactor

The circulating, trickling generator, which is still widely

used, is a large tank generally of wood, such as redwood or

Fig. 30.13 A cell factory model depicting the four components that

need to be integrated to produce several categories of products via

fermentation and biocatalysis processes
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fir but preferably cypress. Air is circulated in the generator

by a number of equally spaced inlets. A pump circulates the

ethanol–water–acetic acid mixture from the collection reser-

voir up through a cooler to the top of the tank. The liquid

trickles down through the packing and returns to the bottom

reservoir. The temperature of the generator is about 29�C at

the top and 35�C at the bottom. A portion of the finished

vinegar is periodically withdrawn from the reservoir and

replaced with the ethanol-containing charge to maintain

ethanol concentration in 0.2–5% range. If ethanol is depleted

in the generator, the Acetobacter die, and the generator

becomes inactive.

The Frings Acetator (produced by the Heinrich Frings

Company of Bonn, Germany) is a submerged batch fermen-

tor. It consists of a stainless steel tank with internal cooling

coils, a high-speed, bottom-entering agitator, and a centrifu-

gal foam breaker. The unique feature of this Acetator is its

highly efficient method of supplying air, accomplished by

high-velocity self-aspirating rotor that pulls air in from the

room to the bottom of the tank. When the ethanol content

falls to 0.2% by volume about 35–40% of the finished prod-

uct is removed. Fresh feed is pumped in to restore the original

level, and the cycle starts again. Cycle time for 12% vinegar

is about 35 h, and the rate of production can be 10� that of the

trickling generator. The yield of acetic acid on ethanol is

higher as well, for example, 94 for the Acetator compared

to 85% for the trickling generator. However, much more

extensive refining equipment is necessary for filtering vine-

gar produced by the submerged process because the mash

contains both the vinegar and the bacteria that produced it.

The tower fermentor is a relatively new aeration system

applied to vinegar production. The fermentor is constructed

of polypropylene reinforced with fiberglass. Aeration is

accomplished through a plastic perforated plate covering

the cross-section of the tower and holding up the liquid.

The cost of the tower fermentor is said to be approximately

half that of a Frings Acetator of equivalent productive capac-

ity. It has been reported that the tower fermentor is satisfac-

tory for producing all types of vinegar.

Since 1993, a two-stage submerged fermentation has

been used to produce vinegar of more than 20% acetic

acid. In the first fermentor, alcohol is added slowly to a

total concentration of about 18.5%. After the acetic acid

concentration has reached 15%, about 30% of the liquid

from the first fermentor is transferred to a second fermentor.

In the second fermentor, the fermentation is carried out at a

reduced temperature of 18–24�C and continues until the

alcohol is almost depleted.

Recombinant strains of Acetobacter aceti, cloned with

either alcohol dehydrogenase or aldehyde dehydrogenase,

have been tested for vinegar production. The bacteria with

the aldehyde dehydrogenase gene produced acetic acid more

rapidly than those with the alcohol dehydrogenase and were

more resistant to high concentrations of acetic acid.

Vinegar clarification is accomplished by filtration, usu-

ally with the use of filter aids such as diatomaceous earth or

bentonite. After clarification, vinegar is bottled, sealed

tightly, pasteurized at 60–65�C for 30 min, and then cooled

to 22�C. Vinegar can be concentrated by freezing or by a

reverse osmosis membrane process.

Fig. 30.14 Market opportunity (growth potential) vs. current market size of biochemicals and petrochemicals
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The world production (excluding China and Russia) of

10% vinegar is estimated to be about two billion liters a year

or about 200,000 metric tons of acetic acid. Price depends on

the source (fruit, malt, grain, etc.).

Citric acid. Citric acid, whose structure is shown below, is

the most important organic acid produced by means of

fermentation.

Citric acid is used in soft drinks, candies, wines, desserts,

jellies, jams, as an antioxidant in frozen fruits and

vegetables, and as an emulsifier in cheese. As the most

versatile food acidulant, citric acid accounts for about 70%

of the total food acidulant market. It provides effervescence

by combining the citric acid with a biocarbonate/carbonate

source to form carbon dioxide. Citric acid and its salts are

also used in blood anticoagulants to chelate calcium, block

blood clotting, and buffer the blood. Citric acid is contained

in various cosmetic products such as hair shampoos, rinses,

lotions, creams, and toothpastes. More recently, citric acid

has been used for metal cleaning, substituted for phosphate

in detergents, for secondary oil recovery, and as a buffer/

absorber in stack gas desulfurization. The use of sodium

citrate in heavy-duty liquid laundry detergent formulations

has resulted in a rapid increase in the use of citric acid.

Wehmet first described citric acid as a product of mold

fermentation in 1893. However, it was only in 1919 that

commercial fermentation processes based on sucrose were

developed [34]. Although many organisms have been shown

to produce citric acid from carbohydrates, A. niger has been

the best organism for industrial production. Figure 30.15

summarizes the reactions leading to citric acid from glucose.

It is worthwhile to note that one mole of glucose yields one

mole of citric acid with no consumption of oxygen. The

overall reaction is actually energy yielding. It yields one

mole of ATP and two moles of NADH per mole of citric

acid, and minimal growth is needed during production. This

aspect makes fermentative production of citric acid a good

candidate for the process of cellular immobilization.

Microbiological production of citric acid can be

implemented by three techniques:

• Solid-state fermentation

• Liquid surface fermentation

• Submerged culture fermentation

In solid-state, or Koji, fermentation, A. niger is grown on

moist wheat bran (70–80% water) and produces citric acid in

5–8 days. This process is practiced only in Japan and

accounts for about one-fifth of Japanese citric acid produc-

tion. In liquid surface, or shallow tray, fermentation, beet

molasses (containing 48–52% sugar) or cane molasses of

blackstrap (containing 52–57% sugar) or high test

(containing 70–80% sugar) are introduced into a mixer.

Dilute sulfuric acid is added to adjust the pH to about 6.0.

Phosphorus, potassium, and nitrogen in the form of acids or

salts are added as nutrients for proper mold growth and

optimal citric acid production. The mix is then sterilized

and finally diluted with water to a 15–20% sugar concentra-

tion. The medium flows by gravity into shallow aluminum

pans or trays arranged in tiers in sterile chambers. Most

chambers have provisions for regulation and control of tem-

perature, relative humidity, and air circulation. Each tray

holds about 400 L of solution at a depth of 76 mm. When

the medium has cooled to about 30�C, it is inoculated with

spores of A. niger. The tray fermentation requires 8–12 days.

The pH drops to about 2 at the end of the fermentation, and

the acid content varies from 10 to 20%. Some oxalic and

gluconic acids are also formed. The temperature is

maintained at 28–32�C during the fermentation. Sterile air

is circulated through the chambers, and the relative humidity

is controlled between 40 and 60%.

Fig. 30.15 Pathway leading to citric acid from glucose
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Most newly constructed plants have adopted the

submerged culture or deep fermentation process. The fer-

mentation medium consists of sucrose (around 200 g/L) and

mineral salts to provide a balanced supply of iron, zinc,

copper, magnesium, manganese, and phosphate. The provi-

sion of a suitable culture medium is the most critical factor in

obtaining a high yield of citric acid. The fermentation is

carried out at 25–27�C. Oxygen is provided by bubbling

air at a rate of 0.5–1.5 volumes of air/volume of solution/

minute without mechanical agitation. It is generally

accepted that the formation of pellets between 1 and 2 mm

in diameter in the fermentation mash is most desirable.

Pelleting reduces broth viscosity, increases oxygen transfer,

and simplifies mycelium separation in the recovery scheme.

The submerged fermentation has a time cycle of 6–9 days.

The yield of citric acid on sugar varies from producer to

producer but the theoretical maximum is 112% on sucrose.

The liquid surface fermentation yield is high (90–95%) but

the submerged culture fermentation is a bit lower. Reducing

the formation of by-products, mainly oxalic acid, has

resulted in improvements in the yield of the submerged

culture process, nearly reaching those of the surface culture

process.

The fermentation broth from the solid state, surface cul-

ture, or submerged culture process is treated similarly for

recovery and refining of citric acid. Two recovery methods

are used: precipitation and filtration, and extraction. A pro-

cess flowsheet including the fermentation and refining sec-

tion using the first method is shown in Fig. 30.16. The

mycelium, which is initially filtered out of the fermentation

liquor, may be used as fertilizer after proper weathering and

processing. The clarified liquor flows to precipitating tanks

fitted with stirrers where it is heated to a temperature of

80–90�C. The oxalic acid present is separated by preferential
precipitation through the addition of a small amount of

hydrated lime. The resulting calcium oxalate is purified

separately in a manner similar to the process described for

citric acid recovery.

Approximately one part of hydrated lime for every two

parts of liquor is added slowly over a 1-h period while the

temperature is raised to about 95�C. The precipitated cal-

cium citrate is filtered on a vacuum filter, and the filtrate, free

of citrate, is discarded as waste. The calcium citrate cake is

moved to acidulation tanks, where it is acidified with dilute

sulfuric acid. It is then filtered, and the citric acid mother

liquor is decolorized by a charcoal treatment. The purified

liquor is concentrated in a vacuum evaporator, run into a

crystallizer where, upon cooling, citric acid crystallizes,

generally in the form of the monohydrate. The resulting

acid is of USP grade.

The extraction method treats the filtered fermentation

liquor with a highly selective solvent, tri-n-butyl phosphate

in kerosene, and then recovers free citric acid by

counterextraction with water. The aqueous solution, which

is further concentrated and crystallized, yields 92% citric

acid with 8% soluble impurities.

In the last two decades, the citric acid industry has seen

some major changes in ownership and expansions. The

worldwide production stands at about one million ton a

year. The major producers include the Swiss-based

Jungbunzlauer, La Citique Belge/Roche in Belgium, Bharat

Starch Industries in India, and ADM, Cargill, and Tate &

Lyle in the United States.

The list price of citric acid (anhydrous) has been in the

range of 60–90 cents/lb, USP, 100-lb bags.

Itaconic acid

Fig. 30.16 Citric acid flow sheet
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Itaconic acid (methylene succinic acid) is an unsaturated

dibasic acid. It is a structurally substituted methacrylic acid,

and therefore primarily used as a copolymer in acrylic or

methacrylic resins. Because pure acrylic fibers are dye-

resistant, it is necessary to include other components to

make the fibers susceptible to dyes. An acrylic resin

containing 5% itaconic acid offers superior properties in

taking and holding printing inks and in bonding. In addition

to its main application as a component of acrylic fibers,

itaconic acid is used in detergents, food ingredients, and

food shortenings.

Previously, itaconic acid was isolated from pyrolytic

products of citric acid or produced by converting aconitic

acid present in sugarcane juice. It is now produced on a

commercial basis predominantly by direct fermentation of

sugars. The biosynthesis of itaconic acid follows the meta-

bolic sequence shown in Fig. 30.17.

Although both Aspergillus itaconicus and Aspergillus
terreus are known producers of itaconic acid, the latter is

superior and is used industrially with either surface

(shallow-pan) or submerged (deep-tank) fermentation [35].

The medium contains a sugar source, corn steep liquor,

ammonium sulfate, and mineral salts of calcium, zinc, mag-

nesium, and copper. The fermentation, similar to that of

citric acid, is very sensitive to concentrations of copper and

iron. The fermentation is carried out at 39–42�C, pH of

2.0–4.0, and under vigorous agitation. Moderate, but contin-

uous, aeration is critical. The batch cycle time is 3–6 days.

The highest known product concentration is 180–200 g/L

from a medium containing 30% sugar. Therefore, the yield

of itaconic acid on sugar is typically 50–70%. The itaconic

acid recovery scheme involves the following:

1. Acidification of itaconic precipitates, if present

2. Filtration to remove mycelium and other suspended

solids

3. Activated carbon treatment (not necessary for industrial

grade product)

4. Filtration to remove carbon

5. Evaporation and crystallization

If a high-purity acid is desired, further purification steps

such as solvent extraction, ion exchange, and carbon decol-

orization are used.

The price of itaconic acid in 2002 was about $2/lb, and

the world production is estimated to be about 20,000 t/year.

The major producers include Cargill (using Pfizer

technology) in the United States, San Yuan in Taiwan,

Rhodia in France, and Merck in Germany.

Gluconic acid.Gluconic acid is produced by the oxidation of

the aldehyde group of glucose to a carboxylic acid.

Fig. 30.17 Proposed metabolic sequence for biosynthesis of itaconic

acid
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Gluconic acid may be prepared from glucose by oxida-

tion with a hypochlorite solution, by electrolysis of a solu-

tion of sugar containing a measured amount of bromine, or

by fermentation/enzymatic conversion (glucose oxidase,

catalase) of glucose by fungi or bacteria (U.S. Patent

5,897,995). For economic reasons, the biological methods

are now preferred.

Gluconic acid is marketed in the form of a 50% aqueous

solution, calcium gluconate, sodium gluconate, and glucono-

d-lactone. Gluconic acid finds use in metal pickling, as an

acidulant in foods, as a protein coagulant in tofu (soybean

curd) manufacture, as a calcium sequestrant in detergent

formulations, in the pharmaceutical area in mineral (calcium

and iron) supplements, and as a cement viscosity modifier

in the construction area. Calcium gluconate is widely used

for oral and intravenous therapy. Sodium gluconate, a

sequestering agent in neutral or alkaline solutions, finds

use in the cleansing of glassware. Glucono-d-lactone is

used as a food flavor and an acidulant in making cheese

and tofu, baking powders, and effervescent products.

Commonly used organisms for gluconic acid fermenta-

tion are A. niger and Gluconobacter suboxydans. The larger
volume production uses the fungal process. Most of the

gluconic acid produced from the Gluconobacter process is

marketed as glucono-d-lactone.
During gluconic acid fermentation, glucose is first

oxidized (or, more correctly, dehydrogenated) to glucono-

d-lactone. This is carried out by glucose oxidase. Hydrogen

peroxide is also produced in this step, but is decomposed by

catalase. The fermentation can be by either surface or

submerged culture, the latter more generally practiced in

industry. Horizontally rotating fermentors have also been

used. Calcium gluconate fermentation, in which calcium

carbonate is used for neutralization of the product, is limited

to an initial glucose concentration of approximately 15%

because of the low solubility of calcium gluconate in water

(4% at 30�C). Neutralization by sodium hydroxide instead

allows the use of up to 35% glucose in the medium.

The recovery of calcium gluconate from fermentation

broth involves the following:

1. Filtration to remove mycelium and other suspended

solids

2. Carbon treatment for decolorization

3. Filtration to remove carbon

4. Evaporation to obtain a 15–20% calcium gluconate

solution

5. Crystallization at a temperature just above 0�C
In sodium gluconate fermentation, the medium also

contains corn steep liquor, urea, magnesium sulfate, and

some phosphates. The pH is controlled above 6.5 by addition

of sodium hydroxide. One to 1.5 volumes of air per volume

of solution per minute (vvm) are supplied for efficient

oxygenation and a high back-pressure, up to 30 psig, is

desirable. The fermentation cycle is 2–3 days. Continuous

fermentation is used in Japan to convert a 35% glucose

solution to sodium gluconate with a yield higher than 95%.

The continuous process doubles the productivity of the usual

batch system.

Sodium gluconate can be recovered from the fermenta-

tion filtrate by concentrating it to 42–45% solids, adjusting

the pH to 7.5 with sodium hydroxide, followed by drum-

drying. In glucono-d-lactone fermentation, G. suboxydans

converts a 10% glucose solution to glucono-d-lactone and

free gluconic acid in about 3 days. Approximately 40% of

the gluconic acid is in the form of glucono-d-lactone. Aque-
ous solutions of gluconic acid are in equilibrium with

glucono-d-lactone. Crystals that separate out of a supersatu-
rated solution below 30�C are predominantly of free

gluconic acid; from 30 to 70�C, the crystals are principally

glucono-d-lactone; and above 70�C, they are mainly of

g-lactone.
Sodium gluconate sells for 30–70 cents/lb, depending on

the liquid or dry form. Dry sodium gluconate is the main

form of gluconic acid/gluconate consumed in the United

States. The world market of gluconic acids and salts is

about 60,000 t/year. The major producers include Glucona
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America (a subsidiary of Aveba B.A.) and PMP Fermenta-

tion Products (acquired by Fujisawa) in the United States;

Benckister, Jungbunzlauer, and Roquette Freres in Europe;

and Fujisawa and Kyowa Hakko in Japan. An isolated

enzyme system (glucose oxidase-catalase) has recently

become cost-competitive with the fermentation process and

is therefore likely to expand its use.

Succinic acid

Succinic acid, as an intermediate in the chemical synthesis

of 1,4-butanediol, tetrahydrofuran, and adipic acid, has a very

large market potential [36]. It is a common intermediate in the

metabolic pathway of several anaerobic microorganisms

including Anaerobiospirillum succiniproducens and Acti-

nobacillus succinogenes. However, succinate is produced by

mixed-acid fermentations in low yields and concentrations

alongwith several by-products. As the sole product of fermen-

tation, it is possible to produce succinic acid at titers>100 g/L

and yield of 1.2 moles per mole of glucose. In such a process,

organisms use the phosphoenolpyruvate (PEP) carboxykinase

pathway to make succinic acid. Other key enzymes include

PEP carboxylase,malate dehydrogenase, fumarase, and fuma-

rate dehydrogenase. Carbon dioxide concentration has been

shown to regulate the levels of these enzymes for production

of succinate. Carbon dioxide functions as an electron acceptor

and modulates the flux of PEP.

An E. coli strain has also been engineered by over-

expressing PEP carboxylase. Metabolic engineering of the

strain was also performed in which genes encoding pyru-

vate:formate lyase and lactate dehydrogenase were

inactivated. PEP flux was also increased through inactiva-

tion of the glucose-specific phosphotransferase system

(PTS) system. Ideally, for minimizing salt formation in an

acid fermentation, the pH should be lower than the pKa.

Otherwise, the conversion of the salt to the free acid adds

significant costs in the final purification.

According to http://www.nrel.gov/docs/fy04osti/35523.

pdf, there is a significant market opportunity for biobased

C4 building block diacids. However, in order to be competi-

tive with petrochemical-derived products, the fermentation

cost needs to be below $0.25/lb. Although much progress

has been made in the engineering of organisms for succinic

acid production, at this point it remains commercially

challenging.

Lactic acid

Lactic acid has been used as a food preservative and food-

flavoring compound. Recent attention on lactic acid has been

for its use in making polylactic acid (PLA), a biodegradable

polymer. As a result, the market for lactic acid is rapidly

growing. Under batch fermentation conditions, homolactic

fermentative Lactic Acid Bacteria (LAB) make lactic acid as

Fig. 30.18 Lactic acid from

glucose fermentation
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their endproduct. As shown in Fig. 30.18, 2 moles of lactate

and 2 moles of ATP are formed per mole of glucose used.

Although free lactic acid is preferred for most industrial

processes, the anaerobic fermentation operates optimally at

pH 5 where the salt of the acid is formed. To obtain lactic

acid in its free form, the fermentation process must be

carried out well below its pKa of 3.87. This challenge has

been met by cloning the bovine LDH gene into yeast, which

has resulted in 1.19 mole lactate production per mole of

glucose during fermentation at low pH. The fermentor titer

reached is >100 g/L with a productivity of 0.8 g/L/h. A

strain of S. cerevisiae overexpressing the lactate–proton

symporter JEN1 resulted in increased titer and yield.

Recovery of lactic acid is complicated by the high solu-

bility of its salt. The traditional method of recovering cal-

cium lactate is being replaced by membrane, electrodialysis,

or ion-exchange purification methods. Producers such as

Purac, Cargill, ADM, and Jiangxi sell lactic acid for

$0.50–3.00 per kg depending on whether the product is

industrial, feed, food, or pharma grade.

NatureWorks® LLC has set up a $300 million plant at

Blair, NE, which is capable of producing about 140,000 t/

year of polylactide polymers from corn sugar. It employs a

fermentation process to produce two chiral isomers of lactic

acid from glucose, which are then cracked to form three

lactide isomers. The isomers are subsequently polymerized

to polylactide.

2-Keto-L-gulonic acid

2-Keto-L-Gulonic acid (2-KLG) is the precursor for Vita-

min C (L-Ascorbic acid). Vitamin C is used on a large scale

as an antioxidant in food, animal feed, beverages, pharma-

ceutical formulations, and cosmetic applications. About one

half of the vitamin C is used in vitamin supplements and

multivitamin preparations, one quarter in food additives,

15% in beverages, and 10% in animal feed. When ascorbic

acid is used in cosmetics, it is phosphorylated to prevent its

oxidation.

Figure 30.19 shows the reactions involved in the com-

bined microbiological and chemical conversions of glucose,

via sorbitol, to vitamin C, called the Reichstein and Grussner

process. Sorbitol is made by catalytic hydrogenation of

glucose and L-Sorbose is produced from sorbitol by the

action of several species of bacteria, the most commonly

used being Acetobacter suboxydans. Because this organism

is very sensitive to nickel ions, it is important that the

medium and fermentor be free of nickel. The medium nor-

mally consists of 100–200 g/L sorbitol, 2.5 g/L cornsteep

liquor, and an antifoam agent such as soybean oil. The

medium is sterilized and cooled to 30–35�C, about 2.5%
inoculum is added, and the tank is aerated and sometimes

stirred. This is the only step based on fermentation, and the

step yield is 80–90% in 20–30 h. The chemical steps in the

conversion of sorbose to ascorbic acid involve the prepara-

tion of the diacetone derivative, which is then oxidized, the

acetone groups are removed, and the resultant 2-KLG is

isomerized to the enediol with ring closure. It is believed

that this chemical process currently operates at an overall

yield of about 50% vitamin C on glucose.

Groups all around the world have pursued alternative

vitamin C production technologies. A one-step fermentation

process starting from glucose to produce 2-keto-L-gluconic

acid was reported to be practiced in China, a microalgae

process was developed in the United States and a two-stage

fermentation process via the intermediate 2,5-diketo-D-

gluconic acid (2,5-DKG) was developed in Japan.

Genentech [37] succeeded in cloning the 2,5-DKG reductase

gene from a Corynebacter sp. and expressing it in an Erwina

sp. that naturally produces 2,5-DKG via the fermentative

oxidation of glucose. The recombinant Erwina culture is

thus capable of carrying out the complex oxidation and

reduction steps to form 2-KLG in a single fermentation.

Fig. 30.19 Reactions leading to vitamin C from glucose
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Genencor International, in partnership with Eastman Chem-

ical Co. has developed such a single fermentation process

using genetically engineered Pantoea citrea. To maximize

the product yield on glucose, detailed analysis of the steps in

the formation of 2-KLG was carried out. In the periplasm of

this organism, glucose is first converted to gluconic acid by a

membrane-bound PQQ-dependent glucose dehydrogenase.

This is followed by the oxidation of gluconic acid to 2-

keto-D-gluconate (2-KDG) by a cytochrome C coupled

enzyme, gluconate dehydrogenase. In a third reaction, 2-

KDG is further oxidized to 2,5-DKG by 2KDG dehydroge-

nase, another cytochrome C coupled enzyme. Purification,

characterization, and determination of the enzyme structure

of 2,5-DKG reductase have added significantly to the under-

standing and development of this production process.

The major manufacturers include DSM, BASF, and four

Chinese producers, viz. Northeast Pharmaceutical, North

China Pharmaceutical, Shijiazhong Pharmaceutical, and

Jiangshan Pharmaceutical. The current world supply of

ascorbic acid is more than 80,000 metric tons per year with

annual revenues in excess of US $700 million.

Xanthan gum

Xanthan gum is an anionic polymer of b-(1,4)-D-
glucopyranose glucan with side chains of 1,3-a-D-
mannopyranose and (1,2)-b-D-glucuronic acid residues

[38]. It is produced naturally by bacteria to enable them to

stick to plants. The negatively charged carboxyl groups on

the side chains generate viscosity when the xanthan gum is

mixed with water. The glucan backbone is protected by the

side chains, thus making it relatively stable to acids, alkalis,

and cellulase enzymes. Xanthan gum is used as a thickener,

stabilizer, emulsifier, and foaming agent in products such as

salad dressings, cosmetics, pharmaceuticals, paints,

lubricants, and ice cream. Its key property is high viscosity

at low shear and thinning character at high shear. Xanthan

gum is not affected by ionic strength over a wide pH, shear

or temperature range.

Xanthan gum is produced commercially via aerobic

submerged fermentation of sugar by Xanthomonas

campestris. Different strains or fermentation conditions pro-

duce differing degrees of acetylation, pyruvylation, and

hence functionalities. The production strain is grown in

medium containing carbohydrate, nitrogen, and salts. The

production process of xanthan gum is energy intensive and

costly, and product titer and productivity are relatively low

due to high viscosity. In addition, the broth is difficult to

filter due to cells in the broth. After fermentation, the broth is

sterilized to inactivate cells; the product is precipitated or

coagulated, separated by centrifuges, dried, and milled.

About 20,000 t of xanthan are produced each year with a

market value more than US $160 million.

Poly(3-hydroxyalkanoates)
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Among a wide variety of biobased polymers [39], poly(3-

hydroxyalkanoates) (PHAs) also known as microbially pro-

duced polyesters are diverse in terms of constituents and

biosynthetic pathways, and therefore desired as starting

materials for a variety of conventional and thermo-plastics

applications. Some microorganisms produce polyesters nat-

urally, e.g., Ralstonia eutropha formally known as

Alcaligenes eutrophus, a gram negative bacteria that

produces PHAs as inclusion bodies or granules in the cyto-

plasm and serve as storage of carbon and energy. Natural

organisms accumulate PHAs under excess carbon or some

nutrient limitation, and use them later under carbon starva-

tion. But engineered micro-organisms can accumulate up to

80–95% of the cell’s dry weight, and large scale fermentors

can grow >100 g/L dry cell weight. PHA is the most com-

mon polyester made in nature, and poly-3-hydroxybutyrate

(PHB) was the first to be discovered. Other PHAs have since

been discovered, including those containing hydroxy-

valerate units, as in poly-3-hydroxyvalerate (PHV). Because

the structure and monomeric composition of PHAs deter-

mine the applications for each type of polymer, a variety of

polymers have been synthesized by co-feeding of various

substrates or by metabolic engineering of the production

organism (see Fig. 30.20).

Production organisms are fed carbon sources like glucose,

sucrose, oils, propionic acid, etc. After fermentation, the cells

are lysed, the cell debris is separated, and the PHA is

extracted with a solvent, precipitated from water as powder,

purified, and converted to pellets. Production of PHA could

take up to 5 kg of raw material per kg product, and genetic

improvements in microorganisms are necessary for higher

PHA yield, use of cheaper feedstocks, and lower capital.

PHA commercial production has been considered by

several companies like W. R. Grace, ICI, DSM, Metabolix,

Monsanto, Proctor & Gamble (P&G), Kaneka, Meridian,

Tianan, Tianjin, and others. According to P&G/Kaneka,

PHA/PHB (NodaxTM) production cost has to be <1.5 USD

per kg for high volume applications, and alkaline digestibil-

ity and flushability are convenience factors of interest to the

production of single-use consumer goods.

Alcohols

The organic chemicals that fall into this category and can be

produced by fermentation include ethanol, 1,3-propanediol,

butanol, acetone, 2,3-butanediol, and glycerol. Butanol and

acetone have been produced industrially by fermentation,

but currently for economic reasons, chemical synthesis is

the manufacturing method of choice. However, as price and

availability of ethylene and propylene as feedstocks for the

synthetic processes become subjects of concern, there is a

renewed interest in examining the fermentation processes.

As the cost of crude oil continues to go up while the price of

renewable resource such as agricultural crops remains rela-

tively stable, there has been an increasing interest in produc-

ing chemical feedstocks from renewable resources by

biological means.

1,3-Propanediol

1,3-Propanediol is a monomer with potential utility in the

production of polyester fibers and in the manufacture of

polyurethanes and cyclic compounds. A variety of chemical

routes to 1,3-propanediol are known. For example, (1) ethyl-

ene oxide may be converted to 1,3-propanediol over a cata-

lyst in the presence of phosphine, water, carbon monoxide,

hydrogen, and an acid; (2) a catalytic solution phase hydra-

tion of acrolein followed by reduction; or (3) from glycerol,

reacted in the presence of carbon monoxide and hydrogen

over catalysts having atoms from group VIII of the periodic

table. Although it is possible to generate 1,3-propanediol by

these methods, they are capital intensive and/or generate

waste streams that contain environmental pollutants.

The biological production of 1,3-propanediol from glyc-

erol has been known for a number of years [11]. The use of

natural organisms (e.g., enteric bacteria such as K.

pneumoniae, Citrobacter freundi, and Clostridia, such as

C. butyricum) to produce 1,3-propanediol from glycerol

has been well studied. Continued optimization of the basic

anaerobic glycerol fermentation process has produced

promising results. A number of batch or fed-batch

Fig. 30.20 Pathway for synthesis of poly(3-hydroxyalkanoates) using

a variety of substrates
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fermentations using K. pneumoniae or C. butyricum have

produced titers of 50–75 g/L and a yield of 0.44–0.69 mol/

mol 1,3-propanediol from glycerol. However, the complete

conversion of glycerol to 1,3-propanediol is not possible due

to the requirement of an additional reducing power in the

form of NAD(P)H.

Neither the chemical nor the biological methods

described earlier for the production of 1,3-propanediol are

well suited for industrial scale. The chemical processes are

energy intensive and the biological processes require the

expensive starting material, glycerol. A more desirable pro-

cess would be to develop a microorganism that would have

the ability to convert basic carbon sources such as

carbohydrates or sugars to the desired 1,3-propanediol.

Such a single organism approach developed by Genencor

International and DuPont overcomes this problem by

generating reducing cofactors from the glucose conversion

to CO2. The ability to control both carbon and energy flow in

the single organism allows for the more efficient use of the

input carbon source.

As shown in Fig. 30.21, the conversion of glucose to 1,3-

propanediol requires the combination of two natural

pathways: glucose to glycerol and glycerol to 1,3-

propanediol. The two enzymes involved in the conversion

of glycerol to 1,3-propanediol have been cloned and

characterized from several organisms, viz. Klebsiella,

Citrobacter, and Clostridium. The first enzyme in the path-

way is glycerol dehydratase. The dehydratase has been

shown to undergo catalytic inactivation and requires the

addition of a reactivation complex of two additional

proteins. The second enzyme in the pathway is a NAD-

linked tri-methylene glycol (TMG) dehydrogenase. Both of

these enzymes have been cloned and expressed in E. coli.
The pathways for the production of glycerol are found in the

yeast, S. cerevisiae that produces glycerol from the glyco-

lytic intermediate dihydroxyacetone-3-phosphate using two

enzymes: dihydroxyacetone-3-phosphate dehydrogenase

and glycerol-3-phosphate phosphatase. To construct a single

organism to produce 1,3-propanediol from glucose, one

could clone the glycerol pathway into a natural 1,3-

propanediol producer, or the 1,3-propanediol pathway into

a natural glycerol producer. Although either of these

approaches seems simple and direct, there are problems

involving natural regulation of the pathways. However,

building both pathways into E. coli is advantageous as it is
the most completely studied organism. It provides a rich set

of genetic tools (sequenced genome, vectors, promoters,

well-characterized metabolism, and physiology) and a

large number of metabolic mutants that have been

constructed and analyzed [40]. Moreover, E. coli has been

used in large-scale fermentation for production of industrial

and healthcare products, does not naturally overproduce

glycerol or 1,3-propanediol, and thus has a strong likelihood

of no natural regulation to overcome. Modifications of more

than 70 E. coli genes were analyzed and the final production

organism had 18 genes modified. Some of these genes were

regulatory elements that indirectly affected the function of a

few hundred other genes. The optimized strain of E. coli

produced 135 g/L of 1,3-propanediol, at 3.5 g/L/h, and 51%

weight yield on glucose.

The joint venture between DuPont and Tate & Lyle has

demonstrated the large-scale feasibility to produce 1,3-

propanediol by fermentation (bio-PDOTM). The process

uses the genetically engineered organism developed jointly

by former Genencor and DuPont. The joint venture has

announced that in 2006 they will commercially produce

bio-PDO™ from corn to replace petrochemicals in the pro-

duction of their polymer Sorona®, for many end-use

applications, including fibers. The bio-PDO™ will be pro-

duced at a new plant in Loudon, TN, USA. The bioprocess

for making 1,3-propanediol is claimed to require 40% less

capital and has a 25% lower operating cost than the chemical

process for making the same product. Because of a different

impurity profile, the polymer made from the biological-

based 1,3-propanediol has improved properties and actually

creates a superior product compared to the chemically based

1,3-propanediol (http://www.dupont.com/sorona/faqs.html).

Fig. 30.21 1,3-PDO pathway from glucose
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Ethanol

Ethanol is a versatile chemical being used in industrial

solvents, thinners, detergents, toiletries, cosmetics, and

pharmaceuticals. It is also used as an intermediate for

manufacturing other chemicals such as glycol ethers, ethyl

chloride, amines, ethyl acetate, vinegar, and acetaldehyde.

With the ever-increasing price and dwindling supply of

crude oil, ethanol fermented from grains and other renew-

able organic resources is becoming an economical fuel sup-

plement. The U.S. fermentation ethanol capacity is now

about four billion gallons a year, a result of efforts by the

ethanol industry to expand its use in fuels, as a replacement

for the oxygenate, methyl tert-butyl ether.

Ethanol is produced by fermentation from sugar-

containing materials such as grain products, fruits, molasses,

whey, and sulfite waste liquor. Yeast, particularly strains of

S. cerevisiae, is almost exclusively used in industrial ethanol

fermentation. It tolerates ethanol concentrations up to about

20% (by volume), and under anaerobic conditions converts

over 85% of the available carbohydrates to ethanol and

carbon dioxide. Air or oxygen suppresses the formation of

ethanol from sugar (the Pasteur effect). Under aerobic

conditions, a major portion of the carbohydrates goes

towards cell growth. Ethanol is formed via glycolysis (the

Embden–Meyerhof–Parnas pathway). The overall reaction

starting from glucose can be written as follows:

C6H12O6 ! 2C2H5OHþ 2CO2 þ 18 kcal

The ethanol yield on glucose is thus 51% by weight.

Because the carbohydrate is also used for cell growth and

respiration, the overall yield of ethanol from total carbohy-

drate consumed is about 42–46 wt.% on a glucose equivalent

basis.

Ethanol fermentation can be conducted on any

carbohydrate-rich substrate. Molasses, which is the waste

mother liquor that remains after the crystallization of sucrose

in sugar mill operations, is widely used. Blackstrap molasses

contains 35–40% sucrose and 15–20% invert sugars (glu-

cose and fructose). High-test molasses contains 22–27%

sucrose and 50–55% invert sugars. Most of the blackstrap

molasses do not require the addition of other nutrients for

ethanol fermentation. However, high-test molasses requires

ammonium sulfate and other salts such as phosphates. In the

molasses process, blackstrap or high-test molasses is

charged into a mixing tank and diluted with warm water to

give a sugar concentration of 15–20%. The pH is adjusted to

4–5, the mash pasteurized, cooled, and charged into

fermentor tanks, and 1–5% yeast inoculum is added. The

fermentation is carried out nonaseptically at 23–32�C.
Antibiotics may be added to control possible bacterial

contaminations. Because the overall reaction is exothermic,

cooling is necessary. The fermentation takes 28–72 h to

produce an ethanol concentration of 8–10%. Carbon dioxide

normally is vented, but if it is to be recovered, then the vent

gas is scrubbed with water to remove entrained ethanol and

then purified using activated carbon. The bubbling due to

carbon dioxide generation by fermentation could provide

sufficient agitation for small tanks. Mechanical agitation

may be necessary for large fermentors. The fermentation

may be conducted batchwise or continuously, with or with-

out recycling yeast. Although continuous fermentation and/

or cell recycle can significantly improve productivity and

thus reduce required capital investment, it may have only a

limited impact on lowering product costs in as much as a

significant portion of the total cost comes from raw

materials.

Ethanol can also be produced by fermentation of starch,

whey, sulfite waste liquor, cellulose, and hemicellulose.

Potato or tapioca can also be converted to ethanol. Grain

fermentations [41] require additional pretreatment because

yeast cannot metabolize starch directly. The grain (corn,

sorghum, barley, wheat, rice, or rye) is ground and heated

in an aqueous slurry to gelatinize or solubilize the starch.

Starch-liquefying enzymes (thermostable alpha amylase) are

added in this step. The liquefied starch is then cooled to

60–65�C. Yeast is then added to carry out fermentation

simultaneously with saccharification by amyloglucosidase

(or glucoamylase). The subsequent fermentation and refin-

ing procedures are the same as those using molasses as raw

materials.

The grain-based ethanol process, also called dry milling

was developed and optimized for the beverage industry

utilizing starch-based feedstock and energy-intensive pro-

cesses. Such processes tend to produce some nonfermentable

sugars during cooking of starch. Salts added for the needed

pH adjustments of the enzymatic treatments. Both of these

result in extra process costs. A granular starch hydrolyzing

enzyme (GSHE) technology is likely to replace the tradi-

tional energy intensive process of liquefaction/saccharifica-

tion (http://www.biorefineryworkshop.com/presentations/

Dean.pdf). The GSHE is a new enzyme product to reduce

energy usage for the production of inexpensive glucose from

granular starch, which replaces the energy-intensive liquefac-

tion/saccharification. The ethanol industry needs continued

energy, cost, and conversion efficiency improvements. An

ethanol production process that has the following key features

is much desired.

• Energy savings—elimination of jet cooking

• Capacity increase—high solids and increased ethanol

yield
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• Reduction of yeast growth inhibitors—high glucose con-

centration, Maillard reaction products, and so on.

• Operational cost reduction—labor, time, and chemicals

• Value-added co-product, Dried Distiller’s Grains and

Solubles—higher protein content

• Process simplification—fewer unit operations

GSHE-like novel enzyme-processing technologies with

reduced total operating cost will provide a dramatic acceler-

ation in the timelines for the establishment of the biobased

economy. This developing technology will also have a major

positive impact on the life cycle costs of biobased products

and address the growing concerns among policy makers and

environmentalists.

The GSHE is a blend of enzymes with synergistic activity

on granular starch. The key enzymes of the GSHE blend

include acid stable alpha amylases and glucoamylases that

“drill” holes in the starch granules. Thus the GSHE is capa-

ble of hydrolyzing insoluble granular (uncooked) starch into

fermentable sugars by enabling depolymerization of starch

to glucose without the need for the energy-intensive jet-

cooking step, in a Simultaneous Saccharification and Fer-

mentation (SSF) process for alcohol production. Genencor

International has achieved high level of expression of these

enzymes in industrial production strains resulting in an

acceptable cost structure.

Research to improve ethanol fermentation has also

focused on the development of a high solids, continuous

feeding process as well as improved yeast strains. Other

related developments include processes for the use of bio-

mass feedstocks, such as cellulosic waste material [42–46].

The former Genencor and NREL collaboration funded by the

U.S. DOE has (a) put in place the tools required for continual

improvement of biomass-derived cellulases, (b) built a suite

of enzymes with enhanced thermostability and improved

specific performance at elevated temperatures, (c) developed

an improved production strain for the enhanced cellulase

components and demonstrated an enhanced production pro-

cess. Therefore, plans are in place to provide a developmental

product(s) in support of continued industry development.

Developments in genetic engineering have made possible

the development of new organisms (yeasts and bacteria) that

can survive in higher concentrations of ethanol, tolerate

higher sugar concentrations, grow at higher temperatures,

and utilize starch or cellulose feedstock directly (http://

www.farmfoundation.org/projects/03-18_biofuels.pdf).

Ingram’s [44] pathway engineering program has created a

production organism patented by the University of Florida,

with improved efficiency of ethanol production from C5 and

C6 sugars (xylose, arabinose, galactose, mannose, glucose).

Gelunol holds the rights to the patented engineered bacteria

and is building a large-scale biomass-to-ethanol plant in

Jennings, LA. The plant is expected to be operational in

2007 and will use bagasse waste from sugarcane to produce

up to 30 million gallons a year of ethanol. According to the

USDA and DOE, production of one billion ton of biomass

per year is possible on a sustainable basis. This scale of

biomass has the conversion potential of producing 100 bil-

lion gallons of ethanol per year.

In order to prevent the diversion of industrial alcohol to

potable uses, it is denatured by the addition of some material

that renders the treated alcohol unfit for use as a beverage. A

fuel mixture such as 10% alcohol and 90% gasoline has

become the most important use of fermentation ethanol.

Ethanol from grain fermentations has been made competi-

tive as a liquid fuel in the United States because of

improvements in technology, especially in the area of effi-

cient enzymes and energy usage in production plants, and

various government subsidies designed to reduce the

nation’s dependence on imported foreign oil. Other

countries in Europe as well as Brazil, India, and China also

have substantial production of fermentation ethanol for use

as fuel. In the United States, ADM, Tate & Lyle, and Cargill

are the biggest among a large number of producers (for

ethanol recovery, see “Recovery section”).

Hydrocarbons

Hydrocarbons that can be produced by fermentation are

many, from hydrogen and methane typically produced in

anaerobic waste treatment, to ethylene and isoprene pro-

duced naturally by a variety of micro- and macro-organisms

(plants, trees, animals). Very recent advancement of path-

way engineering of isoprene and farnesene production

systems has drawn significant attention.

Isoprene

CH2

CC

H2C

CH3H

Isoprene is an important commodity chemical used in a

wide range of industrial applications ranging from the pro-

duction of synthetic rubber for tires and coatings to use in

adhesives and development of specialty elastomers. Styrene-

isoprene-styrene block copolymers form an essential part of

most hot melt pressure sensitive adhesive formulations and

cis-polyisoprene or synthetic rubber is used in tire manufac-

ture. All of the world’s isoprene is produced from

petroleum-derived feedstocks and is subject to volatility in

pricing and supply linked to oil.

A first of its kind biobased process to produce isoprene

(BioIsoprene™) from renewable raw materials is in
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development by former Genencor and The Goodyear Tire &

Rubber Company. Production system for BioIsoprene™ is

based on microbial fermentation of renewable sugars

converted to dimethylallyl pyrophosphate (DMAPP), the

key substrate of isoprene synthase, the key plant enzyme

engineered into the production organism. DMAPP and its

isoform, isoprenyl pyrophosphate (IPP), are essential

compounds in all living organisms and are produced via

one of two known pathways, the mevalonic acid (MVA)

pathway present in eukaryotes and some prokaryotes, and

the 5-methyl erythritol phosphate pathway (MEP, also

known as deoxyxylulose phosphate [DXP] pathway) present

in prokaryotes and plants [47] (Fig. 30.22). Carbon flux into

both pathways stems from intermediates derived from sugar

metabolism via central metabolism, acetyl-CoA for MVA;

pyruvate and glyceraldehyde 3-phosphate for MEP. These

pathways are amenable to molecular biology manipulations

and metabolic pathway engineering in both prokaryotes (E.

coli) and eukaryotes (S. cerevisiae). Both biosynthetic iso-

prenoid pathways, MEP and MVA, are being optimized

towards this end. The key to successful process is engineer-

ing a microbial cell factory that is streamlined in physiology

to drive sugar conversion through engineered biosynthetic

pathways to produce isoprene at near theoretical yields.

Unlike other biobased systems to produce biochemicals,

BioIsoprene™ is produced as a gas-phase product and

released into the off gas of the fermentor without any notice-

able negative physical or inhibitory impacts on the produc-

tion organism. The product comes out of the fermentor

continuously in the gas phase and is recovered from the

fermentation off gas in a continuous process. Current state-

of-the-art technology has resulted in production, recovery,

Fig. 30.22 Isoprene production pathways: mevalonic acid (MVA) and methyl erythritol phosphate (MEP)
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polymerization, and manufacture of tires with the isoprene

component produced via fermentation. Polymer-grade

BioIsoprene™ is recovered from the integrated process.

Potential benefits of the gas-phase nature of the product

include: (a) reduction and/or elimination of feedback inhibi-

tion by the isoprene product on further synthesis; (b) effi-

cient recovery and purification of polymer-grade

BioIsoprene™ from the fermentation; and (c) possibility to

use crude, low cost feedstocks.

The development of BioIsopreneTM represents a major

achievement for industrial biotechnology because it has the

potential to enable production of isoprene from renewable

raw materials to deliver commercial quantities of a basic C5

hydrocarbon that, in principle, can be used as a feedstock for

a large number of value-added products. One of these

products is a synthetic cis-polyisoprene (synthetic rubber),

which for decades has been recognized as a suitable replace-

ment for natural rubber in many applications. Additionally,

there is potential for creating polyisoprenes with improved

material properties. The BioIsopreneTM process offers a real

possibility for obtaining the quantities of low-cost isoprene

needed to produce a meaningful large-volume alternative to

Hevea natural rubber and petroleum-derived isoprene.

BioIsoprene™will have broader commercial applications

beyond the biochemical uses of isoprene in synthetic rubber,

adhesives, and specialty elastomers. As a C5 hydrocarbon,

BioIsoprene™ has inherent fuel properties and represents a

key biobased intermediate that can be converted to a drop-in

transportation fuel additive using chemical catalysis to C10

and C15 biobased hydrocarbon fuels, thus addressing perfor-

mance gasoline, jet fuel, and biodiesel markets.

Farnesene

Amyris has engineered yeasts that convert sugars into a

hydrocarbon molecule called farnesene [48], a sesquiterpene

which can be processed into cosmetics, lubricants, and diesel

and jet fuel. If hydrogenated, the hydrocarbon can be turned

into a diesel fuel that burns cleaner than conventional diesel.

Amyris’ process uses engineered yeast to convert sugar into

beta-farnesene, in oil form, easy to separate from aqueous

fermentation broth.

As shown in Isoprene production pathway (Fig. 30.22),

farnesene, like many isoprenoids, is assembled using the

five-carbon monomer IPP and its isomer DMAPP. IPP and

DMAPP could also be condensed by IPP synthases into

geranyl pyrophosphate (GPP, C10), farnesyl pyrophosphate

(FPP, C15), or geranylgeranyl pyrophosphate (GGPP, C20).

Terpene synthases convert these long chain pyrophosphate

molecules into branched chain or cyclic alkenes, e.g.,

farnesene. Isoprenoid tailoring enzymes can then oxidize

the alkenes into alcohols or reduce them to alkanes. Alterna-

tively, isoprenyl phosphatases or IPP synthase mutants can

generate long-chain alcohols such as farnesol, geraniol, and

geranylgeraniol from GPP, FPP, or GGPP, respectively.

While the Amyris industrial synthetic biology platform

can use a wide variety of feed stocks, their initial focus is on

sugarcane due to its abundance, generally low cost, and

favorable carbon footprint. That’s why Amyris’ initial pro-

duction efforts are in Brazil, leveraging the infrastructure of

existing sugar and ethanol mills. However, their success

depends on increasing the sugar conversion efficiency

(15–16% kg farnesene per kg sugar reported). Other success

factors include productivity (less than 1 g/L/h reported),

farnesene concentration in broth (about 100 g/L reported),

and large-scale operation (200,000 L size fermentors

reported).

Advanced biofuels
Ethanol has become a valuable additive to liquid trans-

portation fuels. During 2010, 13 billion gallons were pro-

duced in the United States with most of this being fermented

using grains as starting material. Ethanol provides high

octane, but the energy density is only about 70% that of

traditional gasoline. The hydroscopic property of ethanol

also renders it difficult to transport in existing pipelines

without resulting in corrosion. For these and other reasons,

there has been increased interest in producing fuels besides

ethanol from renewable resources [49, 50].

Higher Alcohols

Production of higher alcohols can be further broken out into

two key groups: (1) fermentative pathways to isopropanol

and n-butanol and (2) nonfermentative pathways to a larger

diversity of branched chain alcohols.

Fermentative pathways to alcohols are typically based

upon the acetone-butanol-ethanol (ABE) fermentation clas-

sically found in Clostridia. Acetone can be reduced in a single

step to form isopropanol. For economic reasons, native pro-

duction of these compounds in Clostridia is not currently

practiced. But through synthetic biology and metabolic engi-

neering, it has been possible to optimize heterologous

pathways to maximize yield and productivity in industrial

microorganisms. Considerable work has focused especially

on production of butanol especially in E. coli and S.
cerevisiae. Pathways for three different butanol species are

shown in Fig. 30.23a. For n-butanol, twomolecules of acetyl-

CoA are condensed to form acetoacetyl-CoA, which then

undergoes reduction and dehydration to generate n-butanol.

2-butanol is formed through acetolactate by decarboxylation,

dehydration, and reduction. Isobutanol is formed by a

nonfermentative pathway through 2-keto-isovalerate.
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Nonfermentative pathways can result in a wider range of

higher alcohols. The key steps in all these pathways are the

decarboxylation of 2-keto acids and reduction of the

resulting aldehyde to the corresponding alcohol. Many

amino acid biosynthesis pathways have these 2-keto-acids

as intermediates. As an example, 2-keto-isovalerate is the

product of the penultimate step in valine biosynthesis. But

instead of being transaminated to valine, it can also be

decarboxylated and reduced to make isobutanol. This is

shown in Fig. 30.23b. There is a wide range of alcohols

that can be formed from these naturally occurring 2-keto

acids. However, the range of alcohols that can be formed has

been increased even further by engineering completely new

pathways to make nonnatural 2-keto acids [51]. These then

undergo the same decarboxylation and reduction to form

alcohols. Once again, enzymes from the branched chain

amino acid pathways were used. The leuABCD operon of

E. coli acts upon 2-keto-isovalerate to add a carbon leading

to 2-keto-isocaproate and then to leucine. Two enzymes

were protein engineered to allow conversion of nonnative

substrates. Making changes to leuA and 2-keto-isovalerate

decarboxylase resulted in the formation of a large number of

nonnative alcohols with carbon range of C5–C8. This work

indicates that the types of molecules that can be produced

are not limited by what is observed by native biosynthetic

reactions.

Biodiesel Production

Biodiesel production from plant oils has been practiced.

Natural triacylglycerols in oils undergo transesterification

with methanol or ethanol to make fatty acid methyl and

ethyl esters (FAME and FAEE). Think of modified diesel

vehicles whose exhaust smells like French fries. However,

the availability of plant oils limits the potential use as fuels.

And the transesterification reaction can be costly.

Acyltransferases can be used to perform the reaction

in vivo by feeding fatty acids in strains making ethanol

[52]. Conversely, deregulation of fatty acid biosynthesis

has allowed for FAEE formation with alcohol feeding, but

without fatty acid feeding [53]. It is only a matter of time

before complete FAEE synthesis is made directly from

carbohydrates.

Isoprenoid-based biofuels

Isoprenoids are naturally occurring hydrocarbons that

carry out a number of biological functions. For instance,

electron transport is mediated by ubiquinones and membrane

structure and function are controlled by sterols [54]. Much of

the recent work on the production of isoprenoids was

initiated by the production of the antimalarial drug,

artemisinin [55]. The key intermediates leading to all

isoprenoids are the C5 isomers IPP and DMAPP. These are

formed by two different pathways, the MVA pathway from

acetyl-CoA and the MEP(DXP) pathway from pyruvate and

glyceraldehye-3-phosphate. These can be joined together in

many ways by terpene synthases to generate C10, C15, and

higher hydrocarbons. Phosphatases can directly convert

many of these compounds to fuel-like molecules.

Carbon sources for biofuels production

Simple sugars have been the starting point for first-

generation ethanol production. Sucrose from sugarcane has

driven Brazilian production while starch from grains has

been enzymatically converted to glucose in the rest of the

world. However, this typically uses only a portion of the

plant material for incorporation into product. Agricultural

residues or dedicated energy crops could greatly increase the

Fig. 30.23 (a) Pathways for three different butanol species, (b) path-

way for the production of isobutanol
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amount of available substrate for conversion to biofuels. But

the use of these lignocellulosic sources is not without issues

[56]. The presence of lignin, a heterogeneous polymer of

aromatic alcohols, can interfere with the hydrolysis of the

desired carbohydrates. A large number of pretreatment pro-

cesses have been developed to separate ormodify the lignin to

make the carbohydrates more accessible. Pretreatments are

also required to modify the structure of recalcitrant cellulose

to make it more amenable to enzymatic digestion. These

processes include physical, thermal, and chemical treatments.

Cellulose is then converted to fermentable glucose, just as

in the starch-based processes. The final component of

lignocelluloses is hemicelluloses. Hemicellulose is another

heterogeneous polymer made up of a number of different

sugar monomers. The most abundant of these is xylose. Dif-

ferent from six-carbon glucose, xylose is a five-carbon sugar

that is metabolized by different pathways than glucose.

Metabolic engineering has been employed extensively to

combine simultaneous fermentation of both hexoses and

pentoses to ethanol in a variety of organisms including

Zymomonas mobilis [57], S. cerevisiae [58], and E. coli
[59]. These strains are still being improved and in addition

to ethanol, can be the starting point for the generation of

advanced biofuels. Adding new pathway elements, modifying

transport mechanisms, and alleviating native control hierar-

chy have all been utilized in the building of these strains.

Next generation processes: fuels from carbon dioxide

The use of sucrose from sugarcane, starch from corn, and

even lignocellulosic biomass are all examples of utilizing

chemical energy produced by photosynthetic organisms

from solar energy and CO2. Producing advanced biofuels

directly from these photosynthetic organisms could ulti-

mately result in the largest reduction of atmospheric CO2

[60]. The most advanced systems are those producing

biodiesel directly from photosynthetic microalgae. Some

strains can generate lipids, used as energy storage

compounds, at nearly 40% of the total dry biomass. These

lipids can be extracted and undergo the same transesteri-

fication process as from plant-derived oils.

Photosynthetic organisms such as microalgae generate

energy and reducing power from light. Photons are captured

by specialized light harvesting complex proteins and the

energy is used to split water into protons, electrons, and

oxygen. Electrons are passed along an electron transport

chain and eventually to NADPH. Protons are released across

an organelle membrane creating a proton gradient used to

generate ATP. These biological energy compounds are then

used in the Calvin cycle to fix CO2. CO2 is added to ribulose-

1,5-bis-phosphate, which is then split into two molecules of

3-phosphoglycerate, a key 3-carbon metabolic intermediate.

Metabolic engineering approaches are being applied to

microalgae just as they have been applied to other organisms

to generate biofuels. Here, focus has been in two main areas:

(1) increasing oil production and (2) increasing photosyn-

thetic efficiency. Most probably nonintuitive, reducing the

amount of light harvesting complex proteins has led to

increases in photosynthetic efficiency.

Photosynthetic organisms lead to a new problem in large-

scale production. In order to function, the culture needs both

abundant light and CO2. Open ponds are one obvious choice

for cultivation. However, closed bioreactor designs have

numerous advantages over open ponds. These include,

among others, high surface area per unit volume, ability to

keep out contaminating organisms, and the more efficient

use of water.

Amino Acids

Amino acids, in general, can be represented by the formula:

Because the amino group is on the a-carbon, the amino

acids with this general formula are known as a-amino acids.

The a-carbon atom becomes asymmetric when R is not an H

atom. Naturally occurring amino acids have an L-configura-

tion. Amino acids are the building blocks of proteins, and the

elementary composition of most proteins is similar; the

approximate percentages are:

C ¼ 50� 55; N ¼ 15� 18;

H ¼ 6� 8; S ¼ 0� 4; O ¼ 20� 23

Table 30.4 gives the structure of R, molecular weight, and

elementary composition of each of the 20 amino acids com-

monly found in proteins.

Of the natural amino acids, only methionine is

manufactured chemically as the racemic mixture. All other

natural types are produced by fermentation as the L-enantio-

mer. Commercially, the most common amino acids

manufactured are the L-forms of glutamic acid, mostly

mono-sodium glutamate (MSG), lysine, phenylalanine,

aspartic acid, threonine, tryptophan, arginine, citrulline, glu-

tamine, histidine, isoleucine, leucine, ornithine, proline,

tyrosine, and cysteine [61]. The biological methods vary

(e.g., fermentation, extraction from natural sources, and

enzymatic synthesis). Amino acids obtained from purified

proteins are derived from chemical or enzymatic hydrolysis.

They can also be isolated from industrial by-products;

extracted from plant or animal tissues; or synthesized by
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organic, enzymatic, or microbiological means. All these

methods yield the L-isomer.

Alanine and aspartic acid are produced commercially

utilizing enzymes. In the case of alanine, the process of

decarboxylation of aspartic acid by the aspartate decarbox-

ylase from Pseudomonas dacunhae is commercialized. The

annual world production of alanine is about 200 t. Aspartic

acid is produced commercially by condensing fumarate and

ammonia using aspartase from E. coli. This process has been

made more convenient with an enzyme immobilization tech-

nique. Aspartic acid is used primarily as a raw material with

phenylalanine to produce aspartame, a noncaloric sweetener.

Production and sales of aspartame have increased rapidly

since its introduction in 1981. Tyrosine, valine, leucine,

isoleucine, serine, threonine, arginine, glutamine, proline,

histidine, citrulline, L-dopa, homoserine, ornithine, cysteine,

Table 30.4 Twenty common amino acids

Amino acids R–

Elemental Composition (%wt.)

M.W. C H O N S

Alanine 89 40 8 36 16 0

Arginine 174 41 8 18 32 0

Asparagine 132 36 6 36 21 0

Aspartic acid 133 36 5 48 11 0

Cysteine 121 30 6 26 12 26

Glutamic acid 147 41 6 44 10 0

Glutamine 146 41 7 33 19 0

Glycine 75 32 7 43 19 0

Histidine 155 46 6 21 27 0

Isoleucine 131 55 10 24 11 0

Leucine 131 55 10 24 11 0

Lysine 146 49 10 22 19 0

Methionine 149 40 7 22 9 2

Phenylalanine 165 66 7 19 8 0

Proline 115 52 8 27 12 0

Serine 105 34 7 46 13 0

Threonine 119 40 8 40 12 0

Tryptophan 204 65 6 16 14 0

Tyrosine 181 60 6 26 8 0

Valine 117 51 9 12 27 0

30 Industrial Biotechnology: Discovery to Delivery 1171



tryptophan, and phenylalanine also can be produced by

enzymatic methods.

The worldwide amino acids market amounts to about $5

billion. MSG and the animal feed additives, methionine and

lysine, account for about 75% of this sales value. The other

amino acids are used as precursors in pharmaceuticals, food

additives, and animal feed. The worldwide demand for

glutamic acid is about 800,000 t/year, 300,000 t/year for

methionine, and 500,000 t/year for lysine. Other significant

amino acids such as aspartic acid, phenylalanine, threonine,

and glycine, each have a worldwide market of about

10,000–20,000 t/year. Tryptophan and cysteine command a

global market in the thousands of tons as well.

Glutamic acid. MSG is an important flavor enhancer for

natural and processed foods. It is also good for protecting the

flavor and color of preserved foods and suppressing off-

flavors. Glutamic acid is not an essential amino acid. How-

ever, it has some pharmaceutical uses and also improves the

growth of pigs.

A number of glutamic acid-producing bacteria are

known, for example,

• Corynebacterium glutamicum (synonym Micrococcus

glutamicus)

• Brevibacterium flavum
• Brevibacterium divaricatum

Among them, C. glutamicum is used most commonly in

the industry. Kyowa Hakko has recently completed a

genome map of its glutamic acid producing organism, and

hopes to improve glutamic acid fermentation efficiency and

create a next-generation production system through pathway

engineering.

The fermentation medium contains a carbon source (glu-

cose or molasses), a nitrogen source (urea, ammonium sul-

fate, corn steep liquor, or soy hydrolyzate), mineral salts to

supply potassium, phosphorus, magnesium, iron, and man-

ganese, and less than 5 mg of biotin per liter depending upon

the strain. The biotin requirement is the major controlling

factor in the fermentation. When too much biotin is supplied

for optimal growth, the organism produces lactic acid. Under

conditions of suboptimal growth, glutamic acid is excreted.

The metabolic pathway involved in the biosynthesis of

glutamic acid from glucose limits a-ketoglutarate dehydro-

genase activity, which is a notable phenotype of glutamic

acid overproducing microorganisms.

The fermentation is conducted aerobically in tanks with

kLa value in 300 mmol O2/L/h/atm range. If aeration is not

adequate, lactic acid is produced, and the yield of glutamic

acid is poor. If aeration occurs in excess, even more lactic

acid in addition to some a-ketoglutaric acid is produced. The
fermentation temperature is 28–33�C, and the optimal pH is

7–8. Continuous feeding of liquid or gaseous ammonia

controls pH and supplies ammonium ions to the fermenta-

tion. The fermentation cycle is 24–48 h, and the final

concentration of glutamic acid is about 120–150 g/L. The

overall yield of glutamic acid on sugar is about 65% on a

weight basis. A portion of sugar is used for cellular growth;

otherwise glutamic acid yield on sugar is 86% according to

the equation:

C12H22O11 þ 2NH3 þ 3O2 ! 2C5H9O4Nþ 2CO2 þ 5H2O

For recovery of glutamic acid after fermentation, the

broth is clarified by adding acid to pH 3.4, heating to 87�C,
holding for a sufficient time to coagulate suspended solids,

and filtering the coagulated solids. The clarified broth is

concentrated by evaporation followed by glutamic acid crys-

tallization. Other recovery schemes such as membrane filtra-

tion or ion-exchange can be used.

MSG sells for about $2/kg, and glutamic acid (99.5%

pure) for about $4/kg. The major manufacturers of these

are Ajinomoto, Asahi Foods, Kyowa Hakko, Takeda

(Japan), Orsan (France), Biacor (Italy), Cheil Sugar, Mi-

Won (S. Korea), and Tung Hai Fermentation Industry, Ve

Wong (Taiwan).

Lysine. Lysine, biologically active in its L-configuration, is an

essential amino acid in human and animal nutrition. The

richest sources of lysine are animal proteins such as meat

and poultry, but it is also found in dairy products, eggs, and

beans. On the other hand, cereal grains, such as corn, wheat,

and rice, are usually low in lysine. For applications in human

food, lysine in its salt forms can be added to cookies and bread,

and in solution it can be used to soak rice. Asmost animal feed

rations are based on corn and other grains, supplementing the

feedstuffs with lysine (plus methionine) significantly

improves their nutritional value for breeding poultry and pigs.

A fermentation process for producing lysine was made

possible by using mutants of C. glutamicum or B. flavum.

Both auxotrophic and regulatory mutants have been obtained

for overproduction of lysine. Figure 30.24 shows the biosyn-

thetic pathway of lysine and its metabolic controls in

C. glutamicum.
Molasses was the most common carbon source until

being replaced by glucose for reasons of easier downstream

processing. Sufficient amounts (over 30 mg/L) of biotin must

be included in the medium to prevent the excretion of

glutamic acid. This biotin requirement was previously met

by using molasses as the carbon source and must now be

added exogenously. The fermentation runs at temperatures

of about 28–33�C and pH 6–8. High aeration is desirable.

The final product concentration is around 100–140 g/L, and

the fermentation time is 48–72 h. The yield of lysine on

carbohydrate is about 40–50%. The formation of lysine from

sucrose can be represented as follows:

C12H22O11 þ 2NH3 þ 5O2 ! C6H14O2N2 þ 6CO2

þ 7H2O
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Ion-exchange resins are used for isolation of lysine from

fermentation broths. The eluted lysine is then crystallized

from water. The most common commercial form of lysine

used in animal feed is 98% lysine monohydrochloride. For

lower purity, the entire fermentation broth may be

evaporated and syrup or the dried product is used as an

animal feed supplement.

Standard commercial food-grade lysine (as 98.5% lysine

monohydrochloride) is about $5/kg, and lysine as a feed

supplement is about $2/kg. The major producers include

Ajinomoto and Kyowa Hakko of Japan, Sewon and Chiel

Sugar of South Korea, and ADM, BioKyowa (a subsidiary of

Kyowa Hakko), Heartland Lysine (a subsidiary of

Ajinomoto), and Degussa (formerly joint venture of Cargill

and Degussa in the United States). China’s Global Bio-Chem

has been increasingly selling protein–lysine (protein with

enhanced lysine content), as well. The world demand for

lysine is expected to increase continually. In fact, the increas-

ing ethanol fermentation capacity for bioethanol production

provides an opportunity for increased lysine production.

Distillers’ Dried Grains (DDG), a by-product of ethanol

fermentation used as a protein source in animal feeds, is

deficient in lysine and other essential amino acids. Therefore,

it needs to be supplemented with lysine for full-value use.

Aromatic amino acids. The aromatic amino acids, phenylal-

anine and tryptophan, provide some of the first examples of

chemical production using microorganisms through the use

of pathway engineering [62, 63]. Intermediates in the aro-

matic amino acid pathway can also be used as precursors

to other biosyntheses with genes recruited from different

organisms. Examples include catechol, adipic acid,

shikimic, and quinic acids. In general, the aromatic pathway

illustrates the potential of multiple product opportunities

from one pathway and provides a great leveraging factor

with respect to technical and commercial development costs.

Initially, work on the aromatic amino acid pathway of

E. coli was focused on the construction of a strain for the

overproduction of natural amino acids (phenylalanine,

tryptophan, tyrosine). These efforts have focused on:

1. Cloning and optimization of complete primary aromatic

pathway with an emphasis on removal of transcriptional

and allosteric regulation, that is, removal of rate-limiting

steps.

2. Enhancement of carbon flux to the aromatic pathway

through modification of gene activities within central

metabolism.

For the aromatic pathway (Fig. 30.25), the critical control

points are the condensation of PEP and erythrose-4-phos-

phate to 3-deoxy-D-arabinoheptulosonate 7-phosphate,

DAHP, by DAHP synthase. For tryptophan, the formation

of anthranilic acid from chorismic acid by anthranilate

synthase is the second critical control point. The transcrip-

tional regulation was overcome through the use of alterna-

tive promoters and allosteric regulation was circumvented

by the classical technique of selection for feedback-resistant

mutants using toxic analogues of the repressing compounds.

For tryptophan production in E. coli, the natural regulation

controlling production of tyrosine and phenylalanine was

Fig. 30.24 Lysine biosynthesis

from glucose in Corynebacteria
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sufficient to keep carbon flowing specifically to tryptophan.

This eliminated the need for addition of auxotrophic

compounds to the growth medium. The major industrial

producers of tryptophan are ADM, Kwoya Hakko, and

Ajinomoto.

The same could not be said for the construction of a strain

for the overproduction of phenylalanine. Here the control

mechanisms for tyrosine were not sufficient to keep a signif-

icant amount of carbon from being diverted. However,

instead of using an auxotrophic strain, a technology was

developed to keep the gene for chorismate mutase and

prephenate dehydrogenase present during the growth phase

of the fermentation and then have it excised from the chro-

mosome during the production phase. Due to the sweetener

Aspartame, the market for phenylalanine has expanded to

10,000 metric tons per year with an average price of $10 per

kg. The major producers are Nutrasweet and Ajinomoto.

Vitamins and Neutraceuticals

In the commercial market for vitamins, the most significant

are ascorbic acid (Vitamin C), the D group (D2, D3, ergos-

terol), folic acid, and alpha-tocopherol (Vitamin E). The

next important group of vitamins is biotin, cyanocobalamin

(B12), inositol, pantothenic acid, and riboflavin (B2).

Microorganisms can synthesize many vitamins of medical

importance. Vitamin B2 (riboflavin) and vitamin B12 (cya-

nocobalamin) are products of fermentation. Vitamin C

(ascorbic acid) precursor, 2-keto-L-gulonic acid (2-KLG) is

produced microbiologically as well as chemically as

discussed in the “Organic Acids and Polymers” section.

Riboflavin. Riboflavin is used as a dietary supplement in

both human food and animal feed. The yellow-orange ribo-

flavin crystals are only sparingly soluble in water. To include

riboflavin in water-soluble formulations, sodium riboflavin-

50-phosphate is used.

Fig. 30.25 Escherichia coli aromatic pathway to tryptophan
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The first organism employed primarily for riboflavin pro-

duction was Clostridium acetobutylicum, the anaerobic bac-

terium used for the microbial production of acetone and

butanol. Riboflavin was purely a by-product and was found

in the dried stillage residues in amounts ranging from 40 to

70 mg/g of dried fermentation solids. Later investigations

disclosed that riboflavin could be produced by yeast such as

Candida flareri or C. guilliermondi, and the yield was as

high as 200 mg/L.

Other studies on a fungus, Eremothecium ashbyii, and a

closely related organism known as Ashbya gossypii resulted

in the production of much larger amounts of riboflavin.

Yields as high as 10–15 g/L were possible. Then, major

fermentation strain and process improvements were made

with the A. gossypii strain. The fermentation lasts 8–10 days.

Cell growth occurs in the first 2 days, and enzymes

catalyzing riboflavin synthesis are formed during the growth

period. Glycine and edible oil stimulate the formation of

riboflavin, but they are not its precursors. The additions of

carbohydrate and oil permit the overproduction of riboflavin

[64]. The riboflavin carbon yield is about 50% on carbohy-

drate and about 100% on oil.

Upon completion of the fermentation, the solids are dried

to a crude product for animal feed supplement or processed

to an USP-grade product. In either case, the pH of the

fermented medium is adjusted to pH 4.5. For the feed-

grade product, the broth is concentrated to about 30% solids

and dried on double-drum driers.

When a crystalline product is required, the fermented

broth is heated for 1 h at 121�C to solubilize the riboflavin.

Insoluble matter is removed by centrifugation, and ribofla-

vin recovered by conversion to the less soluble form. The

precipitated riboflavin is then dissolved in water, polar

solvents, or an alkaline solution, oxidized by aeration,

and recovered by recrystallization from the aqueous or

polar solvent solution or by acidification of the alkaline

solution.

The major producers of riboflavin include DSM and

BASF. There have been significant improvements in both

of the production processes. DSM opened a new riboflavin

production facility in Grenzach, Germany in 2000, based on

a fermentation process with a genetically modified

B. subtilis. On the other hand, BASF, working with the

University of Salamanca, Spain, engineered an improved

A. gossipii that produces a larger amount of enzymes for

riboflavin synthesis, and increased its production capacity by

20% at its Ludwigshafen facility without capital investment.

The annual production of riboflavin by ADM, BASF, and

DSM is about 4,000 metric ton. The feed-grade product sells

for about $30/kg and the USP-grade product $50/kg.

Cyanocobalamin

Vitamin B12, cyanocobalamin, is an important biologi-

cally active compound. It serves as a hematopoietic factor

in mammals and as a growth factor for many microbial

and animal species. Its markets are divided into pharma-

ceutical (96–98% pure) and animal feed (80% pure)

applications. All vitamin B12 is now made commercially

by fermentation [65].

Spent liquors from streptomycin and other antibiotic

fermentations contain appreciable amounts of vitamin B12.

Bacterial strains producing high amounts have been specially

selected for commercial production. Today vitamin B12 is

obtained from fermentations using selected strains ofPropioni-

bacterium or Pseudomonas cultures. A full chemical synthesis

process for vitaminB12 is known.However, it requires some 70

steps and for all practical purposes is of little value.

The Pseudomonas denitrificans strain is most often used

for commercial production of vitamin B12 [66, 67]. It

requires medium containing sucrose, yeast extract, and sev-

eral metallic salts. Dimethylbenzimidazole (10–25 mg/L)

and cobaltous nitrate (40–200 mg/L) must be supplemented

at the start of the culture in order to enhance vitamin pro-

duction. Betaine (tri-methyl glycine) stimulates the biosyn-

thesis of vitamin B12, even though the organism does not

metabolize it. Similarly, choline also has favorable effects,

either by activating some biosynthetic steps or altering the

membrane permeability. Glutamic acid, on the other hand,
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stimulates cellular growth. Because of high betaine and

glutamic acid contents, beet molasses (60–120 g/L) is pref-

erentially used in industrial fermentations of vitamin B12.

The fermentation is conducted with aeration and agitation.

Optimal temperature is about 28�C and pH near 7.0. The

yield reported in the literature was 59 mg/L in 1971, using a

Pseudomonas strain. A yield of 200 mg/L was reported for

vitamin B12 fermentations using Propionibacteria in 1974. It

is believed that yields of vitamin B12 have been significantly

improved since then.

About 80% of the vitamin produced is outside the cells

and 20% inside the cells. For recovery, the whole broth is

heated at 80–120�C for 10–30 min at pH 6.5–8.5 and treated

with cyanide or thiocyanate to obtain cyanocobalamin. B12

isolation can then be accomplished by adsorption on a

cation-exchange resin, such as Amberlite IRC 50. Extraction

can also be done by using phenol or cresol alone or in a

mixture with benzene, butanol, carbon tetrachloride, or chlo-

roform; or separation by precipitation or crystallization upon

evaporation with appropriate diluents such as cresol or tan-

nic acid. Using the extraction method, 98% pure cyanoco-

balamin can be obtained with a 75% yield. The total world

market for cyanocobalamin is estimated to be in excess of

10,000 kg/year and sells for about $25/g. The leading

producers include DSM, Wockhardt, and Merck.

Docosahexaenoic and arachidonic acids. Docosahexaenoic

acid, DHA, is a long-chain polyunsaturated omega-3 (22:6

o3) fatty acid whereas arachidonic acid, ARA, is a long-

chain polyunsaturated omega-6 (20:4 o6) fatty acid. Both

DHA and ARA are found in human milk and are important

nutrients in infant development, and especially for brain devel-

opment. DHA is a major structural and functional fatty acid in

the gray matter of the brain, the retina of the eye, and the heart

cellmembranes. DHAcan be obtained through the diet in foods

such as fatty fish (accumulated via natural algae) and organ

meat. ARA is the principal omega-6 fatty acid found in the

brain as well. Adults obtain ARA readily from the diet in foods

such as meat, eggs, and milk. The DHA- and ARA-rich oil can

also be used in supplements and functional foods for

older children and adults for improvement in cardiovascular

health.

Martek (http://www.martekbio.com) and DSM have

developed processes to produce oils rich in DHA and ARA.

The DHA is extracted from fermented microalgae

(Cryptecodinium cohnii) and the ARA is extracted from soil

fungus (Mortierelle alpina). In the DHA production process,

the microalgae are grown in fermentors (80,000–260,000 L

scale). The cell mass is then harvested by centrifugation, and

the concentrated cell mass is spray-dried. The dry cell mass is

then broken down into smaller particles and extracted by a

solvent for the oil-containing DHA. The solvent is then

evaporated from the oil, leaving crude oil. The crude oil is

refined, bleached, and deodorized to cleanse it of any

impurities. The final product is rich in DHA. Likewise,

DSM ferments the fungus, and extracts the crude ARA oil

by the DHA downstream type process. Crude oils can be

extracted with the traditional hexane extraction method or

with new solvents such as isopropanol or supercritical CO2.

The final cell mass, total fermentation time, and the lipid

content of the organism are very important for the economic

feasibility, as these factors largely determine the productivity.

Media components such as the amount of sugars and nitrogen

have a significant effect on growth and lipid accumulation.

The market for DHA, ARA, and other essential

neutraceuticals used in dairy, beverages, cereals, and breads,

is multibillion dollars and growing as the health benefits are

determined for prenatal to elderly care.

Antibiotics

Since the early 1940s, an intensive search for new and useful

antibiotics has taken place throughout the world. More than

10,000 antibiotics have been discovered from microbial

sources [68–73]. Streptomyces spp., filamentous fungi,

nonactinomycete bacteria, and non-Streptomycete strains

of actinomycetales are major sources of antibiotics,

examples of which are listed in Table 30.5. Of the antibiotics

in clinical use, 50% are produced by microbial fermentation

and others by a combination of microbial synthesis and

subsequent modification.

Penicillins

Table 30.5 Examples of natural antibiotics and producing organisms

Natural antibiotic Producing organism

Amphotericin B Streptomyces nodosus

Bleomycin Streptomyces verticillus

Cephalosporin Cephalosporium sp.

Erythromycin A Saccharopolyspora erythraea

Gentamycin Micromonospora purpurea

Lovastatin Aspergillus terreus

Neomycin Streptomyces fradiae

Penicillin G Pencillium chrysogenum

Spiramycin Streptomyces ambofaciens

Tetracycline Streptomyces aureofaciens

Vancomycin Streptomyces orientalis
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The original mold observed and preserved by Alexander

Fleming was a strain of P. notatum, a common laboratory

contaminant. Later, cultures of P. chrysogenum were found

to be better producers of penicillin, and the present industrial

strains have been derived from this species. The original

strains produced the antibiotic only by surface fermentation

methods and in very low yields. Improved media and pro-

ductive strains under submerged aerobic fermentation

conditions led to dramatic yield increases. Subsequent

improvements, principally in culture selection and mutation,

further improved yields, reaching 20–30 g/L.

Table 30.6 gives the structural formulae of the “natural

penicillins,” which are comprised of several closely related

structures with aliphatic and aromatic substitutions to the

common nucleus. The early impure product contained

mixtures of these penicillins; however, penicillin G has

become the preferred type and the crystalline product of

commerce. Phenylacetic acid or its derivatives are used as

precursors in the fermentation medium to enhance penicillin

biosynthesis.

Nonpigmented mutants of P. chrysogenum, for example,

Wisconsin 49-133 derivatives, are universally employed in

the industrial process. The desired culture is propagated

from a laboratory stock in small flasks and transferred to

seed tanks. A typical production medium is as shown below.

Components Grams/liter

Corn steep liquor 30

Lactose 30

Glucose 5.0

NaNO3 3.0

MgSO4 0.25

ZnSO4 0.044

(continued)

Components Grams/liter

Phenyl acetamide (precursor) 0.05

CaCO3 3.0

The medium is sterilized, cooled to 24�C, and inoculated.
After 24-h seed growth, larger fermentors are seeded. Sterile

air is sparged through the tank, at about one volume per

volume per minute. The time of the production stage varies

from 60 to 200 h.

For recovery, the broth is clarified by means of rotary

vacuum filters. The penicillin, being acidic, is extracted from

the aqueous phase into a solvent, such as methyl isobutyl

ketone or amyl acetate, at a pH of 2.5 by means of a

continuous countercurrent extractor, such as a Podbielniak.

The penicillin is then re-extracted with an aqueous alkaline

solution or a buffer at a pH of 6.5–7.0. About 90% recovery

yield is typical at this step. The aqueous solution is chilled,

acidified, and extracted again with a solvent, such as ether or

chloroform. Finally, penicillin is re-extracted into water at a

pH of 6.5–7.0 by titration with a solution of base. The base

used depends on which salt of penicillin is desired. The

popular forms are sodium or potassium salts. A typical

flow sheet for antibiotic recovery is shown in Fig. 30.6.

Cephalosporins. Microbiological processes for production

of cephalosporin C resemble in many respects those used

for penicillin production. Special strains of Cephalosporium
have been selected that produce more cephalosporin C and

less cephalosporin N than the parent culture. The growth of

these strains in certain special fermentation media has

resulted in higher antibiotic titers. Even with these

improvements in processing, the antibiotic concentration,

averaging 10–20 g/L, is much lower than those reported

for the penicillins.

Table 30.6 Structural formulae of natural penicillins

Formula

Type of penicillin Side chain R substitutions

(G) Benzyl

(X) p-Hydroxybenzyl

(F) 2-Pentenyl

(Dihydro F) n-Pentyl

(K) n-Heptyl

(V) Phenoxy
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Tetracyclines. In 1948, a broad-spectrum antibiotic, chlor-

tetracycline (Aureomycin), was introduced by the Lederle

Laboratories, a Division of American Cyanamid Company.

This antibiotic is produced by Streptomyces aureofaciens
when grown under submerged aerobic conditions on media

composed of sugar, corn steep liquor, and mineral salts. The

crystalline compound has a golden yellow color, which

suggested the trade name. A related antibiotic, oxytetracy-

cline (Terramycin), a product of Streptomyces rimousus, is

produced by Pfizer Inc. It is chemically and biologically

similar to chlortetracycline. Independent research by both

companies eventually provided the structure of these two

important chemotherapeutic agents. Both the compounds

may be regarded as derivatives of a nucleus known as tetra-

cycline. Their structures along with those of other clinically

important tetracyclines are given in Table 30.7. Tetracycline

can also be produced by fermentation of S. aureofaciens

under special conditions, such as chloride starvation or by

use of special strains of the organism that fail to halogenate

efficiently. Tetracycline possesses many of the chemothera-

peutic properties of chlortetracycline and oxytetracycline.

Mutations of tetracycline-producing organisms have led to

other tetracycline analogues, of which 6-demethyl-7-chlor-

tetracycline (Declomycin) has clinical use. Chemical

modifications of oxytetracycline have generated two other

useful members of the family, known as Vibramycin and

Rondomycin. Tetracyclines are active in vivo against

numerous gram-positive and gram-negative organisms, and

some of the pathogenic Rickettsiae and large viruses.

Dramatic price reduction has come with improved produc-

tion. For instance, a million-unit vial of penicillin (1,667 units

¼ 1 mg of potassium penicillin G) had a wholesale price of

$200 in 1943. Today, a million units of potassium penicillin G

sell for as little as $0.50 or approximately $20/kg of free acid.

Cephalosporins sell for around $250/kg. Tetracyclines, used

as animal feed supplements, sell for about $60/kg. The

antibiotic market is over $12 billion, and volume continues

to increase simultaneous with price drop. Cephalosporins,

macrolides, penicillins, quinolones, and tetracyclines account

for the majority of the sales of antibiotics.

In the last 20 years, it has become evident that the contri-

bution of microorganisms does not have to be limited to the

realm of infectious diseases. Metabolites of microorganisms

have been found to have many other interesting therapeutic

applications. Particularly as our understanding of disease

processes at the biochemical and genetic levels becomes

more advanced, enzymes or receptors have increasingly

served as specific targets for therapeutic intervention.

Recombinant DNA technology, in particular, has helped to

produce reagents as tools for the development of practical

and high-throughput screening methodologies based on

mechanism of action. Automation and miniaturization have

also allowed a rapid increase in the throughput of the screen-

ing process.

Several of these bioactive natural products have been

successfully developed as therapeutics for clinical use. For

example, Cyclosporin A is a fungal decapeptide principally

used to suppress immune rejection in organ transplant

patients. Mevinolin and compatin both control cholesterol

synthesis in human. The search for enzyme- or receptor-

targeted microbial products does not limit itself to medical

use. Several commercially important “antibiotics” such as

Nikkomycin and Avermectin have been found for agricul-

tural applications in recent years.

Biopharmaceuticals

The term “biopharmaceuticals” has been generally accepted

to distinguish the large molecule pharmaceuticals (mainly

proteins) that have emerged as a result of the modern “bio-

technology” from the traditional small molecule drugs.

Table 30.7 Structure of clinically important tetracyclines

R1 R2 R3 R4

Tetracycline H OH CH3 H

7-Chlortetracycline (Aureomycin®) H OH CH3 Cl

5-Oxytetracycline (Terramycin®) OH OH CH3 H

6-Demethyl-7-chlortetracycline (Declomycin®) H OH H Cl

6-Deoxy-5-oxytetracycline (Vibramycin®) OH H CH3 H

6-Methylene-6-deoxyl-6-demethyl-5-oxytetracycline (Rondomycin®) OH H CH2 H
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Biopharmaceuticals that are industrially produced by

microbial (bacterial or yeast) fermentation include insulin,

human growth hormone, hepatitis B surface antigen vaccine,

alpha interferon, beta interferon, gamma interferon, granu-

locyte colony stimulating factor, and interleukin-2.

Table 30.8 lists some of the major biopharma products,

some of which are produced by mammalian cell culture.

Insulin is the first human biopharmaceutical product that

was commercialized using the recombinant DNA technol-

ogy. Its fermentative expression in E. coli, downstream

recovery, and purification serves as a good example for the

large-scale production of recombinant proteins. Insulin,

given its rather small size, is expressed as N-terminal

extended proinsulin using the trp promoter. The fermenta-

tion is carried out at about 37�C and near neutral pH. It is a

fast, aerobic fermentation. The trp operon is turned on when

the fermentation runs out of its natural repressor, tryptophan.

The chimeric protein as it is expressed accumulates very

rapidly inside the cells as insoluble aggregates (inclusion

or refractile bodies). The formation of inclusion bodies

prevents proteolysis and facilitates product recovery. The

recombinant E. coli fermentation usually runs for 18–24 h.

At the end of fermentation, the inclusion bodies account for

about 10–30% of total dry cell mass. Following purification

from the inclusion bodies, the C-peptide is removed from

proinsulin using trypsin and carboxypeptidase, and the prop-

erly folded and cleaved insulin is purified further.

Fermentatively or microbially produced recombinant

proteins can also be expressed as soluble proteins inside

the cells or secreted outside the cells.

The biopharmaceuticals sales are about $45 billion and

represent 10% of the total pharma market. Today, 25% of

new drugs are biopharmaceuticals. Since the introduction of

insulin over 25 years ago, 160 biopharma products, ranging

from proteins, monoclonal antibodies, and nucleic acid-

based products, have been approved for use. In 2004 alone,

12 new biopharmaceuticals have been approved, of which

only 3 are produced by microbial fermentation, as cell cul-

ture is the preferred method for production of biopharma

drugs.

Drug development, in general, is a slow, lengthy, and

expensive process, requiring an average investment of $0.8

billion over 12–15 years for discovery, development, pre-

clinical testing, Phase I, II, and III trials, and FDA approval

prior to marketing. Given the complications of biopharma

drug discovery and development, microbial fermentation

and biocatalysis may aid in introducing rapid and innovative

processes to produce potential drug candidates. It may thus

be worth exploring the possibility of producing biopharma-

ceuticals by microbial fermentation and demonstrating that

they can be made reproducibly to meet the right purity,

concentration, and dose at the required market cost and

volume targets.

Enzymes

Microorganisms used for production of enzymes range

from prokaryotic systems including both the gram-negative

and gram-positive bacteria to eukaryotic systems such as

yeasts and fungi. For most of the history of enzymes, their

production has occurred predominantly in strains known to

make the enzyme of interest [30, 74–77]. Thus, many

different types of microorganisms have been employed to

make enzymes for different types of uses, as discussed in

Chap. 31.

For example, an alkaline protease naturally secreted by

Bacillus licheniformis to break down proteinaceous

substrates, resulted in one of the first commercially produced

enzymes, Subtilisin Carlsberg, for use in detergents. Simi-

larly, a-amylase was produced from B. licheniformis
because it naturally secretes a highly thermo-stable a-amy-

lase capable of breaking down starch to more easily digest-

ible oligosaccharides. Strains of Bacillus have been some of

the workhorse strains for enzyme production for decades,

based mainly upon their ability to overproduce subtilisin and

a-amylase. Those strains and the promoters of these genes

are also used to express other enzymes, wild type and

engineered.

Table 30.8 Examples of biopharmaceutical products, applications, and manufacturers

Biopharma product Application Companies

Insulin Diabetes Eli Lilly, Novo Nordisk

Erythropoietin Anemia Amgen, Johnson & Johnson

Human growth hormone Growth deficiency Genentech, Pharmacia

Interferon a Hepatitis Schering, Roche

Interferon b Multiple sclerosis Chiron, Biogen

Factor VIII Hemophilia Bayer

Tissue Plasminogen Activator Blood clot Genentech

Glucocerebrosidase Gaucher’s disease Genzyme

Therapeutic antibodies Cancer Glaxo, Amgen, Genentech

GCSF White blood cell Amgen, Sankyo
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Glucoamylase, which completely breaks down oligosac-

charides to glucose, is produced by strains of the fungal

genus, Aspergillus. Strains that overproduce glucoamylase

have been isolated over the years. Another carbohydrase, an

acid lignocell enzyme complex, found in the fungus

Trichoderma, is capable of breaking down cellulosic

substrates to glucose, similar to the starch-degrading

enzymes. This particular application has turned out to be

much more challenging to commercialize but has found

applications in treatment of textiles, feed, and food. New

programs initiated by the U.S. Department of Energy have

helped improve the expression and activity of the lignocell

enzyme complex.

One of the enzymes that has been used on a large scale is

glucose/xylose isomerase, which catalyzes the rearrange-

ment of glucose to fructose, to yield a product with a sweet

taste like sucrose. The enzyme is present in Streptomyces

spp. as well as a few other organisms. Once again, the native

host strain has been improved for production of glucose

isomerase.

Future: Biorefineries

Biorefineries integrate biobased industries/processing

facilities that utilize mostly plant materials as feedstocks to

produce food, feed, fuel, chemicals, materials, and

intermediates for making varieties of products. Fermentative

processes discussed here and biocatalysis discussed in Chap.

31 can be applied for a wide variety of processes where

renewable resource-based materials are used and produced.

Bioprocesses are continually becoming more efficient

through better understanding and controlling of metabolic

pathways. Today, industrial biotechnology companies such

as DuPont Industrial Biosciences and Novozymes sell

enzymes produced via microbial fermentation processes for

a wide variety of bioprocessing applications. Chemical

producers are seeking new and renewable feedstocks as

well as environmentally friendly and sustainable production

processes, in the face of escalating nonrenewable raw mate-

rial prices. In addition, there is a need for development of

interesting new chemistry and products. Major chemical

companies—including Dow Chemical, DuPont, BASF,

Degussa, and Celanese—have invested heavily to explore

these opportunities, often through alliances with small tech-

nology firms that offer specific expertise (http://pubs.acs.

org/email/cen/html/060804150713.html). However, most

products made today are relatively low-volume, high-value

types, for example, drugs and specialty chemicals. Only a

few products, such as ethanol, are produced by fermentation

at a million-ton scale per year.

Improvements in fermentation organisms and processes

will have to be achieved in order to raise productivity

and conversion efficiency and lower production costs

(http://www.nrel.gov/docs/fy04osti/35523.pdf). Enzymatic

processing is also expected to play a major role in refining

biofeedstocks into sugars, protein, oil, and other by-

products. Such advances alone will enable the vision of

biorefineries to become a reality. Analogous to conven-

tional refineries, progress in three areas will be key for

the successful development of biorefineries: low energy

milling of biofeedstocks to its components, efficient bio-

conversion of mixed sugars to products, and the utilization

of by-products. These improvements will require integra-

tion of all major areas of industrial biotechnology: novel

enzymes and microorganisms, functional genomics, path-

way engineering, protein engineering, biomaterial develop-

ment, bioprocess design, product development, and

applications.
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Industrial Enzymes and Biocatalysis 31
Joseph C. McAuliffe

Introduction

All life processes, whether plant, animal, or microbial, depend

upon a complex network of enzyme-catalyzed chemical

reactions for cellular growth and maintenance [1, 2]. As

catalysts, enzymes facilitate reactions by enabling alternate

reaction mechanisms with lower activation energy, but in no

way modify the thermodynamic equilibrium constant or the

free energy changeof a chemical transformation.Theygenerate

enormous kinetic rate accelerations, often exceeding factors of

1012-fold relative to the rate of the uncatalyzed reaction.

Enzymes are capable of performingmanydifferent chemistries,

can be produced on a large scale, and typically operate at

ambient temperatures and near neutral pH [3–5]. These

attributeshave captured the attentionofgenerations of scientists

and engineers alike and enabled the dramatic growth of the

enzyme industry over the past century.

All commercial enzymes are proteins, which are assem-

bled in living cells from a combination of the 20 naturally

occurring amino acids, according to specific sequences

defined by genes within the cell’s DNA. Additional struc-

tural features are often present, such as carbohydrates, metal

ions, and coenzymes which influence both the physical and

catalytic properties of enzymes. The biosynthesis of a given

enzyme is typically subject to several layers of cellular

regulation and control; however, these controls can often

be genetically or environmentally manipulated when over-

production of an enzyme is desired.

Enzymes have been used quite extensively as industrial

catalysts and the current trend toward green, more sustain-

able processes is driving strong growth of this industry

[5–9]. They possess the following attributes;

1. They are specific in action, and thus minimize the occur-

rence of undesirable side reactions

2. They are relatively inexpensive and can perform under

mild conditions

3. They are effective for chemical conversions (biocatalysis)

4. They can be produced on a large scale by fermentation

from common sugars and other renewable substrates

5. They can be modified and improved to suit a particular

application

6. They are safe and acceptable for applications in food

processes and medicinal treatments

7. They are effective over a wide range of concentrations

Over 3,000 different enzymes have been isolated and

characterized, although less than 100 have ever been used in

industrial applications. Enzymes are often named according to

the substrate they act upon, for example, cellulose degrading

enzymes are called cellulases and those that degrade starch, a

mixture of amylase and amylopectin, are referred to as

amylases. Many individual enzymes also have common

names such as subtilisin, a family of serine proteases, and the

digestive proteases chymotrypsin, rennin, and pepsin. Another

example is lysozyme, a glycosidase that hydrolyzes peptido-

glycan, a key component of bacterial cell walls. Enzymes that

act upon polymeric substrates are also described according to

their site of action—polysaccharide-degrading enzymes that

act within the polymer chain are referred to as

endoglycosidases and those that remove sugar units from the

termini of the substrate as exoglycosidases. A description of

the system used to formally classify enzymes is given later in

the chapter. Commonly used industrial enzyme classes, their

substrates, and products are listed in Table 31.1.

The world market for industrial enzymes exceeded

$US3.5 billion/year in 2010 and was growing at a rate of

5–8% per annum (Fig. 31.1) [10]. Over 50% of the sales

come from proteolytic enzymes for use by the detergent,

dairy, and leather industries [11]. The carbohydrases, mainly

the amylases, isomerases, pectinases, cellulases, and

hemicellulases, used in baking, brewing, fuel ethanol, starch,

and textiles industries, represent nearly 40% of the total
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enzyme market [12]. Lipases, phytases, oxidoreductases,

and other highly specialized enzymes make up the remainder

of total enzyme sales. While markets have matured in North

America and Western Europe, regions including Latin

America and Asia are still experiencing strong growth

driven by demand from the animal feed, textiles, detergent,

and grain processing industries. The major worldwide

enzyme producers are Novozymes A/S and Genencor, now

part of DuPont.

A multitude of non-industrial uses for enzymes have also

been developed [13]. Although the total volume of enzyme

protein for specialty uses is relatively small, the global market

was estimated to exceed $2.5 billion by 2011 [14]. Enzymes

used for analytical, clinical, and research purposes include

glucose oxidase, hexokinases, pyruvate kinase, uricase, glu-

cose-6-phosphate dehydrogenase, amino acid oxidase, amino-

peptidase, and others. Restriction enzymes, endonucleases,

and oligonucleotide polymerases are essential tools in Molec-

ular biology and Forensic analysis. Glycosyltransferases and

other carbohydrate-modifying enzymes are also routinely

employed as tools for carbohydrate research [15]. Another

growing application for enzymes is in the field of industrial

biocatalysis, whereby enzymes are used for chemical and

pharmaceutical manufacture, often displacing traditional

chemical catalysts [5, 13, 16–18].

The first section of this chapter outlines the history of the

enzyme industry, the general properties of enzymes (classi-

fication, structure, catalysis, and kinetics), and the methods

used for enzyme discovery and optimization. The second

section of the chapter describes the production and

applications of industrial enzymes, with a focus on those of

greatest commercial importance. The application of bioca-

talysis in industry is covered in the third section, with an

emphasis on the processes employed and the resulting

products. The interested reader can find more detailed infor-

mation in the books and reviews cited throughout the text.

Industrial Enzymes: General Properties

History of Enzyme Use

The history of enzyme use dates back to ancient times and

many cultures applied enzymes from various natural sources

for the production of beverages, foods, and textiles [2, 5].

It was not until the nineteenth century that the basic nature

of enzymes was investigated and their specific actions

characterized. Diastase, an amylase mixture prepared from

germinating barley, was described by Anselme Payen and

Jean-François Persoz in 1833. Soon after, in 1835, Theodor

Schwann isolated the digestive enzyme pepsin. As early as

1836, the Swedish chemist Jöns Jacob Berzelius speculated

that thousands of catalytic processes took place in every

organism and hypothesized that “catalytic bodies” were

responsible. A mixture of protease and carbohydrases

derived from solid-phase cultures of the fungus Aspergillus
oryzae was developed in 1894 by Jokichi Takamine and is

still sold under the brand name Takadiastase.

Table 31.1 Properties of industrial enzymes

Enzyme class Substrate Products

Amylase a-1,4 Glycosidic bonds in starch Maltodextrins, maltose, glucose

Catalase Hydrogen peroxide Water and oxygen

Cellulase b-1,4 Glycosidic bonds in cellulose Cellooligosacchardies, cellobiose

Glucoamylase Nonreducing terminal a-1,4/6 glycosidic bonds in starch D-Glucose

Glucose isomerase D-Glucose D-Fructose

Glucose oxidase D-Glucose D-Gluconolactone

Hemicellulase b-1,4 Glycosidic bonds in hemicellulose Oligo- and disaccharides, xylose

Lipase Fatty acid esters Fatty acids, glycerol

Pectinase Pectin Pectin oligosaccharides

Phospholipase Phospholipids Fatty acids, glycerol phosphate

Phytase Inositol phosphate esters (phytate) Inositol, phosphate

Protease Peptide bonds in proteins Peptides, amino acids

Pullulanase a-1,6 Glycosidic bonds in amylopectin Amylose

32%

25%

18%

18%

7%

Food and Specialties

Cleaning

Ethanol and Grain
Processing

Animal Feed

Textiles

Fig. 31.1 Uses of industrial enzymes
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The name “enzyme” itself was coined in 1878 by

Wilhelm Kühne, derived from the Greek term meaning “in

yeast.” Subsequent work by Emil Fischer beginning in 1894

led to a better understanding of enzymatic action, particu-

larly the concept of substrate specificity. Further studies

by Eduard Buchner demonstrated alcoholic fermentation in

a cell-free system and he postulated that enzymes were

responsible, although this theory was not widely accepted

at first [19]. The protein nature of enzymes was demon-

strated by James B. Sumner in 1926 through the crystalliza-

tion of urease, a contribution for which he received the 1946

Nobel Prize [20]. The precise structure of enzymes and

proteins in general remained elusive until 1965 when the

3D structure of lysozyme was finally deduced by Phillips

and coworkers through X-ray crystallography [21].

Despite an incomplete understanding of enzymes, there

was considerable use of crude enzyme preparations before

1950, primarily those derived from animal sources. Applica-

tions included cheese-making, leather production, brewing,

cleaning, and the manufacture of malt extract. The primary

limitation to the further development of enzymes was the

inability to produce them on a large scale. This began to

change after the mid-part of the twentieth century through

the implementation of fermentation-based processes for the

manufacture of bacterial amylases and proteases.

The development of large scale processes for the

production of glucoamylase and proteases had significant

impact within the starch processing and detergent industries,

respectively. The ability to formulate enzymes and minimize

sensitization of workers in enzyme production was

another important development in the early 1970s, meeting

a challenge which had significantly impeded the expansion

of the enzyme industry. The advent of gene engineering in

the late 1970s and early 1980s heralded an expansion of

enzyme technologies that continues to this day. The first

recombinant industrial enzyme product, a subtilisin protease

variant, was marketed by Genencor International, Inc. in

1988 [22]. Additional engineered enzyme products were

developed in the 1990s, as well as improved means to

discover, engineer, and produce enzymes. In the last decade,

the ability to rapidly sequence DNA and information

technologies such as Bioinformatics have provided new

tools for enzyme development. Powerful analytical

methodologies including mass spectrometry, nuclear mag-

netic spectroscopy (NMR), and X-ray crystallography are

now routinely used to solve enzyme structures and analyze

the mechanisms underlying enzymatic catalysis [23]. The

ability to design enzymes de novo is not yet routine,

although some examples have been reported and further

developments are highly likely.

The number of applications for enzymes has steadily

expanded over the past 40 years and enzymes have gained

wide use in the detergent, textiles, grain-processing, animal

feed, pulp and paper, fuel ethanol, and chemical industries

[5–10]. In addition to the economic benefits that enzymes

offer, the need for clean and more sustainable industrial

processes will inevitably stimulate new technologies for

enzyme development and application.

Enzyme Structure and Properties

Enzymes are complex, three dimensional macromolecules

that contain the chemical environment necessary to catalyze

a particular reaction mechanism, in addition to possessing a

template function that limits the set of possible substrates

and the resulting products [3, 4]. All enzymes contain a

defined region within their structure, known as the active

site, where catalysis takes place. Each enzyme class

catalyzes a specific reaction or a group of reactions with

certain common characteristics. Many enzymes possess the

ability to catalyze reactions with very high stereoselectivity

in that they favor the production of only one of two possible

stereoisomers. As macromolecules, enzymes can lose their

catalytic properties when subjected to agents such as heat,

strong acids or bases, organic solvents, or other conditions

that break non-covalent bonds, a process called denaturation.

Some enzymes can withstand quite extreme conditions, for

example, temperatures exceeding 120�C and pH values of

less than 1 [24]. The ability of an enzyme to turn over a

substrate is referred to as enzyme activity. The activity of an

enzyme is a function of the intrinsic nature of the enzyme

itself, as well as environmental factors such as substrate

concentration, temperature, and pH. All enzymes exhibit

optima with regard to pH and temperature. Outside of

these optimal regions, enzymes become less efficient and

can undergo irreversible denaturation. Enzyme activity can

be measured using an enzyme assay, where the concen-

trations of substrates and/or products are determined after a

given period (end-point assays) or as a function of time

(kinetic enzyme assays) [25].

All proteins, including enzymes, consist of a linear

sequence of amino acids, referred to as the primary

sequence. The N-terminal of the sequence possesses a free

a-amino group, and the C-terminus contains a free a-carbox-
ylic acid function. A typical enzyme is composed of several

hundred amino acid residues with molecular weights in the

20–100 kDa range. The smallest enzyme yet described is

4-oxalocrotonate tautomerase, consisting of only 62 amino

acids, whereas the large eukaryotic fatty acid synthase com-

plex is composed of over 2,500 amino acid residues [26, 27].

Commercial enzymes such as proteases, amylases, cellulases,

and lipases typically consist of 200–500 amino acids.

A key feature of enzymes and proteins in general is the

ability to fold into more complex structures. It is the primary

sequence of an enzyme that determines the 3-dimensional
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structure of an enzyme, although the protein folding process

is complex and not yet fully understood [28]. Secondary

structure refers to features such as alpha-helices, beta-sheets,

and random coils which are defined by hydrogen bonding

between different amino acid residues in the primary

sequence. The identity and order of amino acids defines the

secondary structural features. These secondary features fold

further to form the tertiary structure of an enzyme, which is

stabilized by a combination of both non-covalent (hydrogen,

ionic, and hydrophobic bonds) and covalent bonds (disulfide

bridges). The tertiary structure of an enzyme can be depicted

in several ways, the most common being a ribbon diagram

where the orientation of the amino acid backbone is

represented, but amino acid side chains are omitted for

clarity. A ribbon diagram of a protease is depicted in

Fig. 31.2. Space filling models where all atoms are depicted

are also common, particularly when visualizing the active

site and other binding regions of an enzyme. Quaternary

structure refers to complexes formed from two or more

fully folded proteins. Such complexes can take the form of

dimers, trimers, and higher order assemblies. These

complexes can be formed from many sub-units of the same

enzyme (e.g., homodimers and trimers) or several different

molecules (e.g., heterodimers, trimers, tetramers, etc.).

Many enzymes are catalytically inactive in monomer form

and only express activity in quaternary complexes. Protein

and enzyme structural hierarchy is depicted in Fig. 31.3.

Many enzymes contain additional structural features

beyond the amino acids that define the primary structure.

These elements are called posttranslational modifications

resulting from subsequent processing following the biosyn-

thesis of the primary sequence. The two most common types

of posttranslational modifications are phosphorylation and

glycosylation with mono- and oligosaccharides. Glycosyla-

tion is of particular interest as the carbohydrate chains can

account for a large proportion of an enzyme’s molecular

weight. Glycosylation is described as either O-linked (serine

and threonine residues) or N-linked (asparagine and gluta-

mine residues) depending on whether the glycan chain is

attached to the protein backbone through oxygen or nitro-

gen, respectively. Enzymes made in fungal hosts such as A.

oryzae, A. niger, and Trichoderma reesei are often

glycosylated, in contrast to those produced in bacterial

cells. Enzymes often contain additional structural elements

Fig. 31.2 Ribbon diagram of a protease

Fig. 31.3 Protein and enzyme structural hierarchy
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including metal ions, phosphate and fatty acid esters, and

organic cofactors (coenzymes) like heme, cobalamin, and

flavin adenine nucleotide. In many instances, these

modifications have regulatory or catalytic functions.

The primary structure of an enzyme can be determined by

a process known as sequencing, with Edman degradation

being the most widely used technique. Mass spectrometry

is now used routinely to determine the amino acid sequence

of an enzyme, as well as modifications to the amino acid

backbone [29]. Several analytical techniques are used to

determine enzyme 3-dimensonal structure, including circu-

lar dichroism for secondary structure and X-ray crystallog-

raphy for tertiary and quaternary structure. NMR is also an

invaluable tool in enzyme structure determination and can

be used to observe enzyme dynamics [30].

Enzyme Classification

Enzyme nomenclature is defined according to the Enzyme

Commission number (EC number), first developed in 1955

at the International Congress of Biochemistry in Brussels.

The system is based upon the nature of the reaction that the

enzymes catalyze, as opposed to structural or other

characteristics. There are six major groupings within the

EC system, each of which contains many subtypes.

Enzymes that perform hydrolysis reactions (EC 3) such as

proteases, amylases, lipases, and cellulases dominate the

current markets for industrial enzymes, although examples

from each of the other classes have also been com-

mercialized, particularly in the area of biocatalysis

(oxidoreductases, lyases, isomerases) and diagnostics

(oxidoreductases, ligases). Table 31.2 summarizes the EC

classes and the reactions they catalyze. The EC number is

also referred to as the IUBMB (International Union of

Biochemistry and Molecular Biology) number. The

IUBMB periodically updates enzyme nomenclature and

lists the corresponding CAS number for each IUBMB num-

ber. More detailed information can be found at the Interna-

tional Union of Biochemistry and Molecular Biology

enzyme nomenclature website (www.chem.qmul.ac.uk/

iubmb/enzyme) and the ExplorEnz database (www.

enzyme-database.org).

Enzyme Catalysis and Kinetics

The basic principle by which enzymes and chemical

catalysts in general operate is their ability to lower the

activation energy (Ea or DG{) for a chemical reaction by

altering the reaction coordinate, thus facilitating the rate at

which the conversion of substrates to products proceeds

[31]. Lowering of the activation energy does not change

the equilibrium position of a reaction and accelerates both

the forward and reverse directions of a chemical reaction

(Fig. 31.4).

The relation between activation energy, temperature, and

reaction rate is defined by the Arrhenius equation (31.1)

where R is the universal gas constant, T is temperature in

Table 31.2 The six families of enzymes that comprise the enzyme classification system

Group Reaction catalyzed Examples

EC 1: Oxidoreductases Transfer or removal of electrons or their equivalents from one

substrate to another

Glucose oxidase, catalase, laccases

EC 2: Transferases Transfer of a functional group from one substrate to another

(e.g., acyl, methyl, amino, glycosyl, etc.)

Transaminases, acyltransferases,

glycosyltransferases

EC 3: Hydrolases Breaking of chemical bonds by addition of water to form two

products

Proteases, amylases, cellulases

EC 4: Lyases Non-hydrolytic scission of a substrate to form two products Decarboxylases, aldolases, carbonic anhydrase

EC 5: Isomerases Rearrangement of substrate molecular structure Xylose isomerase, amino acid racemases

EC 6: Ligases Formation of a product from two substrate molecules DNA ligase, aminoacyl-tRNA synthetases

Reaction Coordinate

E
ne

rg
y

Substrates

Products

Ea without enzyme

Ea with enzyme

DH for overall reaction

Uncatalyzed
reaction

Catalyzed 
reaction

Fig. 31.4 A comparison of the reaction coordinates of a catalyzed vs.

an uncatalyzed reaction. A catalyst provides an alternate reaction

pathway with lower activation energy
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Kelvin, k is the reaction rate coefficient, and A refers to the

frequency factor. The equation demonstrates why catalysts

can produce dramatic rate accelerations. For example, an

enzyme that lowers the activation energy of a reaction by

10 kJ/mol at 25�C leads to a rate increase of around 50-fold,

whereas a 40 kJ/mol reduction in Ea gives a rate acceleration

of 107 fold [32].

k ¼ Ae�ðEa=RTÞ (31.1)

Reaction rates tend to increase with temperature and

enzyme catalyzed reactions are no different, exhibiting a

rate increase of approximately twofold for every 10�C rise

in temperature. The physical stability of an enzyme is also

related to temperature, a concept known as thermostability.

Thus, enzymes display temperature optima with regard to

their activity. Some enzymes have broad temperature

optima, while others display maximal activity over narrower

ranges of temperature. Enzymes from animal sources typi-

cally have optimal temperatures around 37�C, whereas those
from microbial sources have widely varying optima, often

correlating to the environment from which the source organ-

ism was isolated.

The action of enzymes can be divided into three distinct

events—initial substrate recognition, followed by enzy-

matic catalysis and subsequent product release. The bind-

ing of a substrate to an enzyme is often highly specific and

the nature of this event was first explained through the lock

and key model, developed by Emil Fisher in 1894, which

held that the structures of the substrate and enzyme were

both rigid and complementary, such that similar but differ-

ent substrates would not bind with the same affinity, rela-

tive to the preferred substrate. The induced fit model was

put forward by Koshland in 1958 to overcome the

shortcomings of the earlier theory and proposed that the

conformations of both enzyme and substrate adapt upon

binding in order to produce an enzyme/substrate complex

that undergoes catalytic conversion to an enzyme/product

complex. This model more readily explains how an enzyme

is able to produce and stabilize the transition state that lies

between a substrate and the resulting product during the

catalytic process.

A number of theories have been proposed to explain how

an enzyme lowers the activation energy for a chemical

reaction and the topic is still the subject of much debate

[33]. A common view is that enzymes stabilize the transition

state of a reaction, thereby reducing the free energy of this

state and promoting the rate of the reaction. Enzymes

accomplish this through non-covalent interactions including

hydrogen-bonds, Van der Waals, and electrostatic inte-

ractions. This hypothesis is supported by the observation

that compounds designed to mimic transition states are

often extremely potent enzyme inhibitors with far greater

affinity for the enzyme relative to either the substrate or

products of the enzyme. For example, Acarbose, a

nitrogen-containing pseudo-tetrasaccharide, has a Kd for

glucoamylase of 10�12 M, far below that of maltotetraose,

a substrate for this enzyme [34].

Enzymes also promote reactions through the assistance of

chemical functionalities present within the active site that

participate in the reaction by acting as acids, bases,

nucleophiles, and counter ions. Such catalytic residues con-

sist of amino acid side chains or elements within cofactors.

Examples include carboxylic acid groups from glutamic and

aspartic acid that participate in glycosidic bond cleavage by

glycosidases, serine, histidine, and aspartic acid that com-

prise the catalytic triad of proteases and the nicotinamide

groups from the soluble redox cofactors NADH and

NADPH. Metal ions are also commonly employed by

enzymes to perform some of the more demanding feats

of chemical catalysis, for example, zinc-containing

metalloproteases, iron-based oxygenases, and molybdenum

nitrogenases [35].

Yet another means by which enzymes promote reactions

is through conformational changes of the protein which

increases strain on bonds within the substrate and bring

catalytic residues into close proximity to the substrate [36].

Such conformational changes can be induced through sub-

strate binding or from the different vibrational modes of the

protein itself. The role of enzyme dynamics in catalysis is a

topic of current interest, as is quantum tunneling, whereby a

proton or electron transfer event occurs at rates faster than

one would predict from the known activation energy by

tunneling through the energy barrier instead [37]. The

enzyme aromatic amine oxidase is thought to utilize quan-

tum tunneling to oxidize tryptamine.

Enzyme Kinetics
The kinetic parameters for a free enzyme in solution are

readily derived using the Michaelis–Menten approach

describing pseudo-steady-state conversions [4, 38]. Con-

sider (31.2) representing the conversion of a substrate S

into a product P, catalyzed by an enzyme E. The rate of

formation of an enzyme/substrate complex, ES, is denoted as

k1, the reverse reaction by k�1, and the rate of subsequent

conversion to the free product by k2.

Eþ S! 
k1

k�1
ES�!k2 Eþ P (31.2)

The Michaelis constant Km under steady-state conditions

is defined as follows:

ðk�1 þ k2Þ=k1 ¼ Km (31.3)
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The term kcat can be substituted for k2 and is referred to as

the turnover number of an enzyme (units of s�1). The expres-
sion kcat/km is widely used as a measure of the catalytic

efficiency of an enzyme and is termed the specificity constant

or turnover number. Where [S] � Km, one can assume that

all enzyme is bound to substrate (i.e., [E0] ¼ [ES]). Under

these conditions, the maximal velocity of the reaction Vmax is

a function of k2, represented in (31.4), where E0 is the initial

enzyme concentration.

Vmax ¼ k2½E0� (31.4)

From this one can derive an expression for the velocity of

an enzyme catalyzed reaction as a function of the substrate

concentration [S], termed the Michaelis–Menten equation

(31.5):

v ¼ Vmax½S�=ðKm þ ½S�Þ (31.5)

This relationship can be graphically represented by plot-

ting reaction velocity vs. substrate concentration (Fig. 31.5)

or alternately as a double reciprocal plot known as a

Lineweaver–Burk plot (Fig. 31.6) where the x-intercept is
�1/Km, the y-intercept is 1/vmax, and the slope Km/Vmax.

Although theMichaelis-Menten approach provides a useful

approximation of enzymekinetics, there aremany situations in

which the relation of reaction velocity to substrate concentra-

tion is more complex and cannot be adequately modeled using

the Michaelis-Menten approach. In many instances, the sub-

strate is a heterogeneous material, such as starch or biomass.

There may be other enzymes present, resulting in synergistic

effects. Many enzymes possess additional sites other than the

active site where molecules can bind and alter activity, a

phenomenon known as allosteric regulation. Allosteric regu-

lation can either enhance or decrease enzyme activity and is a

common form of regulation observed in metabolic networks.

Enzyme Inhibition
Enzyme inhibitors may also modulate the activity of the

enzyme, altering the observed kinetic behavior of the sys-

tem. An enzyme inhibitor is defined as a substance that can

bind to an enzyme and reduce the catalytic rate. There are

two overall types of enzyme inhibition—reversible and

irreversible inhibition. Irreversible enzyme inhibitors often

react with an enzyme forming a covalent enzyme-inhibitor

complex. Fluorophosphonate nerve agents (e.g., sarin)

are examples of irreversible inhibitors that can react with

serine proteases and acetylcholine esterases. Suicide inhibi-

tors are a type of irreversible enzyme inhibitor that is

converted into the reactive form through the action of the

enzyme they act upon.

In the case of reversible inhibitors, the formation of an

enzyme inhibitor complex [EI] is conceptually similar to the

enzyme-substrate complex [ES]. The inhibition constant Ki

is used to describe the affinity of an inhibitor for an enzyme.

Weak inhibitors have Ki values in the millimolar range and

above, whereas potent inhibitors can inhibit enzymes on a

stoichiometric (1:1) basis and have subnanomolar Ki values.

Enzyme inhibitors can be both small and large molecules

and can bind at the active site, substrate binding sites, or

allosteric sites. Several types of enzyme inhibition are

known and are summarized in Table 31.3. Examining the

profile of Lineweaver-Burk plots at different inhibitor

concentrations is a common means to determine the mode

of inhibition.

Reversible enzyme inhibitors are often used to prevent

unwanted enzymatic reactions, such as autoproteolysis in

protease concentrates. Enzyme inhibitors can also be used

to enhance the thermostability of enzyme formulations,

provided the inhibitor is not so potent as to reduce the

activity of the enzyme under use conditions in the presence

of substrate [39].

Vmax

[S]Km

Vmax
1/2

Vi = initial velocity (moles/time)

[S] = substrate concentration

Vmax = maximum velocity

Km = substrate concentration
when Vi is one-half Vmax

(Michealis-Menton
constant)

(molar)

Fig. 31.5 Enzyme velocity vs. substrate concentration

Km

Vmax
Slope =

1

Km

1

Vmax

1

[S]

Fig. 31.6 A Lineweaver–Burke plot
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Enzyme Discovery and Engineering

When a suitable enzyme for a desired application is not

available, it becomes necessary to develop a new or

improved enzyme. Traditionally, this has been done by

screening living microorganisms from either environmental

samples or culture collections. With the recent advances in

molecular biology and the explosion of genomic sequences,

it is possible to isolate novel enzymes through genetic engi-

neering of existing molecules, environmental gene screen-

ing, or by genomic database mining [40–43].

The classic method for discovering new enzymes

involves screening environmental isolates and culture

collections. This process was used very successfully as far

back as the 1950s for the discovery of antibiotics such as

penicillins and streptomycin. The technique involves exam-

ination and screening of thousands of isolates from a diverse

array of environments such as soil, plant, and aquatic

samples. The limiting factor in this process is the throughput

capabilities. A significant investment in time is required to

cultivate and screen the organisms, of which many will not

have the desired activity. However, one can significantly

enhance this process by subjecting an environmental sample

to some selective pressure that will enrich for the desired

activity. An example of this would be to take a soil sample

and then provide a particular compound as the sole carbon

source. This would enrich for organisms that are capable of

breaking down the compound and using it as a carbon

source. Another approach would be to select environmental

conditions that would mimic the conditions of the biotrans-

formation. Environments such as the hot springs, mud pots,

and fumaroles found in Yellowstone National Park reach

temperatures over 80�C and pH values lower than 3.

Organisms such as Sulfolobus solfataricus that grow opti-

mally at 80�C and pH 3 will also express extracellular

enzymes that work optimally at these conditions. In addition,

one the most famous research enzymes, Taq Polymerase,

came from an organism, Thermus aquaticus, isolated from

Yellowstone National Park.

One of the limitations of screening environmental isolates

is the cultivation of the organisms. In a single gram of soil,

more than 108 microbes may be present, the majority of

which cannot be cultivated. It is clear from molecular eco-

logical studies that traditional cultivation techniques only

capture a fraction, usually less than 1%, of the available

diversity. To overcome this, direct cloning of DNA from

environmental samples enables an unbiased representation

of the microbial diversity. The collective genomes of all

microorganisms in a given environment is known as the

“metagenome” [44]. Briefly, this involves the isolation of

DNA from environmental samples and subsequent cloning

into plasmids or bacterial artificial chromosome (BAC). The

plasmid libraries can then be screened for the desired activ-

ity. A comparison to the traditional screening method is

shown in Fig. 31.7. For example, Knietsch et al. incubated

environmental samples in the presence of glycerol or

propanediol to enrich for organisms and activities that

would oxidize short-chain polyols or reduce the

corresponding carbonyls [45]. Total DNA was isolated

from the samples and approximately 100,000 Escherichia
coli strains were screened for the desired activity. In total, 16

strains were isolated that stably expressed the desired activ-

ity and a number of novel genes were identified that encoded

alcohol dehydrogenases and putative oxidoreductases.

A third approach to isolate novel enzymes is via genomic

database mining. Genomic database mining is defined as the

process of finding and extracting useful information from

raw DNA sequence data sets. With the explosion of genomic

sequencing, there is a wealth of information available to the

researcher. The whole genomes of over 1,200 organisms can

be found in databases such as ERGO (http://ergo.integrat-

edgenomics.com) and NCBI (http://www.ncbi.nlm.nih.gov/

genome). All three domains of life are represented, bacteria,

archaea, and eukaryota, as well as viruses and various

organelles (Table 31.4).

With the protein sequence of a molecule that has been

characterized biochemically, one can easily identify a large

number of sequence homologues in completed genomes.

Genes of interest can be identified through BLAST analyses

Table 31.3 Different modes of reversible enzyme inhibition

Inhibition mode Description Effect

Competitive inhibition Inhibitor and substrate compete for the active site of the enzyme � Km increases

� Vmax unchanged

Noncompetitive inhibition Inhibitor binds elsewhere to the enzyme and does not compete with the substrate � Km unchanged

� Vmax decreases

Uncompetitive inhibition Inhibitor only binds to enzyme-substrate complex. Relatively uncommon � Km decreases

� Vmax decreases

Mixed inhibition A combination of competitive and uncompetitive inhibition � Km increases

� Vmax decreases
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of completely sequenced genomes. In addition, putative

biocatalysts can be analyzed for known motifs using

ScanProsite (http://ca.expasy.org/tools/scanprosite), the

presence of signal peptides using SignalP (http://www.cbs.

dtu.dk/services/SignalP/), and genomic organization using

the STRING analysis method (http://string.embl.de), for pos-

sible enzyme–gene relationships. An example of this was

done with the identification of proteases in the hyperther-

mophiles [46]. Initial efforts to assess the extent and variety

of proteases in hyperthermophiles by biochemical methods

significantly underestimated this biocatalytic feature. With

the benefit of genome sequence data, it is clear that the

proteolytic genotypes of these organisms are more expansive

than can be inferred from biochemical analyses with over 30

proteases/peptidases identified in each genome.

The last approach involves engineering of an existing

enzyme [47]. Molecular biology, high-throughput screening,

and other analytical methods have made it possible to rede-

sign and improve wild-type enzymes through the generation

and screening of enzyme variant libraries. Site-directed

mutagenesis is the method of choice for assessing the role

of individual amino acids in the enzymes’ catalytic mecha-

nism or stability. A high-resolution crystal structure or a

model based on the structure of a related protein is necessary

to identify the residues to mutate. Using this technique, the

amino acid of interest is either deleted or altered to another

amino acid of choice. Subsequent biochemical analyses will

yield information about the residues’ role in the protein. This

method has been an important tool in determining protein

structure–function relationships and elucidation of catalytic

and protein stabilization mechanisms.

Whereas site-directed mutagenesis is a technique that

focuses on changing very specific residues based on the

protein structure, directed evolution and gene shuffling

Fig. 31.7 Processes for the

isolation, screening, and

expression of enzymes

Table 31.4 Number of genomes available in ERGO and NCBI (2011)

ERGO NCBI

All genomes 1,218 980

Bacteria 792 607

Archaea 49 44

Viral 241 213

Eukarya 136 116
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take a more global approach. An advantage of these methods

is the limited knowledge of the proteins structure and mech-

anism that is required. The discovery of error-prone PCR

was an important breakthrough in enzyme-variant genera-

tion. The mutation frequency of the error-prone PCR can be

controlled at two levels, the reaction conditions and the

choice of polymerase. An overview of this method is

shown in Fig. 31.8.

Another method for generating diversity is gene shuf-

fling. Using this method, one can start with either a single

gene or a family of related genes. In the first case, error-

prone PCR is carried out and the diversity of the library can

be further increased through gene shuffling (Fig. 31.9a). The

other alternative is to use multiple genes from various

sources with significant levels of identity, usually >70%

(Fig. 31.9b). In both cases, the genes of interest are

fragmented by a DNAse treatment and then allowed to

reassemble via recombination thereby generating a library

of variants.

Industrial Enzymes: Properties
and Applications

The global market for industrial enzymes is dominated by

hydrolases from the EC 3 family, namely a-amylases,

glucoamylases, proteases, cellulases, and lipases. Altogether

they account for over 85% of the total sales of enzymes.

In recent years, additional enzymes have shown strong sales

growth, including phytase, an animal feed additive for

increasing the bioavailability of phosphorous, laccase for

the biobleaching of denim, phospholipases for edible oil

production, and xylanases for biomass degradation.

Applications of the industrially important enzymes are listed

in Table 31.5, along with their microbial sources and com-

mercial applications [6].

Industrial enzymes are either extracted from natural

sources (animal, plant, microbial) or manufactured though

large-scale microbial fermentation processes. The latter

method is responsible for the majority of the enzyme protein

produced per year, accounting for over 85% of the total [48].

Submerged fermentation is the dominant fermentation

A

B

C

D

E

Fig. 31.8 Error-prone PCR for

directed evolution of enzymes:

(a) gene of interest; (b) error-

prone PCR generating diversity;

(c) expression of variants and

characterization; (d) selection of

variant with improved trait; (e)

variant then serves as template for

subsequent rounds of evolution

A

B

C

B

C

1

Fig. 31.9 Gene shuffling using a single gene (1) or a family of genes

(2): (a) error-prone PCR generating diversity; (b) DNAse treatment; (c)

homologous recombination of fragments and generation of diversity
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technique, although solid state fermentation is still used for

the production of some enzymes [49]. The advent of recom-

binant DNA technology has had a great influence on the

production of enzymes for industrial purposes, both through

improvements in the molecules themselves as well as the

microbial hosts used in their production. The majority of

technical enzymes are now produced in recombinant

systems. This has offered many advantages to enzyme

users. For instance, the price of enzymes has dropped signif-

icantly, while the purity of enzymes has increased overall.

The improvement in purity was mainly achieved by the

absence of enzymatic side activities, which has enabled

much better control of enzyme activity in the industrial

environment. General methods for the production, recovery,

and formulation of enzymes by fermentation processes are

covered in detail within the preceding chapter on Industrial

Biotechnology (Chap. 30).

Despite the dominance of large-scale microbial fermen-

tation processes for enzyme manufacture, many commer-

cially relevant enzymes are still isolated from natural

sources for both cost reasons, as well as consumer prefer-

ence. The protease chymosin (rennin), used in cheese-

making, is derived from rennet, a substance isolated from

calf-stomach lining. While recombinant versions of

chymosin expressed in microorganisms are available at

lower cost, the demand for the animal-derived product

remains strong, especially in Europe. Other animal-derived

enzymes include lysozyme, derived from hen egg whites and

the digestive aid Pancreatin, a mixture of amylase, lipase,

and protease, manufactured from either cow or pig pancre-

atic extracts.

Plant-derived enzymes also have an important niche in

the marketplace. For example, the cysteine proteases papain

(papaya latex), ficin (fig latex), and bromelein (pineapple

stalks) have been used as meat tenderizers, for contact lens

cleaning, and as digestive aids. In the case of papain, latex

from papaya trees is collected and dried, resulting in a crude

extract. Further purification involves steps including extrac-

tion with water, reducing and chelating agents, salt precipi-

tation, and solvent extraction. Highly pure material can be

obtained through affinity purification using an immobilized

substrate to isolate the enzyme from background compo-

nents, although this form of purification is often rather

costly. In recent years the FDA has restricted the use of

papain for topical applications due to the risk of hypersensi-

tivity and potential allergenicity. Malted barley is another

important plant source of enzymes providing both a- and b-
amylase, as well as b-glucanase, which are used on a very

large scale for brewing and food applications. Lipoxygenase,

an enzyme that oxidizes fatty acids, is isolated from soy

beans. Production of industrial enzymes in recombinant

plant systems has generated much interest, as well as con-

troversy in recent years. While this mode of production has

the potential to produce large volumes of enzymes directly

from carbon dioxide and sunlight, there are concerns about

contamination of non-GMO crops with enzyme-producing

strains [50].

The major classes of industrial enzymes are discussed

below, in addition to emerging enzymes of interest. Further

information can be found in the reviews cited early in each

section.

Proteases

Proteolytic enzymes (EC 3.4) are by far themost important of

the commercially available industrial enzymes having found

widespread use for laundry, automatic dishwashing, baking,

diary, textiles manufacture, and other applications [11].

These enzymes, being essential parts of the metabolic system

of most living organisms, can be isolated from innumerable

sources. They can be divided into two overall categories—

exoproteases (i.e., peptidases) that hydrolyze terminal pep-

tide bonds releasing free amino acids, and endopeptidases

that hydrolyze internal peptide bonds and convert proteins

into smaller peptides. Proteases are also classified according

to their catalytic mechanism, these subtypes are listed below;

• Serine proteases (EC 3.4.21)

• Cysteine proteases (EC 3.4.22)

• Aspartic acid proteases (EC 3.4.23)

• Metalloproteases (EC 3.4.24)

This classification is determined by amino acid sequence

and through reactivity toward inhibitors that act on particu-

lar amino acid residues in the active site region of the

enzyme. The serine proteases are widely distributed among

microbes. The enzymes have a reactive serine residue in the

active site and are generally inhibited by diisopropylfluor-

ophosphate (DFP) or phenylmethylsulfonyl fluoride

(PMSF). They are generally active at neutral and alkaline

pH. The best-known serine proteases are the subtilisins, a

large family of alkaline endoproteases which are the domi-

nant enzymes used in cleaning applications owing to their

wide temperature optima, broad substrate specificity, and

resistance to denaturation by surfactants and other

chemicals [51].

The occurrence of cysteine proteases is also widespread,

occurring in both prokaryotes and eukaryotes. Examples

include the plant-derived proteases papain and bromelein.

These proteases are sensitive to sulfhydryl reagents, such as

TLCK (tosyl lysyl chloromethyl ketone) and iodoacetic acid.

Aspartic proteases are widely distributed among molds,

including Aspergillus, Penicillium, and Rhizopus, but are

less commonly found in bacteria and protozoa. They have

their maximal activity at low pH, around 3–4. Many of the

aspartic proteases are unstable above neutral pH and are not

found in cultures growing at neutral or alkaline pH. Most
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Table 31.5 Applications of industrial enzymes

Enzyme function Origin Applications

1. Oxidoreductases

Glucose oxidase Aspergillus niger Increase gluten strength

Improve shelf life

Preserve milk

Indirect enzymatic bleaching

Tooth paste

Hexose oxidase Chondrus crispus Increase gluten strength

Laccase Trametes versicolor, Coprinus cinereus Prevent backstaining in enzymatic denim stone washing

Pulp bleaching

Cork treatment

Catalase Aspergillus niger Shelf life improvement of food

Milk preservation

Hydrogen peroxide removal

Peroxidase, lactoperoxidase Phanerochaete chrysosporium Dough improvement

Milk preservation

Lipoxygenase Plants Whitening of breadcrumb

2. Transferases

Transglutaminase Bacillus circulans Texture improvement in yoghurt and whipped cream

Strength improvement of bread dough

Dextransucrase Leuconostoc mesenteroides Production of isomalto-oligosaccharide beer

3. Hydrolases

a-Amylase Bacillus sp. Cleaning (laundry and automatic dish detergent)

Baking (antistaling)

Brewing (mashing, fermentation)

Sweetneers

Fuel ethanol

Textiles processing

Cellulase Aspergillus sp., Trichoderma reesei Cotton finishing and depilling

Biomass processing

Pulp and paper

Laundry detergent

Xylanase Bacillus sp., Aspergillus sp., Trichoderma reesei Baking (dough strengthening)

Animal feed

Lignocellulosic biomass processing

Textiles processing

Protease (subtilisin) Bacillus sp. Cleaning (laundry and automatic dish detergent)

Animal feed (improved digestibility)

Leather production (soaking, bating, dehairing)

Protease (other) Animal, plant and microbial sources Cheese manufacture (Chymosin)

Brewing

Digestive aids

Lipase Cleaning (removal of greasy soils)

Paper and pulp (pitch removal)

Biodiesel production

Food applications (food oil production)

Pectin methylesterase Aspergillus sp. Apple and red berry juice pressing

Citrus fruit peeling

Phytase Aspergillus sp. Mashing

Releasing of phosphate from phytic acid in animal feed

Pullulanase Aerobacter aerogenes, Bacillus licheniformis Increase fermentability of starch worts or syrups

b-Amylase Barley, Bacillus cereus Mashing

Fruit juice production

Glucoamylase, amyloglucosidase Aspergillus niger Apple juice production

Mashing

Hydrolysis of maltooligosaccharides

Tooth paste

(continued)
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aspartic proteases are sensitive to epoxy and diazoketone

compounds. The pepsin-like aspartic proteases have been

used commercially in processes such as soybean protein

hydrolysis, and the rennin-like aspartic proteases have been

used for clotting milk in a manner similar to animal rennins.

The rennin-like proteases from Mucor and Endothia species

have commercial applications in the manufacturing of

cheese. The metalloproteases have pH optima between 5

and 9 and are sensitive to metal-chelating agents such as

EDTA. Metalloproteases are widespread and most of the

bacterial and fungal metalloproteases contain zinc. Calcium

is required to stabilize their protein structure. The best-

known metalloprotease is thermolysin produced by Bacillus
thermoproteolyticus.

Protease Applications
Microbial proteases with widely different properties are

produced commercially. Bacillus proteases, however, repre-
sent more than 95% of the sale of all proteases [52]. The

most important use of Bacillus proteases is in detergents for

both laundry and automatic dish (ADW) applications. Pro-

teinaceous dirt often precipitates on clothes and it coagulates

during the normal washing process. Similarly, protein soils

can be difficult to remove from dishware and eating utensils

through chemical-based detergents alone. The addition of

proteolytic enzymes to the detergent cleaves such proteina-

ceous stains into soluble peptides, thus facilitating stain

removal.

The alkaline serine protease of Bacillus licheniformis,

also known as Subtilisin Carlsberg, (EC 3.4.21.62), a 274

amino acid protein, was the first protease to find widespread

use in both nonionic and anionic detergents [53]. It readily

dissolves proteins by cleavage of peptide bonds in a non-

specific manner and is sold under the Trademark Alcalase®

by Novozymes. It may be used at temperatures up to 65�C,
and its pH optimum is close to 9.0, the pH normally used in

washing fluids. Additional proteases have also been devel-

oped for solid and liquid detergents, including both wild-type

and engineered enzymes, at both neutral and alkaline pH

ranges. The serine protease Subtilisin Novo (BPN0) from

Bacillus amyloliquefaciens has also found application as a

detergent enzyme, crude versions of which contain a substan-

tial content of a-amylase. An engineered version of BPN0

was developed by Genencor in 1984 by replacement of a

methionine residue (Met 222) with amino acid residues less

prone to oxidation by bleach (Ser, Ala and Leu) [22]. The

subtilisins from other Bacillus species are also found in many

commercial products, including B. lentus, B. clausii, B.

halodurans, and B. alcalophilus. Commercially available

products include Savinase® (Novozymes), Purafect®

(Genencor), and Properase® (Genencor) [6].

Sales of proteases were small and relatively unimportant

until about 1965. Since then, the use of proteases in

detergents has enabled rapid expansion of the enzyme indus-

try as a whole. However, allergic symptoms were discovered

in some workers handling enzymes in detergent factories in

1971. The public, particularly in the United States, was

alarmed, and proteases were taken out of most detergents.

It was later found that every risk could be eliminated with

proper precautions in handling by using proteases in liquid

form or by encapsulating the enzymes.

Proteases are also used in the leather industry for soaking,

bating, and dehairing processes [54]. Their use has enabled

reductions in the amounts of hazardous chemicals including

sodium sulfide used by the industry. The alkaline protease

from B. amyloliquefaciens is used alone or in combination

with sulfide for hide treatment and dewooling. A protease

from an alkalophilic Bacillus sp. is successfully used for

dehairing of ox hides in combination with lime, apparently

because the enzyme is stable at pH as high as 12. Serine

proteases are also used for wool scouring, a process which

involves the removal of the scales naturally present on wool

fibers, thus reducing the tendency of wool garments to shrink

upon washing.

In the brewing industry, there is a development toward

substitution of malted grain with unmalted barley and exog-

enous enzymes, including a-amylase, b-glucanase, and

proteases of microbial and plant origin. The neutral protease

Table 31.5 (continued)

Enzyme function Origin Applications

4. Lyases

a-Acetolacetate decarboxylase Bacillus brevis Brewing (diacetyl removal)

Pectate lyase Aspergillus sp. Cotton scouring

Pectin lyase Aspergillus sp. Apple and red berry juice production

Citrus fruit peeling

5. Isomerases

Xylose isomerase Streptomyces sp. High fructose corn syrup production
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from B. amyloliquefaciens and the thermostable neutral

protease Bacillus subtilis var. thermoproteolyticus have

been used by brewers successfully to hydrolyze barley

proteins into amino acids and peptides in order to reduce

foaming and haze in the finished product. The choice of

enzyme and the condition applied are important as the pro-

duction of certain peptides can impart undesirable flavors

that should be avoided. The use of carbohydrases in brewing

is covered in the “Amylases” section below.

Proteases are used in many food applications, primarily

baking and cheese manufacture, as digestive aids and in the

preparation of protein hydrolyzates, such as those derived

from soybean protein. These proteases are derived from a

range of different organisms, including Bacillus subtilus,

Streptomyces griseus, Aspergillus niger, Aspergillus
flavusoryzae, Mucor miehei, and Mucor pusillus.

Rennin, an aspartyl protease mentioned earlier, is found in

the fourth stomach of nursing calves. Because of a decline in

veal consumption and an increased demand for cheese, the

dairy industry found it difficult to obtain sufficient quantities

of this enzyme from natural sources. The increasing market

for rennin (around $100 million/year) provided the necessary

incentive for commercializing a recombinant DNA-derived

chymosin. Prochymosin, the self-processing precursor of

chymosin, was expressed in E. coli as an insoluble, refractile

protein aggregate. The cells were lysed, and the insoluble

prochymosin mass was isolated by centrifugation. The

prochymosin was solubilized by 8 M urea with high pH

treatment, renatured, and activated, and then chymosin was

purified by ion exchange chromatography. The recombinant

E. coli chymosin is no longer commercially available. Today

recombinant chymosin is produced in the microorganisms

Kluyveromyces lactis, A. niger, and T. reesei. These

organisms secrete prochymosin. After prochymosin is

separated from the cell broth, a pH drop induces the autocat-

alytic cleavage of prochymosin, which yields the active

chymosin. This process is much cheaper than the former

downstream processing from E. coli fermentations.

In addition to the recombinant chymosin, several

coagulants for cheese-making are available from microbial

origin. These are endoproteases from Rhizomucor miehei,

Rhizomucor pussilus, and incidentally the plant-derived

endothiapepsin from Cryphonectria parasitica.

Protease Production
The protease fermentation of Bacillus bacteria takes place

under strictly contained conditions in conventional equip-

ment for submerged fermentations. The aeration rate is

about 1 vvm (volume of air per volume of medium per

minute). Vigorous agitation is used to improve air distribu-

tion and oxygen transfer. The fermentation temperature is

around 37�C, and the time cycle is 2–4 days. The composi-

tion of the fermentation medium is important to the yields of

protease. Proteins of many different sources are used in

commercial media. Carbohydrates are used as an energy

source. The C/N ratio is important to the success of the

process. Protein should be present in high concentration,

and carbohydrate must not be in excess. A convenient way

of obtaining this is to conduct fed-batch fermentation, feed-

ing carbohydrate during the run and maintaining the carbo-

hydrate concentration below 1%. Continuous fermentation

of protease on a commercial scale is currently not practiced.

The recovery and finishing of Bacillus protease involves the

following steps.

1. Cooling to about 4�C to prevent microbial spoilage.

2. Precipitating undesirable salts using flocculants or filter

aids.

3. Removing particles by centrifugation or filtration.

4. Removing pigments and odors with activated carbon

treatment.

5. Concentration by ultrafiltration to product an ultrafiltered

concentrate (UFC).

6. Sterile filtration to reduce microbial contamination.

7. Addition of formulation chemicals in order to produce a

stabilized concentrate.

8. If a solid protease product is desired then granulation

technologies are used.

Most, if not all, proteases are now produced on an indus-

trial scale using genetically engineered organisms that

overexpress either the wild-type enzymes (through homolo-

gous expression or self-cloning) or variants that have been

obtained through protein engineering. The major reason for

using the genetically engineered organisms is to reduce

production cost. The overexpressing Bacilli can secrete

proteases into the fermentation broth in very high yields.

The secreted protease becomes the dominant protein in the

broth. This greatly facilitates and reduces the cost of down-

stream processing and purification.

Amylases

The commercial importance of amylolytic enzymes is now

well established and has driven significant expansion in the

grain processing and fuel ethanol industries [55–58].

Amylases are also used in combination with proteases for

cleaning applications. These enzymes catalyze the hydro-

lytic reactions of amylose (unbranched starch), amylopectin

(branched starch), glycogen (animal starch), and related

glucose polymers. Amylases, according to their difference

in modes of action, can be divided into;

1. a-Amylase (EC 3.2.2.1), an endoglycosidase, hydrolyzes

a-1,4-linkages randomly to yield a mixture of oligosac-

charides, maltose, and glucose

2. b-Amylase (EC 3.2.1.2), an exoglycosidase, cleaves suc-

cessive maltose units from the nonreducing end of starch
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3. G4-amylase (EC 3.2.1.60), an exoglycosidase, hydrolyzes

maltotetraose (G4) units from the non-reducing ends of

starch

4. Glucoamylase (or amyloglucosidase) (EC 3.2.1.3)

sequentially liberates glucose units from the non-

reducing termini of amylose and amylopectin

5. The debranching enzymes such as pullulanase (EC

3.2.1.41) attacks the a-1,6-linkages at the branching

point of amylopectin

The properties of amylases listed above have led to their

use in many applications, including;

1. To produce grain syrup, glucose syrup, liquid glucose,

and crystalline glucose

2. To produce high-fructose corn syrup (HFCS) in combi-

nation with glucose isomerase

3. To solubilize and saccharify starch for ethanol production

in brewing, distilling, and fuel industries

4. To modify the viscosity of starch used in coating printing

papers

5. To remove starch sizes applied to cotton thread before

weaving in the textiles industry

6. To produce maltose-containing syrups in brewing and

baking industries

7. To reduce the viscosity of sugar syrups used in various

food and sugar products

8. As a component in digestive aids

9. To remove starch stains on clothes/dishes

a-Amylase is produced commercially by using both fun-

gal and bacterial species. Fungal amylase has relatively low

heat stability and its major application is in the baking

industry to supplement the variable activity of amylase pres-

ent in wheat flour. Bacterial amylases are much more heat

stable and it is used in brewing, starch degradation, alcohol,

textiles, and detergent industries. The organisms commonly

used for the commercial production of a-amylase include:

Fungi

Aspergillus oryzae
Trichoderma reesei

Bacteria

Bacillus subtilis
Bacillus licheniformis

Bacillus amyloliquefaciens

A. oryzae can be grown in either semisolid or submerged

culture. In semisolid culture, it produces several enzymes,

primarily a-amylase, glucoamylase, lactase, and protease. In

submerged culture, the production of a-amylase is increased

and the formation of other enzymes becomesminimal. The use

of this fungal amylase in the baking industry speeds up the

yeast (Saccharomyces carlsbergenis) fermentation; produces

stiffer, more stable dough; and improves the texture, porosity,

digestibility, and shelf life of bread. The fungal a-amylase

delivers its optimal activity at pH 5–7 and at 50–55�C.

In the last decade, both protein engineering and recombi-

nant DNA technology have been used to improve the ther-

mostability of amylases by increasing the negative charges

at its calcium-binding site and to improve the enzyme’s

resistance to oxidative compounds present in bleach

containing detergents by substituting the oxidation-sensitive

methionine residue with leucine. Genencor and Novozymes

market their improved enzymes under the trade names of

PuraStar® OxAm and Duramyl®, respectively.

Amylase Production
Different amylase-producing organisms may require differ-

ent fermentation conditions for optimal enzyme production.

When B. subtilis is used, the fermentation medium may

contain starch, cornsteep liquor, yeast, phosphate, and

some mineral salts. The amylase treatment on starch is

often short to prevent the significant accumulation of glu-

cose, which is inhibitory to the Bacillus amylase fermenta-

tion. The fermentation is run at neutral pH and at around

35�C. Care must be taken to prevent contamination by

unwanted microorganisms. The time cycle is about 48 h.

Whole mash may be used directly for starch liquefaction and

saccharification or the mash may be processed to produce

liquid or crystal enzyme preparation with high purity. The

processing, involving filtration or centrifugation of the bac-

terial fermentation broth, presents a challenge to the recov-

ery plant. Pretreatment with coagulating or flocculating

agents is often needed. The amylase produced by this Bacil-

lus strain is relatively unstable, but the addition of calcium

chloride improves the stability.

Fungal glucoamylase, an exoglucosidase, drives the fur-

ther degradation of starch following initial solubilization by

a-amylase (often of a bacterial origin). Both A. niger and

increasingly T. reesei are used for the production of

glucoamylase. The fungal fermentation starts with a medium

containing 25–30% starch and around 10% cornsteep liquor.

Incremental or continuous feeding of concentrated nutrients

may be used to circumvent the problems caused by a

concentrated initial medium. The fermentation pH is about

4 and temperature around 28�C. The fermentation has a high

oxygen demand. High oxygen tension, however, inhibits

enzyme production. Levels of dissolved oxygen (DO) that

approach zero are not atypical in this fermentation. After the

completion of the fermentation in 4–5 days, the fermentor

mash is cooled and filtered to remove cells and insoluble

matters. Trans-glucosidase may be removed using clay,

destroyed preferentially using proteases at certain pHs and

temperatures, or inactivated by magnesium oxide. Contami-

nation of glucoamylase by the transglucosidase activity may

result in the loss of 5–10% of glucose to isomaltose and

panose by a reversion process. These reversion products also

impede the crystallization of glucose.
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Amylases in Wet and Dry Milling Processes
The enzymatic hydrolysis of starch to glucose has long since

superseded the acid hydrolysis route using hydrochloric

acid. The enzymatic process produces fewer side products,

does not involve a corrosive acid, and allows the use of less

pure starch products whose protein contaminants would,

upon acid hydrolysis, give amino acids and browning

reactions. Fungal glucoamylase in combination with bacte-

rial a-amylase makes a complete enzymatic mixture for

hydrolysis of starch to glucose. Corn is the dominant source

of starch in the United States and is processed by either wet

or dry milling processes to produce ethanol, starch, dextrins,

corn syrup, glucose, and fructose syrups, in addition to

byproducts of significant value such as corn oil and dry

distillers grains and solubles (DDGS), a protein-rich animal

feed [59].

Corn wet milling involves initial separation of the grain

kernel into the germ, fiber, protein, and starch components

prior to fermentation. The corn wet milling process is

depicted in Fig. 31.10. Liquefaction of starch to form

maltodextrins is aided by the action of bacterial a-amylase,

whereas fungal glucoamylases are used in order to sacchar-

ify maltodextrins to glucose. Prior to liquefaction, granular

starch is gelatinized by heat treatment at temperatures of up

Fig. 31.10 Flowsheet of wet

corn milling process (Copyright

FLSmidth Co. and reproduced

with permission)

1198 J.C. McAuliffe



to 108�C for 5 min in the presence of a thermostable amylase.

The a-amylase from B. amyloliquefaciens functions at pH

5.5–7 and 90�C and a-amylase from B. licheniformis

functions at pH 5.5–9 and temperatures as high as 110�C.
In the subsequent saccharification process, an appropriate

amount of fungal glucoamylase is added to the thinned starch

(30–50% dry substance) with stirring at 55–60�C and pH 4–5

for 48–72 h. This achieves a final DE (dextrose equivalents)

of about 97, with about 94% of the dry weight being glucose.

The equilibrium concentrations of the saccharides formed by

resynthesis limit the maximum degree of hydrolysis obtain-

able. Because the activity of glucoamylase toward the

branching points (the a-1,6-linkages) is low, it may be advan-

tageous to use a debranching enzyme such as pullulanase

early in the hydrolysis process.

Dry milling of corn is the dominant means by which corn

is converted into bioethanol (Fig. 31.11) and delivers

improved process economics relative to corn wet milling.

The process begins with the grinding of whole corn into flour

in a hammer mill. This flour is slurried, the pH adjusted to

around 5.8, and treated at 80–90�C with a-amylase for

30–45 min in order to reduce viscosity. This slurry is then

gelatinized and liquefied in a similar manner to the corn wet

milling process. Simultaneous saccharification and fermen-

tation (SSF) combines the conversion of maltodextrins to

glucose by glucoamylase and fermentation to ethanol. The

yeast Saccharomyces cerevisiae is typically used, the fer-

mentation period lasting from 48 to 72 h. Following fermen-

tation, the spent mash (referred to as “beer”) is distilled to

produce 95% (190 proof) ethanol which is further dried and

ultimately blended into gasoline.

Enzymes for the processing of granular starch directly to

glucose at lower temperatures (<50�C) have been devel-

oped, for example, Stargen™ (Genencor) and BPX

(Novozymes). The Granular starch hydrolysis (GSH) pro-

cess eliminates the cooking step and combines the liquefac-

tion, SSF steps, further streamlining the overall economics

of corn drymilling.

Amylases are widely used in cleaning products, primarily

laundry and automatic dish-washing detergents. The ability

Fig. 31.11 Overview of a corn dry-milling process
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to hydrolyze starch in food soils greatly boosts the ability of

the detergent to remove stains. Many amylases are active at

the high pH values and temperatures that some applications

demand. In addition, detergent amylases must be resistant to

proteolysis and bleaches. Typical dosing levels in the wash

are in the 0.1–5 ppm range. In recent years, much effort has

gone into developing amylases and other detergent enzymes

that operate with improved efficiency at lower temperatures,

allowing energy savings.

Glucose Isomerase

Starch degradation using a-amylase and glucoamylase

produces corn syrup with glucose concentrations of up to

94% on a dry weight basis. The glucose can then be

isomerized to a mixture of glucose and fructose by glucose

isomerase (GI), an enzyme present in many microorganisms

[60]. The product, known as HFCS, has become the domi-

nant sweetener used in food and beverages, displacing fruc-

tose syrups derived from the action of invertase on sucrose.

Industrial production of HFCS represents one of the largest

biocatalytic processes in current practice and is discussed

further in the third section of this chapter.

Many organisms are glucose isomerase producers. Most

of them produce xylose isomerase with low specificity and

glucose can be an alternative substrate for the enzyme.

Table 31.6 lists microorganisms used industrially for glu-

cose isomerase production, along with their reported yields.

The desirable application conditions of glucose isomerase

are pH 7.0–8.0 and 65�C. Glucose isomerase fermentation

typically has a cycle time of about 2 days. The fermentation

conditions vary from producer to producer. Many glucose

isomerase-producing organisms require xylose and cobalt

for full enzyme induction. Xylose is too rare and expensive

to be used in commercial fermentation processes and cobalt

ions remaining in the spent fermentation medium constitute

a serious environmental hazard. However, mutants that do

not require xylose and cobalt have been obtained for com-

mercial production of glucose isomerase.

Almost every known glucose isomerase is an intracellular

enzyme and can only be extracted from the cells in relatively

low concentrations, so it is expensive to use this enzyme as a

soluble and “once only” enzyme. Immobilized enzyme/cell

technology is the key scientific advance that has made the

use of glucose isomerase for HFCS production a commercial

success. Improved mutants of GI are still actively sought,

particularly those with altered pH optima and increased

temperature resistance.

Cellulases

Cellulases (EC 3.2.1) are a large group of enzymes that find

use in many industrial applications [61]. Cellulose is a

homopolymer of glucose monomers, which are linked by

b-1,4 bonds. The difference of the linkages distinguishes

cellulose from starch and determines the difference in mac-

roscopic properties of these two natural polymers. Starch

functions as energy storage in the form of glucose and is

consequently used by humans as a food ingredient, whereas

cellulose is a structural polymer, which is used for produc-

tion of paper and textiles. Cellulases can be separated into

three distinct groups: the endo-1,4-b-glucanases (EC

3.1.2.4), which catalyze the hydrolytic cleavage within the

cellulose polymers; the exo-1,4-b-glucanases (cellobiohy-

drolases, EC 3.2.1.91), which attack the polymer from the

ends releasing cellobiose; and the b-glucanases (EC

3.2.1.21), which catalyze the hydrolysis of cellobiose into

glucose monomers.

Cellulases are found in fungi and bacteria. Of commercial

interest are fungal enzymes from Aspergillus sp. or T. reesei

and a few bacterial enzymes. They are either used as a

multicomponent, which contain all enzyme types and are

found in T. reesei (Hypocrea jecorina), or as a mono-

component enzyme product, which consists of only one of

the three types of enzymes. The multicomponent enzyme

preparations can be produced from a selected cellulose

overproducing strain of the wild-type organism, whereas

the monocomponent cellulases are mainly produced in

recombinant production systems.

Currently, the main use of cellulases is in the textiles,

paper, and laundry detergent industries. In textiles

applications, cellulases are used to change the appearance of

Table 31.6 Glucose isomerase (GI) producing microorganismsa

Microorganism Patent assignee Yield (GIU)

Arthrobacter sp.
R. J. Reynolds 4,720

NRRL-B-3728 4,440

Streptomyces welmorensis
Standard Brands 4,640/g

Mutant-1 7,540/g
Mutant-2 6,680/g
Mutant-3 6,000/g

Streptomyces olivaceus
Miles 2,560

Mutant NRRL-3916 2,960

Streptomyces olivochromogenes
CPC 4,800–11,440

CPC-4 5,700–9,680
CPC-8 3,960–4,440

Actinoplanes missouriensis Anheuser-Busch 2,500–35,200
Bacillus coagulans Novo Not known

a1 GIU ~ The amount of enzyme which converts 1 mmol glucose to

fructose/minute
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the fabric by enzymatic removal of cellulose fibrils at the

surface and in the so-called stone-washing process of denim

jeans, which gives them the aged look. In the paper industry,

cellulases are used as process aids, where they increase the

efficiency of the papermaking process by saving energy or

allowing higher machine speed. The properties of the paper

can also be influenced by cellulose usage. As detergent

ingredients, cellulases assist in the cleaning process and can

maintain the new look of the washed textiles by removing pills

or micro fibrils from the surface of cellulose-based garments.

Hemicellulases

Hemicellulases are a diverse set of enzymes that degrade

mixed polysaccharides present in plant derived biomass,

known collectively as hemicelluloses [62, 63]. Hemicellu-

lose polymers comprise a variety of different sugars, princi-

pally 5-carbon sugars (xylose, arabinose), 6-carbon sugars

(mannose, galactose), and uronic acids (galacturonic and

glucuronic acids). They also contain ester linkages

with organic acids such as acetic and ferulic acids, or with

alcohols, for example, methyl esters of galacturonic acid.

Accordingly, the hemicellulases span a range of different

enzyme activities capable of cleaving both glycosidic and

ester bonds. Hemicellulases are widely distributed in the

microbial world and are found in bacteria, fungi, and yeasts

from many environments. Some more common hemi-

cellulases are listed below. A more comprehensive account

on hemicellulases can be found in Chap. 33 on Biomass

Conversion in this volume and the references cited within.

• a-L-Arabinofuranosidase (EC 3.2.1.55)

• Endo-a-1,5-arabinase (EC 3.2.1.99)

• a-Galactosidase (EC 3.2.1.22)

• Endo-galactanase (3.2.1.89)

• a-Glucuronidase (EC 3.2.1.139)

• Endo-b-1,4-mannanases (EC 3.2.1.78)

• Exo-b-1,4-mannanases (EC 3.2.1.25)

• Endo-b-1,4-xylanases (EC 3.2.1.8)

• Exo-b-1,4-xylanases (EC 3.2.1.37)

• Acetyl xylan esterase (EC 3.1.1.72)

• Ferulic acid esterase (EC 3.1.1.73)

Hemicelluloses, like xylan, arabinogalactan, or

glucomannan, are part of many natural materials from plant

origin and have a variety of uses. Consequently, xylanases,

glucomannanases, and mannanases find use in many techni-

cal applications, for example, as detergent additives, for flour

processing in baking, as animal feed additives, as well as in

the textiles and pulp and paper industry.

The pectins are a related but distinct class of plant poly-

saccharide composed of poly-b-1,4-galactouronic acid

chains with varying degrees of methyl ester functionality.

Four different enzyme classes help degrade pectin and are

referred to collectively as “pectinases” [64]. They are

pectate lyase (4.2.2.2), pectin lyase (EC 4.2.2.10),

polygalacturonase (EC 3.2.1.15), and pectin methylesterases

(EC 3.1.1.11). The predominant use of pectinases is for the

clarification of fruit juices by hydrolysis of haze-forming

pectins. Pectate lyase is also used for cotton scouring

by modifying pectin within the cotton structure and enhanc-

ing the subsequent washing steps. Another textiles applica-

tion for which hemicellulases are used is for desizing

of fabric.

Lignocellulose Degradation
The use of cellulase/hemicellulase blends for conversion of

lignocellulosic biomass into fermentable sugars for the pro-

duction of ethanol and other chemicals promises to greatly

expand the market for these enzymes [65]. The quest for

economic processes for the utilization of cellulosic biomass

has faced many challenges, for example, the cost of and

amount of the enzymes required to carry out the process. As

muchas100-foldmorenative cellulase protein (as compared to

amylase protein for breakdown of starch) is required for con-

version of pretreated substrate (e.g., corn stover) to ferment-

able sugars. In addition, chemical or thermal pretreatment of

cellulosic biomass is needed in order to enable subsequent

enzymatic hydrolysis of polysaccharides. Despite these

hurdles, much progress has been made in recent years through

intensive research programs conducted by government, indus-

try, and academic institutions and have led to the construction

of several pilot and demonstration plants, primarily for ethanol

production. These efforts have led to identification of new

enzymes for biomass degradation, enzymes with greater ther-

mostability, and the optimization of the ratios of the

components in enzyme blends.

One strategy to minimize ethanol production cost is to run

simultaneous SSF, which utilizes ethanologens engineered

to operate in high-temperature environments. Ideally, the

fermentation organism has ability to utilize C5 sugars

derived from the hemicellulose component, with acceptable

productivities in the presence of numerous byproducts of

the biomass pretreatment process, leading to lower overall

production costs [66]. Several enzyme products designed

specifically for biomass processing are now commercially

available, for example, the Accellerase™ product line from

Genencor.

Lipases and Esterases

Lipases (EC 3.1.1.3) and esterases (EC 3.1.1.1) are enzymes

that catalyze thehydrolytic cleavage of ester bonds (Fig. 31.12),

but differ in their substrate spectrum. Lipases have the special

capability to catalyze the hydrolysis of water-insoluble

substrates such as fats and lipids. Like many other enzyme-
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catalyzed reactions, the ester hydrolysis is a reversible process,

which allows using lipases and other esterases for the synthesis

of esters. The use of lipases and esterases as biocatalysts is

described in the Industrial Biocatalysis section of this chapter.

True lipases show the interfacial activation phenomenon

in their catalytic activity pattern. At low concentration of

water-insoluble substrates, lipases are almost inactive, and

the hydrolytic activity does not increase linearly. At a certain

substrate concentration, however, the hydrolytic activity of

lipases increases rapidly and the lipase kinetics resembles

“normal” enzyme kinetics. This boost in activity is related to

the formation of water-insoluble substrate aggregates such as

micelles or another second phase. Only when this second

phase is present, do lipases become fully active. This interfa-

cial activation is caused by a large conformational change in

the 3D structure of the lipases. In their water-soluble form,

the active site is covered by a lid, which prevents the

substrates from reaching it. At the lipid/water interface, the

lid is opened and the active site is accessible to the substrates.

In addition, the now accessible area is mainly hydrophobic,

which gives the open-form lipase the shape and behavior of

conventional surfactant molecules with a hydrophilic and a

hydrophobic moiety in one single molecule.

Lipases are found in a wide variety of bacteria, yeasts,

and filamentous fungi. Due to their unique properties, lipases

are used in all applications where lipids are modified or need

to be removed [67]. In the detergent industry, lipases are

added to laundry detergents for the removal of fat-containing

stains. In the paper industry, lipases remove fatty pitches

from paper in the manufacturing process. These pitches stem

from remaining resin of the wood chips.

In the food industry, lipases are used in lipid modification

processes. In these processes, the texture, digestibility, or

physical properties of natural lipids are modified by lipase-

catalyzed transesterification reactions with lipids other than

the original fatty acids. In the baking industry, lipases are

used to influence the quality of bread through modification

of the wheat flour lipids. Finally, lipases are used for flavor

enhancement of cheese in the dairy industry. The phos-

pholipases (EC 3.1.1.4) related class of enzymes which act

upon phospholipids such as lecithin [68]. The major use of

these enzymes is for degumming of vegetable oils, for egg

processing, and in the baking industry.

A new industrial application for lipases has been devel-

oped in the field of renewable energy. Lipases are used for

methylation of plant oils such as rapeseed oil. The resulting

methylated oils (biodiesel) are used as a replacement or

supplement for fossil fuel-derived diesel. As of today, the

costs of the biocatalyst, however, prevent its commercial

application and chemical processes such as saponification

of fats with sodium methoxide is currently preferred.

Phytase
Phytases are a class of phosphate ester hydrolase (a phos-

phatase) that act upon phytic acid (phytate, myo-inositol-

1,2,3,4,5,6-hexakisphosphate), thedominant formof phosphate

inplant feedstuffs, includingcereal grains andoil seeds.Theuse

of phytases as additives in feed for monogastric animals has

expanded greatly in recent years. They increase the bioavail-

ability of phosphate, thus enhancing animal growth while

reducing the amount of phosphate that would otherwise end

up in the environment [69].

OPO3
2-

OPO3
2-

OPO3
2-

OPO3
2-

2-O3PO

2-O3PO

Phytate (myo-inositol-1,2,3,4,5,6-hexakisphosphate)

Most commonly used in swine and poultry feed, phytases

also increase the bioavailability of other minerals (calcium,

magnesium, iron, and zinc) and nutrients (amino acids,

proteins) by hydrolysis of complexes with phytate (phytin)

that tend to sequester these nutrients.

Phytases are found in many organisms where their

functions include phosphate metabolism and the modulation

of inositol phosphate regulatory metabolites. Phytases are

characterized according to the position at which they

initially remove phosphate from phytic acid. Plant phytases

(EC 3.1.3.26) remove phosphate from the 4- and 6-positions

of phytic acid, whereas those from microbial sources (EC

3.1.3.8) such as Aspergillus species tend to remove phos-

phate from the 3-position. There are exceptions to these

rules, for example, phytases from E. coli, Buttiauxella and

Peniophora sp. act at the 6-position of phytate. Both acid-

and alkaline-phytases have been described. Those from

microbial sources usually belong in the former category

with pH optima in the 4.5–6.5 range. Phytases expressed in

eukaryotic organisms are typically glycosylated, a feature

than has been found to confer stability by reducing the

protein aggregation at elevated temperatures. There are

four different types of phytase, listed in Table 31.7.

R1O R2

O

R1OH
R2

O

HO+
Lipase

H2O

Ester Alcohol Carboxylic acid

Fig. 31.12 Lipases and esterases

catalyze the hydrolysis of ester

bonds

1202 J.C. McAuliffe



Bacterial and fungal phytases are most readily produced

at scale and possess the activity and stabilities required for

an industrial product. Nonetheless, most wild-type phytases

have temperature optima in the 40–60�C range and consid-

erable activity is lost at the elevated temperatures (>90�C)
attained in the steam pelleting process used to manufacture

feed pellets. Ideally, a phytase product must retain at least

80% of the initial activity upon transient exposure to

temperatures of 90�C or greater. For this reason, both pro-

tective enzyme granulation technologies and phytases

engineered for greater thermostability have been developed

to minimize loss of activity during the feed pelleting process.

Commercial Phytase products include Phyzyme® XP

(Danisco), Ronozyme® (DSM), and Natuphos™ (BASF).

Phytases have also found application in the starch

processing industry where they are used to reduce the levels

of phytate derived from corn and other feedstocks. Enzyme

blends containing both a-amylase and phytase are commer-

cially available. Reduction of phytate in the starch liquefac-

tion process has numerous benefits including;

• Ethanol yield improvement

• Removal of phytate-mediated inhibition of a-amylases

• Viscosity reduction during liquefaction

• Release of inositol, a yeast nutrient

• Production of low-phytate, high phosphate DDGS for

animal feed

Overall the market for phytase is poised for further

growth, particularly in Asia and other developing regions,

driven by demand for meat and need to minimize the

associated effects on the environment.

Oxidoreductases

Oxidoreductases (EC family 1) are enzymes that add or

remove electrons from a substrate. Cofactors are usually

required to assist electron transfer and a stoichiometric elec-

tron donor or acceptor is always needed. Applications for

oxidoreductases have been limited in comparison to the

hydrolases, but have grown substantially in recent years

[70]. Oxidases using oxygen as a terminal electron acceptor

have found the greatest application, whereas those that

require an electron source are still restricted in their practical

application. Oxidoreductases of particular prominence are

discussed below.

Glucose oxidase (EC 1.1.3.4) converts D-glucose into D-

gluconolactone utilizing molecular oxygen (O2) as the ulti-

mate electron acceptor and producing hydrogen peroxide in

the process [71]. This enzyme is used for scavenging traces

of oxygen in food products, generation of hydrogen peroxide

as a preservative, and for the detection of glucose in body

fluids. While the later application does not consume a large

amount of enzyme by weight, it forms the basis of modern

glucose meters used by diabetics and others to monitor blood

glucose levels. Glucose oxidase is commonly used in con-

junction with catalase (EC 1.11.1.6), an oxidoreductase that

converts hydrogen peroxide into oxygen and water [72].

Catalase is also used to decompose excess hydrogen perox-

ide in textiles bleaching applications.

Laccases (EC 1.10.3.2) are a class of copper-containing

oxidases that transfer electrons from phenolic substrates to

oxygen, producing water in the process [73]. The phenolic

substrates are also known as mediators and can remove

electrons from a wide array of substrates including lignin

and dyes. Laccases occur in plants, bacteria, and fungi and

have a characteristic blue color in their pure form. Commer-

cial applications include bleaching of indigo in denim man-

ufacture, decolorization of dyes in wastewater, and for

degradation of lignocellulosic biomass [74].

Emerging Industrial Enzymes

New applications for established classes of industrial

enzymes such as proteases and amylases are developed

every year [6]. By contrast, products based upon new classes

of enzyme are less common, although there is great potential

for new enzymes that enable chemistries which cannot be

performed under mild conditions. Some examples are

discussed below.

Organophosphate hydrolase (OPH) (EC 3.1.8.1) and

organophosphorous acid anhydrolases (OPAA) (EC

Table 31.7 The four known phytase families

Phytase family Description Example

Histidine acid phytases (HAP) � Largest class of phytase Aspergillus niger HAP
� Concensus active site motif is Arg–His–Gly–Arg–X-Pro Escherichia coli HAP
� Two-step catalytic mechanism

Beta-propeller phytases (BPP) � Structure resembles a six-bladed propeller Bacillus subtilis phytase C
� Degrades phytate in soil and water Pedobacter nyackensis phytase

Purple acid phytases (PAP) � Metalloenzyme first isolated from the cotyledons

of germinating soybeans

Soybean (Glycine max) PAP

� Also present in other cereal grains Barley (H. vulgare) PAP

Protein tyrosine phosphatase-like phytase (PTP) � Isolated from microorganisms present in ruminant guts S. rumanatium PTP
� Concensus sequence of His–Cys–(X)5–Arg
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3.1.8.2) are enzymes that detoxify organophosphorous

compounds including pesticides (e.g. paraxon, parathion,

malathion) and chemical warfare agents (e.g., sarin, soman,

tabun) [75]. These enzymes are being assessed for use by

primary responders to counter chemical agents, although

even larger potential lies in dealing with organophosphate

pesticide contamination in agriculture.

Asparaginase (EC 3.5.1.1) is an enzyme that converts the

amino acid asparagine to aspartic acid and ammonia by

hydrolysis of the side-chain amide functionality. This class

of enzyme is used to reduce the formation of acrylamide, a

neurotoxic compound, in starchy foods such as French fries,

by treatment of the foodstuff prior to cooking [76]. Products

containing asparaginase are sold under the tradenames

Acrylaway® and PreventASe™.

A bacterial arylesterase capable of peracid formation

under aqueous conditions was developed by Genencor for

biobleaching applications and is currently sold under the

tradename PrimaGreen® EcoWhite. This enzyme has a

unique active site configuration which disfavors hydrolysis

of esters and readily performs both perhydrolysis and

acyltransfer reactions [77]. The enzyme is formulated with

propylene glycol diacetate and catalyzes the formation of

peracetic acid in the presence of dilute aqueous hydrogen

peroxide.

Section III: Industrial Biocatalysis

The use of enzymes for the synthesis of bulk and fine

chemicals represents a somewhat specialized application

relative to their wider industrial uses. Nonetheless, biocatal-

ysis is becoming increasingly relevant within the chemical

industry for the production of a wide range of materials (see

Table 31.8) [5, 16–18]. Broadly defined, a biocatalytic pro-

cess involves the acceleration of a chemical reaction by a

biologically derived catalyst. In practice, the biocatalysts

concerned are invariably enzymes and are used in a variety

of forms. These include whole cell preparations, crude pro-

tein extracts, enzyme mixtures, and highly purified

enzymes—both soluble and immobilized. The products of

biocatalytic processes are as varied, ranging from the syn-

thesis of fine chemicals and pharmaceuticals to polymer

precursors, flavor, fragrances, foodstuffs, and fuels. The

common theme is that the use of a biocatalyst has either

lowered the cost of production or facilitated the development

of a new product.

Biocatalysts often enable one to perform chemical

transformations with greater selectivity or under milder

conditions than might be achieved through conventional

chemical means [78]. Large reductions in waste streams

have been achieved in many instances. The term “biocon-

version” has also been used in order to distinguish biocata-

lytic processes involving the transformation of a defined

starting material into specific products using either isolated

enzymes or resting cells. Despite the widespread recognition

of the potential advantages of biocatalysis, the number of

large-scale industrial processes is still relatively limited.

A summary of the products of these processes is listed in

Table 31.9.

The use of biocatalysis for the production of chemicals

started to receive serious interest in the 1960s with the

development of immobilized aminoacylases for the produc-

tion of chirally pure amino acids by Tanabe Seigaku of

Japan, as well as the application of penicillin acylase for

the production of 6-aminopenicillanic acid (6-APA), a key

intermediate in the production of semi-synthetic antibiotics.

The production of HFCS began in 1968 with implementation

of a batch process using whole cells originally developed by

Takasaki et al. [79]. The industrial production of HFCS

remains as the largest bioconversion worldwide. These

applications coincided with the growing use of proteases

for cleaning and significant improvements in the production

Table 31.8 Comparison of biocatalysis to chemical synthesis for

chemical production

� Advantages Disadvantages

� Mild reaction conditions � Low volumetric productivity

� Aqueous medium � Substrate solubility issues

� Highly stereo-, regio-, and

chemoselective

� Unwanted reactions with

impure preparations

� Unique and varied chemistry � Restricted set of substrates

� Environmentally friendly � Costly recovery of products

� High catalytic efficiency � Poor operational stability

� Ability to fine tune catalysts � Long development cycles

Table 31.9 Examples of products made through the application of biocatalysis

Scale (t/year) 10 >102 >103 >104 >105

Product Glycidylbutyrate D-Pantothenic acid Aspartame 6-APA HFCS
Butyl glucosides L-Malic acid L-Aspartate Cocoa butter
Styrene oxides L-Methionine Cyclodextrins Acrylamide
Oligosaccharides L-Valine (S)-CPA

R-mandelic acid
L-Carnitine

(S)-CPA (S)-chloropropionic; 6-APA 6-aminopenicillanic acid; HFCS high fructose corn syrup
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and isolation of industrial enzymes. The advent of recombi-

nant DNA technology in the 1970s was followed by the

development of the powerful PCR reaction for DNA ampli-

fication in 1984 by Kary Mullis while working at Cetus

Corporation. Aside from revolutionizing biomedicine,

these and other technologies have led to the ability to alter

and improve many wild-type enzymes to the point that new

bioconversions are now economically feasible.

The majority of industrial biocatalytic processes involve

the use of hydrolytic enzymes including proteases, trans-

aminases, glycosidases, aminoacylases, and lipases as well

as several additional enzyme classes (Table 31.10) [80].

In some instances, hydrolytic enzymes can be used to drive

the reverse reaction as in the formation of ester bonds

through the use of lipases. In contrast, oxidases and other

enzymes requiring movement of electrons commonly rely on

the supply of a cofactor that may need to be recycled for

practical application. These processes are typically limited

to those involving respiring cells capable of regenerating

such cofactors, or through the supply of a stoichiometric

electron donor/acceptor, for example, hydrogen peroxide or

oxygen. An emerging application of redox enzymes is in

diagnostics and other sensitive analytical devices where

direct electronic detection of a chemical reaction is possible.

One of the greatest hurdles for the application of bioca-

talysis is the need to operate processes under conditions that

can differ dramatically from those in which the enzymes

evolved. Many techniques are used in order to preserve

catalytic activity and minimize the costs associated with

the biocatalyst. In cases where the cost of the biocatalyst is

a concern, an enzyme might be immobilized and used in a

packed column or a fluidized bed reactor so as to enable

reuse. Here also the enzyme must be stable for extended

periods and may even be used under nonaqueous conditions

and elevated temperatures. Recombinant technology has

revolutionized the applications of biocatalysts through the

ability to modify existing proteins. When combined with

high-throughput screening and other analytical methods, it

is now possible to redesign and improve wild-type enzymes

such that they can be used in areas not previously possible.

Coupled with these advances are those in the large-scale

production and recovery of industrial enzymes, in addition

to improvements in formulation and stabilization of

enzymes.

The following sections focus on the elements of indus-

trial biocatalysis, including the definition of a biocatalytic

process, rendering, biocatalysts into immobilized forms,

and performing bioconversions using whole cells. Key

issues relating to the design of bioreactors are highlighted

and several larger-scale bioconversions are discussed in

further detail, followed by some emerging trends in

biocatalysis.

Biocatalytic Processes

The nature of a biocatalyst often defines its utility for

industrial bioconversions and determines the conditions

under which it can be used. For example, the biocatalyst

must be stable enough for practical application and of

sufficiently low cost so as not to affect the overall econom-

ics of the process. Biocatalysts come in many forms includ-

ing highly purified enzymes, enzyme mixtures, and whole

cells. The form used is often related to cost and perfor-

mance considerations. Although a crude enzyme prepara-

tion might be relatively cheap, the presence of additional

enzyme activities might affect the purity and yield of the

product. Similarly, the need for cofactor recycling might

weigh against the use of a purified enzyme in favor of a

respiring whole cell. Another important factor relates to the

exquisite selectivity of many enzymes. This has both

advantages and disadvantages in that a particular enzyme

might be too narrow in its substrate preference to allow the

use of unnatural substrates, thus limiting the potential

application of that enzyme. Interestingly, some enzymes

demonstrate broad substrate selectivity while retaining a

high degree of stereoselectivity. A case in point is the

lipase B isolated from Candida antarctica [81]. Despite

the fact that this enzyme was isolated from a psychrophilic

organism (cold-adapted), it demonstrates a high degree of

thermostability, being functional at over 80�C, especially
in an immobilized form. Another enzyme displaying broad

specificity is rabbit muscle aldolase, useful for the forma-

tion of C–C bonds [82]. Selection and development of the

right biocatalyst for a given transformation is often the

key for successful commercialization of a biocatalytic

conversion.

Table 31.10 Enzyme classes used in biocatalysis

Enzyme Reactions catalyzed

Lipases Ester formation and hydrolysis

Proteases Ester and amide hydrolysis, peptide synthesis

Esterases Ester hydrolysis

Aminoacylases Amide formation and hydrolysis

Acyltransferases O- and N-acylation

Epoxide hydrolases Hydrolysis of epoxides

Phosphoesterases Hydrolysis of phosphate esters

Glycosidases Glycoside hydrolysis/formation

Oxygenases Hydroxylation, dihydroxylation, epoxidation

Glycosyltransferases Glycosyl transfer

Nitrilases Nitrile hydrolysis

Oxynitrilases Cyanohydrin formation

Oxidoreductases Reduction of aldehydes, ketones, and enolates

Aldolases Aldol reactions (C–C bond formation)

Isomerases Isomerization of carbohydrates, racemization,

and epimerization
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Immobilized Enzymes

There has been considerable effort directed toward the immo-

bilization of both enzymes and whole cells in a wide array of

formats [83, 84]. Initial attempts to immobilize enzymes on

naturally derived supports such as charcoal were conducted

early in the twentieth century and eventually led to the devel-

opment of more robust biocatalysts immobilized on synthetic

resins by themid-1950s. Immobilization often confers a num-

ber of advantages relative to the free biocatalyst including

ease of removal from the process stream, potential for reuse,

improvements in stability, favorable alterations in kinetic

parameters, suitability for continuous production, and in

some cases the ability to operate in organic solvents. The

focus of this section is on the immobilization of enzymes;

however, many of the same principles apply to whole cells,

the primary difference being the fact that immobilized cells

are often less stable than individual enzymes and may contain

additional undesired enzyme activities.

Immobilization needs to improve the performance of an

enzyme enough to offset the costs associated with the proce-

dure. Such gains can be measured in terms of improvement in

the total amount of product produced per unit of enzyme, an

increase in the rates and volumetric efficiency of a bioconver-

sion, improvement in the ease of removing the biocatalyst, or

through the enabling of new applications for a given enzyme.

It is often the case, however, that the cheapest immobilization

methods suffer from a number of drawbacks including lack of

both enzymatic and mechanical stability, leaching of the

enzyme, fouling of the support, and limited enzymatic activ-

ity. The many methods for producing immobilized enzymes

can be divided into these subcategories:

1. Adsorption to a matrix such as carbon, chitin, diatoma-

ceous earth, and ion exchange resins

2. Crosslinking enzyme crystals and whole cells with

gluteraldehyde and other agents

3. Gel entrapment in silica sol-gels, alginate, and protein

matrices

4. Covalent attachment to resins and other carriers

5. Encapsulation within a membrane or liposome

Many factors influence the catalytic efficiency and kinet-

ics of an immobilized enzyme. The immobilization process

itself can lead to loss of enzymatic activity through incom-

plete capture of the enzyme or through denaturation of the

enzyme protein. Such denaturation may arise from the action

of reagents used in the immobilization process, for example,

the use of carbodiimides during covalent immobilization

methods, or through partial unfolding of the protein upon

contact with hydrophobic surfaces such as those encountered

in the adsorption of enzymes onto polymeric resins.

Immobilized enzymes often demonstrate dramatic improve-

ments in stability over free enzymes, especially in organic

solvents or at elevated temperatures. This is particularly the

case where enzymes have been attached to a solid support

throughmultipoint covalent attachment or entrappedwithin a

rigid matrix. In such instances, the potential for loss of activ-

ity through unfolding of the enzyme is reduced.

Kinetics of immobilized enzymes.Another major factor in the

performance of immobilized enzymes is the effect of the

matrix on mass transport of substrates and products [85].

Hindered access to the active site of an immobilized enzyme

can affect the kinetic parameters in several ways. The effec-

tive concentration of substrates and products is also affected

by the chemistry of the matrix, especially with regard to the

respective partition coefficients between the bulk solution

and the matrix. Immobilization of an enzyme typically

reduces the rate of diffusion of a substrate to the active site

of an enzyme and increases the apparent Km while reducing

Vmax. The nature of the mass transfer effect depends on the

fashion in which the enzyme is immobilized. Enzymes

immobilized on the surface of a carrier will experience

external mass transfer limitations between the bulk solution

and the surface, whereas those entrapped within a porous

matrix are also affected by internal mass transfer limitations

due to the reduction in the rate of diffusion of substrate and

products through the matrix.

The effect of diffusional limitations is given by the

Damköhler number Da, defined as the maximal rate of reac-

tion divided by the maximal rate of diffusion:

Da ¼ Vmax=kL½Sb� (31.6)

where Da � 1 diffusion limits the observed rate, whereas

when Da � 1 the reaction rate is limiting. The effectiveness

factor � is commonly used to assess the effect of immobili-

zation on a given enzyme and is defined as the ratio of the

rate with diffusional limitation vs. the rate without diffu-

sional limitation. The relationship is a function of bulk

substrate concentration b, defined as [S]/KM in addition to

the ratio of the bulk substrate concentration [SR] to that

within the matrix [Sr]. Thus, the rate of reaction within a

matrix rs is given by the modified Michaelis–Menten

equation:

Rs ¼ �ðVmax½S�=Km þ ½S�Þ (31.7)

Current methods for large-scale immobilization. Although
there are numerous methods for enzyme immobilization

described in the scientific literature, relatively few methods

have been successfully applied on an industrial scale. By

volume the largest process is the immobilization of glucose

isomerase for the production of HFCS. Several methods

have been used, summarized below:

• Adsorption to polyethylenimine (PEI) treated alumina,

followed by gluteraldehyde cross-linking (UOP, 1981)
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• Adsorption onto anion exchange resins (e.g., DEAE-

cellulose/TiO2 based resin)

• Cross-linking of lysed cells with gluteraldehyde followed

by extrusion

• Incorporation into clay/PEI/gluteraldehyde cross-linked

matrix, mechanical formation of granules

Over 500 t of immobilized GI are produced per annum,

the majority through the incorporation of GI into a porous

clay-based composite. The largest producer is Genencor.

The process begins with a whole-cell lysate derived from

GI fermentation to which is added PEI, bentonite clay, and

diatomaceous earth, followed by cross-linking with

gluteraldehyde. The resulting flocculant solid is filtered

and pressed to remove excess water. Particles are fashioned

mechanically by extrusion and dried in a fluidized bed dryer.

The resulting immobilized GI is extremely stable, with a

half-life of over 1 year when used in a packed bed reactor

at temperatures of over 60�C. One kilogram of immobilized

GI is sufficient to produce 20,000 kg of HFCS.

Another method for large-scale immobilization of lipases

involves the formation of silica granulates, a technology

developed by Novozymes A/S (Denmark) with the aim of

producing a low-cost immobilized lipase for transesteri-

fication of food oils [86]. This process involves initial coat-

ing of a silicate powder with a crude lipase solution,

followed by addition of a binding agent and mechanical

granulation. The resulting granulates are typically

100–300 mm in diameter and are best suited to nonaqueous

biocatalysis. A process for the transesterification of food oils

based on a silica granulate containing Thermomyces

lanuginosa lipase, Lipozyme TL-IM, was developed in a

joint venture between Novozymes and ADM and has pro-

duced transesterified oils in the United States since 2002.

The process itself uses a portable packed bed reactor

operating at temperatures well below that required for chem-

ical transesterification. Another advantage of the bioprocess

is the fact that that product does not need to be purified by

extraction with water as is necessary in the traditional chem-

ical process.

A considerable number of industrial bioconversions

utilize covalently immobilized biocatalysts. Examples

include Penicillin acylases V and G, aminoacylases, and

aspartase. In some cases the biocatalyst is immobilized

through cross-linking and in others the catalyst is captured

by a reactive resin [87]. Covalent immobilization often leads

to extremely stable catalysts with high potential for reuse

and exhibiting minimal leaching of enzyme during operating

conditions. A variety of both organic and inorganic supports

has been used, typically modified with a reactive functional

group. The oxirane-based acrylic resins Eupergit C® (Röhm

GmbH, Germany) and more recently AmberzymeTM (Rohm

and Haas, USA) have proven to be versatile carriers for

many enzymes. Attachment of an enzyme to an oxirane

resin involves agitating a solution of the enzyme with the

resin at approximately pH 8 for 12–24 h, followed by wash-

ing to remove non-covalently bound material (Fig. 31.13).

The absence of amine-containing buffers (e.g., TRIS) or

impurities is an important requirement for achieving high

enzyme loading on the resin. The total activity of enzyme-

functional beads is proportional to the amount of enzyme

bound up to a certain point, past which the specific activity

falls, most likely due to mass transport limitations. This

effect is depicted in Fig. 31.14.

Adsorption of enzymes to various polymeric resins is a

straightforward means for immobilization. Zwitterionic

molecules such as proteins can bind to both anionic and

cationic ion exchange resins. Hydrophobic macroporous

resins are also useful for immobilizing many enzymes, par-

ticularly lipases. For example, an immobilized form of Can-

dida antarctica lipase B (CAL-B) on acrylic resin has been

sold for many years under the name, Novozyme® 435

(N435). The enzyme is produced in a modified Aspergillus

organism by submerged fermentation and is subsequently

adsorbed onto a macroporous acrylic resin. Once

immobilized, the enzyme is very robust and ideally suited

to reactions in organic media where it has been widely used

by the research community. Several pilot-scale processes

have been developed based upon this catalyst including the

production of sugar-based surfactants through the solvent-

free esterification of ethyl glucoside with long-chain fatty

acids. N435 has also been used for the synthesis of chiral

alcohols, amines, and carboxylic acids. The use of this

biocatalyst for the synthesis of biodegradable polyesters

was developed by Baxenden (United Kingdom) and scaled

to 2 t per annum. The cost and limited availability of this

catalyst is one of the limiting factors in the wider use of

CAL-B in polymer synthesis.

The last decade has seen great progress in materials

science, an example being the development of practical

methods for the synthesis of a great variety of mesoporous

Fig. 31.13 Covalent attachment

of enzymes to oxirane-functional

polymeric beads (Courtesy of

M. Elizabeth Miller and Rohm

and Haas)
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solids and nanoparticles. A number of researchers have used

these materials as substrates for enzyme immobilization

[88]. Advantages of nanomaterials for enzyme immobiliza-

tion include very high surface areas, narrow size distri-

butions, and the ability to tailor surface chemistries for

optimal enzyme activity. Nanomaterials have also been

designed to facilitate electron transport between electrodes

and redox active proteins.

Enzymes can also be immobilized using techniques that

mimic natural processes for the biosynthesis of inorganic

materials [89]. One strategy employs a templating molecule

capable of precipitating an inorganic solid like silica (SiO2)

from a soluble precursor—sodium silicate being one example.

An enzyme can be premixed with the templatingmolecule, or

even covalently attached to a templating agent. Addition of

the enzyme/template solution to an inorganic precursor

results in the rapid formation of a colloidal coprecipitate

consisting of the enzyme, the template, and the inorganic

matrix (Fig. 31.15). A portion of the enzyme becomes

entrapped within the composite matrix, often retaining high

catalytic activity. The solid can be filtered and dried, or spray-

dried directly. An application of this technology has been to

formulate improved anti-fouling paints for ship hulls as an

alternative to toxic tin-based coatings [90].

Whole-Cell Biocatalysis

Whole-cell biocatalysis is a productive and practical style of

conducting biocatalytic reactions [91]. Such reactions, as

implied by the term, are done with structurally intact cells.

Usually, viable respiring cells are used, but not exclusively.

There are many reasons why a whole-cell reaction might be

preferred to a cell-free reaction using crude or purified

enzymes. Often, whole-cell biotransformations use enzymes,

which are not normally excreted into the growth medium.

Quite often these enzymes, which are normally intracellular,

are unstable outside of the cell and quickly lose activity

making them unsuitable for reactions without further stabili-

zation work. Thus, the specific productivity or total turnovers

per mole of catalyst may be severely compromised compared

to that seen when used in the whole cell due to inactivation of

the enzyme in the reaction conditions.

Whole-cell biocatalytic reactions are most often used

when the biotransformation to be conducted requires the

input of energy. In biological systems this usually takes

the form of reduced pyrimidine nucleotides or ATP, but

can be many of a number of reduced cofactors or modified

reaction components. Using the whole cell allows the tech-

nologist to take advantage of the intact, preformed cellular

machinery to efficiently provide the required cofactors or

components. In order to provide the energy to catalyze these

reactions, a source of reducing power is usually required.

The co-oxidation of an oxidizable substrate such as glucose

or ethanol can provide this energy. The partitioning of the

enzymes inside the cells from the bulk medium of the reac-

tion also can be advantageous to let the cellular machinery

keep the reaction medium around the enzymes constant and

allow for the accumulation, removal, or in other respects

processing of the reaction products (see Fig. 31.16). Many

techniques exist for the in situ removal of reaction products

or side products using whole cells [92]. This task is often
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more difficult with cell-free reactions unless the catalyst is

immobilized or in some other way partitioned from the bulk

reaction medium.

Another major factor when considering whole-cell vs.

cell-free reactions is the overall reaction kinetics. Some

enzymatic reactions utilize a complex multicomponent

enzyme system. Reconstitution of the crude or purified

enzyme components are not usually as effective in vitro

as they are when they remain in the intracellular milieu.

Whole cells have often been called “little bags of enzymes.”

Although this is an oversimplification, it is a useful concept

to consider. Whole cells sequester the enzyme components

in a small but concentrated form, which is usually optimal

for high efficiency. Whole cells also contain co-factors,

including the systems that recycle them and control pH and

ionic strength. Altogether these factors combine to make

whole cells a very useful form for the presentation and use

of sensitive enzyme catalysts.

Fig. 31.15 A template-driven

silicate coprecipitation process

results in the formation of a active

enzyme/template/silica

coprecipitate
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A practical point of using whole-cell biocatalysts is their

inherent ease of preparation, use, and removal. There is a

variety of growth considerations, as with any fermentation,

but the major ones with respect to the use in biotrans-

formations surround the induction of the enzyme(s) of inter-

est and the repression of enzymes which might compete with

the desired process or degrade the desired catalyst. Gener-

ally, a medium can be used in which the cells can be used

directly after growth for the biotransformation. Some consid-

eration needs to be given to the extraction of the product with

respect to the growth medium. Often medium components

from rich media used for fermentations can interfere with

recovery or extraction procedures. The effort required to

reduce the complexity of the medium, to one as defined as

possible, is usually worth the trouble. Having the resulting

growth medium as much like water as possible simplifies

downstream work. If the cells must be removed from the

growth medium and resuspended in a different biotransfor-

mation medium, they can be removed by centrifugation or

the medium exchanged by microfiltration. Once the biotrans-

formation is complete, the catalyst can be removed by centri-

fugation or filtration. Concentrating the medium after the

biotransformation by removal of water will enhance many

recovery processes. The concentration of the medium salts in

this process often makes extraction much more efficient.

Although there are many advantages to the use of whole

cells for biotransformations, there are certain limitations that

must be considered. One consideration is the transport of

substrates and products across the cell membrane. In life,

the cell membrane is a proton-tight barrier to the rest of the

world. It is generally impermeable to charged molecules

and to water, but may have permeability to hydrophobic

molecules. Often cells have specific transport systems that

move compounds in and out as the cell needs them. In order

for a whole-cell biotransformation to proceed, the substrate of

interest must be transported across the cell membrane to the

active enzyme or enzyme system. The same issues exist, of

course, for the reaction product. Although it is not generally

an issue, for biotransformations where the substrate is not

transported but enters the cell by passive diffusion, mass

transport must be considered. A simple dilution of the cell

density can demonstrate if this is a problem if the rate is not

proportional with cell density. Another limitation, which may

be observed, is the nonspecific metabolism of the substrate or

product by other enzymes in the cell. It is not uncommon to

find a small percentage of the substrate or product oxidized or

reduced by enzymes not in the desired pathway or reaction.

This can sometimes be addressed by genetic techniques or by

growth conditions. The commercial-scale use of whole-cell

biocatalysts is typically limited to cells produced on-site and

transferred under containment to the process vessel given the

biosafety and economic issues inherent to transporting live

microbes in large quantities.

A variation on the whole-cell biotransformation theme is

the use of permeabilized cells. Whole cells can be rendered

permeable to small molecules yet remain essentially intact

by contacting them for a short time with low concentrations

of solvents. This process has the effect of making “holes” in

the cellular membrane while leaving enough of the cell

membrane and cell wall intact to still contain the enzymes

and other macromolecules. The permeabilized cells can then

be treated much like immobilized enzymes. This technique

is especially useful when transport issues are found to be

limiting the reaction.

A related topic appropriate to this discussion is the use of

solvents in whole-cell or permeabilized cell biotrans-

formations. Solvents can be added to increase the solubility of

substrates in the reaction medium. The specific solvent and

concentration must be empirically determined and can be

highly variable. Solvents, in low concentration, can serve as a

source of energy for reactions requiring reducing equivalents.

In such cases the solvents may serve to both supply energy and

help solubilize the substrate.Although not generally considered

a solvent, the use of a second nonmiscible liquid such as

vegetable oil or hexadecane can be used in many whole-cell

biotransformations to “buffer” the concentration of substrates

and products with respect to the aqueous phase. Two liquid

phase reactions can dramatically increase the yield obtainable

from a specific biotransformation.

Bioreactor Configurations

The manner in which a bioconversion is performed is dic-

tated by the nature of the biocatalyst, the chemistry involved,

and process economics [93]. The overall aims of a biocon-

version are the same as for any process, to maximize the

production of a given material at the lowest overall cost. In

some cases, this might mean maximizing the volumetric

productivity (Qp in units of mol m3/s) of the reactor. Alter-

nately, it might be most important to enable the more effi-

cient recovery through maximizing the ratio of desired to

undesired products. If the cost of the biocatalyst is limiting

then the catalyst productivity (Pcat) must be maximized, a

function of the intrinsic activity of the catalyst itself and the

fashion in which it is used.

A variety of reactor configurations has been developed for

both batch and plug-flow modes of operation. Biocon-

versions, involving the transformation of a defined substrate

into a product, are typically less demanding than fermen-

tations involving growing cells wheremany additional factors

such as oxygenation, feed rate, and the supply of trace

nutrients may need to be tightly monitored. Nonetheless, the

implementation of bioconversions, particularly larger scale

operations, requires a considerable degree of engineering.

Important factors that must be considered when selecting a
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reactor configuration for performing a given bioconversion

include:

• Nature and solubility of substrates and products

• Formof the biocatalyst (whole cells, soluble or immobilized

enzymes)

• Cost of biocatalyst relative to the overall process

• Kinetic parameters of the biocatalyst

• Substrate/product equilibrium

• Degree of product or substrate inhibition of the biocatalyst

• Operational stability of biocatalyst

• Product recovery

The bioreactor configurations in common use are

illustrated in Fig. 31.17.

Batch reactors. The majority of smaller-scale bioprocesses

are carried out in batch mode. A key advantage of many

batch reactors is the ability to run a range of different

bioconversions with the one piece of equipment. The main

disadvantage is the downtime required for emptying and

recycling the reactor and cases where product inhibition of

the biocatalyst is significant. The simplest configuration

involves the use of a stirred vessel containing the biocatalyst

to which one or more substrates (St concentration) are added
resulting in conversion to the desired product(s) over a given

time. The required batch time (Tb) of such a system is a

function of the kinetic parameters of the biocatalyst (Km,

Vmax), the catalytic density (maximum enzyme activity per

volume), and the initial substrate concentration (So),

represented in the equation below.

ðSo � StÞ � Km ln(St=SoÞ ¼ Catalytic density � Tb (31.8)

In some cases, continuous extraction of products allows

extended operation and high volumetric efficiency. Reactors

run in this mode are referred to as continuous-stirred batch

reactors (CSBR). In this case, the bioconversion is run under

approximately steady-state conditions where the position of

reaction equilibrium lies toward the products of the conversion.

In this case the concentration of product (proportional to Si �
So) at a given reactor residence time becomes a function of both

the flow rate (Q) into the reactor and reactor volume, in addition

to the factors discussed above for batch mode reactors (i.e.,

catalyst parameters anddensity, inlet substrate concentrationSi,
and outlet substrate concentration So).

Q � ðSi � SoÞ ¼ Vmax � So=ðKm þ SoÞ
¼ ðCatalytic density �Reactor volumeÞ
� So=ðKm þ SoÞ (31.9)

Another favorable aspect of stirred batch reactors is the

fact that they are compatible with most forms of a biocata-

lyst. The biocatalyst may be soluble, immobilized, or a

whole-cell preparation; in the latter case a bioconversion

might be performed in the same vessel used to culture the

organism. Recovery of the biocatalyst is sometimes possible,

typically when the enzyme is immobilized or confined

within a semi-permeable membrane. The latter configuration

is often referred to as a membrane reactor. An example is

the hollow fiber reactor where enzymes or whole cells are

partitioned within permeable fibers that allow the passage of

substrates and products but retain the catalyst. A hollow-

fiber reactor can be operated in conjunction with the stirred

tank and operated in batch or continuous mode. A tubular

reactor configuration consisting of hollow fibers is also use-

ful for continuous plug-flow mode operation.

Plug-flow bioreactors. Continuous bioconversions can also

be carried out using so-called “plug-flow” reactors where a

substrate is converted to a product by passage through a

biocatalyst in immobilized form. The packed-bed bioreactor

is the most common, although fluidized-bed bioreactors are

also used. The principle advantages of packed-bed reactors

are the greatly increased catalytic density relative to batch

reactors allowing for compact designs and suitability for

continuous production. There are several technical issues

that need to be addressed before a given bioprocess can be

performed in this fashion. The catalyst must be immobilized

in a form compatible with a packed-bed format, usually

immobilized on rigid particles that enable optimal fluid

flow through the bed. The particles must be strong enough

to support their own weight and also resist fouling by

Stirred batch Continuous stirred batch Packed bed Fluidized bed

S P

Fig. 31.17 Bioreactor

configurations
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impurities such as particulates in the substrate. The rate of

the conversion dictates the required bed thickness, or alter-

natively, the need for recycling in order to drive a conversion

to completion. In this case, the concentration of product

(proportional to Si � So) at a given reactor residence time

(Tp) becomes a function of both the flow rate (Q) into the

reactor and reactor volume in addition to the factors

discussed above for batch mode reactors (i.e., catalyst

parameters and density, inlet substrate concentration Si,

and outlet substrate concentration So).

ðSi�SoÞ�Km � lnðSo=SiÞ ¼ Catalytic density

Tp ¼ Catalytic density�(Reactor volume/flow rate)

(31.10)

Continuous bioconversions using packed-bed reactors are

particularly well suited for high-volume bioprocesses

including HFCS and enzymatic transesterification of fats

and oils. As shown in Table 31.11 for an HFCS production

reactor using Glucose isomerase, PFR is advantageous in

terms of short residence time critical for minimum color

formation, high productivity, and low cost. An overall sum-

mary of the relative advantages and disadvantages of differ-

ent bioreactor configuration is listed in Table 31.12.

Recovery of products often dictates the fashion in which a

bioconversion is carried out. Liquid/liquid two-phase

systems have proven useful, particularly when substrates of

low water solubility are used. In these cases it is often

possible to operate the reactor in continuous mode by

removing and recycling the phase containing the products.

The mode of product recovery depends on the nature of the

product and the medium in which it is dissolved, in most

cases water. Distillation can be used for product recovery in

some instances, whereas extraction using a solvent might be

used for nonpolar products. In many cases the removal of

water from dilute solutions of product can add considerable

cost to a bioprocess. For this reason there has been wide-

spread interest in the use of solvents other than water for

biocatalysis, discussed below.

Nonaqueous Biocatalysis

Enzymes are, for the most part, soluble in water and not obvi-

ously suited for use in organic solvents. Many enzymes are

denatured by exposure to solvents and still others require water

as part of their catalytic action. Prior to 1980, therewere several

reports of biocatalysis in solvents; however, it was Klibanov

and co-workers in the 1980s who first clearly demonstrated the

potential of biocatalysis in organic media [94–96]. The use of

such media, typically organic solvents, has greatly expanded

the scope of biocatalysis for several reasons:

• Ability to use substrates with low water solubility

• Modulation of enzyme regio- and enantioselectivity

• Improved product yields in some cases

• Improved product recovery

• Enhanced biocatalyst stability

• Prevention of microbial contamination

Hydrolytic enzymes such as lipases and proteases catalyze

readily reversible reactions and will often promote reverse

hydrolysis at reduced water activities. Water can be removed

with desiccants, as an azeotrope with a solvent or through

application of a vacuum. Lipases have proven particularly

useful in this regard, allowing the formation of esters from

alcohols and either free carboxylic acids or esters.

An example is the synthesis of fatty acid esters in hexane

from fatty acids and alcohols, a reaction catalyzed by

many lipases including Porcine pancreatic lipase (PPL),

P. alcaligenes lipase (LIPOMAXTM, Genencor), CAL-B

(N435, Novozymes), and Candida rugosa lipase (Amano

Table 31.11 Process metrics for the glucose isomerase process

Parameter

Batch

soluble

Batch

immobilized

Continuous

immobilized

Reactor volume (m3) 1,100 1,100 15

Temperature (�C) 65 65 60

pH 6.8 6.8 7.6

Normalized comparison

Reactor size 75 75 1

Enzyme consumption 90 6 1

Activity half-life 1 10 50

Active half-lives 1 3 5

Residence time 40 40 1

Co2+ usage 2 1 0

Mg2+ usage 6 6 1

Energy usage 5 5 1

Conversion cost 100 6 1

Color formation 1 0.3 <0.1

Source: Courtesy Genencor International

Table 31.12 Comparison of bioreactor configurations

Configuration Advantages Disadvantages

Stirred batch � Simple versatile

format

� Low catalytic density

� Compatible with

most biocatalyst

forms

� Downtime between cycles

Continuous-

stirred batch

� Higher volumetric

efficiency

� Incomplete conversion

to product
� Continuous

production

Packed bed � High catalytic

density

� Biocatalyst must be

immobilized in

compatible form� Extended operation

Fluidized bed Resistance to blockage Lower catalytic density

Membrane Compatible with

soluble enzymes

Membrane fouling
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AYS, Amano) among others (Fig. 31.18). Many other clas-

ses of enzyme have also been used in organic solvents such

as acyltransferases, glycosidases, dehydrogenases, oxidases,

and dehalogenases, for the most part on the laboratory scale.

Another major advantage of nonaqueous biocatalysis is the

greatly expanded set of possible substrates, particularly

those of low or negligible solubility in water. Examples of

such compounds include long-chain fatty acids and ester

derivatives, steroids, aromatic compounds, and many phar-

maceutical intermediates. Several texts have been dedicated

to the topic of synthetic biocatalysis, for example, the com-

prehensive handbook edited by Drauz and Waldmann [97].

A wide variety of organic solvents have been used to

conduct bioconversions including nonpolar solvents such

as isooctane, n-hexane, and toluene, in addition to metha-

nol, acetone, and other water-miscible solvents. Dipolar

aprotic solvents dimethylformamide (DMF) and dimethyl-

sulfoxide (DMSO) are also compatible with many enzymes

and are often used to enhance the solubility of substrates in

combination with a nonpolar solvent. Tertiary alcohols

such as t-butanol and t-amyl alcohol have been used for

many lipase-mediated esterifications as sterically hindered

tertiary alcohols are not typically good substrates for most

enzymes. It should be noted that the presence of small

amounts of water is essential for the effective use of most

biocatalysts in organic solvents. In some cases an enzyme

may only require a monolayer of water molecules on its

surface in order to operate. In other cases there may need to

be enough water to form reverse micelles where the biocat-

alyst is contained within a predominantly aqueous environ-

ment. The amount of water needed for maximal enzyme

performance is usually cited in terms of water activity (Aw).

Some enzymes (class “A”) operate efficiently at low water

activities and become less efficient at catalyzing certain

reactions such as ester formation at high Aw. Other

enzymes will operate most efficiently at high water

activities (class “B”). The enzyme activity as a function

of water activity for these two classes of enzyme is

represented graphically in Fig. 31.19.

Few industrially important bioprocesses are carried out

exclusively in organic solvents. Two-phase systems are more

common, however, consisting of a water-immiscible solvent

that allows adequate dissolution of substrates and products

and an aqueous phase containing the biocatalyst [98].

Products of Biocatalysis

Although numerous chemicals have been produced at a pilot

scale using biocatalysis, there are only a modest number of

materials produced at the ton scale or greater [99]. Some

materials such as fructose syrup, acrylamide, and aspartame

are produced on a large scale (>1,000 t/year), whereas

others, including most pharmaceutical intermediates, are

manufactured at considerably smaller volumes. A summary

of some current products produced through biocatalytic

processes is given in Table 31.13.

High-fructose corn syrup. Glucose isomerase (GI) is used

for the large-scale isomerization of glucose syrups produced

from the enzymatic hydrolysis of corn starch (Fig. 31.20).

The product, commonly known as HFCS, typically contains

42% fructose, 50% glucose, 6% maltose, and 2% malto-

triose. Fructose, the monosaccharide commonly called fruit

sugar, is about 50% sweeter than sucrose, the disaccharide

familiarly known as table sugar.

Annual production of HFCS amounts to over ten million

tons, selling at around 30 cents/lb for the 42% grade (HFCS-

42). HFCS is also available in the form of 55% syrup

(HFCS-55), 90% syrup (HFCS-90), or as 99% pure crystal-

line fructose. The lowest grade, HFCS-42, is 15–20%

cheaper than liquid invert sugar on a dry weight basis and

is predominantly used in soft drinks. The baking industry

ranks as the second largest user. Combining HFCS-42 and
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Fig. 31.19 Enzyme activity vs. water activity plot

OH

O

O

O

Heptanol, Lipase
Hexane, 50°C

Fig. 31.18 Lipase-mediated ester formation
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HFCS-90 gives HFCS-55, which has about the same degree

of sweetness as sucrose. It is used as a sweetener and flavor

enhancer in fruit-flavored soft drinks. Fructose enhances

flavors, whereas sucrose masks them. Because the molecular

weight of fructose is approximately half that of sucrose, a

smaller amount of it is needed to sweeten a product to

desired levels, and sweetener calories in the product can be

reduced by about one third. The major use of HFCS-90 is in

dietetic foods and drinks. Crystalline fructose of over 99%

purity is obtained by drying the 90% pure HFCS. Pure

fructose is about 70% sweeter than sucrose, and as an essen-

tially pure sweetener, fructose allows the full taste of product

flavors to develop. It has also found uses in low calorie

foods and drinks. The amount of HFCS consumed per capita

has risen dramatically in the last 30 years and there is some

controversy about the possible health effects of high level

consumption [100].

In many industrial cases, whole microbial cells

containing GI are immobilized by physical means such as

entrapment or encapsulation in polymeric materials or by

chemical methods such as intermolecular cross-linking with

gluteraldehyde or covalent binding with diazotized diamino

compounds. Commercially, soluble glucose isomerase is

also immobilized on DEAE-cellulose. The immobilized glu-

cose isomerase can usually be used for over 1,000 h at a

temperature of around 65�C. When the column enzyme

activity decreases, the flow rate of the incoming glucose

syrup can be adjusted so that the conversion of glucose to

fructose is maintained constant.

Acrylamide. One of the largest scale industrial

bioconversions is the process for the bioconversion of acry-

lonitrile to acrylamide, which is used in coagulants for water

treatment, soil conditioners, paper treatment, adhesives,

paints, and secondary oil recovery [101]. The worldwide

production volume for the bioconversion process is in the

tens of thousands of tons per year range. The reaction is a

hydration of a nitrile to an amide and has traditionally been

done by either a sulfuric acid or a copper-catalyzed

Table 31.13 Selected products of industrial biocatalysis

Product Biocatalyst Substrate Application

Food stuffs

High-fructose corn syrup Glucose isomerase Corn syrup (glucose) Sweetener

Aspartame Thermolysin L-Aspartic acid + D,

L-phenylalanine

Artificial sweetener

L-Aspartic acid Ammonia lyase Fumaric acid + NH3 Amino acid, aspartame

precursor

L-Carnitine Agrobacterium g-Butyrobetaine Dietary supplement

L-Methionine L-Aminoacylase N-Acetyl-DL-methionine Supplement

Pharmaceuticals

7-ACA D-amino acid oxidase

and glutaric acid acylase

Cephalosporin C salt Intermediate for semisynthetic

antibiotics

Cephalexin Penicillin acylase 7-Amino-deacetyoxy-

cephalosporanic acid

Antibiotics

6-APA Penicillin G acylase Penicillin G Intermediate for semisynthetic

antibiotics

(S)-Naproxen Lipase (RS)-Naproxen ethyl ester Drug

Isosorbide 2-acetate Lipase Isosorbide diacetate Intermediate

(2R, 3S)-4-methoxy

phenylmethyl glycidate

Lipase Racemic 4-methoxy-

phenylmethyl glycidate

Intermediate

L-Valine Aminopeptidase DL-Valinamide Intermediate

Ethyl (S)-4-chloro-3-
hydroxybutyrate

Carbonyl reductase Ethyl acetoacetate Statin intermediate

Chemicals

Acrylamide Nitrile hydratase Acrylonitrile Monomer

Cyclodextrins Glucosyltransferase Amylose Formulation aid

Nicotinamide Nitrile hydratase 3-Cyanopyridine Vitamin precursor

(S)-2-Chloro-propionic acid Dehalogenase (RS)-2-Chloro-propionic acid Intermediate for herbicides

(S)-2-Glycidyl-butyrate Lipase (RS)-Glycidyl-butyrate Chemical intermediate

(S)-2-Methoxyisopropyl amine Acylase (RS)-2-Methoxyiso-propylamine Herbicide intermediate

CHO

OH

OH

OH

OH

CH2OH

CH2OH

CH2OH

O

OH

OH

OH

Glucose Isomerase

D-Glucose D-Fructose

Fig. 31.20 Isomerization of D-glucose to D-fructose catalyzed by

glucose isomerase

1214 J.C. McAuliffe



hydration process. These processes are rapidly being phased

out and replaced with a bioconversion process that has

increased volumetric productivity, higher energy efficiency,

decreased costs, and lower environmental impact.

The commercial bioconversion process employs the

enzyme nitrile hydratase, which catalyzes the same reaction

as the chemical process (Fig. 31.21). The bioconversion

process was introduced using wild-type cells of

Rhodococcus or Pseudomonas, which were grown under

selective conditions for optimal enzyme induction and

repression of unwanted side activities. These biocatalysts

have since been replaced with recombinant cells expressing

nitrile hydratase. The process consists of growing and

immobilizing the whole-cell biocatalyst and then reacting

them with aqueous acrylonitrile, which is fed incrementally.

When the reaction is complete, the biocatalyst is recovered

and the acrylamide solution is used as is. The bioconversion

process runs at 10�C compared to 70�C for the copper-

catalyzed process, is able to convert 100% of the acryloni-

trile fed compared to 80%, and achieves 50% concentration

of product compared to 30% concentration. Thus, the bio-

conversion process does not have to recycle the reaction to

complete the hydration and the final liquor does not have

to be concentrated as most of the commercial acrylamide is

sold as a 50% solution.

It should be noted that this elegant example of replacing a

chemical catalyst with a biocatalyst that has higher efficiency,

lower costs, and is environmentally friendly did not happen

overnight. It was first introduced in 1985 and has become

progressively improved to the currently described state. That

caveat being said, the current availability of biotechnological

tools would today probably be fivefold shorter. The ability to

identify and manipulate the enzyme, select the improved

catalyst, and express it in a variety of host organisms has

improved significantly in the last 20 years.

Semi-synthetic antibiotics. In 1959, Batchelor and

coworkers in the Beecham Research Laboratories in

England discovered that the penicillin nucleus, 6-APA,

accumulated during fermentation when side chain

precursors were omitted. This 6-APA could be used for the

chemical synthesis of entirely new types of penicillin by

coupling with new side chains. Shortly thereafter, several

sources of penicillin amidase were found that would cleave

the phenylacetyl side chain from penicillin G, thus produc-

ing a more economical source of 6-APA. A vast number of

“synthetic penicillins” have been generated, and a few

have achieved clinical importance [102]. Several objectives

were sought:

1. To broaden the inherent utility of penicillin to include

gram-negative pathogens not inhibited by the natural

penicillins

2. To improve its stability and absorption

3. To increase resistance to penicillinase producing

pathogens

4. To decrease allergenicity

5. To improve other factors pertinent to clinical use

The broad objectives have been achieved with varying

degrees of success. Table 31.14 shows the structures of some

of the semisynthetic penicillin that have become important

chemotherapeutics.

The natural penicillins, primarily G and V, have a rela-

tively narrow spectrum. They act mostly on gram-positive

organisms. The fact that proper selection of precursors could

lead to new variations in the penicillin side chain offered the

first source of synthetic penicillins. Penicillin V, derived

from a phenoxyacetic acid precursor, attracted clinical use

because of its greater acid tolerance, which made it more

useful in oral administration. Also, the widespread use of

penicillin eventually led to a clinical problem of penicillin-

resistant staphylococci and streptococci. Resistance for the

most part involved the penicillin-destroying enzyme, peni-

cillinase, which attacked the beta-lactam structure of the

6-APA nucleus. Semisynthetic penicillins such as ampicillin

and carbenicillin have a broader spectrum. Some, such as

methicillin, oraficillin, and oxacillin, are resistant to penicil-

linase. In 1984, Beecham introduced Augmentin, which was

the first combination formulation of a penicillin (amoxicil-

lin) and a penicillinase inhibitor (clavulanic acid). World-

wide production of semisynthetic penicillins is currently

around 10,000 t/year, the major producers are Smith Kline

Beecham, DSM, Pfizer, and Toyo Jozo.

As in the penicillin studies, the chemotherapeutic

properties of cephalosporin C can also be improved through

syntheticmodification of the 7-aminocephalosporanic acid (7-

ACA) nucleus. Several semi-synthetic cephalosporins have

been produced and are used clinically. The leading agents in

this category include cefaclor (first-generation cephalosporin,

developed by Lilly), cefoxitin (second-generation, byMerck),

cefuroxime axetil (oral form, second-generation, by Glaxo),

and ceftriaxone (third-generation, by Roche). Large-scale

enzymatic removal of the 6-acyl side chain of penicillins

is widely used in the commercial production of both 6-APA

and the ring-expanded analogue, 7-aminodesacetoxy-

cephalosporanic acid (7-ADCA). Two enzymes are used com-

mercially, Penicillin acylases G and V. Penicillin G acylase is

used in most cases, originally isolated from various sources

CN
NH2

O
Nitrilase

H2O, 10°C

acrylonitrile acrylamide

Fig. 31.21 Enzymatic conversion of acrylonitrile to acrylamide
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including E. coli, Bacillus megaterium, and Streptomyces

lavendulae. Penicillium acylase V, used to a lesser extent, is

derived from organisms including Beijerinckia indica var.
Penicillium, Fusarium sp., and Pseudomonas acidovorans.

Bacterial acylases have also been found that cleave the

7-acyl side chain of cephalosporin C to form 7-ACA.

N

S

O

O
O

H2N

CO2H

N

S

O

H2N

CO2H

7-aminodesacetoxycephalosporanic acid

(7-ADCA)

7-aminocephalosporanic acid

(7-ACA)

Immobilized forms of penicillin amidases and acylases

have replaced whole-cell biocatalysts for the production of

6-APA and 7-ACA as they can be reused many times, in

some cases for over 1,000 cycles. Another major advantage

is the purity of the enzyme, lacking the b-lactamase

contaminants often present in whole cells. The productivity

of these biocatalysts exceeds 2,000 kg product/kg catalyst.

A typical process for the production of 6-APA employs

immobilized penicillin G acylase covalently attached to a

macroporous resin. The process can be run in either batch or

continuous modes. The pH of the reaction must be

maintained at a value between 7.5 and 8 and requires contin-

uous adjustment to compensate for the drop caused by the

phenylacetic acid generated during the course of the reac-

tion. Recycle reactors have been used, as they allow both pH

control and the use of packed bed reactors containing

the immobilized catalyst. The enzymatic process is cheaper,

although not greatly so, than the older chemical route to

Table 31.14 Structural formulae of natural and semisynthetic penicillins

6-aminopenicillanic acid (R = H)

N
O

N
H

S

CO2H

R

CO2H

O

NH2

O

NH2

O
HO

N

N CO2H

N O

CH3

O

O

OCH3

R = R =

O

O

O

Semi-synthetic penicillins

R = R = 

Penicillin G Penicillin V

Carbenicillin

Amoxicillin

Oxacillin

Ampicillin

Quinacillin

Methicillin
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6-APA, although it produces far less waste and doesn’t

require hazardous chemicals such as trimethylsilyl chloride.

The biological production of 7-ACA, developed by Hoechst

and currently practiced by Biochemie, is another excellent

example of the waste reductions possible through implemen-

tation of a bioprocess, in this case from 31 to 0.3 kg per kg of

product. Overall, the discovery and the development of

penicillin and cephalosporin acylases greatly accelerated

the commercialization of many semi-synthetic penicillins

and cephalosporins and highlight the utility of biocatalysis

for the selective modification of complex molecules.

Amino acids. Amino acids are produced by both fermenta-

tion and biocatalysis for use in animal feed, fertilizer, as

flavor enhancers, dietary supplements, and in pharmaceuti-

cal manufacture [103]. By volume, the most important

products are L-lysine, L-methionine, L-threonine, and L-tryp-

tophan, most of which are produced by fermentation. Bioca-

talysis still plays an important role in amino acid supply and

has been used to synthesize both L- and D-amino acids,

including a variety of nonnatural analogues. The major

producers are Degussa, Tanabe Seiyaku, and Kyowa Hakko.

Several enzyme classes have been used to synthesize

amino acids, listed below;

• Aminoacylases

• Hydantoinases

• Amidases

• Dehydrogenases

• Racemases

• Lactamases

• Lyases

Aminoacylases (EC 3.5.1.14) were first used for the pro-

duction of both D- and L-amino acids in the mid-1950s in batch

mode processes to effect the selective deacetylation of chemi-

cally synthesized racemic N-acetyl-DL-amino acids. The most

widely used enzyme was derived from A. oryzae, selective for
the L-isomer. The technology was further developed by

Chibata and coworkers at Tanabe to the point where the

aminoacylase was immobilized to an ion-exchange resin and

used in a packed-bed reactor allowing continuous production

[104]. More recently, D-aminoacylases have been isolated and

used for the synthesis of D-amino acids. In most schemes, the

unwanted isomers are racemized chemically under forcing

conditions (pH<3,>80�C) or, alternatively, with a racemase

enzyme and subsequently recycled. Examples of amino acids

produced through this process include L-methionine, L-valine,

L-phenylalanine, and L-tryptophan. The immobilized enzyme

is quite stable with a half-life of over 1 month at 50�C. When

the total activity of the reactor drops, more of the enzyme can

be added to the carrier. Productivity of the continuous process

ranges from 70 to over 200 t/year for a 1,000-L column and is

approximately 40% less costly than the older batch process.

Figure 31.22 depicts the chiral resolution of racemic N-acetyl

D, L-methionine.

Another widely adopted route to chirally pure amino

acids is the hydantoin route. The enzyme hydantoinase

CO2H

NHAc

SCH3

CO2HCO2H

NH2

SCH3

NHAc

SCH3

+

N-acetyl-D-methionine L-methionine

L-aminoacylase

Racemization

N-acetyl-D,L-methionine

Fig. 31.22 Chiral resolution of

racemic N-acetyl-DL-methionine

N
H

N
H

O

O

R N
H

N
H

O

O

R

NHCONH2

CO2H

R

Racemization

+
Hydantoinase

D,L-Hydantoin L-Hydantoin

Carbamoylase

NH2

CO2H

R

D-amino acid

Fig. 31.23 Hydantoinase/

carbamoylase process for the

production of D-amino acids
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allows the selective hydrolysis of L-hydantoins to form a

carbamoyl amino acid that is subsequently converted to the

free-L-amino acid by carbamoylase (Fig. 31.23). An advan-

tage of this process is the fact that racemization of

hydantoins is far more facile than for N-acetyl amino acids.

This process has been used for many years for the large-scale

production (>1,000 t/year) of both D-phenylglycine and

4-hydroxy-D-phenylglycine, used in the synthesis of semi-

synthetic antibiotics.

Dehydrogenases are also used for amino acid production,

albeit on a far smaller scale. An example is the unnatural

amino acid L-tert-leucine, manufactured by Evonik (for-

merly Degussa), used as an intermediate for the manufacture

of peptidomimetic drugs such as HIV protease inhibitors.

The route used to synthesize this material is noteworthy in

that it employs Leucine dehydrogenase, a redox enzyme

with cofactor regeneration driven by the decomposition of

ammonium formate, in turn catalyzed by formate dehydro-

genase (Fig. 31.24). The cofactor in this case is NADH

modified with polyethyleneglycol (NADH-PEG) so as to

increase its molecular weight and allow retention within a

membrane reactor. Total cofactor recycle efficiency is very

high at over 125,000 cycles. This elegant approach has also

been used to produce other unusual amino acids including

b-amino acids.

L-Aspartic acid is used in production of aspartame, in

pharmaceuticals, and as a food additive. A bioprocess for

the production of this amino acid was first commercialized

in 1973 by Tanabe Seiyaku Co. (Japan) and involves the

stereoselective addition of ammonia to fumarate catalyzed

by L-aspartate ammonia lyase (Aspartase, EC 4.3.1.1).

L-Aspartic acid was originally produced by fermentation;

however, more recent processes use whole E. coli cells

immobilized within either an acrylamide or cross-linked

polysaccharide matrix. In this case the immobilized cell-

based catalyst is far more stable than immobilized forms of

the isolated enzyme, with an operational lifetime of over 120

days. The process is typically run in a continuous fashion

with recovery of the L-aspartic acid readily achieved through

crystallization. The major producers are Tanabe Seiyaku Co.

and Kyowa Hakko Co. with a combined production of over

10,000 t per annum.

A similar process is also used for the production of

L-malic acid from fumarate, in this case using a hydratase

enzyme derived from Brevibacterium ammoniagenes.

Another variation of the Tanabe technology involves the

synthesis of L-alanine from L-aspartic acid through the use

of immobilized whole cells (Pastilla dacunae) containing

aspartate-decarboxylase.

L-Lysine is produced on an enormous scale, over

500,000 t/year, mostly through fermentation using geneti-

cally modified organisms. A biocatalytic route was also used

to produce L-lysine, the most popular being the Toray pro-

cess where chiral resolution of DL-a-amino-e-caprolactam
was achieved using a combination of a lactamase selective

for the L-lactam and a DL-racemase (Fig. 31.25). A blend of

whole-cell biocatalyst strains was used, consisting of Cryp-

tococcus laurentii (L-ACL lactamase) and Achromobacter
obae (ACL racemase). Yields of close to 100% are realized

with productivities of over 100 g/L/day. At its peak, this

process produced over 10,000 t of L-lysine per year.

Aspartame. Aspartame is a high-intensity sweetener (200-

fold that of sucrose) consisting of L-aspartyl-L-phenylalanine

methyl ester (L-Asp-L-Phe-OMe). Around 10,000 t are pro-

duced per annum, mostly by a chemical process owned by

Nutrasweet Corp. Holland Sweetener Company (a DSM/

Tosoh joint venture) uses the protease thermolysin (EC

CO2H

O

CH3

H3C

H3C

CO2H

CH3

H3C

H3C

NH2
NADH + H+ NAD+

NH4CO2H CO2
Formate 

Dehydrogenase

Leucine 
dehydrogenase

Trimethylpyruvate L-tert-Leucine

Fig. 31.24 Synthesis of

L-tert-leucine is carried out using

a cofactor recycle process using

formic acid as the stoichiometric

hydrogen donor

N
H O

NH2 H2N CO2H

NH2

DL-α-amino-ε-caprolactam L-lysine

L-Lactamase

Lactam racemase

Fig. 31.25 Synthesis of L-lysine

from DL-a-amino-e-caprolactam
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3.4.24.27) to synthesize aspartame from a chemically

protected L-aspartic acid derivative (Z-L-Asp) and racemic

phenylalanine methyl ester (DL-Phe-OMe). The enzyme only

accepts L-phenylalanine-OMe and the unused D-isomer can

be isolated, racemized, and recycled. This process is

depicted in Fig. 31.26.

Chiral pharmaceutical intermediates. The use of biocataly-

sis for producing chirally pure pharmaceuticals is now an

accepted technology that complements alternative chemical

and physical methods [105, 106]. The size of the world

market for single enantiomer drugs, over $225 billion in

2005, offers plenty of incentive to develop competitive bio-

catalytic routes for key intermediates [107]. The market for

chiral intermediates themselves, although far smaller, is still

considerable and was projected to rise from over $7 billion in

2002 to over $15 billion by 2012 [108]. The majority of these

intermediates are generated through traditional chiral pool

resolution, 35% by asymmetric chemical synthesis and 15%

through the application of biocatalysis (Fig. 31.27) [109].

The number of biocatalytic processes is increasing as more

traditional chemical companies begin to view enzymes more

as reagents than exotic materials. Inmost cases biocatalysis is

one of many options for the synthesis of given material and

must demonstrate economic benefits in order to be adopted.

One of the inherent advantages of enzymes is the ability

to discriminate between stereoisomers, often generating

products with enatiomeric excesses (i.e., of over 98%).

Judicious application of biocatalysis can also reduce the

number of chemical steps needed to synthesize certain

drugs, leading to hybrid chemoenzymatic processes with

lower costs and less waste. The range of enzymes used in

Aspatame (Nutrasweet®)

Z-L-Asp-CO2H  + DL-Phe-OMe

Z-L-Asp-L-Phe-OMe    +     D-Phe

L-Asp-L-Phe-OMe                 

Thermolysin Racemization

Z = protecting group

Asp = aspartic acid

Phe = phenylalanine

Fig. 31.26 Thermolysin-

mediated synthesis of aspartame
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the synthesis of chiral intermediates has expanded beyond

esterases and acylases and now includes oxidoreductases,

glycosyltransferases, and C–C bond-forming enzymes (e.g.,

aldolases). A number of excellent reviews and books have

been dedicated to the application of biocatalysis in the pro-

duction of pharmaceuticals and should be consulted for

detailed information [105–111]. A few examples of the use

of biocatalysis are discussed below.

Naproxen and ibuprofen are nonsteroidal

antiinflammatory drugs (NSAIDs) widely available as OTC

medications. In both cases the active (S)-enantiomer is far

more potent. Selective hydrolysis of racemic esters of these

drugs enables the production of both (S)-naproxen and (S)-

ibuprofen. A number of bioroutes have been developed for

the synthesis of these drugs. Most commercial processes are

based on the selective hydrolysis of racemic esters

performed by lipases and esterases, although the selective

hydrolysis of nitriles with nitrilases has also been used. One

such process for (S)-naproxen, was developed by Chirotech

using a recombinant esterase, generates titers of around

150 g/L in a batch-mode process. Recovery of the (R)-ester

is readily achieved by centrifugation and is subsequently

racemized by base treatment and returned to the reactor

(Fig. 31.28).

The blockbuster anti-cholesterol agents Lipitor®

(atorvastatin) and Crestor® (rosuvastatin) generated combined

sales of over $15 billion in 2010. Several companies have

developed improved biocatalytic methods for the synthesis of

ethyl (S)-4-chloro-3-hydroxybutyrate (ECHB), a key interme-

diate for these drugs [112]. One popular route to ECHB

involves selective reduction of ethyl 4-chloroacetoacetate

with a whole-cell biocatalyst (Fig. 31.29). Daicel Chemical

Industries of Japan produces over 100 t/year of ECHB using

two enzymes coexpressed inE. coli to carry out this reduction.

An NADH-dependant carbonyl reductase, originally isolated

from Kluyveromyces aestuarii, and an engineered formate

dehydrogenase dehydrogenose from Mycobacterium vaccae

resulted in ECHByields of nearly 50 g/L/h.Alternative biocat-

alytic routes have been developed by DowPharma in collabo-

rationwithVerenium (formerlyDiversa), and also byCodexis.

Diltiazem, a benzothiazepin used widely for the treatment

of high blood pressure, is derived from a p-methoxyphenyl-

substituted glycidyl ester with two stereocenters. Lipase-

mediated resolution is used to obtain the desired (2R, 3S)-

ester. Both DSM and Sepracor have commercialized pro-

cesses for this intermediate using lipases including those

from C. rugosa and Serratia marcesens. A typical process

is run in a membrane reactor using a two-phase solvent/

water mixture. The unwanted isomer is hydrolyzed to a

carboxylic acid that subsequently decomposes to an alde-

hyde and CO2 (Fig. 31.30). The addition of bisulfite to the

reactor prevents inhibition of the lipase by complexing with

the aldehyde byproduct and allowing extraction into the

aqueous phase.

A number of other important drug intermediates are

produced at scale (>1,000 kg/year) by biocatalysis including

CO2Et

CH3

H3CO

CO2H

CH3

H3CO

CO2Et

CH3

H3CO

+

Esterase

(S)-naproxen, >98% ee

(R)-naproxen ethyl ester

Base-catalyzed racemization

Fig. 31.28 Dynamic chiral resolution of naproxen ethyl ester

Cl CO2Et

OH

Ethyl (3S)-4-chloro-3-hydroxybutanoate

Cl CO2Et

O
microbial 

reduction
Ethyl 4-chloroacetoacetate

Fig. 31.29 Synthesis of ethyl (3S)-4-chloro-3-hydroxybutanoate (ECHB) from ethyl-4-chloroacetoacetate through whole-cell microbial

reduction
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D-phenylglycine and D-(p-hydroxyphenyl)glycine for

antibiotics, nicotinamide, 6-hydoxynicotinic acid, (R)-
glycidol, and D-pantothenic acid. Many fine chemical

companies have developed a biocatalysis capability such as

Avecia (now a part of Nitto Denko Corp.) and Lonza to

address the growing market for chiral intermediates. Others

specialize in the development of novel biocatalysts of use for

fine chemical synthesis.

Herbicides. Herbicides are used in great quantities globally,

accounting for over $18 billion in sales in 2009. A number of

herbicides are produced as racemates and, as is the case for

many pharmaceuticals, one enantiomer is often more potent

than the other. Examples include Frontier, produced by

BASF, and Metolochlor, a Syngenta product. The active

enantiomer, (S)-metolachlor, was introduced in 1999.

BASF introduced OutlookTM, the S-enantiomer of Frontier,

in 2001.

N
Cl

O

OCH3

S

N
Cl

(S)-MetolochlorOutlook®

O

OCH3

Whereas (S)-metolochlor is produced chemically by asym-

metric hydrogenation, a biocatalytic route is employed by

BASF for the production of (S)-methoxyisopropylamine

on the multithousand-ton scale per annum. Resolution of race-

mic methoxyisopropylamine is achieved through selective

enzymatic acylation of the unwanted (R)-isomer. This amide

is then separated, racemized, and recycled (Fig. 31.31).

A similar approach is used by BASF to produce a range of

additional chiral amines as part of the ChiPros® portfolio.

Another chiral small molecule, (S)-2-chloropropionic
acid (S-CPA), is a key intermediate in the synthesis of the

2-phenoxypropionic acid class of herbicides, including

Fusilade (Avecia) and Mecoprop (BASF). Kinetic resolution

of racemic CPA is performed with a whole-cell biocatalyst

expressing a dehalogenase enzyme selective for the (R)-

enantiomer and producing (S)-lactic acid, itself a useful

byproduct. The S-CPA is extracted with a solvent following

removal of the biocatalyst by filtration. Removal of the

solvent by distillation gives crude S-CPA, which can be

further purified. The process was developed by Avecia (pur-

chased by Dr. Reddy’s Laboratories in 2005) and produces

over 2,000 t per annum.

Carbohydrates. Aside from starch processing and the pro-

duction of HFCS, there are few biocatalytic processes cur-

rently employed for the large-scale synthesis of

carbohydrates [113, 114]. A number of carbohydrates are,

however, produced on the smaller scale. They include

monosaccharides such as xylitol, L-sorbose, and sialic acid,

alkyl glycosides, sugar fatty acid esters, cyclodextrins, and

oligosaccharides including gluco-, galacto-, and fructooligo-

saccharides. Many of these processes involve the formation

of a glycosidic bond, the carbohydrate version of an acetal or

ketal. Three types of enzyme are used for glycoside forma-

tion, depicted in Fig. 31.32.

MeO

CO2Me
O

MeO

CO2Me
O

Lipase

MeO

CO2H
O

MeO

CHO

+

-CO2

(2R,3S)-ester

(2S,3R)-carboxylic acid

racemic-trans ester

aldehyde byproduct

Diltiazem

Fig. 31.30 Lipase-mediated

synthesis of the key intermediate

for Diltiazem
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Fig. 31.31 Chiral resolution
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Glycosidases typically hydrolyze glycosidic bonds, but

can be made to work in reverse under certain conditions.

An example is the b-glucosidase from sweet almonds, which

can form glycosides from free (unactivated) sugars and

aliphatic alcohols. Transglycosidases are used to intercon-

vert glycosides. Many glycosidases also have transgly-

cosidase activity. The industrial production of butyl-a-D-
glucoside involves the transglycosylation of maltose with

butyl alcohol in a two-phase system employing the

a-transglucosidase from A. niger [115].

Glycosyltransferases are the most specific of the enzymes

used to form glycosidic bonds and have also been used to

synthesize complex oligosaccharides in a far more direct

fashion than is possible by chemical means alone. One

disadvantage of glycosyltransferases is the need for

activated sugar nucleotide donors, such as UDP-glucose

(UDP ¼ uridine diphosphate). Recent progress in the prac-

tical application of glycosyltransferases has been made pos-

sible through the commercial availability of recombinant

enzymes and elegant schemes for the in situ regeneration

of sugar nucleotide donors using cheaper energy sources

such as phosphenolpyruvate.

For example, production of a complex pentasaccharide,

Sialyl Lewis X (SLex), was achieved on the multikilogram

scale by Cytel Corporation using technology developed by

Wong and Whitesides whereby all of the required sugar

nucleotides were regenerated in a multienzyme scheme

[116]. This molecule was originally identified as a possible

therapeutic agent for the prevention of reperfusion injury fol-

lowing heart attacks. Although this drug ultimately failed in

clinical trials, the technology has since been used in the pro-

duction of carbohydrates for infant formula, as anti-infectives,

and for the production of glycosylated therapeutic proteins.

Future Trends in Biocatalysis

Biocatalysts. Continued discovery of new enzymes and

microorganisms will further drive the development of bioca-

talysis by both enabling new chemistries and lowering the

cost of existing technologies. It has been estimated that over

98% of the microbial diversity in Earth remains untapped.

The potential of this resource cannot be underestimated.

For example, the discovery of extremophilic bacteria
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existing at temperatures exceeding 120�C and extreme pH

values has already led to the development of thermostable

enzymes for a variety of applications, of particular note the

PCR reaction conducted with DNA polymerases. Libraries

of enzymes derived from extremophiles are now commer-

cially available. Table 31.15 lists different classes of

extremophiles from which useful enzymes have been

derived. Further information on extremophiles and their

potential utility for biocatalysis can be found in the reviews

by Kumar et al. [117] and Gomes and Steiner [118].

Enzyme engineering will increasingly drive the develop-

ment of robust enzymes tailored to specific bioprocesses.

The strategies used for improving the stability of enzymes

will continue to focus on the generation and screening of

libraries of mutants produced by random or targeted amino

acid substitutions; however, alternative approaches also

include the rational design of stabilizing protein motifs

(e.g., salt bridges) and even the incorporation of unnatural

amino acid analogues [119]. A case in point is the passive

incorporation of fluorinated analogues such as hexafluo-

roisoleucine into proteins by Tirrel and coworkers combined

with the observation that fluorinated amino acids can stabi-

lize protein folds in some instances [120]. The ability to

design enzymes from unrelated proteins is another long-

term goal. Similarly, computational design of enzymes

from first principles has great promise, although the field is

still in its infancy [121, 122]. Improved production methods

for enzymes useful for biocatalysis will also enable the

commercialization of many currently uneconomical pro-

cesses. Gains are also to be expected from refinement of

methods used for enzyme immobilization and bioreactor

design. The development of improved supports for enzyme

immobilization through the application of nanotechnology

has particular promise through the enhancement of stability

and productivity of immobilized enzymes.

Novel media for biocatalysis. The development of novel

media in which to conduct biocatalytic transformations has

been subject to investigation for almost as long as biocataly-

sis itself, with greatest focus on the use of organic solvents.

In recent years several new directions have gained attention.

In particular, the use of ionic liquids (Fig. 31.33) and super-

critical carbon dioxide (scCO2) have extended the range of

conditions under which biocatalytic processes can be

applied, primarily through allowing the solubilization of

substrates under conditions amenable to enzymatic catalysis

and/or facilitating the isolation of products from the reaction

medium [123–126]. The desire to reduce waste generation

and eliminate the need for volatile and potentially flammable

solvents is also spurring the development of novel media for

biocatalysis.

Ionic liquids based on salts of alkylimidazoles and

pyridines have been used for the synthesis of esters of

ascorbic acid and other sugars on the laboratory scale and

show particular advantage in their ability to dissolve other-

wise incompatible substrates. One of the key features of these

solvents is their extremely low vapor pressures and excellent

ability to dissolve both polar and nonpolar materials.

Reactions can be run under vacuum allowing the removal

of volatile byproducts such as water and enable one to shift

the equilibrium of a reaction towards product formation, as in

the case of reverse hydrolysis used for the formation of esters,

glycosides, and peptide bonds. Product recovery can be

facilitated through continuous extraction or phase separation

allowing recycling of the solvent. The ability to alter the

nature of both the cation and anion of ionic liquids indepen-

dently affords a degree of tunability, a useful property when

attempting to optimize a bioprocess. To date, bioprocesses in

ionic liquids have predominantly employed lipases; how-

ever, other classes of enzyme such as proteases and

glycosidases can also be used. Baker’s yeast and other

whole-cell biocatalysts have also been used successfully for

enantioselective reductions in ionic liquids.

Supercritical fluids (SCFs) and in particular scCO2 have

also been shown to provide a unique medium in which to

perform biocatalytic transformations. The ability to perform

biocatalysis in a SCF was first demonstrated in 1985 by

several groups. There are several advantages to the use of

Table 31.15 Classification of extremophiles

Class Optimal environment

Thermophile Temperatures above 60�C
Hyperthermophile Temperatures above 80�C
Psychrophile Temperatures below 15�C
Halophile Ionic strength >2 M

Acidophile pH values below 3

Alkaliphile pH values over 9

Radiophile Radioactive environments

Xerophile Low-water conditions

Piezophile Pressures-over 100 MPa

N
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H3C H3C

H3C
BF4

-

N
+

N

PF6
-

N
+

BF4
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[bmim][BF4] [emim][PF6] [bmpy][BF4]
Fig. 31.33 Structures of some

ionic liquids
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SCFs, as well as some drawbacks that need to be addressed if

large-scale processes are to be developed.

Advantages:

• Improved solvation of nonpolar materials

• Improved mass transfer relative to water and other liquids

• Ability to modulate solvent properties through pressure

changes

• Ability to remove solvent by depressurization

• Nontoxic and environmentally friendly

• Ease of product recovery

Disadvantages:

• Not compatible with all enzymes

• Need for specialized equipment

• Cosolvents often needed

• Water activity often important

• No large-scale processes developed to date

The conditions under which CO2 becomes supercritical

are mild (Table 31.16) and compatible with many, but not all

enzymes. Other SCFs aside from scCO2 have also been used

to conduct bioconversions, for example, trifluoromethane,

ethane, and propane.

In some cases an enzyme that performs poorly in scCO2

will exhibit greatly improved activity in an alternative SCF.

An example is the increased activity of subtilisin in super-

critical propane and propane/CO2 mixtures as compared to

scCO2 alone. A particularly interesting property of SCFs is

the ability to dramatically alter the solvent properties (e.g.,

dielectric constant) through changes in temperature and

pressure. Increases in pressure can enhance enzyme activity

in some cases. Enzyme activity in SCFs is also markedly

affected by water activity, as is the case in organic media,

and the presence of small amounts of water is often essential

for effective catalysis. Lipases are particularly suitable for

supercritical biocatalysis and are often used in immobilized

form owing to increased stability and ease of handling. Other

enzymes have also been employed including proteases,

oxidases, and glycosidases. The use of whole cells in super-

critical CO2 has also been reported. Matsuda et al. in 2001

employed the bacterium B. megaterium to catalyze the car-

boxylation of pyrrole at rates exceeding those possible in

water [127].

Often a cosolvent is used in order to solubilize particu-

larly polar substrates such as sugars and amino acids.

Surfactants or additional solvents may also allow adequate

solvation of enzymes. In some cases two-phase systems can

be used to conduct bioconversion. For example, Reetz et al.

employed both SCFs and ionic liquids in a semi-continuous

process for the esterification of alcohols where the enzyme

resided in the IL phase and scCO2 enabled substrate solva-

tion and product removal [128].

Products. Biocatalysis will increasingly be used for the

production of bulk chemicals including fuels, polymers,

and other large-volume materials. Much of this development

will be driven by large chemical manufacturers, many of

whom have invested heavily in the development of in-house

biocatalysis capabilities. Examples include BASF, Dupont,

Celanese, DSM, Dow Corning, Lonza, and Evonik. The

major factor driving this investment is the realization that

in many instances bioprocesses can improve productivity,

lower costs, and reduce waste streams. The production and

modification of bulk polymers holds particular promise as

enzymes may enable the production of polymeric

architectures that are not readily made through purely chem-

ical routes, for example, polyesters derived from sugars and

other polyols [129].

Production of fine chemicals and active pharmaceutical

ingredients (APIs) will also continue to benefit from the

judicious application of biocatalysis, in many cases as part

of multistep synthetic schemes. Of particular relevance is the

increasing demand for chirally pure pharmaceuticals, driven

by concerns about the unwanted side-effects often associated

with racemic drugs. Another growth area is likely to be the

production of biologically active carbohydrates, tradition-

ally requiring complex and expensive chemistries for pro-

duction, to be used as pharmaceuticals, in infant formula,

and as nutritional supplements.

Continued development of the biorefinery concept should

eventually lead to sources of renewable materials at costs

competitive with those from petrochemical sources through

the effective utilization of biomass from various sources (cel-

lulosic, agricultural waste, garbage, vegetable oils). Many of

these materials will be amenable to further modification

through biocatalytic processes, for example, the production of

biodiesel using lipases and fatty acids. Industrial enzymes

overall should also see increased use inmedicine as diagnostics

and as components in biosensors and other devices.

Summary and Conclusion

Enzymes are currently applied across many industries and

are used as processing aids, incorporated into consumer

products, and used in biocatalysis for chemical production.

The global market for industrial enzymes will continue to

expand as enzymes find their way into new markets and

Table 31.16 Critical points of solvents useful for biocatalysis

Solvent Critical temp (�C) Critical pressure (MPa)

Carbon dioxide 31.1 7.4

Fluoroform 25.9 4.8

Ethane 32.3 4.9

Sulfur hexafluoride 46 3.8

Ethylene 9.3 5.0
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attract greater interest from the chemical industry at large.

Several factors will contribute to this growth:

• Improved knowledge of enzyme mechanisms

• Reduction in the production costs of industrial enzymes

• Improved means for enzyme immobilization and

bioprocess engineering

• Novel schemes for cofactor recycling

• Advances in metabolic engineering of whole

microorganisms

• Greater awareness of the environmental benefits of

enzyme technology

Ultimately, the distinction between biological and

chemical catalysis may become less distinct as technologies

for modified enzymes, enzyme mimetics, and chemoenzy-

matic catalysis advance [130]. In the meantime, however, it

is clear that further application of enzyme technology within

industry will greatly benefit society in the twenty-first century.
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Industrial Production of Therapeutic Proteins:
Cell Lines, Cell Culture,
and Purification

32

Marie M. Zhu, Michael Mollet, and Rene S. Hubert

The biotechnology and pharmaceutical industries have seen a

recent surge in the development of biological drug products

manufactured from engineered mammalian cell lines. Since

the hugely successful launch of human tissue plasminogen

activator in 1987 and erythropoietin in 1988, the biopharma-

ceutical market has grown immensely. Global sales in 2003

exceeded US $30 billion [1]. Currently, a total of 108

biotherapeutics are approved and available to patients

(Table 32.1). In addition, 324 medically related, biotechnol-

ogy-derived medicines for nearly 150 diseases are in clinical

trials or under review by the US Food and Drug Administra-

tion [2]. These biopharmaceutical candidates promise to

bring more and better treatments to patients. Compared to

small molecule drugs, biotherapeutics show exquisite speci-

ficity with fewer off-target interactions and improved safety

profiles. Protein engineering technologies have advanced to

create protein drugs with improved efficacy, specificity, sta-

bility, pharmacokinetics, and solubility. Strategies that have

been employed to implement these changes include muta-

genesis, recombination, and other directed evolution

methods, as well as rational design and structure-based

computational approaches [3–7]. These advanced protein

engineering technologies are creating novel drug designs

and clever treatment strategies that are fuelling the biophar-

maceutical market growth.

Currently, 60–70% of all biotherapeutics based on recom-

binant proteins are produced in cultivated mammalian cells

[8]. Mammalian systems are often preferred over other hosts,

such as bacteria, plants, and yeast, because of their capability

for proper protein folding, assembly, and posttranslational

modification. The quality and efficacy of a protein can

thus be enhanced when expressed in mammalian cells.

With the recent expansion in the biotherapeutics market,

the demand for proteins derived from mammalian cells

continues to grow, and the biopharmaceutical industry is

faced with the challenge of efficiently producing these

proteins in large quantity. To keep up with demand while

driving manufacturing costs down, mammalian cell produc-

tion expectations are rising every year, with product titers

reaching 4 g of protein/L of culture [8]. The high yields

obtained today are the result of combined efforts made in

improving host cells, expression vectors, screening methods,

medium development, and process development. In this

chapter, we outline the commonmethods applied to mamma-

lian cell line development and describe the typical industrial

processes used in cell culture and purification for the produc-

tion of recombinant proteins. Recent advances in this field are

also presented.

Cells Used For Industrial Production

This section focuses on the generation of engineered mam-

malian cell lines that stably produce therapeutic proteins.

Hybridomas, transient expression systems, and insect and

bacterial cell line development are outside the scope of this

section. The commonly used cell lines, expression systems

and vectors, aswell as cell banking and stability are described.

Host Cell Lines

Mammalian cell lines commonly used to manufacture thera-

peutic proteins include NS0 mouse myeloma, baby hamster

kidney (BHK), and Chinese hamster ovary (CHO) derived

lines such as CHO-S, CHO-K1, CHODUXB11, and CHO-

DG44. The latter two cell lines are engineered to have single

or double knockout mutations, respectively, for the

dihydrofolate reductase (DHFR) gene. NS0 and CHO cell

lines are also available with the glutamine synthetase gene
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Table 32.1 Approved biotechnology products

Trade name Proper name Manufacturer

Approval

Date Application Cell type

Abbokinase Urokinase Abbott Laboratories 10/2002 Lysis of acute massive pulmonary emboli Human neonatal

kidney

Actimmune Interferon

gamma-1b

InterMune

Pharmaceuticals

12/1990 Chronic granulomatous disease/osteopetrosis NA

Activase Alteplase

recombinant

Genentech 11/1987 Acute myocardial infarction/acute massive pulmonary

embolism/ischemic stroke

CHO

AcuTect Tc-99 m apcitide Berlex 1998 Scintigraphic imaging of acute venous thrombosis NA

Adagen Injection

pegademase

Enzon 1990 Severe combined immunodeficiency disease NA

Aldurazyme Laronidase Biomarin 4/2003 Hurler and Hurler–Scheie forms of mucopoly

saccharidosis I

CHO

Alferon N

injection

Interferon alfa-

n3

Hemispherx

Biopharma

10/1989 Genital warts NA

Amevive Alefacept BiogenIdec 1/2003 Moderate to severe chronic plaque psoriasis CHO

Apligraf Graftskin Novo Novartis 5/1998 Venous leg ulcers NA

Aranesp Darbepoetin alfa Amgen 9/2001 Anemia associated with chronic renal failure/

chemotherapy-induced anemia

CHO

Argatroban – GlaxoSmithKline 6/2000 Heparin-induced thrombocytopenia syndrome NA

Avastin Bevacizumab Genentech 2/2004 Metastatic colorectal cancer CHO

Avonex Interferon beta-

1a

BiogenIdec 5/1996 Multiple sclerosis CHO

BeneFIX Human factor IX Wyeth 2/1997 Hemophilia B CHO

Betaseron Interferon beta-

1b

Chiron/Berlex 7/1993 Multiple sclerosis E. coli

Bexxar Tositumomab

and Iodine I-131

tositumomab

Corixa 6/2003 CD20 positive, follicular, non-Hodgkin’s lymphoma Mammalian

cells

BioTropin Human growth

factor

Bio General -

Technology

5/1995 Growth hormone deficiency in children NA

Botox Botulinum toxin

type A

Allergan 4/2002 Cervical dystonia/moderate to severe glabellar lines C. botulinum

Campath Alemtuzumab Millennium/Ilex 5/2001 B-cell chronic lymphocytic leukemia CHO

Carticel cultured

Autologous

chondrocytes

Genzyme 8/1997 Symptomatic cartilaginous defects of the femoral

condyle

Human cartilage

CEA-Scan Arcitumomab Immunomedics 6/1996 Imaging agent for detection of colorectal carcinoma NA

Cerezyme Imiglucerase for

injection

Genzyme 5/1994 Type 1 Gaucher disease CHO

Comvax Haemophilus b

conjugate

Merck 10/1996 Vaccination against both invasive haemophilus

influenzae b and hepatitis B

S. cerevisiae

DACS SC Stem cell

enrichment

device

Dendreon 9/1999 Rescue therapy following high-dose chemotherapy NA

Elitek Rasburicase Sanofi-Synthelabo 7/2002 Management of plasma uric acid levels in patients with

leukemia, lymphoma, and solid tumor malignancies

S. cerevisiae

Enbrel Etanercept Amgen 11/1998 Moderately to severely active rheumatoid arthritis/

polyarticular course juvenile rheumatoid arthritis/

psoriasis

CHO

Engerix-B Hepatitis vaccine

B

GlaxoSmithKline 8/1989 Hepatitis B S. cerevisiae;

CHO

Epogen Epoetin alfa Amgen 6/1989 Multiple types of anemia CHO

Erbitux Cetuximab ImClone Systems 2/2004 Advanced colorectal cancer NS0

Fabrazyme Agalsidase beta Genzyme 4/2003 Fabry disease CHO

Follistim Follicle-

stimulating

hormone

Organon 9/1997 Infertility CHO

(continued)
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Table 32.1 (continued)

Trade name Proper name Manufacturer

Approval

Date Application Cell type

Fortéo Teriparatide Eli Lilly 12/2002 Osteoporosis E. coli

Fuzeon Enfuvirtide Roche 3/2003 HIV infection/AIDS NA

Genotropin Somatropin Pfizer 8/1995 Short stature in children due to growth hormone

deficiency

E. coli

Geref Human growth

hormone

Serono 12/1990 Pediatric growth hormone deficiency NA

GlucaGen Glucagon Novo Nordisk 6/1998 Hypoglycemia S. cerevisiae

Gonal-F Follicle-

stimulating

hormone

Serono 9/1997 Female infertility CHO

Helixate FS factor

Antihemophilic

Bayer 6/2000 Hemophilia A BHK

Herceptin Trastuzumab Genentech 9/1998 Metastatic breast cancer CHO

Humalog Insulin lispro Eli Lilly 10/1982 Diabetes NA

Humatrope Somatropin Eli Lilly 3/1987 Human growth hormone E. coli

Humira Adalimumab Laboratories Abbott 12/2002 Moderately to severely active rheumatoid arthritis CHO

Humulin Human insulin Eli Lilly 10/1982 Diabetes E. coli;

S. cerevisiae

Infergen Interferon

alfacon-1

Amgen 10/1997 Chronic hepatitis C virus (HCV) infection E. coli

Infergen Interferon alfa-2a Hoffman-LaRoche 9/2003 Removal of Kaposi’s sarcoma indication NA

Intron A Interferon alfa-2 Schering-Plough 6/1986 Hairy cell leukemia/genital warts/AIDS-related

Kaposi’s sarcoma/hepatitis C/follicular lymphoma in

conjunction with chemotherapy/hepatitis B

E. coli

Kineret Anakinra Amgen 11/2001 Moderately to severely active rheumatoid arthritis E. coli

KoGENate Antihemophiliac

factor

Bayer 2/1993 Clotting treatment of hemophilia A BHK

KoGE-Nate-FS rFVIII Bayer 6/2000 Clotting treatment of hemophilia A BHK

Leukine Sargramostim Berlex 3/1991 Colony autologous bone marrow transplantation Yeast

LymErix Lyme disease

vaccine

GlaxoSmithKline 12/1998 Prevention of lyme disease E. coli

Mylotarg Gemtuzumab

ozogamicin

Wyeth 5/2000 CD-33-positive acute myeloid leukemia Micromonospoa

echinospora. sp.

calichensis

Myoblocs Botulinum toxin

type B

ElanPharmaceuticals 12/2000 Cervical dystonia to reduce the severity of abnormal

head position and neck pain

C. botulinum

Myoscint Imciromab

pentetate

Centocor 7/1996 Cardiac imaging agent for detection of myocardial

necrosis

Mammalian

cells

Natrecor Nesiritide Scios 8/2001 Acute decompensated congestive heart failure E. coli

Neulasta Pegfilgrastim Amgen 1/2002 Chemotherapy-induced neutropenia E. coli

Neumega Oprelvekin Genetics Institute 11/1997 Prevention of chemotherapy-induced

thrombocytopenia

E. coli

Neupogen Filgrastim Amgen 2/1991 Chemotherapy-induced neutropenia/autologous bone

marrow transplantation/chronic severe neutropenia/

acute myeloid leukemia

E. coli

Norditropin Somatropin Novo Nordisk 5/1995 Growth failure in children due to inadequate growth

hormone secretion

E. coli, CHO

Novolin 70/30 Human insulin Novo Nordisk 6/1991 Insulin-dependent diabetes mellitus S. cerevisiae;

E. coli

Novolin L Human zinc

insulin

Novo Nordisk 6/1991 Insulin-dependent diabetes mellitus S. cerevisiae;

E. coli

Novolin N Human insulin

isophane

Novo Nordisk 7/1991 Insulin-dependent diabetes mellitus S. cerevisiae;

E. coli

Novolin R Regular, human

insulin

Novo Nordisk 6/1991 Insulin-dependent diabetes mellitus S. cerevisiae;

E. coli

NovoLog Insulin aspart Novo Nordisk 11/2001 Insulin-dependent diabetes mellitus S. cerevisiae;

E. coli

(continued)
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Table 32.1 (continued)

Trade name Proper name Manufacturer

Approval

Date Application Cell type

NovoSeven Factor VIIa Novo Nordisk 3/1999 Bleeding episodes in hemophilia A or B BHK

Nutropin Somatropin Genentech 3/1994 Growth failure in children due to chronic renal

insufficiency

E. coli

Nutropin AQ Somatropin Genentech 12/1995 Growth failure in children due to chronic renal

insufficiency

E. coli

Oncospar PEG-L-

asparaginase

Enzon 2/1994 Acute lymphoblastic leukemia NA

Ontak Denileukin

diftitox

Ligand

Pharmaceuticals

2/1999 Persistant or recurrent cutaneous T-cell lymphoma E. coli

Orthoclone

Okt3

Muromonab-

CD3

Ortho Biotech 6/1991 Reversal of acute kidney transplant rejection NA

Ovidrel Choriogonado -

tropin alfa

Serono 10/2003 Induction of final follicular maturation and early

luteinization

CHO

Pegasys Peginterferon

alfa-2a

Hoffman-La Roche 10/2002 Chronic hepatitis C E. coli

PEG-Intron Peginterferon

alfa-2b

Schering-Plough 1/2001 Chronic hepatitis C E. coli

Procrit Epoetin alfa Ortho Biotech 12/1990 Anemia CHO

Proleukin Aldesleukin Chiron Corporation 1/1998 Metastatic melanoma/renal cell carcinoma E. coli

ProstaScint Capromab

Pendetide

Cytogen Corp 10/1996 Labeled with Indium 111 for imaging of prostatic

carcinoma

Mammalian

cells

Protropin Somatrem Genentech 10/1985 Growth hormone deficiency in children E. coli

Pulmozyme Dornase alfa Genentech 12/1993 Cystic fibrosis/advanced cystic fibrosis CHO

Raptiva Efalizumab Genentech 10/2003 Chronic plaque psoriasis CHO

Rebetron Ribavirin/

interferon alfa-2b

combination

Schering-Plough 6/1998 Chronic hepatitis C E. coli

Rebif Interferon beta-

1a

Serono 5/2003 Relapsing forms of multiple sclerosis CHO

Recombinat rAHF Baxter Healthcare 12/1992 Control of bleeding episodes in hemophilia A NA

ReFacto Antihemophilic

factor VIII

Wyeth 3/2000 Clotting hemophilia A CHO

Refludan Lepirudin Berlex Laboratories 3/1998 Heparin-induced thrombocytopenia NA

Regranex Becaplermin Ortho-McNeil 12/1997 Diabetic ulcers S. cerevisiae

Remicade Infliximab Centocor 08/1998 Moderately to severely active Crohn’s disease/

rheumatoid arthritis

NS0

ReoPro Abciximab Centocor/Eli Lilly 12/1994 Antiplatelet prevention of blood clots/refractory

unable angina

Mammalian

cells

Retavase Reteplase Centocor 10/1996 Acute myocardial infarction in adults CHO

Rituxan Rituximab Genentech,

BiogenIdec

11/1997 Relapsed or refractory low-grade or follicular, B-cell

non-Hodgkin’s lymphoma

CHO

Roferon-A Interferon alfa-2a Hoffman-LaRoche 6/1986 Hairy cell leukemia/AIDS-related Kaposi’s sarcoma/

hepatitis C/chronic myelogenous leukemia

E. coli

Saizen Somatropin Serono 10/1996 Pediatric growth hormone deficiency Mouse C127

Serostim Somatropin Serono 8/1996 AIDS-associated catabolism Mouse C127

Simulect Basiliximab Novartis 5/1998 Prevention of renal transplant rejection Myeloma cell

Synagis Palivizumab Medimmune 6/1998 Prophylaxis of serious lower respiratory tract disease

caused by respiratory syncytial virus

NS0

Thymoglobulin Thymocyte

globulin

SangStat 12/1998 Prevention of kidney transplant rejection NA

Thyrogen Thyrotropin alfa Genzyme 11/1998 Thyroid cancer follow-up CHO

TNKase Tenecteplase Genentech 6/2000 Reduction of mortality associated with acute

myocardial infarction (AMI)

CHO

Trisenox Arsenic trioxide Cell Therapeutics 6/2000 Acute promyelocytic leukemia NA

Velosulin BR Human insulin Novo Nordisk 7/1999 Diabetes mellitus S. cerevisiae

(continued)
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knocked out. Stable cell lines are generated by integrating

the genes that encode the desired proteins into the genome of

one of the above host cell lines. The CHO-DHFR system

uses a plasmid that contains a variety of promoters driving

the production of the genes for the proteins and

dihydrofolate reductase, which acts as a selectable marker.

Amplified expression can be achieved by applying metho-

trexate, the selective agent for dihydrofolate reductase. The

NS0-GS and CHO-GS systems use a vector containing the

glutamine synthetase gene, which functions as the selection

marker. This type of system can be amplified to boost

expression levels by using methionine sulphoximine. In

addition to being engineered for selection, host cells have

also been genetically constructed by inserting growth factor

genes, anti-apoptosis genes, and cell cycle control genes to

generate superior production hosts [9].

Expression Systems

The goal of cell line development is to engineer cells to

express a large amount of a recombinant protein and to

stably maintain this level of production for many cell

doublings. The basic schema is:

1. Generate plasmid expressing recombinant protein.

2. Introduce plasmid into cell.

3. Identify cell line expressing high levels of recombinant

protein.

4. Select cell line maintaining high levels of expression

through scale-up and bioreactor processes.

Plasmids. The plasmid contains all genetic elements

necessary for the expression of recombinant protein and for

the selection of the cells generating the desired product.

For stable cell lines, the plasmidsmust integrate into transcrip-

tionally active chromosomal regions. The vector promoter

elements drive the expression of recombinant protein. The

strong cytomegalo virus (CMV) promoter is in general use,

although the weaker simian virus 40 (SV40) and rouse sar-

coma virus (RSV) promoters are also used. Recently, the

strong promoter, CHO-EF1 (CHEF1) [10] has been generating

CHO cell lines with high production levels. The inclusion of a

chimeric intron in the primary transcript leads to higher stable

expression of recombinant protein through enhanced transport

and processing of the mRNA from the nucleus into the cyto-

plasm where it is translated [11, 12].

To allow the selection of cells expressing the desired

protein, the plasmid also contains selectable markers such

as the neo gene generating aminoglycoside 3-phospho-

transferase (APH 3 II) for G418 geneticin resistance, the

hph phosphotransferase gene for hygromycin resistance,

the Sh ble gene for zeocin resistance, or puromycin

N-acetyl-transferase encoded by the pac gene for puromycin

resistance. Selection can also occur using a complementa-

tion gene such as DHFR or GS, which can be included in

plasmids when using DHFR-negative or GS-negative cell

lines, such as CHO-DG44 and NS0-GS, respectively. The

use of an internal ribosomal entry site (IRES) element can

facilitate the coexpression of selectable markers and protein

product when integrated into the genome [13]. This system

generates a single transcript accessible to ribosomes at two

locations just prior to the start site of each gene. The fact that

the selectable marker and the product gene are under the

control of a single promoter, which generates one transcript,

is likely to improve cell line stability. Elements such as

matrix attached regions (MARs) [14, 15] and ubiquitous

Table 32.1 (continued)

Trade name Proper name Manufacturer

Approval

Date Application Cell type

Verluma Nofetumomab DuPont Pharma 8/1996 Detection of small cell lung cancer NA

Visudyne Verteporfin QLT 4/2000 Minimally classic age-related macular degeneration NA

Vitravene Fomiviren

sodium

Ciba Vision 8/1998 Cytomegalovirus retinitis NA

Xifaxan Ritaximin Salix

Pharmaceuticals

5/2004 Traveler’s diarrhea NA

Xigris Drotrecogin alfa Eli Lilly 11/2001 Severe sepsis NA

Xolair Omalizumab Genentech 6/2003 Moderate to severe persistent asthma CHO

Zenapax Daclizumab Hoffman-La Roche 12/1997 Prophylaxis of acute renal allograft rejection SP2/O

Zevalin b Ibritumoma

Tiuxetan

BiogenIdec 2/2002 Relapsed or refractory low-grade, follicular, or

transformed B-cell non-Hodgkin’s lymphoma

CHO

Zorbtive Somatropin Serono 12/2003 Short bowel syndrome Mouse C127

NA not available; BHK baby hamster kidney; CHO Chinese hamster ovary
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chromatin opening elements (UCOEs) [16] can also be

included in plasmids, as they are known to generate tran-

scriptionally active genomic environments once integrated

into the cell genome.

DNA delivery. Several methods are in use for introducing

plasmid DNA into cells. Ca2(PO4)2 precipitation is the

earliest method, but has been surpassed by the more conve-

nient and consistent lipid-base reagents (lipofectamine,

fugene, transfectin) and electroporation [17]. Polyethy-

leneimine (PEI) [18] is a low-cost alternative DNA delivery

method. Retroviral transduction has a long history for

inserting DNA into cells, but use for manufacturing is only

now emerging (Gala Biotech, Middleton, Wisconsin).

Transfection efficiencies can vary from 5 to 100%

depending on cell line and DNA delivery method. CHO

cells can achieve 5–40% with Ca2(PO4)2, 20–60% with

lipids, and 100% with retroviral transduction.

Amplification systems. The DHFR and GS amplification

systems have successfully generated manufacturing cell

lines with high protein titers (Lonza, Basel, Switzerland)

[19, 20]. These systems employ a DHFR or GS cell line

that is transfected with the plasmid encoding product of

interest along with DHFR or GS, respectively. The use of

methotrexate and methionine sulphoximine results in chro-

mosomal amplification events that increase the DHFR or GS

gene copy number, respectively, to overcome the drug tox-

icity. The gene encoding the product of interest is usually

coamplified with the DHFR or GS genes as they are inserted

into the genome in the same locations. Tenfold or greater

improvements in expression can be achieved with this

amplification system. The DHFR amplification system has

the potential to experience the loss of transgene copy num-

ber [21–23], so stability studies are especially important to

characterize cell lines derived from drug-induced genomic

amplification approaches.

Sequential transfection. A simple approach to boosting

expression is to repeat the transfection on previously

transfected cells but with selectable markers not used in

the first transfection. Xoma (Berkeley, CA), Sunol Molecu-

lar (Miramar, FL), and ICOS (Bothell, WA) have used this

approach successfully. Fivefold or greater improvements in

expression can be achieved in a single sequential transfec-

tion. ICOS reports the added advantage of balancing heavy

and light chain ratios to improve the secretion and expres-

sion of recombinant monoclonal antibodies.

Table 32.2 summarizes expression systems that are cur-

rently used in the biotechnology industry for generating

stable cell lines. Before one makes a decision as to which

expression system is preferred, it is important to evaluate all

aspects including productivity and time needed for cell line

development, as well as potential license fee and cost.

Identifying High-Expressing Cells

For industrial cell line development, moderate to high-

throughput methods are needed to identify the cells

expressing the highest levels of the protein pharmaceutical.

Typically, the cells are grown in selective or amplifying

environments in several 96-well plates. For secreted

proteins, enzyme-linked immunosorbant assays (ELISA)

on conditioned media can identify the cells expressing the

highest protein levels. AlphaScreen™ (Perkin-Elmer, Bos-

ton, MA) is a recent homogeneous assay that is well suited

for high-throughput quantification of protein production.

The Guava Inc. (Hayward, CA) personal cell analyzer

(PCA) economically and conveniently generates

fluorescence-activated cell sorting-like (FACS) expression

profiles of cells with moderate throughput in 96-well micro-

titer plates. Using Guava PCA, clonal populations and cells

with the highest average productivity can be identified.

Table 32.2 Expression systems for establishing stable cell lines

Specific productivity

Prescale-up Expression system Cell line (pg/Cell/Day) Development (months) Length of Industrial references

Unamplified CHO 0.5–4 4 Various

Unamplified NS0 2–14 6 Various

Amplified (GS or DHFR) CHO 5–15 6 (GS) 9 (DHFR) Lonza (GS)

Various (DHFR)

CHEF1 CHO 6–15 3 ICOS

MARs CHO 15 2–3 Selexis

UCOE CHO 4–9 NA Cobra

Sequential transfection CHO 10–15 6–8 Xoma, Sunol, ICOS

Retroviral transduction CHO 17–35* 3 Gala Biotech

NA not available

Data are from Gala Biotech, a wholly owned subsidiary of Cardinal Health, Middleton, WI. Significance of * is “Data are from Gala Biotech, a

wholly owned subsidiary of Cardinal Health, Middleton, WI”
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A critical element of generating stable cell lines is

identifying clonal populations of expressing cells. Pools of

expressing cells tend to express lower levels of desired

protein; they can drift to lower expression levels, and are

more difficult to adapt to serum-free suspension. Limited

dilution methods have been used for years whereas FACS

sorting of live cells has also proven successful. FACS can be

used to simultaneously clone and enrich for the highest

expressing cells [24]. Recent automated approaches for

identifying clones include picking high-expressing colonies

in semisolid media (Genetix, New Milton, UK) and

enriching for high-expressing cells by laser ablation of low

and nonproducing clones (Cyntellect, San Diego, CA).

Cell Banking

A stock of cells must be preserved to ensure continuity for

research, development, and manufacturing production

programs. For a small research program, only a small number

of frozen vials may be needed. However, to continue to

supply a cell line for the manufacture of therapeutic proteins,

it is usually best to prepare two-tiered cell banks: a master

cell bank (MCB) andworking cell banks (WCB).A single cell

line demonstrating suitable expression levels and stability is

used to generate anMCB, and aWCB is derived from one vial

of the MCB. Each MCB andWCB usually includes 100–300

vials. As a WCB is depleted during manufacturing runs,

another frozen vial of MCB is used to generate a new WCB.

Making cell banks involves the process of cryopreserving

cells. During cryopreservation, cells can be damaged by the

formation of intracellular ice crystals or by osmotic effects

that occur with decreased water content. To minimize cell

damage, the rate of freezing must be controlled and cryo-

protectants must be used. Dimethylsulfoxide (DMSO) at

7.5–10% is routinely used as a cryoprotectant. In some

cases, a low percentage of fetal calf serum or serum albumin

is added to the freezingmedium.However, when freezing cell

lines for the production of therapeutic proteins, it is generally

preferable to eliminate any animal-derived material to mini-

mize the risk of disease transmission from animal to human.

To control the rate of freezing, Nalgene Cryo freezing

containers (Nalge Company, Rochester, NY) are routinely

used in making small cell banks, whereas programmable

controlled-rate cell freezers are needed for large cell banks.

Cell Stability

The properties of a cell line are likely to change during a long

period of continuous passage. For example, cell lines can lose

their expression and can generate undesired proteins clipped

from the product. Therefore, it is critical to characterize the

cells to ensure consistency for large-scale production and to

guarantee that the properties of the protein derived from the

cells are maintained. For a production cell line, an acceptable

level of stability of the desired characteristics must be

established and a maximum passage number must be defined

so that comparisonof the cells’ characteristics canbemadeafter

low and extensive passages. Tests such as peptide mapping,

amino acid sequencing,DNAfingerprinting, and determination

of gene copy number and phenotype markers must be

conducted to ensure the cells’ genetic stability. In addition,

productivity and product identity must be examined to assess

the stability of the cell line. A good production cell line should

be able tomaintain its productivity and product quality through

the many generations required to reach the end of large-scale

production. In most instances, stability retained for 50

generations will satisfy the rigors of large-scalemanufacturing.

Media

Mammalian cell culture is the most important source of thera-

peutic proteins andmonoclonal antibodies. Just asmammalian

cells are more complicated than most other microorganisms,

the media required for their growth is also more complex. The

extracellular medium must provide the same nutrients and

growth factors that mammalian cells are exposed to in vivo

in order for them to survive, proliferate, and differentiate.

Serum contains many important components that support the

growth of mammalian cells including growth factors,

hormones, transport and binding proteins, attachment factors,

protease inhibitors, and lipids. Serumwas therefore commonly

supplemented in the media in early mammalian cell culture

and for large-scale production of therapeutic proteins and

monoclonal antibodies in the 1980s. However, the use of

serum in mammalian cell culture has many disadvantages:

(1) it is a potential source of bacterial, mycoplasmal, and

viral contamination; (2) it is the most expensive additive to

cell culture media; (3) it has a high degree of batch variability,

making production consistency difficult; (4) it contains a high

concentration of proteins that can interfere with product recov-

ery. In the early 1990s, these drawbacks, especially the serious

concern about the risk of transferring diseases from animal to

human, led to an important regulatory-driven trend to elimi-

nate serum and animal-derived components from mammalian

cell growth media. This trend sparked an industry-wide inter-

est in developing serum-free media.

Commercial Serum-Free Media

Many new medium companies formed in the early 1990s.

Today, more than a decade later, the medium development

industry has matured. Currently, a variety of serum-free (SF)
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media are available commercially. Table 32.3 lists some SF

media produced in the United States. Many of these media

are also made in powder form to facilitate use in large-scale

production. As listed in Table 32.3, there are different types

of SF media, which can be categorized into protein-free

(PF), chemical-defined (CD), and animal component-free

(ACF) media. The relationships among these different

types of media are illustrated in Fig. 32.1.

SF, PF, ACF, and CD media tend to be highly specific to

one cell type and sometimes even to one particular cell line.

It is not uncommon that a different optimal medium is

required for a particular cell line. Developing SF, PF, ACF,

or CD media requires considerable experience and expertise

and can be very time-consuming. One approach is to start

with a commercially available SF medium and add neces-

sary nutrients to optimize growth and production for a par-

ticular cell type. This approach can shorten the time-line

needed for in-house medium development.

However, using commercial media has two major

drawbacks: commercial SF media are expensive, which

can lead to a high cost of goods for large-scale production;

the composition of a commercial SF medium is proprietary

to the medium company and the buyer will not know its

formulation. This makes it difficult to gain full knowledge

about the growth and production characteristics of your

cell line. To fully understand the metabolism and

characteristics of your cell line, there is no substitute for

developing your own media.

Table 32.3 Examples of commercial serum-free media

Media Type of medium Cell type Applied vendor

CD CHO PF and CD CHO Invitrogen

CHO-S-SFM II SF with low-protein CHO Invitrogen

HyQ® CDM4CHO™ CD and ACF CHO Hyclone

HyQ SFM4CHO PF CHO Hyclone

HyQ PF CHO PF CHO Hyclone

EX-CELL™ 302 SF SF with low-protein CHO JRH Biosciences

EX-CELL™ 325 PF CHO PF CHO JRH Biosciences

EX-CELL™ CD CHO CD and ACF CHO JRH Biosciences

CHO animal- component-free ACF CHO Sigma-Aldrich

CHO DHFR-medium ACF DHFR CHO Sigma-Aldrich

CHO CD-3 Chemically defined CD and ACF CHO Sigma-Aldrich

BD Cell™ MAb medium (220509) SF Sp2/O, CHO, and myelomas BD Biosciences

BD Cell™ MAb medium (220513) ACF Sp2/O, CHO, and myelomas BD Biosciences

IS CHO™ medium SF CHO Irvine Scientific

IS CHO-CD™ CD and ACF CHO Irvine Scientific

CD hybridoma PF and CD Hybridomas and myelomas Invitrogen

Hybridoma-SFM SF with low-protein Hybridomas and myelomas Invitrogen

HyQ® CDM4NS0™ CD and ACF Hybridomas and myelomas Hyclone

HyQ® SFM4MAb™ SF with low-protein Hybridomas and myelomas Hyclone

HyQ® ADCF-MAb™ ACF Hybridomas and myelomas Hyclone

EX-CELL™ 620-HSF SF with low-protein NS0 hybridomas JRH Biosciences

EX-CELL™ NS0 PF and CD and ACF NS0 hybridomas JRH Biosciences

Hybridoma medium CD and ACF Hybridomas and myelomas Sigma-Aldrich

hybridoma medium SF and PF Hybridomas and myelomas Sigma-Aldrich

IS MAB-V™ ACF Hybridomas and myelomas Irvine Scientific

>IS MAB-CD™ CD and ACF Hybridomas and myelomas Irvine Scientific

Information is from the vendors’ Web sites

Fig. 32.1 Relationships among serum-free, protein-free, chemical

defined and animal component-free media
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Approaches for Serum-Free Medium
Development

Medium development is part of the process of cell culture

optimization. It can be very complicated and time consum-

ing, and will require expertise and resources. In this section,

we outline the common and novel methods used for SF

medium development. Details of each strategy can be

found in the referenced literature.

In the early 1980s, efforts were initiated to eliminate

serum or animal-derived components from the culture

media used to produce human therapeutics. At that time,

different strategies were recommended for the development

of SF media:

1. Limiting factor method: [25] Starting with an existing

formulation, the serum concentration is lowered until

cell growth becomes limited; then the concentration of

each component of the medium is optimized until cell

growth recovers.

2. Synthetic method: [26] A variety of growth factors is

added to the existing basal media to replace the serum’s

functions.

The last decade saw the development of many new geno-

mic and automated screening tools. These advancements, as

well as an improved understanding of mammalian cell cul-

ture, allowed novel concepts and approaches to be applied to

the development of SF and CD media. Some representative

strategies are briefly summarized below.

1. Rational design: [27] This method uses four complemen-

tary methods, including component titration (CT), media

blending (MB), spent media analysis (SMA), and

automated screening (AS), to achieve the best SF culture

medium in the shortest timeline. An example of how to

use this strategy is outlined in Fig. 32.2.

2. Factorial design: [28–30] This method identifies key

growth factors in a lean basal medium by performing

experiments using a full factorial matrix. It allows calcu-

lating the maximum number of interaction effects and

gives insights into growth factor biology.

3. Genomic tools: [31] This method takes advantage of

select genomic (microarrayor PCR-based approaches)

and proteomic (antibody array analysis) tools to identify

the receptors for growth factors, hormones, cytokines,

and other components of cell signaling pathways

expressed by a culture of interest.

Serum-Free Adaptation

In most cases, cells are grown in a serum-containing envi-

ronment during the early stages of cell line development,

such as transfection and selection. Once an SF medium with

a good nutrient balance is chosen, the next step is to adapt

cells to SF growth. Two adaptation strategies, sequential

adaptation and starve/save adaptation, are described.

Sequential Adaptation. This method weans cells off serum

gradually (e.g., from 10 to 5% to 2.5 to 1.25% to 0.5 to 0.1%)

until the serum is completely removed. This strategy is

conservative and easy to follow, and therefore commonly

used in the biotechnology industry. A drawback is that it

takes a relatively long time (up to 6 months) before achiev-

ing a full SF adaptation. A typical protocol includes these

steps:

1. Grow the cells in a targeted SF medium containing 10%

serum and split the cells until the same doubling time is

achieved as in the old serum-containing medium.

2. Reduce the serum concentration to 5% and continue to

split the cells until a relatively consistent doubling time is

achieved. Reduce the serum concentration to 2.5% and

repeat the process.

3. Transfer the cells to the medium containing 1.25% serum.

At this level of serum, it will be more difficult for the cells

to adapt. The cells may become stressed and show dimin-

ished survival. It is therefore wise to maintain the cells at

the previous serum concentration while spliting them to a

lower serum concentration.

4. Continue to reduce the serum to 0.5, 0.25, 0.1, and 0% by

repeating step 3. At the low serum concentrations,

seeding the cells at a high cell density (5 � 105 cells/

mL) will facilitate adaptation. This can be achieved by

centrifuging the cells out from the medium containing the

current serum concentration and resuspending them into a

Fig. 32.2 Procedure of using rational design
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smaller volume of medium containing a lower serum

concentration.

5. Once the cells are able to survive and grow in an SF

medium with a high seeding density, split them several

times at a lower density (2 � 105 cells/mL) to ensure that

the cells are truly adapted.

Starve and save adaptation. This method uses an SF medium

to starve the cells of components contained in serum, thereby

selecting for adaptable cells. Switching to a serum-

containing medium then saves the cells that became stressed

during starvation. This process is repeated allowing selec-

tion and adaptation to continue until full SF adaptation is

achieved. The advantage of this method is its effectiveness

in selection, so it usually only takes 4–6 weeks to achieve the

goal [32]. The following steps are used.

1. Define an SFmedium and a serum-containingmedium that

have exactly the same formulation except for the serum.

2. Grow cells in the serum-containing medium to reach a

high cell density.

3. Split and grow the cells in the SF medium, monitoring

changes in cell density and viability.

4. When cell viability drops to about 50%, save the cells by

transferring them back to the serum-containing medium.

5. Switch back to the SF medium to further select the cells

and repeat steps 3–5 until the cells grow successfully in

the SF medium.

Bioreactor Systems

Many therapeutic proteins are produced using genetically

modified mammalian cells, as described in the preceding

sections. This section describes the basic design and function

of bioreactors used for suspended mammalian cell culture.

Bioreactors should provide a sterile environment, adequate

mixing, ease of operation, and control of temperature, pH,

and dissolved oxygen. Traditionally, these requirements

were met using glass or stainless steel stirred-tank systems.

At production scale, therapeutic proteins are primarily pro-

duced in stirred-tank bioreactors. However, single-use, dis-

posable systems such as the Wave bioreactor are gaining

acceptance for certain applications.

Stirred-Tank Systems

Stirred-tank bioreactors are generally glass or stainless steel

tanks with an impeller to provide mixing. Air or oxygen is

usually bubbled through the media to supply oxygen to the

cells. An example of a stirred-tank bioreactor is depicted in

Fig. 32.3. Sterility is obviously an important issue in mam-

malian cell culture, and therefore stirred-tank systems

require extensive cleaning and autoclaving. A significant

portion of the labor involved with operating these systems

is related to cleaning and sterilizing.

Fig. 32.3 Standard bench-scale,

water-jacketed stirred tank

bioreactor (Permission of

Sartorius BBI Systems Inc.)
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Mixing in stirred-tank bioreactors. Adequate mixing is

essential to suspend the cells and to facilitate heat and

mass transfer. Historically, however, due to concerns regard-

ing mammalian cells’ sensitivity to hydrodynamic stress,

most stirred-tank bioreactors were agitated just enough to

keep the cells in suspension [33]. This low level of mixing

can result in large concentration gradients of pH, oxygen,

and other nutrients. Ozturk demonstrated this experimentally

by adding base to a poorly mixed bioreactor [34]. The base

was added to the top of the bioreactor, and because of poor

mixing, a high pH region was created at the top. The cells in

this region ruptured, forming a “snowball” of cellular debris

in the vicinity of the base inlet.

Proper impeller selection and sizing will improve mixing.

Generally, the diameter of the impeller should be approxi-

mately one-third to one-half of the tank diameter. The lowest

impeller should produce a radial flow pattern to aid in gas

dispersion, and the upper impeller(s) should produce axial

flow to eliminate “zones of mixing.” Paddle or Rushton

impellers produce radial flow, and hydrofoils and pitched

blade impellers produce axial flow. Retrofitting existing

bioreactors with different impellers, however, may prove

difficult because the motor driving the impellers may not

produce enough torque to turn them. Adequate baffling will

also improve mixing; baffles prevent solid body rotation and

vortex formation [35].

Aeration. Oxygen can be introduced to the culture in many

different ways. Membrane aeration provides efficient oxy-

gen transfer with minimum shear damage to the mammalian

cells and minimal foaming. However, due to the design

complexity and the difficulty involved in cleaning and

sterilizing membrane reactors, membrane aeration has lim-

ited utility in large-scale bioreactor systems. Sparger aera-

tion offers high oxygen transfer rates and is widely used in

both bench and production-scale bioreactors. Because oxy-

gen is only sparingly soluble in water, a large surface area is

needed to maximize diffusion of oxygen into the cell culture

media. Frit spargers with micropores provide a large surface

area for diffusion, but this type of sparger can cause foaming

problems at large scale. Traditional large-hole-ring spargers

reduce foaming and are therefore often used in production-

scale stirred-tank bioreactors [36].

Biosensors. Sensors are required to adequately monitor bio-

reactor performance. Ideally, one would like to have online

sensors to minimize the number of samples to be taken from

the bioreactor and to automate the bioreactor process. Most

bioreactors have autoclavable pH and dissolved oxygen

(DO) electrodes as online sensors, and use offline detectors

to measure other critical parameters such as glucose and

glutamine concentration, cell density, and carbon dioxide

partial pressure (pCO2). An online fiber-optic-based pCO2

sensor is commercially available and appears to be robust

[37]. Probes are also commercially available that determine

viable cell density by measuring the capacitance of a cell

suspension. Data from perfusion and batch cultures indicate

that these probes are reasonably accurate at cell concen-

trations greater than 0.5 � 106 cells/mL [38, 39].

All of the aforementioned biosensors are designed for a

standard stirred-tank bioreactor; they will not work with

small-scale vessels such as shake flasks. Small noninvasive

sensors have been developed to measure DO and pCO2

inside shake and T-flasks [40, 41]. A DO or pCO2 detecting

“patch” is placed in the flask and this patch contains an

oxygen or carbon dioxide luminescent dye. The color shifts

of these dyes are detected using an external fluorometer.

Disposable Bioreactors

One of the major drawbacks of the stirred-tank bioreactors is

the difficulty of cleaning and sterilizing the vessels. Dispos-

able bioreactors are now commercially available that are

based on the use of presterile plastic bags. The sterile bag

is partially filled with cell culture media and is then

pressurized with a mixture of carbon dioxide and air. The

bag is placed on a platform that rocks back and forth creating

waves inside the bag. The wave motion provides sufficient

mixing and gas transfer to easily support cell growth of over

20 � 106 cells/mL [42]. Currently, wave bags are available

in sizes up to 500 L culture volume and have been proven for

the good manufacturing practice (GMP) production of

human therapeutics. Wave bioreactors have been primarily

used as batch culture for inoculum preparation and transient

production; however, internal perfusion filters can be

applied, allowing the option of use for high-density perfu-

sion culture.

Modes of Bioreactor Operation

Industrial mammalian cell culture can be divided into three

primary modes of operation: batch, fed-batch, and perfusion.

Each mode of operation has its attributes and drawbacks,

which are described in detail below.

Batch. Batch culture is the simplest of the three modes to

operate. Cells are inoculated into media, and with the excep-

tion of agitation, temperature, pH, and DO control, essen-

tially left alone for 3–5 days; no additional nutrients or media

are added. Batch processes are easy to operate and require the

least optimization effort of the three modes. However, cell

densities and protein titer are significantly lower for batch
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processes, typically less than 5 � 106 cells/mL and 0.5 g/L,

respectively [43]. Also, some protein products are degraded

in the media during the batch process.

Fed-Batch. Fed-batch processes start out as batch cultures;

after a few days of growth—when a crucial nutrient is

depleted—a concentrated solution of nutrients is added to

the media. Fed-batch cultures persist for one to two weeks

and may produce high cell density and product titers, typi-

cally greater than 10 � 106 cells/mL and 1.5 g/L, respec-

tively [43].However, one needs to optimize the contents of

the feed solution as well as the feeding strategy. Similar to

batch cultures, fragile proteins may be degraded during the

course of the culture.

Perfusion. Perfusion cultures can be considered continuous

cultures. Broth is continually removed from the bioreactor,

the cells are separated using a cell retention device, the cells

are returned to the bioreactor, and the supernatant is

collected for later protein purification. There is a variety

of cell retention devices available, including spin filters,

acoustic separators, continuous centrifuges, and gravity

settlers. Spin filters and, to a lesser extent, acoustic settlers

are the two most commonly used cell retention devices for

large-scale perfusion cultures [44]. Perfusion cultures usu-

ally last many weeks, but require a longer time for process

optimization, and more effort in bioreactor operation than

either batch or fed-batch cultures. The increased effort is

primarily due to continuous feeding/harvesting and fouling

of the cell retention devices. The cell densities attained in

perfusion cultures are usually on the order of 50 � 106

cells/mL, and the product titer, in most cases, is lower

than that from fed-batch culture. However, the volumetric

productivity is typically ten times that of fed-batch cultures.

Because broth is continually removed from the bioreactor,

fragile proteins can be separated immediately from cell

proteases and other components that can cause degradation

of the product.

Cell Culture Process and Control

Mammalian cell culture processes must be tightly con-

trolled to attain acceptable cell density and maximize

product titer. Slight deviations in pH, temperature, nutri-

ent, or catabolite concentrations can cause irreparable

damage to the cells. This section covers the effects of

pH, shear stress, catabolite, and carbon dioxide accumula-

tion on cell growth and product formation, and discusses

the importance of controlling glucose and glutamine

concentrations in fed-batch and perfusion cultures.

A brief discussion of scale-up heuristics in mammalian

cell culture is also included.

Process Parameters

General parameter values. The optimal pH range for mam-

malian cell growth is 7.0–7.4, which is typically maintained

using carbon dioxide and sodium bicarbonate. The optimal

osmolality of the media is between 280 and 320 mOsm/kg.

In general, mammalian cells achieve high cell densities most

quickly with the temperature set to 37�C; however, a lower
temperature may be advantageous in some cases for

extending cell life, thereby increasing product titer. The

oxygen demand for mammalian cells is 0.5–2 mM/h and is

one of the more critical control parameters in cell culture.

The optimal ranges of common control parameters in cell

culture are summarized in Table 32.4.

Mitigating Effects of Physical
and Chemical Stress

Shear Stress. Because mammalian cells lack a cell wall and

are larger than bacteria, they are more susceptible to hydro-

dynamic forces, or shear stress. Several studies have

investigated the effects of shear stress on mammalian cells

[45–48]. Many indicate that the action of the impeller alone

does not decrease the viability of suspension-adapted mam-

malian cells [46, 48, 49]. Some bioprocess engineers in

industry have seen a few cell lines that appear to be less

robust, and anecdotally might have been damaged by the

impeller. However, bubble rupture does cause sufficient

hydrodynamic force to kill all the cells attached to the bubble

[48]. The effects of bubble rupture can be greatly reduced by

the addition of surfactants, such as Pluronic F-68. Pluronic

F-68 renders cell-bubble adhesion thermodynamically unfa-

vorable, so the cells do not adhere to bubbles [50]. However,

Pluronic F-68 offers very little shear protection; cells rupture

at the same level of hydrodynamic force regardless of the

Pluronic F-68 concentration [51]. Cells attached to micro-

carriers, however, are very susceptible to shear stress and can

quite easily be removed and killed by the action of the

impeller [47].

pH Perturbations. As mentioned earlier, significant pH

gradients within the bioreactor are common, due to

Table 32.4 General control parameter set points for mammalian cell

culture

Control parameter Optimal range

Temperature 37�C
pH 7.0–7.4

Osmolality 280–320 mOsm/kg

O2 demand 0.5–2 mM/h
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inadequatemixing. Cell lysis occurs at extreme pH; however,

even moderate deviations from the optimal pH may be detri-

mental. Osman and coworkers found that pH values greater

than 8.0 or less than 7.0 cause a considerable decrease in cell

viability and a reduced culture time [52]. Antibody titers

increased when the pH set point was reduced from 7.2–7.3

to 7.0 [52, 53]. The best way to eliminate deviations from

optimal pH is to improve mixing (reduce the mixing time);

this can be achieved by increasing the agitation or aeration

rate, adding baffles, or optimizing the impeller design or

placement.

Catabolite accumulation. Several byproducts of cellular

metabolism accumulate during the course of a bioreactor

run. Many of these catabolites, such as lactate, ammonia,

and carbon dioxide, are detrimental to cell growth and pro-

tein production. Lactate is a product of glycolysis and lactate

accumulation greater than 2 g/L tends to inhibit cell growth

and increase glucose and glutamine consumption [54, 55].

Lao and Toth pointed out the difficulty in completely

decoupling the effects of lactate accumulation from the

effects of increased osmolality (osmolality increases with

increasing lactate concentration) [54]. The effects of lactate

accumulation can be mitigated by keeping glucose levels

low, which can be achieved by optimizing media composi-

tion and feeding strategies.

In cell culture, ammonia is produced as a cellular metab-

olite and is converted from glutamine in the media through

deamination. Less than 20 mM ammonia inhibits cell

growth, induces apoptosis, and alters glycosylation in certain

cell lines [56–58]. The primary method of reducing ammo-

nia concentrations in fed-batch and perfusion cultures is to

optimize feeding strategies. In addition, cell lines containing

the glutamine synthesis gene (GS systems) can be used to

eliminate ammonia production; in GS systems, the cells are

able to synthesize glutamine based on need. A recent report

shows that substituting glutamine with pyruvate can greatly

reduce ammonia production [57].

Carbon dioxide is a product of cellular respiration.

In mammalian cell culture, carbon dioxide and sodium

bicarbonate are normally used to control bioreactor pH.

Elevated partial pressure of carbon dioxide (pCO2) hinders

cell growth and protein production [59–61]. As with lac-

tate accumulation, the effect of elevated pCO2 is difficult

to completely decouple from the effect of elevated osmo-

lality [60, 61]. Generally, one can reduce pCO2 by

increasing the volumetric mass-transfer coefficient (kLa),

typically by increasing the sparge rate and/or the agitation

rate. Mostafa and Gu were able to reduce pCO2 in a

1,000 L culture and nearly double the titer by increasing

the sparge rate and using an open pipe instead of a sparger

[62]. Table 32.5 summarizes the effects of shear force, pH

deviation, and accumulation of lactate, ammonia, and car-

bon dioxide on cell culture and lists methods to minimize

these effects.

Temperature shifts. Culture temperature is one of the pri-

mary control parameters in mammalian cell culture.

As stated previously, most mammalian cells grow optimally

at 37�C. However, reducing the temperature set point slows

cellular growth rate and metabolism, extends the period of

high cell viability, arrests cells in the G0/G1 phase of the

cycle, and possibly reduces intracellular protease activity

[63–66]. By decreasing the temperature to 31–33�C, the
period with high cell viability is extended for several

days, leading to higher product titers. Fox et al. [65] and

Bollati-Fogolin et al. [66] reaped the benefits of a cooler

temperature without excessively extending culture time by

shifting from 37 to 32 or 33�C, respectively. The tempera-

ture shift occurred toward the end of the cells’ exponential

growth phase, approximately 3–4 days after inoculation in a

batch culture. Different cell lines and culture conditions

may have different optimal time points for the temperature

shift. However, finding the optimal time point is important

and worth investing the time required. Operating cell

cultures at a reduced temperature will most likely increase

production of the target protein, but to avoid substantially

increasing the culture time, the culture is generally started

at 37�C, and then decreased to 31–33�C at a predetermined

time point.

Table 32.5 Effects of shear force, pH deviation, and accumulation of lactate, ammonia, and carbon dioxide on cell culture

Stress Cause Effects Possible solution

Shear force Bubble rupture, impeller Decreased viability Add surfactants such as Pluronic F-68

pH deviations Inadequate mixing Decreased growth rate, viability Increase agitation/aeration rate; optimize

vessel configuration

Lactate

accumulation

High glucose concentration Decreased growth rate, increased

glucose/glutamine consumption

Optimize feed strategy/media

to reduce (glucose)

Ammonia

accumulation

Metabolism/deamination

of glutamine

Apoptosis, decreased growth rate,

altered glycosylation

Optimize feed strategy/media to reduce

(glutamine); use cell line with GS system

CO2

accumulation

Cellular respiration,

sparged gas component

Decreased growth and protein

production

Increase agitation/aeration rate; optimize

vessel configuration
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Fed-Batch Process Control
and Optimization

In general, fed-batch cultures are initially operated in batch

mode; when a key nutrient(s) is exhausted, a solution

containing the nutrient(s) is added to the media. As men-

tioned earlier, the feed solution and feeding strategy should

be optimized. A common approach is to use partial concen-

trates (i.e., 10�) of the basal media as the feed solution;

typically most of the salts found in the basal media are not

included in the feed solution. The bioreactor is sampled at

regular intervals and when one or more of the key nutrients

(usually glucose and/or glutamine) is below a certain concen-

tration, a precise amount of feed solution is added to raise the

nutrient concentration up to its set point. A useful rule for

choosing the nutrient set point concentrations is to provide

enough nutrients to support cell growth and production while

avoiding the formation of toxic levels of catabolites due to

excess feeding. Another method is to determine which of the

media’s several nutrients become depleted during the culture

and add those particular nutrients to the bioreactor indepen-

dently [67]. Wong et al. selected glutamine and glucose as

key control nutrients, and used two feed solutions (glucose

and glutamine solutions) to maintain them at specified

concentrations [68]. Using this strategy, they maximized

cell viability and density while decreasing accumulation of

lactate and other catabolites.

Perfusion Process Control
and Optimization

In perfusion bioreactors, supernatant is removed from the

bioreactor at certain times, the cells are separated from

the supernatant, the supernatant is harvested, and the cells

are returned to the bioreactor. Perfusion bioreactors can be

operated in a variety of modes. The simplest mode is to

consistently remove a certain amount of broth each day

(i.e., one bioreactor volume/day) and replace with fresh

media. This mode is relatively easy to control. However, as

the cell density increases, the required nutrient level may not

be met. Also, the protein product tends to become diluted in

the collected supernatant [34, 38]. Another mode of perfu-

sion operation is to remove relatively small volumes of

media at a time and replace the volume with a concentrated

solution of nutrients. This mode is similar to fed-batch

bioreactors. One might think of this as a perfusion/fed-

batch hybrid, and as with fed-batch bioreactors, considerable

effort goes into determining the optimal nutrient set point

concentrations and the feeding strategy. Sophisticated anal-

ysis and control schemes have been developed for this type

of perfusion bioreactor [69, 70]. A third mode of perfusion

bioreactor operation attempts to maintain a pseudo-steady-

state cell concentration, after an initial growth period. Dowd

and coworkers employed an online cell density meter and

were able to maintain a relatively constant cell concentration

by altering the perfusion rate, the amount of media removed

from the bioreactor [38]. This mode of perfusion reduces the

frequency of sampling and analysis required to uphold a set

nutrient concentration, but requires a well-characterized

online cell density probe and a well-calibrated pump control

scheme.

Scale-Up of Mammalian Cell Bioreactors

When scaling up a process to large scale, it is important to

maintain the same physical and chemical conditions as in

small scale. The chemical conditions include pH, oxygen

level, concentration of medium components, and

concentrations of toxic metabolites; these must be monitored

and controlled to keep the cells in the proper physiological

environment. The physical conditions include the bioreactor

configuration and the power provided to the bioreactor. In

scale-up, it is critical to preserve a similar geometrical con-

figuration of the bioreactor in order to facilitate duplication

of mixing patterns.

Impellers are an important physical component in a

stirred bioreactor; they convert electronic energy to hydro-

dynamic motion and generate the turbulence required to

keep the cells in suspension and achieve good mass transfer.

At large scale, efficient oxygen delivery and carbon dioxide

stripping become increasingly difficult due to poor mixing.

At the same time, the energy generated at the tip of the

impeller blades must be limited, as certain cell lines can be

damaged by the elevated shear force. Therefore, to achieve

good mixing and minimize possible damage of the cells

from high shear force, one must determine the proper impel-

ler shape, ratio of impeller to vessel diameter, and impeller

tip speed.

The mixing time as well as the oxygen and carbon diox-

ide mass transfer rates can be correlated to the power per unit

volume of the reactor, also known as the average or overall

energy dissipation rate [71]. Maintaining constant power per

unit volume is a commonly used scale-up strategy because

of its simplicity. Other strategies include keeping the aver-

age shear force experienced by the cells constant, or keeping

the maximal shear force constant (the shear force experi-

enced by the cells when passing the impeller tip).

In addition to scale-up models, scale-down models are

widely used to establish the operating ranges of critical

large-scale process variables [72, 73]. Conducting the

many experiments required to define a validated range for
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each parameter is not feasible at large scale. A scale-down

model based on an existing large-scale process therefore

becomes an efficient and economic tool in reaching this goal.

Purification Process

The process of purification, also called “downstream

processing,” depends on the product and the degree of puri-

fication required [74]. Current strategies used for purifica-

tion of therapeutic proteins generally involve these steps: (1)

sample preparation (clarification or extraction), (2) product

capture (product concentration), (3) intermediate purifica-

tion (removal of bulk impurities), and (4) polishing (removal

of trace impurities) as shown in Fig. 32.4.

Microbial cells such as E. coli and yeast are limited in

their ability to make glycoproteins or correctly structured

glycoproteins. Therefore, therapeutic proteins (including

monoclonal antibodies) that require glycosylation for their

biological activity are often produced via cultivation of

mammalian cells. Compared to microbial fermentation,

mammalian cell culture generates complex broths with a

variety of impurities. Typical impurities found in culture

broths include:

1. Host cells and cell debris

2. Host cell protein (HCP) and DNA released by the cells

3. Aggregated proteins or cleaved proteins produced by the

cells

4. Medium additives (such as serum and protein used to

support cell growth)

These impurities pose risks for the safety of proteins used

as therapeutics and must be removed to a final concentration

below their target limit. In addition, the product stream

contacts materials such as filters and resins. Extractables,

such as leachates from protein A resins, can pose an immu-

nogenic risk to the patient and must be eliminated [75].

Finally, adventitious agents such as viruses and bacterial

pathogens or related contaminants such as endotoxins can

lead to serious problems with the safety of the protein

preparation and therefore must be minimized. Table 32.6

lists concentrations for the above impurities that are gener-

ally considered acceptable in a final protein product [76].

This section describes some general processes used

for protein purification, including methods and tools cur-

rently employed by the bioseparation industry to achieve

clarification, capture, and removal of impurities.

Generic Processes

As shown in Fig. 32.3, each purification step has different

goals. The purification problems associated with a particular

step will greatly depend on the properties of the starting

material. Thus, the goal of a purification step will vary

according to its position in the process.

Chromatography is one of the most important tools

in protein purification. Chromatographic purification

techniques include affinity chromatography (AC), ion

exchange chromatography (IEX), hydrophobic interaction

chromatography (HIC), and gel filtration (GF). These

techniques separate proteins according to differences in spe-

cific protein properties. The protein property used for sepa-

ration, the attributes of each technique, and its suitability for

different purification steps are summarized in Table 32.7.

Selection of the purification strategy will depend on the

specific properties of the sample and the required level of

purification. Due to the widely differing properties of

proteins, a final purification strategy that is most suitable

for one protein may be unsuitable for another. A logical

combination of chromatographic steps can usually achieve

the final goal of protein purification. Figure 32.5 shows two

flow diagrams commonly used for the purification of

proteins expressed by mammalian cells.

Fig. 32.4 General strategies for protein purification (Permission of

Amersham Biosciences, GE Healthcare)

Table 32.6 Concentrations of impurities generally acceptable in final

protein product

Impurity Concentration in final product

Cell debris 0

Host cell protein and serum <0.1–10 mg/L

Aggregated/cleaved proteins Various

DNA 10 ng/dose

Leachates 0.1–10 mg/L

Virus pathogens <10�6/dose
Endotoxins 0.25 EU/mL
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Clarification of Broth

For proteins secreted into broth, the first objectives after cell

culture are to remove cell mass and debris, to reduce

processing volume, and to bring the product to a stable

holding point for further purification steps.

At bench-scale purification, a two-step operation of depth

filtration followed by sterile filtration (or centrifugation

followed by sterile filtration) can efficiently remove large

particles, colloidal particles, and bacteria. At industrial

scale, however, the clarification step is usually completed

by three stages in series as shown in Fig. 32.6.

Centrifuges can function in batch-mode and continuous

mode. Batch-mode works well for laboratory-scale pro-

cesses, whereas continuous-mode can handle larger volumes

and is thus conducive to large-scale processes. Both depth

and tangential flow filtration are commonly used in the

clarification. For large-scale purifications, depth filters may

have volume and throughput limitations. Tangential flow

filtration becomes a better choice when processing large

harvest volumes.

Capture of Product

The goal in the capture step is to concentrate and isolate a

protein product. This step is usually accomplished with ion

exchange or affinity chromatography. Ion exchange

separates protein molecules based on interactions between

Table 32.7 Attributes and purification suitability of chromatographic techniques (Permission of Amersham Biosciences, GE Healthcare)

Technique Protein property Main attributes

Intermediate

Capture Purification Polishing

Affinity chromatography (AC) Ligand specificity High capacity + + + + + + + +

High resolution

High speed

Ion exchange chromatography (IEX) Charge High capacity + + + + + + + + +

High resolution

High speed

Hydrophobic interaction chromatography (HIC) Hydrophobicity High capacity + + + + + +

High resolution

High speed

Gel filtration (GF) Size and shape Low capacity � + + + +

High resolution

+ + + ¼ highly suitable; + + ¼ very suitable; + ¼ suitable; � ¼ not suitable

Fig. 32.5 Flow diagrams for protein purification

Fig. 32.6 Procedures for broth clarification at large scale
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charged side chains on the protein surface and oppositely

charged groups, such as ammonium or sulfate, covalently

linked to the chromatography matrix. The charge characte-

ristics of a protein can be altered by changing the pH of the

separation. Based on the charge differences of a targeted

protein and other impurities, conditions at the capture step

are selected to maximally bind the targeted protein and

minimally bind the impurities to achieve isolation of the

product. Ion exchange is probably the most frequently used

chromatographic technique for the separation and purifica-

tion of proteins. It offers many advantages such as high

capacity, long resin lifetime, and low cost. Its operation is

relatively simple and easy to control. A major disadvantage

is that it usually only leads to moderate purity [77].

Affinity chromatography separates proteins based on a

reversible interaction between a protein and a specific ligand

coupled to a chromatography matrix. One of the most impor-

tant attributes of this method is its excellent selectivity. As a

result, affinity purification offers immense time savings over

less selective multistep procedures. A single-step operation

with affinity chromatography can achieve purification levels

on the order of several thousandfold with high yield. The

most successful example of affinity chromatography in pro-

tein purification is the use of Protein A to capture monoclo-

nal antibodies. One-step purification with Protein A not only

results in high yields of targeted antibodies, but also removes

bulk contaminants such as host cell protein, DNA, and virus,

leading to purity greater than 95%. Another advantage of

using Protein A is that it works for multiple antibodies.

Major disadvantages are: (1) high cost, (2) cleaning and

sanitization difficulties, and (3) ligand leakage.

There are many different types of Protein A affinity

media: MabSelect™ (GE Healthcare, Chalfont St. Giles,

UK) and PROSEP Ultra (Millipore, Billerica, MA) are the

two most commonly used at production scale. Recently, GE

Healthcare released a new type of Protein A called

MabSelect SuRe™. This latest MabSelect resin is resistant

to deterioration from cleaning and sanitization-in-place with

0.1–0.5 NaOH.

Removal of Impurities

Although the capture step dramatically enriches a targeted

protein and removes some impurities, bulk impurities such

as host cell protein, DNA, endotoxin, virus, and leaching

ligand remain in the eluted pool. Additional procedures are

needed to eliminate these impurities.

Depending on the required level of purity, the step used

for removing impurities can be a single or multiple-step

chromatography operation. Table 32.8 summarizes chro-

matographic methods that can be used to remove impurities

following the capture step [76, 78–80].

For monoclonal antibody purification in which Protein A

is primarily used for protein capture, cation and anion

exchange chromatography are employed to reduce the

remaining impurities [81]. Because the majority of mono-

clonal antibodies have a pI greater than 7 and predominating

impurities (HCP and protein A leachates) have pIs lower

than 7, cation exchange can retain the product and allow the

impurities to flow through. Anion exchange can be

employed as a noproduct-binding step to remove residual

DNA and endotoxin. In this mode, the trace impurities will

be retained on the column and the antibody will flow

through. This step typically clears 2–5 logs endotoxin and

3–5 logs DNA [76].

Separation by HIC is based on the reversible interaction

between a protein and the hydrophobic surface of chro-

matographic medium. This interaction is enhanced by high

ionic strength buffers. Thus, HIC usually follows an ion

exchange step where a high salt buffer is used for elution.

It can be used to remove impurities such as host cell protein,

DNA, and virus. However, at production scale, it is not as

widely used as IEX.

Gel filtration separates proteins based on size and shape

and can also be applied to remove the trace impurities.

However, because this method is usually very slow, its

application is often limited to bench or pilot scale.

In addition to chromatography, membrane filters have also

proven to be effective in removing virus and endotoxin. For

example, application of Sartobind™ membrane adsorbers

made by Sartorius (Goettingen, Germany) results in up to 5

logs reduction of endotoxin. The Ultipor® VR grade DV50

membrane by Pall Corporation (East Hills, NY) demonstrated

a greater than 7 log clearance in removal of retroviruses [82].

Strategies for Scaling Up
Purification Processes

The great demand for high-quality therapeutic proteins

requires efficient manufacturing processes, both upstream

and downstream. When bioreactors are scaled up from

bench to pilot to production scale (10,000–20,000 L), down-

stream processes must be scaled up accordingly. Equally

complicated as upstream processes, scale-up of downstream

Table 32.8 Chromatography methods used to remove impurities

Impurity Methods used to remove impurity

Host cell protein AEX, CEX, HIC, AC

Aggregated/cleaved proteins CEX, HIC

DNA AEX, CEX, HIC, AC

Leachates AEX, CEX, HIC

Virus pathogens AEX, CEX, HIC, AC

Endotoxins AEX, CXE, AC
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processes requires more than simply increasing the size and

volume of the laboratory equipment. The use of larger piping

dimensions, larger filters, different types of pumps, and

larger dead volumes can introduce variation to the large-

scale process. We’ve limited our description here to com-

mon strategies used by the industry to scale up chro-

matographic columns.

Scale-up of affinity chromatography [78]
1. Prior to scale-up, different protein A resins should be

screened. To achieve high production rate, defined as

the amount of protein purified per unit time and per unit

column volume, a resin must have a high dynamic bind-

ing capacity and be able to operate at low back-pressures.

2. Before scale-up, the column volume based on the

required binding capacity must be calculated and the

optimum bed height that allows high flow rates and high

dynamic capacities must be determined.

3. During scale-up, the residence time, which is equal to the

bed height divided by the linear velocity of the fluid, must

be kept constant.

4. The operation flow rate should not exceed 70% of the

maximum flow rate specified by the resin’s vendor.

Scale-up of ion exchange column [78].
1. Prior to scale-up, screen resins to obtain those that offer a

long lifetime, lot-to-lot consistency, and long-term

availability.

2. During scale-up, the column volume should be increased

by keeping the height of the resin bed constant and

increasing the column diameter.

3. During scale-up, the total load of protein per unit of resin

should be the same and the linear flow rate should be

identical.

4. Scale-up usually involves two steps: the first step results

in an increase of 50- to 100-fold, from laboratory to pilot

scale; the second step results in an increase of 10- to 50-

fold, from pilot scale to full production scale [83].
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An Introduction to Biomass
and the Biorefinery

What Is Biomass?

In its simplest terms, biomass is all the plant matter found on

our planet. Biomass is produced directly by photosynthesis,

the fundamental engine of life on earth. Plant photosynthesis

uses energy from the sun to combine carbon dioxide from

the atmosphere with water to produce organic plant matter.

More inclusive definitions are possible. For example, animal

products and waste can be included in the definition of

biomass. Animals, like plants, are renewable; but animals

clearly are one step removed from the direct use of sunlight.

Using animal rather than plant material thus leads to sub-

stantially less efficient use of our planet’s ultimate renew-

able resource, the sun. So, we emphasize plant matter in our

definition of biomass. It is the photosynthetic capability of

plants to utilize carbon dioxide from the atmosphere that

leads to its designation as a “carbon neutral” fuel, meaning

that it does not introduce new carbon into the atmosphere. In

reality—as discussed later in the description of life cycle

assessments of biomass use—we find that biomass fuels are

not quite carbon neutral, because somewhere in the life cycle

of their production, conversion, and distribution, some fossil

energy carbon is released.

Few people understand the scale of energy and organic

matter captured by photosynthesis in the form of biomass on

the planet. Consider, for example, that the sun sends

3 � 1024 J of energy per year to our planet [1]. On average,

over the entire globe, plant photosynthesis captures only

0.1% of the solar energy bombarding our world, storing

3 � 1021 J of energy in biomass annually. How does that

compare with world energy production? The U.S. Depart-

ment of Energy (DOE) estimates that, in 2000, global pri-

mary energy production in the form of oil, coal, natural gas,

nuclear power, hydroelectric power, and other forms

(including a small amount of renewable energy) was 400

quadrillion Btus annually or 4.2 � 1020 J/year [2]. Thus,

energy stored in biomass each year worldwide is seven

times greater than humankind’s annual energy production.

Can we expect to tap all of this energy to meet the ever-

growing demand for energy? Could we be taking much

greater advantage of this renewable source of organics and

stored energy?

The Structure and Composition of Biomass
Why, then, isn’t biomass the major source of our energy

supply? The answer is that—in comparison to the relatively

recent discovery and use of fossil energy sources—biomass
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has proved more difficult or at least more costly to convert

into convenient forms of energy. Thus, although biomass has

a very long history as humankind’s first primary source of

energy, it has tended to find its most important use in modern

times as a source of higher-value (societally and economi-

cally) food and fiber products.

There are, of course, many forms of biomass. In modern

agriculture, many crops are grown for the starch, sugars,

protein, natural oils, and fiber they contain. Sugars from

sugarcane are used today in Brazil to produce fuel ethanol

[3]. They were also the primary source of fermentable sugars

in the United States until molasses became too costly [4].

In the United States today, ethanol made from sugars derived

from starch in corn is the largest source of renewable trans-

portation fuel. Starch consists of glucose molecules strung

together by a-glycosidic linkages. These linkages occur in

chains of a-1,4 linkages with branches formed as a result of

a-1,6-linkages (see Fig. 33.1). The ability to release sugars

from starch is common to many animals, including humans.

It is thus no surprise that starch was the first major carbohy-

drate biopolymer to be used for energy production other than

combustion. Indeed, the use of enzymes to biologically

release sugars from starch is one of the earliest examples

of modern industrial enzyme technology. It stands as an

example of how biotechnology might be used to process

other forms of biomass [5].

To foster a new bioindustry, we need to turn to less used—

but more abundant—forms of biomass. This means focusing

on the lignocellulosic components of the cell walls of all

higher plants. Here we find highly complex material, both in

chemical composition and structure. Plant cell walls are

divided into two sections, the primary and the secondary

cell walls [6]. The primary cell wall, which provides structure

for expanding the cell is composed of the major

polysaccharides and a group of basic glycoproteins, primarily

extensins [7]. The predominant polysaccharide in the primary

cell wall is cellulose; the second most abundant is hemicellu-

lose; and the third is pectin. Because cellulose ismade up only

of b-(1,4)-linkages, it has a highly linear structure that encou-
rages the formation of strong hydrogen bonds between chains

of cellulose (see Fig. 33.2). The high level of hydrogen bond-

ing among the chains makes it difficult to attack or

depolymerize, either chemically or biologically. Once

depolymerized, however, it is relatively easy to ferment,

because it consists of the single sugar, glucose. Hemi-

celluloses, in contrast, are biopolymers of six- and five-carbon

sugars that are almost always branched with a wide spectrum

of substituents, including acetyl esters, uronic acids, sugars,

hydroxycinnamic acids, and other moieties distributed along

the backbone polysaccharide. The branched and amorphous

nature of hemicellulose is vulnerable to degradation,

but organisms in nature do not readily utilize some of its

various sugars. Hemicelluloses are thought to hydrogen

bond to cellulose, as well as to other hemicelluloses, which

helps stabilize the cell wall matrix and renders the cell wall

insoluble in water.

The secondary cell wall, produced after the cell has

completed growing, also contains polysaccharides and is

strengthened by polymeric lignin covalently cross-linking

to hemicellulose [6]. Lignin is a high-energy content

Fig. 33.1 Starch: a biopolymer

of glucose molecules used today

in the United States as the basis

for production of fuel ethanol

from corn grain

Fig. 33.2 Cellulose: a

biopolymer of glucose found in

the structural components of all

plant cell walls
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biopolymer rich in phenolic components. It provides struc-

tural integrity to plants. The combination of hemicellulose

and lignin provide a protective sheath around the cellulose

and this sheath must be modified or removed before efficient

hydrolysis of cellulose can occur.

The picture of biomass sketched here offers important

insights. The complex structure of lignocellulosic biomass

provides protection and structural integrity to biomass. This

makes things more difficult for industrial scientists and

engineers seeking to convert biomass into useful forms of

energy, chemicals, and products. On the other hand, the diver-

sity of biomass composition offers opportunities for processing

biomass into a wide range of new and existing chemicals. The

challenge to the industrial processor is to develop sophisticated

and robust approaches to optimizing the recovery and conver-

sion of each component from this highly complex structure.

Converting Biomass into Energy
and Other Products

Biological Versus Thermochemical Processing
The distinguishing feature of the various paths from biomass

to useful energy is the choice of conversion technology.

These technologies fall into two main categories: thermo-

chemical and biochemical conversion. Thermochemical

processing, as its name suggests, relies on heat and chemical

catalysis to produce useful energy and products from bio-

mass. Likewise, biochemical processing relies on biological

organisms and biological catalysts to transform biomass into

energy and products. They are complementary, rather than

competing, technology paths that are part of an integrated

scheme for making a wide range of fuels, products, heat, and

power from biomass.

Thermochemical conversion of biomass. The simplest form

of thermochemical conversion is direct combustion of bio-

mass to produce heat and power. Direct combustion of

biomass for electricity production in the United States cur-

rently supports more than 10,000 MW of generating capac-

ity, with the majority of the biomass coming from landfill

gas, municipal solid waste, and wood fuel [8]. The Energy

Information Administration of the DOE estimates that 3

gigawatts of electric capacity could currently be supplied

by biomass at prices competitive with coal-derived electric-

ity [9]. Direct combustion of biomass in existing power

plants is a very effective means of offsetting fossil energy

use because it displaces conventional fossil fuels in electric

generating stations on essentially a one-to-one basis.

At the heart of most advanced thermochemical conversion

processes is the conversion of biomass into simple chemical

intermediates in a process known as gasification, as shown in

Fig. 33.3. Gasification is a process in which biomass is heated

in the presence of air, oxygen, and/or steam to produce a gas

mixture that can be used as an energy source itself or can be

converted into a variety of fuels and products. Gasification

dates back to the early 1800s. It has its roots in technology

originally used for the production of gas from coal for

lighting and heating [10]. There are many possible variations

for the production of a gas mixture often referred to as a

synthesis gas or “syngas.” The core steps, however, are gas

production in a gasification reactor, tar cracking (integrated

or separate from the gasifier), and cleanup of the syngas.

The clean syngas can then be used to generate power by

direct combustion or in a gas turbine/combined cycle system

or be synthesized to other fuels or products.

The severity of the conditions in this process affects the

distribution of products, which can include pyrolysis oils,

chars, and gases. The chemistry of gasification is relatively

simple [11]. The key reaction that takes place in gasifiers is

the “water gas shift” reaction. In this reaction, water

(provided by steam) can combine with carbon to form car-

bon monoxide and hydrogen:

Cþ H2O ¼ COþ H2

The carbon monoxide, hydrogen, and steam in the gasifier

can then undergo more reaction to produce more hydrogen,

carbon dioxide, and methane. The relative composition of

the syngas will depend on the reactor conditions, choice of

Fig. 33.3 General schematic of a process for thermochemical conver-

sion of biomass to fuels, heat, and power. ASU Air Separation Unit;

HRSG Heat Recovery Steam Generator
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catalysts, and the relative amounts of air, oxygen, and steam

used. A wealth of chemistry is possible with this collection

of simple compounds. Syngas can, therefore, serve as a

platform for producing all sorts of fuels and other products.

Syngas from coal, for example, is used to produce gasoline

or diesel fuel products in large-scale commercial operations

using so-called “Fischer–Tropsch” catalysts that can convert

these simple compounds into hydrocarbons and oxygenates.

Selection of conditions and catalysts in the water gas shift

reaction also provides an opportunity to produce hydrogen

from biomass for use in fuel cells [12].

Experience with biomass gasification, however, has been

limited to heat and power generation. In the United States,

the DOE helped to test gasification of wood, coupled with

electricity generation, at a power plant in Vermont, success-

fully demonstrating this technology at the 200-t/day (5-MW)

scale [13].

Biological conversion of biomass. Ethanol is typically the

major fuel product of biological conversion. The basic steps

of biological conversion are shown in Fig. 33.4. Lignocellu-

losic biomass can be converted into mixed-sugar solutions

plus lignin-rich solid residues by the sequential use of ther-

mochemical pretreatment and enzymatic saccharification.

Sugars from hemicellulose and cellulose can then be

fermented to ethanol for fuel production. Not shown in

Fig. 33.4 is the possibility of biologically or chemically

converting these sugars into other products.

There is a long and rich history of using acid and base

catalysts to release the sugars found in cellulose and

hemicellulose dating back to the discovery of wood sugars

in the nineteenth century. The technology was

commercialized during World War I in the United States,

during World War II in Germany, and later in the twentieth

century in the Soviet Union [14–34]. More advanced

schemes for biological processing are under development

today; however, they rely on this chemical hydrolysis step

only as a pretreatment for removal of hemicellulose. Biolog-

ically mediated hydrolysis of cellulose is now viewed as the

most selective and efficient means of hydrolyzing or

depolymerizing the cellulose biopolymer to release its glu-

cose sugar monomers. Many workers in the field agree that

cellulose decrystallization and depolymerization are indeed

the rate-limiting steps in the conversion of lignocellulosic

biomass.

Removal of hemicellulose by dilute-acid pretreatment

has been the classic means of rendering biomass more ame-

nable to cellulase action [35]. In a hallmark study, Soltes and

coworkers [36] showed that biomass with reduced acetyla-

tion responded significantly more favorably to cellulase

action than did native biomass. Selig and co-workers more

recently showed that enzymatic acetyl removal was effective

in enhancing biomass hydrolysis after a variety of

pretreatments. [679]. Although still controversial, there is

some indication that biomass with reduced lignin content is

also more readily hydrolyzed by cellulase action [37, 38]. At

least one study has shown that lignin removal enhances

enzymatic hemicellulose hydrolysis, the removal of which

allows for greater hydrolysis of cellulose [680]. One key to

understanding cellulase action on biomass is the fact that the

structural and reactive chemical components of the sub-

strate—primarily defined as acetyl and lignin contents—

strongly affect enzyme access to cellulose. Another is that

once cellulase component enzymes are available in suffi-

cient ratio and concentration at the site of hydrolysis, the

degree of cellulose crystallinity controls the hydrolytic rate

[37, 39]. For the engineer seeking to improve this natural

process, the key challenge is to make biomass depolymeri-

zation a more rapid and less costly conversion.

To be cost-effective, the process must use organisms capa-

ble of fermenting the full spectrum of five- and six-carbon

sugars released from cellulose and hemicellulose. The advent

of efficient genetically engineered organisms equipped with

metabolic pathways to handle both types of sugars is an

important improvement in the process that has occurred

over the past decade or so [40–45]. The first generation of

fuel ethanol technology for lignocellulosic biomass will

include the production and use of enzymes for the hydrolysis

of cellulose that work with these new versatile fermenting

organisms. A future advance in the technology may involve

the development of organisms capable of carrying out both

the enzymatic hydrolysis of cellulose and the fermentation of

the resulting sugars. This configuration—sometimes referred

to as consolidated bioprocessing—would represent a

Fig. 33.4 General schematic of a biological process for converting

lignocellulosic biomass to ethanol
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significant step toward simplification and cost reduction of

the process [46].

A purely standalone biological process is unlikely without

significant improvement in both feedstock convertibility and

microbial degradative and conversion capacity. Even after a

combination of thermochemical pretreatment and biologicval

conversion, there is a significant amount of residue left over

after biological conversion of the carbohydrates. As shown in

Fig. 33.4, this residue, containing mostly lignin, is usually

sent to some form of thermochemical processing, even if that

involves nothing more than direct combustion for production

of heat, power, or both.

The Biorefinery

The integrated biorefinery is a conceptual framework that

capitalizes on the synergies of integrating technologies from

both biological and thermochemical process schemes. Further-

more, like the petroleum refinery, the biorefinery has the poten-

tial to combine production of low-volume, high-value products

with high-volume, low-value fuels or energy production. The

ideal biorefinery employs a combination of conversion

technologies that maximizes the value of fuels, chemical,

materials, and powermade frombiomass, as shown in Fig. 33.5.

The biorefinery should benefit from lessons learned

during the evolution of modern-day petroleum refineries.

These combine use of fluid catalytic cracking, thermal

cracking, and hydrocracking technology to convert the

higher-boiling-range fractions of crude oil into more use-

ful lower-boiling-range products. Just as few petroleum

refineries use all available conversion technologies, biore-

fineries too will use only those technology platforms that

are most cost-effective for converting a certain type of

biomass into a certain collection of desired endproducts.

Biomass, Fossil Energy Savings,
and Greenhouse Gas Mitigation

The two most often touted benefits of biomass use are the

ability to avoid the use of nonrenewable fossil energy

resources and the concomitant ability to reduce net green-

house gas generation, characteristics that can only be

Fig. 33.5 General schematic

of an ideal biorefinery combining

biological and thermochemical

processes for production of fuels,

chemicals, heat, and power
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assessed by using life-cycle assessment. Life-cycle assess-

ment [47–52] is an analytical methodology for understanding

the full impact of a given product or service on the environ-

ment and on the overall demand placed on our natural

resources. In general, this involves looking at all of the stages

of production and use of a product or service, from the first

extraction of raw materials from the environment to the

ultimate disposition of the product. For energy, this includes

production and transport of a feedstock (whether that is coal,

natural gas, oil, or biomass) to a conversion facility, conver-

sion of the feedstock to a useful energy form, and distribution

and use of the final energy product.

Life-Cycle Assessments of Biopower
Figure 33.6 summarizes the results of life-cycle assessments

of the impact of various pathways for electricity generation

from biomass on fossil energy requirements [53]. Direct

combustion and gasification of biomass for power produc-

tion provides 99 and 98% savings in fossil energy use,

respectively, compared to combustion of coal for electricity

generation. When carbon sequestration is added to either of

these options, fossil energy savings are reduced because of

the added energy demand for sequestering the carbon diox-

ide from the stack of the power plant. Greenhouse gas

savings for these same technology options are also very

good, often exceeding 100% reductions due to the effects

sequestration of carbon in the soil that occurs when energy

crops such as switchgrass are grown (see Fig. 33.7).

Life-Cycle Assessments of Biofuels
Figure 33.8 shows fossil-energy savings associated with

the production of hydrogen, ethanol, and Fischer–Tropsch

liquids from biomass. Savings range from 91 to 102%.

Ethanol and Fischer–Tropsch fuels are both liquids that

can be used in existing internal combustion engine

vehicles, whereas hydrogen—which is a gaseous fuel—

requires significant changes in vehicle technology, whether

it is burned directly for power or used in a fuel cell.

Furthermore, although the energy savings for hydrogen

are comparable to the other two liquid fuels, these savings

may be offset by higher energy requirements for distribu-

tion of hydrogen, which are not included in these energy

balance calculations.

Estimates of greenhouse gas emissions for hydrogen and

Fischer–Tropsch liquids made from biomass available.

A number of estimates are available for have recently

become ethanol made from biomass. These are shown in

Fig. 33.9 for the use of E85 (a blend of ethanol, 85%, and

gasoline, 15%) in a flexible fuel vehicle. The choice of

feedstock can have a significant impact, with corn grain

ethanol having the lowest benefits of those studied. The big

difference between corn grain and the other biomass

resources is that the former relies on fossil fuels to provide

energy in the conversion facility, whereas the others make

use of residual lignin from the biomass to meet all of the

energy needs for conversion, with some left over for cogen-

eration of electricity.

Fig. 33.6 Fossil energy savings

for different biomass-to-power

scenarios
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Cost Projections for Fuels and Power
from Biomass

The Competitiveness of Biopower
Figure 33.10 compares the range and midpoint of costs for

power production from coal and natural gas with the

projected range and midpoint of costs of several biomass

technology options [54]. As the numbers indicate, coal

remains the lowest-cost option by far for producing electric-

ity. Biomass technologies are from two to four times more

costly and with predictions that coal prices are actually

going to decline [55], this makes the prospects for competi-

tive electricity generation from biomass a goal that will

require advances in technology that have not, as yet, even

been thought about, much less planned for.

The Competitiveness of Biofuels
Figure 33.11 provides a similar comparison for published

estimates of the cost of transportation fuels made from bio-

mass. None of these technologies is ready to compete with

gasoline strictly on the basis of delivering energy to a vehicle.

In the case of ethanol, the DOE has developed plans for

reducing its cost to about $1.76 per gallon ethanol, or

$2.62/gallon gasoline equivalent for 2012, which puts this

Fig. 33.7 Greenhouse gas

savings for different biomass-to-

power scenarios

Fig. 33.8 Fossil energy savings for different biofuels
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Fig. 33.9 Greenhouse gas emissions for E85 made from different biomass feedstocks and gasoline

Fig. 33.10 Comparison of costs for conventional fossil fuel electricity

generation and biomass power options
Fig. 33.11 Comparison of costs for gasoline and various biomass

derived fuels for transportation
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new technology in a competitive range with ethanol made

from corn grain. Recent published long-term (mature

technology) estimates of the price that ethanol could reach

are hard to find. In the early 1990s, the DOE published

estimates for a best-case ethanol cost of $0.67 per gallon, or

$8.4 per GJ. In 1996, Lynd reported a “best-parameter” case

that brings ethanol cost down to $0.50 per gallon, or $6 per

GJ, which is in line with gasoline’s wholesale price [56].

These long-term projections show that it is possible for a

bio-based fuel such as ethanol to approach parity with its

fossil fuel counterpart, but that achieving such parity

represents a significant stretch for the technology, with

respect to its current or even potential cost.

Biomass as a Sustainable and Substantial
Energy Source

Biomass as a Substantial Source of Energy:
Balancing the Demands on Our Land
The estimates of global photosynthetic capacity described at

the beginning of this chapter suggest that biomass could be a

truly substantial source of renewable energy. The life-cycle

assessments reported in this chapter also point to biomass as

a highly sustainable source of energy.

The potential of biomass as a large source of fuels and

chemicals, however, hinges on how much of the huge global

capacity for biomass production can be harnessed for that

purpose, after considering other demands placed on our land.

And the question has been nothing if not controversial.

Why? Because we recognize that the role land plays as the

primary source of food and fiber is its most critical job for

society. No other resource can provide us with food. So,

when it comes to choosing between the use of land for

producing food or energy, the choice is pretty obvious.

Forget about the use of our land for providing energy to

drive our cars and even to heat and light our homes, if it

comes at the price of starvation.

Uncertainties of understanding sustainable management

of our land, debates about what level of energy use is both

adequate and sustainable for our society, and the unknown

potential for future advances in science and technology all

fuel controversy over the appropriate use of land. The pub-

lic, policymakers, and even experts in energy find them-

selves bombarded with widely divergent perspectives. Here

are just a few examples of the “pessimists”:

• In 2002, a prominent collection of scientists wrote, “Bio-

mass plantations can produce carbon-neutral fuels for

power plants or transportation, but photosynthesis has

too low a power density (~6 W/m2) for biofuels to con-

tribute significantly to climate stabilization.” These

researchers find the scale of our growing energy demand

so daunting that they conclude that none of today’s

current options for renewable energy or energy efficiency

are up to the task. They call for an unprecedented scien-

tific effort to tackle what they call “the technology chal-

lenge of the century” [57].

• In 2002, a group of researchers led by David Pimentel

dismissed biofuels for transportation outright because

of their negative energy balance, and concluded that

burning biomass for heat and power might achieve

5.28 � 1018 J/year worldwide by 2050. This represents,

according to Pimentel’s estimates, a 39% increase over

current bioenergy production over five decades, and only

1.25% of world energy output in 2000.

Then, there are the optimists, exemplified below:

• In 2000, an ad hoc committee of leading scientists and

engineers established by the National Research Council

found that “there is enough unused biomass (in the United

States) to satisfy all domestic demand for organic

chemicals that can bemade from biological resources. . ..”

Furthermore, the committee proposed a goal of “. . . even-
tually meeting over 90% of U.S. organic chemical con-

sumption and up to 50% of U.S. liquid fuel needs with

biobased products. . . ” [58].
• Johansson et al. projected aggressive scenarios for a

renewable energy-intensive economy in which 40% of

direct fuel use (for everything except power generation)

comes from renewables, mostly in the form of biomass,

by 2050. Direct use of biofuels exceeds direct use of oil in

their scenario [59].

Quantifying the controversial and uncertain factors that

go into estimating biomass energy potential can shed light

on these apparently contradictory findings. Lynd et al. [60]

developed a generic equation to describe “R,” the ratio of

land required for meeting U.S. transportation energy demand

with biofuels to the land available for biofuels production.

A simplified version is shown below.

Accounting for all of the factors that go into energy

demand (population, vehicle miles traveled per capita, vehi-

cle efficiency) and land required for energy production

(biomass land yields, biomass conversion yields, etc.), they

found that the numerator in this equation can vary by a factor

of 400 for a range of possible high and low values. The

denominator can vary tenfold for a range of possible high

and low values. This explains the wide diversity of

conclusions that has been published regarding the potential

for biomass to really affect our energy problem. More

important, it points out the need for conducting more rigor-

ous assessments of all these factors. Some of the factors

involve social choices, whereas others involve prognos-

tications on future technology developments.
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In 2004, several new studies appeared that reconsidered

the role of biomass in a future sustainable energy supply.

Each has looked at some or all of the above factors, with an

eye toward honing in on a more rational assessment of

biomass energy supply potential. The Rocky Mountain Insti-

tute completed a major study seeking ways of eliminating

the United States’ dependence on oil. Among five major

strategies that, taken together do just that, was an investment

in research, development, and deployment of biofuels. They

estimated that such a strategy could lead to a 25% reduction

in our dependence on oil in the year 2025. This corresponds

to around 57 billion gallons of gasoline equivalent supplied

in the form of ethanol [61]. The Natural Resources Defense

Council estimated in its recent assessment of biofuels that

around 30% of total transportation energy demand could be

met with ethanol from lignocellulosic biomass by 2050 [62].

This corresponds to about 130 billion gallons per of gasoline

equivalent replaced with ethanol.

What sets these reports above others that have been

published over the past two decades? First, the organizations

themselves are different. They are both nongovernmental

organizations (NGOs) that have never been particular

advocates of biofuels. That is, they bring the perspective of

a “disinterested party” to the table. Second, each looked at

biofuels in a rational, future-oriented way. Third, they

avoided the “single solution” trap so often found among

technology advocates. Their results reflect this. Biomass

comes forward as only part of the solution. Gone are the

days of single energy solutions, or at least so it would seem

from their analyses. Oil was indeed a one-time wonder.

R ¼ ½EnergyDemand� � ½LandRequired per Delivered Energy�
½Total Land� LandRequired for Food Production�

Meanwhile, a third report has been issued in 2005 that

looks at the potential supply of biomass from a different

point of view. It comes from the U.S. Department of

Energy’s Office of the Biomass Program and from three

offices within the U.S. Department of Agriculture (USDA).

These are certainly not “disinterested parties.” They are the

key organizations in the federal government charged with

looking at biomass and the role that agriculture can play in a

sustainable energy future. So, it is not surprising that they

turned the question of biomass supply on its head. Their

starting question: are there a billion tons of biomass out

there for conversion to energy and fuels? Or, put a little

differently, could biomass replace 30% of today’s petroleum

demand? The motivation for the study was, quite simply, to

see if we could prove that there is enough potential biomass

to make energy companies and others take a second look at

biomass. Figure 33.12 summarizes their findings. They

found 1.3 billion tons of plant biomass for the taking each

year, or around 80–100 billion gallons per year of gasoline

equivalent, depending on the efficiency of the biomass-to-

fuels conversion.

What can we conclude thus far about the role that bio-

mass can play as a substantial source for our future energy

supply? It’s worth aiming at. Competing with petroleum-

derived energy is still a stretch, but there is still potential for

improvement in the technology. As we move forward, we

may find disappointments about biomass technology that

force us to turn in other directions.

Microbial Bioethanol Production

The primary carbohydrate components of lignocellulosic

biomass consist of D-glucose, D-xylose, L-arabinose, D-galac-

tose, and D-mannose. Glucose (from cellulose) and xylose

(from hemicellulose) are the two principal carbohydrates

present in most biomass feedstocks. The levels of the minor

carbohydrates L-arabinose, D-galactose, and D-mannose

(also derived from hemicellulose) vary considerably with

biomass type. Softwoods typically contain more galactose

and mannose than hardwoods, whereas hardwoods, herba-

ceous plants, and agricultural residues generally contain

higher levels of arabinose and xylose. In some herbaceous

crops and agricultural residues, arabinose levels are high

enough that conversion of arabinose (in addition to glucose

and xylose) is required to achieve overall economic viability.

Ethanol Fermentation Schemes

Conversion efficiency and robust fermentation of mixed-

sugar lignocellulose-derived hydrolysates are critical for

Fig. 33.12 Biomass feedstock potential finds from billion-ton vision

study
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producing ethanol at low cost to realize a commercially

viable biorefinery. Biomass sugars are typically released by

thermochemical pretreatment followed by enzymatic hydro-

lysis of chopped or milled biomass. The pretreated soluble

fraction of biomass is called the “hydrolysate” and the

hydrolysate containing the insoluble material is referred to

as the “slurry.” In diluted acid pretreatment, most of the

hemicellulosic sugars (xylose, arabinose, galactose, and

mannose) are solubilized; however, the glucose component

remains in the solid form as cellulose, where it is later

depolymerized by cellulases. This step is often combined

with the subsequent microbial fermentation of the sugars to

relieve the product inhibition of cellulases, the so-called

simultaneous saccharification and fermentation (SSF) pro-

cess. A process based on the fermentation of pentose sugars

(derived from the hydrolysate) combined with the sacchari-

fication of cellulose and fermentation of glucose (derived

from simultaneous enzymatic saccharification) is referred to

as a simultaneous saccharification and cofermentation

(SSCF; Fig. 33.13). To be successful, this scheme requires

that the microorganisms are capable of fermenting hexose

and pentose sugars equally well, though not necessarily

simultaneously. Alternatively, a hybrid process with partial

enzymatic hydrolysis (to obtain high cellulose hydrolysis

rate by operating at high temperature) and co-fermentation

may be used to achieve high overall conversion rates of

biomass sugars to ethanol. Additionally, microorganisms

are often susceptible to inhibitors, such as acetic acid, furfu-

ral, and phenolic compounds librated from lignocellulose

during chemical pretreatment [63, 64]. Because of this, a

detoxification step, such as the “over-lime process” is gener-

ally applied to reduce the toxicity of the hydrolysate. Alter-

natively, other adsorbants may be used or the microbes

themselves can be adapted or engineered for increased toler-

ance to some of these inhibitors or the pretreatment process

can be tweaked to minimize their production.

Although a number of microorganisms can efficiently fer-

ment glucose to ethanol, only recently has conversion of the

pentose sugars in the hemicellulosic fraction become feasible

[65]. The few organisms that were known to utilize either D-

xylose or L-arabinose typically grow slowly on pentoses and

achieve relatively low ethanol yields and productivities [66].

Because of this, the identification and development of

microorganisms capable of selectively converting D-glucose,

D-xylose, and L-arabinose to ethanol at high yield has been the

focus of extensive research during the past 10–15 years. In the

past decade, the sophistication of molecular biology has

grown tremendously and numerous attempts have been

made to use recombinant DNA technologies to engineer

superior microorganisms for bioethanol production. Only a

few of these efforts have been provisionally successful and

considerable work is yet to be done.

Metabolic Pathway Engineering

Metabolic pathway engineering is increasingly recognized as a

powerful approach for developing microorganisms capable

of efficiently converting biomass sugars to ethanol. In broad

terms, superior ethanol-producing microorganisms can be

developed by either of thesemetabolic engineering approaches:

1. Broadening the substrate range to include biomass sugars

(e.g., xylose, arabinose, galactose, mannose) in strains

exhibiting good product selectivity, but not capable of

fermenting sugars other than glucose to ethanol

2. Increasing ethanol product selectivity in strains

exhibiting broad substrate range

Of course, beyond these two basic approaches, significant

metabolic engineering may also be required to stabilize

“improved” strains or to enable such strains to achieve

high ethanol yields and fermentation productivities.

Following the first approach, Escherichia coli and Kleb-

siella oxytoca have been engineered to be highly effective

ethanol producers by introducing the genes for ethanol pro-

duction from Zymomonas mobilis [67–69]. Extensive evalu-

ation of these “ethanologenic” strains have been carried out,

both in media containing pure sugars and in pretreatment

hydrolysates derived from a variety of feedstocks [68–73].

The second approach, broadening the substrate utilization

range of strains that are highly efficient ethanol producers, has

Fig. 33.13 Simultaneous

saccharification fermentation

(SSF) and simultaneous

saccharification and co-

fermentation (SSCF) concepts
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been demonstrated by introducing the xylose assimilation and

pentose phosphate pathway genes from E. coli into Z. mobilis.

The result was an engineered Z. mobilis strain able to ferment

xylose to ethanol at high yield [74–76]. An arabinose-

fermenting Z. mobilis strain was also developed by

introducing the arabinose assimilation and pentose phosphate

pathway genes from E. coli into Z. mobilis [77].

More recently, a long-term effort to develop xylose-

fermenting Saccharomyces sp. has also been successful. For

example, xylose fermentation was reported for Saccharomy-

ces strains transformed with the xylose reductase and xylitol

dehydrogenase genes from Pichia stipitis (additionally, over-
expression of native xylulokinase was found useful) [78, 79].

An effort to introduce xylose isomerase from Pimicus into

Saccharomyces cerevisiae was also demonstrated [80–82].

Other noteworthy achievements in the metabolic engineering

of superior ethanol producers include initial success in

improving the performance of xylose-fermenting yeasts by

optimizing the expression of genes encoding the xylose

assimilation and ethanol production pathways [83, 84]. Suc-

cessful transformation of the pentose-fermenting Clostrid-
ium thermosaccharolyticum has also been reported [85],

providing a key tool for further developing this microorgan-

ism by altering product selectivity to favor ethanol produc-

tion. Since the previous edition of this chapter, consolidated

bioprocessing research has expanded dramatically, including

metabolic and enzyme expression engineering of single

microbes as well as cooperative multi-microbe systems.

Furthermore, recombinant E. coli, K. oxytoca, Z. mobilis,

and Saccharomyces were reported to be capable of anaerobi-
cally fermenting arabinose to ethanol [77, 86, 87], unlike the

wild-type xylose-fermenting yeasts, such as P. stipitis. These

yeasts can grow on arabinose aerobically, but cannot ferment

arabinose anaerobically.

Performance Assessment

Efficiency of microorganisms for conversion of biomass to

ethanol can be evaluated by three most critical performance

factors: yield, productivity, and final product concen-

trations. Achieving high ethanol yield is the most important

factor for the biorefinery, because the cost of feedstocks can

be as high as 40% of the process cost [88]. Ethanol yield can

be referred to either as metabolic yield or process yield.

Metabolic yield is calculated as ethanol produced based on

sugars consumed, which provides an indication whether

microorganisms produce ethanol selectively. The maximum

metabolic yields for both hexoses and pentoses are 0.51 g

ethanol per gram sugars used. Formation of byproducts,

such as lactic acid, glycerol, and acetic acid reduces the

metabolic ethanol yield, consequently reduces process

yield as well. Process yields calculated as “ethanol produced

based on total sugars available” provides information

not only how efficient the microorganisms can produce

ethanol from the sugars, but also the degree to which

the microorganisms are capable of utilizing all the sugars

available. This parameter is especially important when

considering high biomass sugar streams. Similarly, specific

ethanol productivity, calculated as ethanol produced per

gram of cell biomass per hour, reflects the effectiveness of

the catalytic capability of cells. Volumetric ethanol produc-

tivity is used to reflect efficiency of the overall process.

Kinetic parameters from various recombinant micro-

organisms have been summarized by Dien et al. [65].

Future Directions

Despite initial success in demonstrating microorganisms

capable of fermenting biomass sugars, there is currently a

dearth of fermentative microorganisms with the capability to

efficiently convert all five biomass sugars in high ethanol

yield and productivity under relevant industrial processing

conditions. These processes demand robust performance at

low pH and high temperature, as well as a high tolerance to

ethanol. In most cases, the pentose utilization rate is at least

several-fold lower than that of glucose. Therefore, the etha-

nol yield from pentoses is significantly lower compared to

that of glucose [89].

Unlike the starch-based glucose streams, hydrolysates

derived from lignocellulosic feedstocks can contain many

toxic compounds that inhibit microbial growth and fermen-

tation [88]. Improving our understanding of inhibition

mechanisms and microbial physiology during hydrolysate

fermentations will require full use of the advanced analytical

and “omics” metabolic engineering and modeling tools

recently made available. This approach will greatly enhance

our capability to develop a new class of robust industrial

microorganisms capable of efficiently and productively

converting all biomass sugars to ethanol under “dirty” indus-

trial processing conditions. Other important considerations

for commercial viable microorganisms are hydrolysate tol-

erance and media requirements.

Futuristic process scenarios have been proposed that com-

bine key process steps, thus reducing overall process com-

plexity and cost. One notable example is the consolidated

biomass processing (CBP) technology proposed by Zhang

and Lynd [90] for the Clostridium thermocellum case. Their

work reminds us that C. thermocellum hydrolyzes cellulose

by a different mode of action compared to the classical

mechanism associated with fungal-derived cellulases,

the “cellulosome.” Furthermore, for C. thermocellum, the

bioenergetic benefits specific to growth on cellulose are

result from the efficiency of oligosaccharide uptake com-

bined with intracellular phosphorolytic cleavage of b-gluco-
sidic bonds, another pathway not known in fungi. Zhang and

Lynd believe that these benefits exceed the bioenergetic

1260 S.R. Decker et al.



cost of cellulase synthesis, supporting the feasibility of anaer-

obic processing of cellulosic biomass without added

saccharolytic enzymes. Another option for CBP is to enable

yeast, already ethanologenic, to produce cellulases [91].

In this case, expression of some active and effective

cellulases from yeast has proven challenging [92]; however,

endoglucanases and beta-glucosidases appear more amena-

ble to yeast processing [93].

Biomass Analysis and Compositional
Variability

Introduction

The Importance of Reliable Compositional
Methods for Biomass Analysis
The ability to rapidly and inexpensively obtain an accurate

chemical composition of complex biomass feedstocks and

biomass-derived materials is a key element in enabling

commercialization of processes that convert biomass to

fuels and valuable chemicals. Robust analytical methods

are needed to improve our understanding of and our ability

to economically control biomass conversion processes.

Additional challenges face these processes because of the

heterogeneity that is an inherent property of biomass. The

chemical composition of a biomass feedstock varies as a

function of many factors, including plant genetics, growth

environment, harvesting method, and storage conditions.

Many biomass conversion feedstocks are residues of another

process. For example, bagasse is a byproduct of sugar

production from sugarcane. In these situations, the varying

efficiency in the original process can impart an additional

source of compositional variance in biomass feedstocks. All

of these sources of compositional variance are difficult if not

impossible to control. However, the composition of a given

feedstock can be measured at any point and that information

can be used to adjust process conditions for optimal conver-

sion or steady-state production. The rapid, inexpensive com-

positional analysis methods described in this chapter are

examples of the types of new tools that will be needed for

the commercialization of processes that convert biomass

into fuels and valuable chemicals.

As illustrated in Fig. 33.14, biomass feedstocks can vary

widely in the number of constituents and the concentration

of each constituent. In biomass conversion processes, up to

20 constituents may need to be monitored to characterize the

conversion of feedstock into a desired product or products.

Standard wet chemical methods for the chemical characteri-

zation of biomass feedstocks and biomass-derived materials

have been validated through the International Energy

Agency and are available from the American Society for

Testing and Materials (ASTM) [94]. In addition, the

National Renewable Energy Laboratory [95] (NREL) has

developed and validated a collection of standard laboratory

analytical procedures specifically for the compositional

analysis of biomass including, but going beyond those of

the ASTM. These wet chemical methods of analysis are

based on the fractionation of the biomass sample and the

isolation of purified fractions that can be quantified using

conventional analytical instruments [96]. These methods are

primarily used in feedstock-specific portfolios containing

analysis methods for each of the relevant constituents.

Fig. 33.14 Chemical composition of five commercial biomass feedstocks showing the variance in number and concentration of constituents
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In most cases, these portfolios enable the identification and

quantification of greater than 95% of the dry mass of bio-

mass feedstock and biomass-derived materials.

The Need for Accurate, Real-Time Biomass
Analysis Methods
Standard wet chemical methods, although accurate and

robust, are not applicable in a commercial setting, because

they are very expensive (labor intensive) and cannot provide

the analysis information in a timeframe useful for process

control. For example, a complete analysis using standard wet

chemical methods costs $800–$2,000 per sample and the

results are typically not available for days, sometimes

weeks. In contrast, new methods are being developed that

can perform the same analysis for about $20 per sample and

provide results in a timeframe relevant for process control,

meaning that the information can be used to make the pro-

cess adjustments necessary for steady-state production. One

approach to reducing the time and cost of compositional

analysis is the development of rapid analysis methods that

use multivariate statistical analysis software to extract chem-

ical information from easily obtained spectroscopic data.

Rapid analysis methods match the precision and accuracy

of their calibration methods, so the savings are obtained

without loss of precision or accuracy [97]. New techniques,

such as rapid analysis, are needed to provide analytical

support for large-scale processes that convert biomass to

fuels and chemicals.

Heterogeneity and Biomass Analysis
As stated above, plant cell walls are comprised of three-

dimensional complexes of natural polymer matrices

including cellulose, hemicellulose, lignin, and in some

cases protein and silica. These polymer matrices are not

uniformly distributed within the plant cell wall, and their

relative concentrations change from one morphological

region to another, reflecting physiological function. The

difference in chemical composition between the tissues

within a plant is, in nearly all cases, greater than the variation

seen in any one tissue across the entire plant species. An

example of this compositional variance is shown in

Fig. 33.15 for corn stover from Pioneer 33J56. The concen-

tration of five major constituents is shown for seven tissue

types as well as an average composition for the whole plant.

The various fractions are according to increasing glucan

content. The independent variance of the concentration of

various polymer constituents can easily be seen.

Much of the compositional variance in a feedstock can be

explained in terms of varying proportions of the tissue types.

These proportions can vary by variety, growth environment,

harvesting method, and storage conditions. The differences

in chemical composition imply structural differences that

could also affect conversion efficiency. To understand bio-

mass compositional variability and its implications, it is

essential to appreciate the magnitude of variance in available

feedstocks and to understand the controlling factors.

Appreciating the sources of variance permits the formation

of testable strategies for controlling or limiting the sources of

variance. This strategy is particularly important in systems

where process economics are driven primarily by product

yield, as is the case for biomass conversion processes.

Sources of variance. It is well established in the agronomy

literature that factors affecting plant characteristics and crop

Fig. 33.15 Compositional variability of corn stover tissues from a single hybrid grown in a single field over a single growing season
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performance fall into three general categories: genetic,

environmental, and interactions between these two classes.

In other words, the phenotype (i.e., any measurable char-

acteristic) of an individual plant is the product of its geno-

type (i.e., the complete set of genes inherited by an

individual from its parents) as influenced by the environ-

ment in which that individual exists. For example, the

same commercial hybrid varieties of corn often have sta-

tistically different yields when grown in different locations

(i.e., environments). This may be due to differences

between locations in weather patterns, soil types, agro-

nomic practice, or other factors. Similarly, genetically

distinct commercial hybrid varieties of corn grown in the

same environment often have different grain yields (see

results from the Wisconsin Corn Hybrid Trials [98] or the

Minnesota Corn Variety Trials [99]). An interaction

between these two broad classes of variables is said to

occur when different genotypes respond in different ways

to a change in environmental conditions.

Agricultural systems are notorious for their variability

(e.g., harvest yield) from year to year, location to location,

and variety to variety. Characteristics other than yield

(e.g., plant height, pigmentation patterns, cell wall composi-

tion, nutritional quality, resistance to diseases, etc.) are also

influenced by some combination of these and other factors.

Each phenotype is most likely influenced by different

combinations of genetic and environmental factors.

The analytical methods used to determine the composi-

tion of biomass materials are also a source of some variance

in this kind of analysis. It must be determined whether

variance due to sampling and measurement techniques is

significant in light of variance from genetic and environmen-

tal sources.

Genetic Factors That May Contribute to Cell Wall
Compositional Variability
Modern corn breeding dates back to the early 1900s with the

work of Shull [100], East [101], and others. Increased grain

yield (i.e., productivity) has long been the main objective of

corn breeding programs in the United States and elsewhere.

Corn breeding programs have produced remarkable results,

evident in the historical corn grain yield data for the United

States (available online from the USDA National Agricul-

tural Statistics Service Web site [102]) and presented here as

Fig. 33.16. It should be realized that the data in Fig. 33.16

reflect both genetic and agronomic improvements made in

parallel.

Hallauer et al. [103] present a summary of 13 separate

studies that attempt to estimate the fraction of observed corn

grain yield improvement due to genetic gains. These

estimates range widely (33–89%), but it is clear that genetics

is responsible for a significant proportion of yield improve-

ment during the past 100 years. The remaining fraction of

yield gains is due to changes in cultural practice and crop

management (e.g., fertilizer use, higher density of planting,

pesticide availability and use, mechanized harvesting).

Peterson states [104], “Breeders’ efforts with maize have

uncovered a highly heterogeneous genotype that can be

manipulated in most directions to achieve the desired goal.”

In addition to the overall goal of increased yield, this includes

traits such as lodging (i.e., ability to stand), resistance to

various biotic and abiotic stresses, male sterility, the angle

at which leaves are held relative to the stalk, days to

grain maturity, nitrogen-use efficiency, seed composition

(i.e., starch, protein, and lipid content), and many others.

Studies relating to the genetic manipulation of nutritional

quality (i.e., chemical composition) of corn grain are

Fig. 33.16 Historical average

U.S. corn gain yields in bushels/

acre (data from USDA/NASS

Web Site)
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analogous to this discussion regarding manipulation of sto-

ver (i.e., cell wall) chemical composition. The following

excellent example is used to illustrate what might be accom-

plished with regard to cell-wall composition using genetic

techniques in maize.

The concentration of oil in the kernel varies widely in

corn as a species, but corn belt inbred varieties range only

from 2.5 to 5.5%. Commercial hybrids have an even

narrower range, typically only 4–5%. An assortment of

breeding strategies starting with out-crossing populations,

in which the gene pool is broader than it is for inbred and

hybrid cultivars, has altered the oil content of kernels from

about 4% up to more than 21% over a series of selection

cycles [105–108].

A similar story can be told regarding corn kernel protein

content. Hybrid corn typically contains 8–11% protein, but

considerable genetic variability for this trait exists in open-

pollinated populations. In an experiment involving serial

selection for both high and low protein content, mean protein

content has been shifted more than 139% from the starting

point mean value (a range of at least 20 standard deviations)

[105–107]. At generation 70 (30 years ago!) in the Illinois

Long-Term Selection Experiment, the Illinois High-Protein

(IHP) line contained 26.1% protein and the Illinois Low-

Protein (ILP) line contained 5.8% protein. These same lines

were simultaneously the low-starch (44%) and high-starch

(74.5%) lines, respectively [109]. Thus, at least in corn,

selection for increased protein content in grain seems to

occur mainly at the expense of starch.

Three plant genomes have now been completely

sequenced, and several more are at various stages in the

process. From DNA sequence data, it is estimated that

the Arabidopsis genome contains around 25,500 genes

[110]. The rice genome is estimated to contain somewhere

between 32,000 and 55,000 genes [111, 112]. The Populus

trichocarpa (black cottonwood), genome is estimated to con-

tain about 58,000 genes [113]. To date, sequencing efforts in

Zea mays (i.e., maize; corn) indicate that its genome also

contains about 58,000 genes [114].

Cell wall biogenesis during cell growth and differentia-

tion involves many different enzyme activities and perhaps

several thousand genes. It has been estimated that 15% of

the Arabidopsis genome (i.e., more than 3,800 genes) may

be dedicated to cell-wall biogenesis and modification [115].

Although only a very few of these genes have been identified

and characterized to date, several efforts are underway to do

so (for example refs. [116–118]). Because multiple alleles

(i.e., gene variants) probably exist for each of these genes,

the possible number of permutations of genes that affect cell

walls in a single species is truly enormous.

According to Carpita [115, 116], genes involved in plant

cell-wall biogenesis fall into one of six functional categories:

• The synthesis of monomer building blocks of cell-wall

polymers, such as nucleotide sugars and monolignols

• The biosynthesis of oligomers and polysaccharides at the

plasma membrane and ER-Golgi apparatus (i.e., polysac-

charide synthases and glycosyl transferases)

• The targeting and secretion of Golgiderived materials

• The assembly and architectural patterning of polymers

(includes glycosyl hydrolases and structural proteins)

• The dynamic rearrangement of wall polymers during cell

growth and differentiation (includes lignification)

• Signaling and response mechanisms

Although the metabolic pathways associated with the first

category have been pretty well elucidated at this point, the

enzymes involved in the second (cellulose synthases, some

golgi-based synthases (e.g., mannans, xyloglucans, pectins)

and third categories are largely uncharacterized. Likewise,

most of the corresponding genes are also unknown. Signifi-

cant progress has been made in some of these areas in recent

years, however [119–123].

Once identified, those genetic factors that exert a large

influence on cell-wall composition, cell-wall architecture, or

biomass conversion process performance characteristics

could become targets of a plant breeding strategy to manip-

ulate these characteristics, while maintaining or increasing

traditional crop yield or overall agronomics. To get the most

from such a breeding program, it will be essential to monitor

the effect of a wide range of environmental variables on

genetic potential during the breeding process.

Environmental Factors That May
Contribute to Variance
Environmental factors that affect plant phenotypes fall into

two categories: namely, those that are at least partially under

control of the farmer and those that are not. Factors that are

largely not under human control include weather patterns

(day length, solar flux, temperature, and precipitation), soil

type and pH, and soil mineral content, and are not discussed

further. A partial list of factors that can be addressed by the

farmer include selection of hybrid variety, planting date,

harvest date, tillage practice, irrigation, fertilizer types and

amounts, pesticide and herbicide usage, and the strategy

employed for harvesting, transporting, and storing crop

residues. Soil pH is at least partially under control of the

farmer. Producers commonly add lime to soil to make it

less acidic. Which of these factors are most influential across

the broadest range of situations with regard to stover compo-

sitional variability is an open question and will require mul-

tiyear, multilocation field trials to determine with confidence.

Most important are likely environmental factors

associated with cultivation, crop management, and posthar-

vest processes that can be controlled to some extent and

on the other hand also have a large impact on the chemical

composition, cell-wall architecture, or conversion

processing behavior of plant biomass. These factors could

form the basis of a testable strategy to decrease the variance

associated with these characteristics.
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Analytical Variance
A complete analysis characterizing greater than 95% of a

biomass sample can require up to 30 independent measure-

ments to report the concentration of 10–15 constituents.

Table 33.1 shows the confidence intervals for the standard

wet chemical methods used to characterize biomass feed-

stocks. The confidence interval of 1.5% for glucan means

that when a value of 38% is reported for a biomass sample,

there is a 98% probability that the “true” glucan concentration

lies between 36.5 and 39.5%. Many of these values were

determined in an international round robin evaluation of four

biomass standard reference materials available from the

National Institute of Standards Technology (NIST) [124].

Portfolio Methods

In the past, efforts were made to develop universal methods

of analysis that could be used for any type of biomass or

biomass-derived material [125]. These methods provide

instruction for the various procedural steps, but they rarely

discuss why a given step is included in the procedure. The

assumption is made that all steps in a standard procedure will

be followed as written without omission or amendments.

When combined for a complete mass analysis, many analyt-

ical methods were compromised to the extent that they were

adequate for most samples, but optimal for none.

As the biomass conversion industry matures, the need for

more accurate and precise methods will increase, as data

generated from these methods will be used to evaluate a

maturing state of technology for commercialization.

In response to this need, newer methods of analysis are

being developed in a modular fashion and designed to be

incorporated into sample-specific portfolios capable of

providing a customized total analysis of any biomass sam-

ple. In the portfolio, the individual constituent methods are

independently validated relative to standard reference

materials. These methods are then validated a second time

when the results are combined to reconstruct the entire

chemical composition of a biomass sample. Typical mass

closures between 96 and 104% confirm that no major

components have been overlooked and interferences

between methods and double counting of materials are

minimized.

Wet Chemical Methods
Within each portfolio, the sequence of application of the

various analytical methods is critical, as many methods

have been validated with the assumption that all prior steps

have been followed. For feedstocks, the sequence is sample

preparation, then removal of nonstructural materials through

solvent extraction, followed by hydrolysis of the structural

polymers to simple forms for chromatographic or spectro-

scopic analysis. In the past, many methods for biomass

analysis have been “behavior based,” meaning they define

chemical structure based on solubility in certain solvent

systems. The newest methods incorporate modern analytical

instruments, which allow the various structural components

to be measured and tracked based on chemical structure.

Before using biomass analysis methods, analysts are

encouraged to review the literature that supports the standard

methods [125]. Understanding the science behind the

methods helps the analyst understand the ways that

the various procedures are connected, the limits within

which a step can be altered or modified, and the potential

downstream consequences of omitting any given step. With

this in mind, the following several paragraphs outline avail-

able information concerning the significance, implications,

and limitations of each step in a complete characterization of

biomass. More detail is available in the open literature and

the text of the individual procedures.

Sample preparation. Sample preparation is an important but

often overlooked part of biomass analysis. Biomass sample

preparation must take several factors into account. The

object of sample preparation is to enable the analysis to

be done on a small scale while ensuring that the analysis of

the small sample provides valid information about the larger

bulk sample. Typically, biomass sample preparation

includes drying, milling, sieving, and homogenizing. The

overarching objective is usually obtaining a representative

sample that can be analyzed on a reasonable scale.

Drying. Biomass feedstock samples can contain as much as

60% (w/w) water. If the biomass has been degraded in a

manner that disrupts the ultrastructure of the plant (chemical

treatment or enzymatic digestion), the moisture of the

Table 33.1 Confidence intervals for NREL and ASTM standard wet

chemical methods

Constituent

Method variance absolute error

99% confidence

Glucan 1.5

Starch 1.0

Xylan 1.5

Arabinan 1.5

Mannan 1.5

Galactan 1.5

Uronic acids 1.5

Pection 1.5

O-acyl groups 0.5

Structural inorganic 0.5

Sucrose 1.5

Protein 1.0

Lignin 1.0

Ferulic acid esters 1.0

Extractives 1.0

Phytate 0.5

Cutin 1.5
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sample could be even higher. Water in a biomass sample, if

high enough, can introduce errors during some of the analy-

sis steps by diluting reagents. Moisture in samples can also

cause sample fractionation during milling and sieving. Bio-

mass samples with high moisture contents are still vulnera-

ble to biological degradation and may not remain stable and

uniform for the duration of a battery of tests. For these

reasons, biomass samples are usually dried until the moisture

content is less than 15%. Because some of the constituents

are heat sensitive or volatile, certain protocols must be

followed when drying a biomass sample for compositional

analysis, to avoid sample loss or degradation. Air-drying is

preferred if time, space, and ambient humidity will allow

the sample to reach a moisture level below 15%. Drying

the samples in a convection oven or vacuum oven where

the temperature is not allowed to exceed 45�C is an accept-

able alternative. When freezing does not cause collapse of

the cellular structure of the biomass, samples can also be

safely lyophilized, or freeze-dried. When drying biomass,

one must also consider the end use of the material. If the

material is to be used in enzyme hydrolysis or microbial

conversion experiments, then the method of drying becomes

doubly important. Complete removal of water or removal of

water without structurally stabilizing the pore structure of

the cell walls (as in lyophilization) can lead to a collapse of

the cellulose microfibrillar network; a process referred to as

“hornification”. This process makes the cellulose more diffi-

cult to digest by cellulases and perhaps more difficult to

disrupt by pretreatment catalysts. As it not easy to measure

or prevent, the best way to deal with hornification is to dry

the materials in as consistent and process-relevant manner as

reasonably feasible.

Washing. If the biomass sample is contaminated with soil,

the samples should be washed if possible before further

processing. Soils vary considerably in chemical content

and even a few weight percent of extraneous inorganic

compounds can neutralize reagents, catalyze side reactions

or affect subsequent analysis in ways that are difficult to

observe or control. Washing may be as simple as agitation in

clean demineralized water or may require small amounts of

mild detergents to be effective. After washing, the sample

must be carefully dried before analysis.

Milling. Size reduction is an important step in biomass analy-

sis because standard methods are optimized and validated for

materials with a specific particle size. The particle size will

affect hydrolysis or digestion rates as well as rates of degrada-

tion and should be specified in any standard procedure. As a

general rule, the sample to be analyzed should contain at least

100 particles of the biomass sample in order to be representa-

tive of the bulk material. For reasons described earlier for

drying protocols, caremust be taken during themilling process

to avoid heating the biomass sample. This is particularly

crucial if the biomass must be reduced to a fine powder.

Cryo-mills, where themilling apparatus is submerged in liquid

nitrogen, or mills that are jacketed for the circulation of

cooling solutions are most suitable for milling in these

situations. Knife mills such as the standard Thomas-Wiley

Mill 4 (Thomas Scientific Model 3375E15 or equivalent)

work well for most woody biomass samples. Less dense

materials such as corn stalks or straws may be easier to feed

into a hammer mill. Most knife and hammer mills will retain

and reprocess materials until they pass through a screen of a

particular particle size, allowing the user to specify the maxi-

mum particle size of the processed sample.

Sieving. All forms of chemical or thermal hydrolysis

perform better when the particles are of a uniform size.

For this reason, most standard procedures usually specify

both a maximum and a minimum particle size. To accom-

plish this, the milled biomass is sieved through a set of

standard screens. To prevent errors associated with incom-

plete hydrolysis, the oversized material is milled again until

it passes through the largest screen. The material that passes

through the larger screen but is retained on the fine mesh

screen is of uniform particle size and can be used for com-

positional analysis. The material that passes through the fine

mesh screen may be hydrolyzed too quickly leaving the

hydrolysis products more susceptible to side reactions or

degradation before analysis. Because the fine material can-

not be reprocessed to increase particle size, this material

must be discarded. The fine fraction should always be

removed from the analysis if it has significantly higher ash

content than the uniformly sized material. This elevated

inorganic content may indicate the presence of non-biomass

contaminants (typically soil).

The impact of extraneous inorganic matter on the analysis

cannot be predicted. Most chemical analysis methods have

been optimized for bark-free wood that has an ash content of

less than 2%. These methods may not be applicable to

herbaceous materials where structural silica can increase

the ash content to more than 15% of the dry weight of the

biomass. One potential problem with high ash samples is

that inorganic materials, depending on their composition,

may neutralize the sulfuric acid solutions used in the hydro-

lysis steps. The affect of pH changes on the hydrolysis of the

carbohydrate polymers is unknown, but could result in

incomplete hydrolysis of some carbohydrate structures.

It is also possible that soil components such as iron and

manganese could catalyze undesired side reactions, which

produce products that would not be identified and quantified

with the current analytical methods. However, although the

impact of soil contamination cannot be easily determined,

removal of the �80 mesh fraction can improve the chemical

analysis by reducing the ash contents of samples to about the

level of structural inorganics expected in that type of bio-

mass. The fine material is weighed, reduced to ash to
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determine the percentage weight of inorganic material and

then discarded. The analysis is performed only on the inter-

mediate, uniformly sized material. The composition of the

whole sample can be calculated by assuming that the bio-

mass portion of the fines has the same chemical composition

as the fraction that is analyzed. Although this assumption is

not completely accurate, the precision gained by removing

the fine material more than compensates for the error

introduced by this assumption. If the sample has not been

washed, removing the very fine material (less than 80 mesh)

will remove most of the dirt entrained in the sample.

Making the particle size as uniform as possible also

makes it easier for the analyst to select a small but reproduc-

ible sample for analysis. In some biomass samples, however,

sieving to remove fine material chemically fractionates the

sample. This is known to be true with wood that contains a

significant amount of bark. The bark tends to granulate

during milling and will preferentially be removed with the

fines. The sample to be analyzed would then have an artifi-

cially low bark content relative to the original sample.

A similar problem has been reported with some grasses

where the friable pith material may be preferentially

removed as fines. These samples should not be sieved for

fines removal. Samples should be examined for soil contam-

ination, and special care should be taken to select a repre-

sentative particle size distribution for analysis.

Extractives Determination

Plants store nonstructural materials in their vessels and water

transport channels that can interfere with accurate chemical

compositional analysis. These materials are commonly

known as extractives, which may give the impression that

they are a single substance or at least a few closely related

substances. This is not always the case. Extractable materials

include gums, resins, pitch, waxes, sterols, flavonoids,

tannins, terpenes, quinones, non-structural sugars, chloro-

phyll, and many other minor building block reserves that

vary seasonally and by biomass type. Because extractives

vary so much in chemical composition, their behavior during

the slate of analyses required for a compositional characteri-

zation cannot be predicted. For this reason, non-structural

components should always be removed prior to analysis for

lignin or carbohydrates. Failure to remove these materials can

cause several problems [124]. Some of the extractives may be

insoluble in acid, will precipitate, and thus will be falsely

counted as lignin. Because of changes in the physical

properties of the extractives, the presence of some materials

will limit access to the carbohydrate polymers. If extractable

ash, starch, or protein is present in the biomass sample, sepa-

rate measurements must be made to remove the contribution

of this material from the extractives values and to report it

more accurately in the correct constituent category. Recently,

it has become more apparent that starch is not always effi-

ciently or uniformly extracted by the standard extraction pro-

cedure. For samples suspected to be high in starch, such as

green-harvested herbaceous material or biomass containing

seeds, it is advisable to do a separate starch determination or to

remove the starch with more aggressive protocols, such as

amylase treatment. Care must be taken in this approach, as

not all amylase are equal and some contain cellulase and/or

hemicellulase activity. Several kits are available commer-

cially to quantify or remove starch from biomass.

Carbohydrate Determination
Most analysis methods for the determination of

carbohydrates in biomass incorporate a two-stage acid hydro-

lysis to separate individual polymers and hydrolyze them to

simple compounds that can be readily analyzed by chro-

matographic or spectroscopic techniques. The first stage

subjects the biomass sample to a concentrated acid that

disrupts the noncovalent interactions between biomass

polymers. A second, more dilute stage follows, which is

optimized for complete polymer hydrolysis and minimized

degradation of monomeric sugars. Failure to remove non-

structural materials may result in incomplete hydrolysis of

the more recalcitrant carbohydrate polymers, particularly

glucans and galactans. Increasing the hydrolysis severity

may result in excessive degradation of the accessible sugars.

Hemicellulose sugars, especially xylans and arabinose, are

the most susceptible to degradation if hydrolysis severity is

increased. If non-structural sugars are present in the biomass,

they should be removed and quantified during the extractive

procedures. If both starch and cellulose are present, they will

both contribute to the measured glucose concentration after

hydrolysis. An independent starch measurement allows the

two polymers to be accurately quantified. Some degradation

of sugars is unavoidable in the two-stage hydrolysis methods.

Carbohydrate standards of similar structure and concentra-

tion should be run in parallel to assess the magnitude of this

degradation and correct the reported values for this loss if

necessary. While monomer sugars are often included as

“sugar recovery standards”, these do not represent the true

course of degradation in the process, as most of the biomass

sugars start as polymers, not simple sugars. Inclusion of pure

cellulose and hemicellulose of known composition can also

serve as a recovery standard. Structures such as uronic acids,

ferulic acid esters, and O-acetyl groups are substituents on

the hemicellulose polymers and should be included in a

complete carbohydrate analysis.

Lignin Determination
Most lignin methods are still based on behavioral

definitions: lignin is most often defined as the material

insoluble in acid after hydrolysis of the carbohydrate
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fraction. This assumption is invalid for many biomass

samples, particularly herbaceous materials where protein

will condense with the lignin. Structural inorganics will

also partition during acid hydrolysis with an irreproducible

portion remaining in the acid-insoluble residue. Additional

determinations must be made on the acid-insoluble residue

to convert the gravimetric measurement into a valid lignin

measurement. Failure to make these corrections results in

falsely high mass closures, as protein and silica would be

measured in more than one constituent category. In the two-

stage hydrolysis, some acid-soluble lignin may be released

into the hydrolysis liquor. An accurate lignin value includes

a measurement of both acid-soluble and acid-insoluble

lignin. Acid-soluble lignin is traditionally measured by

UV/VIS spectroscopy. In these determinations, care should

be taken to ensure that the measured absorbance is made in a

concentration range where detector response is known to be

linear and that an appropriate wavelength and absorptivity is

selected. The references standard method portfolios include

options for several biomass categories.

Protein Determination
To estimate crude protein content of biomass or other

materials, the nitrogen content of the material is measured

by Kjeldahl or combustion methods and multiplied by a

conversion factor where:

Protein ðwt/wt%Þ ¼ Nitrogen ðwt/wt%Þ
� Nitrogen-to-Protein Conversion Factor

A nitrogen-to-protein conversion factor (N-factor) of 6.25

is commonly used for animal feeds and other materials. The

practice of using 6.25 as an N-factor is based on an incorrect
assumption that protein in a given material contains 16%

nitrogen (100/16 ¼ 6.25) [126].

The correct N-factor for protein found in herbaceous

biomass will likely be different than 6.25. Yet, determining

a perfectly accurate N-factor for the complex matrices of

biomass feedstock and process samples may not be possible.

The challenge is then to determine the most accurate

N-factor possible for biomass feedstock and process

samples. A strategy based on the consensus in the literature

has been incorporated into the portfolio methods. These

methods calculate the reasonable N-factor upper and lower

limits for a given material. The limits are calculated using

data from an amino acid (AA) analysis with multiple hydro-

lysis times and an accurate total nitrogen analysis substan-

tially similar to the methods described by Mossé [127].

Other Feedstock Constituents
Validated standard analytical methods are available for a

variety of minor constituents or constituents specific to

a small class of biomass substrates, examples being pectin,

cutin, and phytate. Inclusion of these methods into the

analysis portfolio increases mass closure and allows tracking

of minor constituents that may be concentrated during the

biomass conversion process.

Degradation Products
The liquid portion of biomass-derived process samples may

also contain carbohydrate degradation products, such as

5-(hydroxymethyl)-2-furaldehyde (HMF), levulinic acid,

and furfural, as well as other components of interest, such

as organic acids and sugar alcohols. Portfolio methods

are available for the quantitative measurement of these deg-

radation products and byproducts of polymer hydrolysis.

Reconstructing the Composition
of the Original Biomass Sample
Following the multistep sequence of the portfolio methods,

the constituents’ values can be reported in many forms.

Because biomass polymers incorporate one molecule of

water in the hydrolysis of each monomer molecule, the

carbohydrate content of a feedstock may be reported as

the theoretical yield of monomeric sugars for the assessment

of the conversion efficiency of a biomass process. More

commonly, constituent values in solid samples are reported

as percent dry weight on either an extractives-free basis or

as-received basis. The composition of liquid samples is

reported as concentrations in grams per liter for each con-

stituent. Three additional measurements are required to

reconstruct the composition of biomass process slurries:

total slurry weight, liquor density, and fraction insoluble

solids (FIS). The total slurry weight minus the weight of

insoluble solids provides the weight of the liquid portion of

the sample. Dividing by the density measurement converts

this to volume. With the volume measurement, constituent

concentrations can be converted to recovered weight for the

determination of constituent and process mass closure.

Rapid analytical methods. One approach to industrial

biomass analysis is to use published, standard methods

to calibrate rapid, inexpensive spectroscopic techniques,

which can then be used for feedstock and process analysis.

Rapid analysis is a generic term for methods that couple

traditional wet chemical methods of analysis with rapid,

inexpensive spectroscopic techniques. The methods

described here are often further classified as rapid biomass

analysis methods. Although many spectroscopic techniques

can be incorporated into rapid analysis methods, for biomass

analysis, near infrared (NIR) spectroscopy has several

advantages over alternate spectroscopic tools. Techniques

have been developed for obtaining quality NIR spectra

from bulk samples, minimizing the time and expense of

sample preparation. Robust NIR instruments are commer-

cially available for process analysis, process control, and
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field applications. Many of the industrial NIR techniques

have been developed for use by the chemical, food

processing, and agriculture industries and can be applied

directly to the characterization of biomass.

Several steps are involved in rapid analysis method

development. These include gathering appropriate calibra-

tion samples, chemical characterization of the calibration

samples, developing spectroscopic methods for the rapid

technique, projection-to-latent-structures (PLS) regression,

validation of the PLS algorithm, and the development of

QA/QC procedures [128].

Rapid analysis methods based on PLS multivariate

modeling require calibration based on robust and accurate

methods. The first step in developing a new method is to

gather appropriate calibration data. Robust methods usually

contain at least 100 well-characterized samples. Collecting

and characterizing diverse and a good calibration set costs

about $300,000. This is by far the most expensive and time-

consuming step in method development. Calibration

samples should have compositions similar to the samples

to be analyzed. If possible, the calibration set should include

samples that represent all known sources of compositional

variance. The range of compositional variability within the

calibration samples determines the validated calibration

range for each constituent.

Quality spectroscopy is the second essential component

of method development. The technique selected must con-

tain information about the chemical composition of each

sample. The spectroscopic method is the key to cost reduc-

tion and speed of analysis. In the next step of rapid analysis

method development, multivariate analysis is used to

identify spectroscopic patterns that correlate with composi-

tional data. In the methods incorporated into work at the

NREL, PLS models use whole NIR spectra collected from

400 to 2,500 nm. Equations are obtained that convert spec-

troscopic data directly into compositional information.

In simplified terms, PLS analysis solves hundreds of

equations in thousands of variables to obtain a linear equa-

tion that predicts compositional information from spectro-

scopic data. Multivariate analysis is designed for complex

systems such as those found in biomass compositional anal-

ysis. These powerful mathematical techniques retain the

precision and accuracy of the calibration data. It is important

to note that PLS analysis can never be more accurate than the

methods used to obtain the calibration data [97]. For this

reason, the best and most accurate wet chemical techniques

should be used for method calibrations, hence the large

expense in setting up a calibration set. Once calibration is

complete, compositional analysis becomes as fast and inex-

pensive as the spectroscopic method.

One of the major limitations of rapid analysis methods is

that an answer is always provided and the user must deter-

mine the validity of the provided data. Robust QA/QC

procedures are needed to assure that the rapid methods

are appropriately applied to unknown samples [128].

In addition to significant savings in time and money for

routine process samples, rapid analysis methods can be used

to provide levels of information that were not previously

available. For example, feedstock assessment and genetic

studies require the screening of hundreds, sometimes

thousands of samples. These studies would have been too

costly to pursue without the savings in time and cost

provided by rapid analysis methods. For example, approxi-

mately 200 samples can be analyzed from a bulk corn stover

feedstock in 1 day at a cost of less than $4,000. This type of

information has been used to develop protocols for the

representative sampling of fields, bales, totes, and bags of

feedstock. The ability to accurately sample a bulk feedstock

and to analyze hundreds of samples for about $20 each

provides a new tool that is being used to assess the composi-

tional variability of corn stover in the United States as a

function of variety, geographical location, harvest time, and

collection method. Changes in feedstock composition during

storage are also being monitored. With these larger data sets,

feedstock composition can be more accurately reported as a

range of expected normal values.

Application of Methods

Rapid, inexpensive biomass analysis can be useful at many

stages of an industrial process. Rapid biomass analysis

methods can characterize the feedstock as it enters the reac-

tor. If necessary, rapid analysis can be used to guide feed-

stock blending. Chemical changes during the processing of

biomass can provide feed-forward and feed-backward infor-

mation that can be used to ensure that the process maintains

a steady state in spite of the feedstock variability. Finally,

process residues and products can be easily evaluated to

assess overall process economics. As more samples are

analyzed, information can be obtained about the composi-

tion of an “ideal feedstock.” Field-mobile instruments can be

calibrated for use as purchasing tools. Buyers can obtain

compositional information about a biomass feedstock at

the point of purchase. Feedstocks can be assigned values

based on quality. Young plants and perhaps even seeds can

be evaluated (in breeding programs) and selected for desir-

able characteristics and production potential.

Biomass Process Monitoring and Improvement
The wet chemical and rapid analytical methods described

above are being used on a daily basis in the U.S. Department

of Energy’s Office of the Biomass Program. The methods

are used primarily to keep track of chemical fractions of

plant cell walls during biomass processing. Researchers use

this capability to better characterize biomass conversion
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processes and to compare and evaluate alternate approaches

to biomass conversion and their impact on overall process

economics. Methods have been developed that are specific to

and appropriate for determining the composition of raw bio-

mass materials (e.g., corn stover, softwoods, and hardwoods

[129]), as well as processing sorghum and other grasses,

intermediates (e.g., dilute-acid pretreated hardwoods,

softwoods, and corn stover [128]). The high cost of composi-

tional analysis using traditional wet chemical methods was

limiting the amount of information available for economic

assessments and process optimization. The additional levels

of information provided by rapid analysis methods increase

the accuracy of technoeconomic models that guide research

more efficiently toward the development of commercially

viable process options for the conversion of biomass into

fuels and valuable chemicals.

Survey of Corn Stover Compositional Diversity
The NREL’s corn stover feedstock rapid analysis method

has also been used extensively to assess the range of compo-

sitional variation present in corn stover from different

varieties grown in different locations using a variety of

crop management and harvesting strategies. In one study,

university agronomy department researchers, agricultural

biotechnology and seed companies, and individual farmers

all provided stover samples. This was an example of an

application that would not and could not have been

undertaken using traditional wet chemical methods, because

they are both too slow and too expensive. The resource

limitations disappeared to a great extent with the develop-

ment of the rapid analytical methods. This survey has

provided indispensable information regarding the range of

diversity of corn stover and its impact on biomass conver-

sion process economics.

Using rapid analysis, the NREL has compiled large corn

stover composition database. The database includes samples

from 53 different locations in ten states (mostly U.S. corn

belt) and more than 100 branded hybrids from 22 seed

companies. Individual samples typically represent about

10–20 stalks of the same variety collected from the same

field and grown during the 2001 season. Stalks were col-

lected by hand after grain harvest was completed, dried to

less than 20% moisture at less than 50�C, and shipped to

NREL. Stover samples in this survey do not include cobs.

Samples were milled using a rotary knife mill (Wiley Mill)

to pass a 1
4
-in. screen prior to NIR spectroscopy.

The NIR spectrometer used for method development and

sample analysis was a Foss NIR Systems Model 6500 For-

age Analyzer with a sample transport module and a standard

reflectance detector array. The transport module moves the

sample compartment up and down during data collection,

thereby allowing a more representative spectrum to be

obtained from bulky heterogeneous samples. The reflectance

array uses two silicon detectors to monitor visible light from

400 to 850 nm and four lead-sulfide detectors to monitor

NIR light from 850 to 2,500 nm. Natural product sample

compartment cells in 1/4-cup and 1-cup sizes were used as

sample holders in the transport module. This instrument has

a maximum resolution of 2 nm.

A key step in the application of rapid analysis methods is

the collection of high quality NIR spectra. To minimize the

effect of water in the biomass spectra, each sample was air-

Fig. 33.17 Comparison of corns

stover feedstock composition as

determined by wet chemical and

NIR/PLS method stover 5C
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dried to less than 10% moisture prior to NIR spectroscopic

analysis. Spectroscopic techniques were used that enable a

high quality, reproducible, and representative NIR reflec-

tance spectrum to be obtained. For each sample, a total of

35 spectra were collected and averaged to compensate for

sample heterogeneity. Each calibration sample was sub-

sampled three times. Sample cells were emptied and

repacked between subsamples. Instrument reproducibility

tests demonstrated that the reproducibility limits of the

NIR spectrometer contributed less than 0.1% to the absolute

prediction errors in the rapid analysis method.

NIR data were converted to compositions using the

“stover 5c” rapid analytical method developed at NREL

[129]. The ability of the stover 5C methods to accurately

measure the composition of corn stover feedstock is shown

in Fig. 33.17, where the composition, as determined by

NIR/PLS, is compared to measurement of the same samples

using standard wet chemical methods.

Improvements in the wet chemical calibration methods

and the incorporation of additional calibration samples are

continuously improving these rapid biomass analysis

methods. In the future, information on these samples of

corn stover can be updated using improved methods by

reevaluation of their stored electronic spectra.

Figure 33.18 summarizes the results of compositional

analysis by showing the distribution of values for total

Fig. 33.18 Distribution of total

structural sugars content among

738 hybrid corn stover samples

collected in 2002

Fig. 33.19 Effect of feedstock

composition on minimum ethanol

selling price (MESP)
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structural sugars (not including uronic acids) as a frequency

histogram. Note both the normal distribution and the wide

range of values. This same kind of normal distribution with a

broad range is echoed by each of the individual major

constituents of corn stover (i.e., glucan, xylan, lignin,

protein, structural inorganics) across the population of 738

samples (data not shown). The dotted line in Fig. 33.18

indicates the composition of the corn stover used for process

modeling efforts in the technoeconomic model by Aden

et al. [130]. The fact that the composition assumed for

Fig. 33.20 Relationship between carbohydrate content of feedstock and ethanol yield per ton of input material.

Fig. 33.21 Effect of feedstock composition on minimum ethanol selling price (MESP).
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process modeling efforts now appears somewhat optimistic

in light of these results has caused subsequent modeling

efforts to reconsider the feedstock composition assumptions.

Compositional variability can have a significant impact

on biomass conversion process economics. The large effect

(i.e., at least $0.30/gal ethanol) of observed compositional

diversity on process economics is shown in Fig. 33.19 and is

primarily due to the fact that the maximum theoretical prod-

uct yield is proportional to feedstock carbohydrate content

(Fig. 33.20) [131]. Yield is the major economic driver for the

technoeconomic model used to assess the economic impact

of composition on minimum product selling price [130], as

can be seen from the data in Fig. 33.21.

Genetic Screening and Cell-Wall Genomics
The identification and characterization of genes involved in

cell wall biogenesis can be approached using either a tradi-

tional genetic screening or a reverse genetics strategy. Both

approaches are currently being used [116–118].

A forward genetics approach requires the availability of a

relatively inexpensive, high-throughput method to assess the

phenotype of individuals in a population. In the case of

visible phenotypes, this only requires a person to inspect a

large number of plants to identify unusual individuals to

capture the genetic variants of interest. In the case of chemi-

cal phenotypes this is somewhat more difficult, but certainly

possible. Chemical screens have been performed previously

to find mutations in genes that affect important metabolic

pathways and result in accumulation of abnormal branching

patterns in starch [132], altered seed protein composition [133],

abnormal fatty acids accumulating in storage or membrane

lipids [134], or abnormal cell wall composition [135, 136].

Near-infrared spectroscopy has been employed as a high

throughput screening tool to collect chemical information from

plant tissue in a large genetic screen of a genomewide, transpo-

son mutagenized collection of corn mutants [116, 137].

Recently, direct measurement of genetic, environmental, and

other factors effects on biomass recalcitrance have been

undertaken by the three DOE funded Bioenergy Research

Centers (BRCs). The Bioenergy ScienceCenter has developed

a high throughput biomass recalcitrance screening pipeline

which screens thousands of biomass samples for differences

in pretreatability, enzyme digestibility, and glucan, xylan, and

lignin content and composition. As the biomass in this pipeline

is treated as near as practical to larger scale processes, the

results are directly applicable to current large-scale biomass

conversion schemes. In contrast, the Joint Bioenergy Institute

uses ionic liquids to completely solubilize the biomass, remov-

ing structural and steric considerations from the assay and

focusing on understanding the functionality of ionic liquids in

large-scale biomass conversion. Similarly, the third BRC, the

Great Lakes Bioenergy Research Center, utilizes a high-

throughput, small-scale ball mill system to "pretreat" the bio-

mass samples by reducing them to fine powder. This process

reduces or eliminates the structural contributions of the cell

wall to recalcitrance, but allows screening of the variations in

chemistry between large sample numbers.

Future Applications

One of the long-term goals of rapid biomass analysis method

development is the generation of robust methods for online

and atline process monitoring and control. Because each

method is feedstock, process, and sample specific, the

achievement of this goal will require a significant long-

term effort and considerable financial resources. One step

in this direction is the development of automated and robotic

methods of wet-chemical analysis that improve sample anal-

ysis throughput and decrease the cost of obtaining accurate

calibration data.

The development of rapid biomass analysis methods is

limited within the DOE program to feedstocks and processes

currently used in program demonstration projects and indus-

trial partnerships. Methods for other potential feedstock

materials such as wheat straw, switch-grass, sorghum, or

alfalfa could be developed if sufficient need and resources

are identified.

Summary and Conclusions

Accurate, reliable, precise, and inexpensive methods for

determining the composition of biomass at various stages

during a conversion process are essential to effectively mon-

itor the progress of the thermochemical and biochemical

processes. This information enables the comparison of vari-

ous process options and enables intelligent decision making

in evaluating process options for maximizing product yield

while minimizing capital and operating costs. Eventually,

with the development of feedback and feedforward loops, a

commercial biomass conversion process can be monitored

and controlled by a set of automated processes. The avail-

ability of more realistic information concerning sources of

variability in commercial biomass conversion processes

minimizes investment risk and increases the realistic proba-

bility of achieving success in the DOE goals in establishing

commercial biomass conversion industries in the United

States.
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Biocatalysts for Biomass Deconstruction

Summary of Plant Cell Wall Structure

Plant cell walls are composed primarily of cellulose, hemi-

cellulose, lignins, and pectins. These give structural rigidity

and strength to the plant, deter pathogens, and retain extra-

cellular water. Cellulose, a highly crystalline, insoluble

polymer of b-(1,4)-cellobiose, comprises about 50% of the

plant biomass. Although cellulose does not degrade easily, it

will hydrolyze to glucose by the synergistic action of three

distinct classes of enzymes: endoglucanases, exoglucanases,

and cellobiases [138, 139]. In contrast with the insoluble

linear cellulose homopolymer, hemicelluloses are water- or

base-soluble heteropolymers, comprised of a variety of

branched and substituted polysaccharides. In addition to

providing water retention and structural reinforcement,

hemicelluloses act as cross-linking agents.

It is worth noting that although hemicelluloses are con-

sidered soluble in their native form in vivo, extraction can

result in significant debranching, often rendering them insol-

uble in water. Recently, Gatenholm and Tenkanen assem-

bled a collection on properties, uses, and examinations of

various hemicelluloses, both in industrial and basic science

applications [140]. The complex structure of hemicelluloses

has dictated an accordingly diverse array of hemicellulases.

Generally, each structural feature in hemicellulose has an

associated enzyme that can hydrolyze or modify this feature.

Pectins are acidic polysaccharides that retain large amounts

of water and act as an adhesive between adjacent plant cells,

and, along with lignin, comprise much of the middle lamella.

Although pectin may be found to some extent in most plant

cell walls, it is a minor component in most tissues (fruits

being the most notable exception), and its degradation is not

covered here. For reviews on biodegradation by and com-

mercial uses of pectinases, see articles by Galante and

Formantici, Hoondal et al., Kashyap et al., Lebeda et al.,

and Naidu and Panda [141–145]. Lignin, by contrast, is a

heterogeneous polymer of phenyl propanoid units

containing various phenolic derivatives. Lignin is often

thought of as the binder that cements the cell wall

components together. Enzymatic degradation of lignin is

still somewhat controversial, with various hydrolytic and

oxidative mechanisms proposed. Many papers have been

published on white rot degradation of lignin in recent

years, however, the authors are unaware of a unified com-

plete mechanism of lignin degradation, and an overview is

not attempted here. Several reviews have, however, covered

selected areas including lignin degradation by mycorrhizal

fungi, dye decolorization by white rot fungi, lignin biodeg-

radation in compost, applications in pulp and paper and

ruminant feed, and the emerging molecular genetics of

ligninolytic fungi [146–152].

Enzymatic Hydrolysis of Plant Cell Wall
Components

The complex nature and interconnectivity of plant cell wall

polymers preclude straightforward enzymatic digestion.

There are dozens of enzyme families involved in plant cell

wall hydrolysis, including cellulases, hemicellulases,

pectinases, and lignin-modifying enzymes. The Nomencla-

ture Committee of the International Union of Biochemistry

and Molecular Biology (IUBMB) has classified cellulases

and hemicellulases, like all enzymes, into different classes

based on activity. Tables 33.2 and 33.3, compiled from the

IUBMB enzyme nomenclature database (http://www.chem.

qmul.ac.uk/iubmb/enzyme/), list the IUBMB enzyme

classifications for cellulases and hemicellulases [153].

Synergy is a major factor in degradation efficiency,

making measurement of these activities difficult, to say the

least. The biomass degrading enzyme system, encompassing

cellulases, hemicellulases, pectinases, lignin-modifying

enzymes, and other accessory activities, is far too complex

to be covered in detail in this general overview. The Ameri-

can Chemical Society (ACS) has covered much of this work

in the ACS Symposium series including applications to

lignocellulosics, fiber processing, pulp and paper, biomass

Table 33.2 Major cellulase enzyme

IUBMB EC No. Common name Activity

Oligomer hydrolase

EC 3.2.1.21 b-Glucosidase Hydrolysis of terminal, nonreducing b-D-glucose residues
with release of b-D-glucose

Exo-depolymerases
EC 3.2.1.74 Glucan 1,4-b-glucosidase Hydrolysis of 1,4-linkages in 1,4-b-D-glucans, to remove successive glucose units

EC 3.2.1.91 Cellulose 1,4-b-cellobiosidase Hydrolysis of 1,4-b-D-glucosidic linkages in cellulose and celloteraose, releasing

cellobiose from the nonreducing ends of the chains

Endo-depolymerase
EC 3.2.1.4 Cellulose Endohydrolysis of 1,4-b-D-glucosidic linkages in cellulose, lichenin,

and cereal b-D-glucans
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for fuels, biomass conversion, and general activities on

insoluble carbohydrates [154–160]. Readers are encouraged

to find details for specific applications in these proceedings.

The burgeoning number of scientific informational

databases accessible through the Internet has also helped

greatly to clarify (to some extent) the confusing nature of

these enzymes. Sites include general enzyme databases, such

as ExPASy (http://us.expasy.org/, the server gateway to

Swiss-Prot/TrEMBLE (http://us.expasy.org/sprot/) and

ENZYME (http://us.expasy.org/enzyme/]) and BRENDA

(http://www.brenda.uni-koeln.de), as well as databases

devoted exclusively to carbohydrases, such as CAZy

(http://afmb.cnrs-mrs.fr/CAZY/acc.html) [161–164].

Current literature describing the assaying of general cel-

lulase activity (or of individual component enzymes) has

broadened considerably since Mandels et al. [165] reported

reducing sugar release and substrate weight loss as suitable

cellulase assay methods. To some extent, and for appropriate

substrates, these methods are still considered adequate. How-

ever, modern assays based on molecular weight (MW) anal-

ysis detected by high-performance liquid chromatography

size-exclusion chromatography (HPLC-SEC), coupled

enzymes, viscometry, hydrolysis of dyed or derivatized

insoluble and soluble polymers, and hydrolysis of derivatized

or labeled low-MW substrates, have greatly enhanced the

understanding of these complex systems. Cellulose structure

Table 33.3 Enzyme classes involved in hydrolysis of hemicelluloses

IUBMB EC No. Common name Activity

Debranching enzymes

EC 3.1.1.6 Acetylesterase An acetic ester + H2O ¼ an alcohol + acetate

EC 3.1.1.72 Acetylxylan esterase Deacetylation of xylans and xylo-oligosaccharides

EC 3.1.1.73 Feruloyl esterase feruloyl-polysaccharide + H2O ¼ ferulate + polysaccharide

EC 3.2.1.131 Xylan a-1,2-glucuronosidase Hydrolysis of a-D-1,2-(4-O-methyl)glucuronosyl links in the main chain

of hardwood xylans
EC 3.2.1.139 a-Glucuronidase An a-D-glucuronoside + H2O ¼ an alcohol + D-glucuronate

EC 3.2.1.55 a-N-arabinofuranosidase Hydrolysis of terminal non-reducing a-L-arabinofuranoside residues
in a-L-arabinosides

Oligomer hydrolases
EC 3.2.1.22 a-Galactosidase Hydrolysis of terminal, nonreducing a-D-galactose residues in a-D-galactosides,

including galactose oligosaccharides, galactomannans and galactohydrolase
EC 3.2.1.23 b-Galactosidase Hydrolysis of terminal nonreducing b-D-galactose residues in b-D-galactosides
EC 3.2.1.25 b-Mannosidase Hydrolysis of terminal, nonreducing b-D-mannose residues in b-D-mannosides

Exo-depolymerases
EC 3.2.1.100 Mannan 1,4-mannobiosidase Hydrolysis of 1,4-b-D-mannoside linkages in 1,4-b-D-mannans, to remove

successive mannobiose residues from non-reducing ends
EC 3.2.1.145 Galactan 1,3-b-galactosidase Hydrolysis of terminal, non-reducing b-D-galactose residues

in (1,3)-b-D-galactopyranans
EC 3.2.1.37 Xylan 1,4-b-xylosidase Hydrolysis of 1,4-b-D-xylans, to remove successive D-xylose residues

from the non-reducing termini
EC 3.2.1.58 Glucan 1,3-b-glucosidase Successive hydrolysis of b-D-glucose units from the nonreducing ends

of 1,3-b-D-glucans, releasing a-glucose
EC 3.2.1.72 Xylan 1,3-b-xylosidase Hydrolysis of successive xylose residues from the nonreducing termini

of 1,3-b-D-xylans
Endo-depolymerases
EC 3.2.1.101 Mannan endo-1,6-a-mannosidase Random hydrolysis of 1,6-a-D-mannosidic linkages in unbranched 1,6-mannans

EC 3.2.1.136 Glucuronoarabinoxylan endo-1,

4-b-xylanase
Endohydrolysis of 1,4-b-D-xylosyl links in some glucuronoarbinoxylans

EC 3.2.1.151 Xyloglucan-specific endo-b-1,
4-glucanase

xyloglucan + H2O ¼ xyloglucan oligosaccharides (endohydrolysis

of 1,4-b-D-glucosidic linkages in xyloglucan)
EC 3.2.1.32 Xylan endo-1,3-b-xylosidase Random hydrolysis of 1,3-b-D-glycosidic linkages in 1,3-b-D-xylans
EC 3.2.1.39 Glucan endo-1,3-b-D-glucosidase Hydrolysis of 1,3-b-D-glucosidic linkages in 1,3-b-D-glucans
EC 3.2.1.6 Endo-1,3(4)-b-glucanase Endohydrolysis of 1,3- or 1,4-linkages in b-D-glucans when the glucose

residue whose reducing group is involved in the linkage to be hydrolyzed

is itself substituted at C-3
EC 3.2.1.71 Glucan endo-1,2-b-glucosidase Random hydrolysis of 1,2-glucosidic linkages in 1,2-b-D-glucans
EC 3.2.1.73 Lincheninase Hydrolysis of 1,4-b-D-glucosidic linkages in b-D-glucans containing 1,3- and

1,4-bonds
EC 3.2.1.78 Mannan endo-1,4-b-mannosidase Random hydrolysis of 1,4-b-D-manosidic linkages in mannas,

galactomannans and glucomannans
EC 3.2.1.8 Endo-1,4-b-xylanase Endohydrolysis of 1,4-b-D-xylosidic linkages in xylans

EC 3.2.1.89 Arabinogalactan endo-1,

4-b-galactosidase
Endohydrolysis of 1,4-b-D-galactosidic linkages in arabinogalactans

EC 3.2.1.99 Arabinan endo-1,5-a-L-arabinosidase Endohydrolysis of 1,5-a-arabinofuranosidic linkages in 1,5-arabinans
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and physical disruption of cellulose microfibrils have also

been examined using light, electron, and more recently,

atomic force microscopy [166–173]. These types of “assay”

are more useful when the properties of the cellulose fiber are

in question, not when the goal is total hydrolysis. There has

also been work using gel-permeation chromatography to

characterize changes to cellulose structure by examining

the products of cellulase action on wood fiber [174].

As with much of biotechnology today, high-throughput

methods have also been developed to increase the speed

and accuracy of cellulase assay [175]. Despite all of the

assays, or perhaps because of them, workers in the field are

reminded that only assays designed to measure the conver-

sion of cellulose from the actual biomass substrates in ques-

tion are ultimately valid performance measures.

Most enzymes have very specific requirements for tight

substrate binding and precise transition-state formation,

which usually leads to high catalytic turnover rates.

However, even ideal catalytic sites must be “carried to the

substrate” by the macromolecule within which it is housed.

Enzymes are also large compared to the polysaccharide

oligomers under attack, especially as the particular site

of action may be buried in a heterocrystalline structure of

mixed polysaccharides. The complexity of biomass, specifi-

cally in regard to hemicellulose structure, requires a high

degree of coordination between degradative enzymes. Stud-

ies show correlations between the enzymatic digestibility of

cellulose and the removal of hemicellulosic sugars and lig-

nin, supporting the notion of close spatial relationships

[35, 176]. Of further complication is that the actions of

glycosyl hydrolases often change the chemical environment

of the partially degraded substrate, which in turn affects the

actions of other glycosyl hydrolases. For example, partly

because of the substituents attached to the main chain,

most hemicelluloses are quite water soluble in their native

state. These side chains disrupt the water structure and help

to solubilize the hemicellulose. Debranching enzymes that

remove these substituents generally decrease substrate solu-

bility, and in turn lower the polysaccharide’s susceptibility

to endo-acting hydrolases [177]. Thus, a xylan that has been

subjected to acetyl xylan esterase is less susceptible to enzy-

matic degradation than a xylan subjected to a mixture of

branching and debranching enzymes [178]. As the

substituents are removed, xylan can become less soluble,

forming aggregates that sterically hinder and finally block

further degradation [179]. The endoxylanases, for example,

cleave the main chain linkages and are often quite particular

about the type of linkage, type of sugar, and presence or

absence of nearby substituents [180]. An endoxylanase that

cleaves b-(1,4) linkages will usually have no effect on

b-(1,3) linkages. Also, an endoxylanase that cleaves

main-chain linkages near an O-2 linked arabinose may

have no effect on an open-chain xylan [181].

Cellulases

Ask an industrial biochemist about cellulases and

Trichoderma reesei will invariably come up. A mesophilic

filamentous fungus typically found growing on cellulosic

biomass, T. reesei produces arguably the most studied cellu-

lase system in the world. Early research began when fungus-

laden U.S. Army accoutrements were sent from the jungles

of south-east Asia to the U.S. Army Natick Research and

Development Laboratories during the 1940s [182]. This

research program, led by Drs. Elwyn Reese and Mary

Mandels for 40 years, succeeded not only in providing the

U.S. Army and allies with chemical agents useful for

protecting cotton goods, but also demonstrated the

biological nature of their decay. The work at Natick

demonstrated that many genera and species of fungi produce

cellulose-degrading proteins, and that T. reesei was espe-

cially effective at degrading cotton. The Natick labs went

on to learn how to grow Trichoderma, induce cellulase

production, and determine operational ranges of pH and

temperature, as well as tolerance to cations, anions, metals,

solvents, and biomass-derived toxic compounds [183]. Fur-

thermore, internship opportunities at Natick during the

1950s and early 1960s served to train the leaders of the

next generation of cellulase scientists. In the end, this was

perhaps one of the most important contributions of the

program.

Despite cellulose’s simple linear glucose polymer struc-

ture, its hydrolysis requires the coordinated action of at least

three different types of b-1,4-glucanases (Table 33.2).

Endoglucanases
Endo-b-1,4-glucanases (EC 3.2.1.4) cleave the cellulose

strand randomly along its length, generating new chain-end

sugars, one reducing and one nonreducing. Usually, these

chains remain insoluble and are thought to remain embedded

in the cellulose crystal. The new ends, however, when

exposed to the bulk water/cellulose interface, become new

recognition sites for exocellulases.

Exoglucanases
Exo-b-1,4-glucanases (EC 3.2.1.91) cleave cellobiosyl

(b-1,4-glucose dimers) or glucosyl units endwise from cellu-

lose, chains. Most fungal, and some bacterial cellulase,

systems display two types of exoglucanases: reducing-end

and nonreducing-end cleavers. Exocellulases are thought to

act processively on cellulose chains, starting at one end and
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proceeding down the chain. The products are either cellobiose

or glucose, and along with the reducing/nonreducing end-

specificity, are specific to the enzyme in question.

Endoglucanases and b-Glucosidases
When endo-activity occurs close to a chain end in an amor-

phous region of the cellulose, the new cellulose oligomer

may become dissociated from the larger structure. The

degree of polymerization of the chain determines its solubil-

ity, ranging from highly soluble glucose dimer cellobiose to

nearly insoluble cellohexaose. New soluble oligomers are

usually acted upon by a third class of cellulases, the

b-glucosidases (EC 3.2.1.21). This class acts primarily, if

not exclusively, on soluble cello-oligomers, with decreasing

specific activity as chain length increases. As their preferred

substrate is cellobiose, they have also been termed

cellobiases.

All three of these general activities are required for

efficient and complete hydrolysis of cellulose to glucose.

A conceptualized view of each typical cellulase action is

shown in Fig. 33.22 [184]. The process is initiated by an

endocellulase (in this case cel5A from Acidothermus

cellulolyticus), which nicks the cellulose chain

(Fig. 33.22a), exposing a new reducing and nonreducing

chain end. Exocellulases (in this case the reducing-end spe-

cific cel7A from T. reesei) find these nicks (Fig. 33.22b) and

feed the ends through their active sites, cleaving off products

in a processive manner (Fig. 33.22c). If cellobiose is the

product, as in the case of cel7A, then b-glucosidase
hydrolyzes it to two glucose molecules (Fig. 33.22d).

Total Cellulase Activity Measurements

Each cellulase class has had its share of assay development.

Assays that specifically measure each class are difficult to

establish, as cross-reactivity between classes is greater than

zero. However, there are assays that can be used to deter-

mine the relative ratios of these activities.

When using cellulases to degrade lignocellulosic material,

total activity is usually the primary interest. The complexity

of lignocellulose substrates and the huge heterogeneity in

cellulase systems, however, create a quagmire for the cellu-

lase enzymologist asked to determine the “activity” units of a

particular cellulase. There are numerous methods for

assaying cellulase activity, but most fall into one of three

Fig. 33.22 Three enzyme activities in the degradation of cellulose:

(a) endocellulase cel5A from Acidothermus cellulolyticus; (b)

exocellulose cel7A from Trichoderma reesei finding an open

reducing end; (c) cel7A processing along cellulose chain releasing

cellobiose; and (d) bglA from Bacillus polymyxa hydrolyzing

cellobiose
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categories: sugar release (measured as reducing sugar), chain

length reduction (measured by viscometry, light scattering,

or size exclusion chromatography), and artificial substrate

hydrolysis (measured by dye, chromophore, or fluorophore

release).

The IUPAC Filter Paper Assay
In 1987, after significant effort, an international committee

of cellulase researchers and the International Union of

Pure and Applied Chemists (IUPAC) produced a procedure

seeking to standardize cellulase activity measurements.

This procedure uses microcrystalline cellulose and the

dinitrosalicylic (DNS) acid method of Miller [185] to mea-

sure reducing sugars in the context of a highly specific assay

protocol [186]. Because cellulose hydrolysis is nonlinear,

the units were not defined as specific activity units per se

(i.e., mmoles product/mg protein seconds), but rather as 4%

hydrolysis of a 50-mg coupon of Whatman #1 filter paper,

although many cellulase researchers have noted that after

accounting for the addition of water to the glycosidic bond,

the actual level of hydrolysis measured is 3.6% of the sub-

strate. Regardless, the “filter paper unit” (FPU) was decreed

the amount of enzyme that released 2.0 mg glucose from a

1.0 � 6.0 cm, 50-mg Whatman #1 test coupon after 60 min

at 50�C. The dilution of enzyme required is converted,

through a somewhat indirect procedure, to FPU per mL.

For example, an undiluted cellulase preparation that yields

exactly 2.0 mg glucose has 0.37 FPU/mL. This fractional

unit is the lowest cellulase activity measurable with the

IUPAC assay.

The IUPAC cellulase assay has significant limitations and

merely serves as the best-defined method. Extrapolation of

required glucose release from highly diluted or concentrated

enzyme solutions is not permitted; assays must be conducted

with enzyme dilutions that closely bracket the actual value.

Cellulase solutions too dilute to release 2.0 mg glucose must

either be concentrated to an appropriate level, or determined

incapable of assay by the IUPAC method. For highest accu-

racy, every working solution made from an enzyme stock

must be reanalyzed for activity, a condition that complicates

most analytical procedures.

Cellulase activities of T. reesei broths are normally

reported to lie between 400 and 600 FPU/g total protein

[187]. Our work to assess the specific activities of T. reesei

cellulase preparations has led us to the direct comparison of

commercial cellulase products, typically highly selected

T. reesei mutants, and reconstituted, purified cellulase

enzymes (Table 33.4). Although the range of specific

activities found from this internally consistent study gener-

ally agrees with the literature, our estimation of the maximal

specific activity of reconstituted T. reesei cellulases is some-

what higher, 760 FPU/g protein. As some of the protein in

commercial cellulases are comprised on non-active protein,

this result is in line with an assay based on activity per gram

of protein.

In fact, the activity of the native mixture of T. reesei

cellulases (i.e., 10:20:60 for endoglucanase:cellobio-

hydrolase II:cellobiohydrolase I [EG I:CBH II:CBH I])

using reconstituted enzymes is about 10% less than that

obtained with a mix higher in CBH II (Table 33.4). One

should be aware that it is possible to find reports in the

literature of T. reesei cellulases with specific activities

greater than about 600 FPU/g protein. Considering these

findings in view of recent studies of the magnitudes of

possible inter- and intralaboratory errors in filter paper

Table 33.4 Specific activities of various Trichoderma reesei cellulase preparations

Source Mix of component enzymes

Specific activitya

(FPU/g protein) References

Multifect GCb Native 431 [675]

Ultra-low microbial cellulase 100c Unknown 478 [675]

Mutant strain RUT-C30 Probably nonnative 495 This studyd

Spezyme lot #41-59034-004CL121 Native 565 [675]

Cellulase TRLe Native 569 [675]

Spezyme lot #GC310 S1.2E2Z1P1 Native 571 [675]

Mutant strain L27 Non-wild-type [676] 581 This studyd

Mix CBH I:CBH II:EG 1/60:20:10 Native mix [677] reconstituted 711 This studyf

Mix CBH I:CBH II:EG 1/40:50:10 Mix giving max activity 761 This studyf

aUsing the method of Ghose [186] (in order to facilitate comparison, all assays reported here were performed in a consistent manner)
bSpezyme and Multifect from Genencor International, South San Francisco, CA
clogen Corporation, Ottawa, ON
dGrown on 1% Sigmacel 50 + 2% lactose in Mandels media [678]
eCellulase TRL form Solvay Enzymes, Elkhart, IN
fReconstituted mixtures from purified cellulase enzymes
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[188] and protein assays [189], assay errors or inconsis-

tencies are most likely responsible for most discrepancies

in specific activity reported [190].

Variations on the filter paper assay have been developed.

Irwin et al. have established a method for differentially mea-

suring soluble and insoluble reducing sugars released from

filter paper [191]. Ghose and the IUPAC committee also

proposed a similar approach for measuring hemicellulases in

1987 [192]. This method relies on meeting a standard level of

conversion of the xylan fraction in oat spelt xylan to xylose in a

specified period of time under standard conditions. This latter

method; however, is not often cited in the literature.

General Non-IUPAC Cellulases Assays
Many cellulase enzyme preparations are simply not

concentrated enough to cause the required release of 2 mg

glucose from the 50-mg filter paper sample in 60 min. If these

samples cannot be concentrated accurately (which is often the

case), traditional FPU cannot be measured. In such cases,

however, the IUPAC committee recommends that the reducing

sugar release per unit time be accepted as a “provisional”

measure of enzyme activity. This is similar to the pseudo-

initial rate approach often used in the decade previous to the

IUPAC report tomeasure cellulase activity from awide variety

of substrates. These substrates may include filter paper [193],

Avicel [194], de-waxed cotton [195], or phosphoric-acid-

swollen cellulose (PSC) [196]. Methods based on the use of

antibiotic disks [197] and turbidity development [198] also

predated the IUPAC study. Because all three cellulase types

generate new reducing ends, the most direct measurement of

cellulase activity is the detection of new reducing ends in the

cellulose chain. Thesemethods are traditionally based on initial

rate measurements introduced by Wood and McCrae [194].

The reducing sugars are typically measured by the

Somogyi [199] and Nelson [200] procedures, which

measure reduction of Cu2+ to Cu+ in alkaline solution, or

by the dinitrosalisylic acid (DNS) assay, in which reducing

sugars reduce DNS to 3-amino, 5-nitrosalicylic acid under

alkaline conditions. Disodium 2,20-bicinchoninate (BCA)

can also be used to measure reducing sugars [201]. This

reagent was found to be the best choice in a recent compari-

son of methods for the determination of endoglucanase

activity [202]. The BCA method was highly sensitive, sim-

ple to perform, and directly gave the number of bonds

broken, thus allowing for expression of endoglucanase activ-

ity in international units (mmol of b-1,4-glucosidic bonds

hydrolyzed in 1 min during the initial period of hydrolysis).

Other methods used to measure cellulase activity include

an automated filter paper assay for high throughput evalua-

tion of cellulases [175], a diafiltration saccharification assay

for minimization of product inhibition and high degree of

digestion [203], measurement of cellulose size reduction by

multiangle laser light scattering [202], use of dye release

from various dyed substrates, and differential staining of

cellulose digestion products [204–207].

Mathematical Modeling
Amathematical model has also been proposed for evaluating

cellulase preparations. Sattler et al. [208] describe a relation-

ship between hydrolysis extent, reaction time, and enzyme

concentration. This procedure permits the effectiveness of

different enzymes and of different pretreatment methods to

be ranked. This method examines cellulose hydrolysis data

collected from hyperbolic functions of substrate concentra-

tion vs. cellulase enzyme concentration at various timed

incubations. The model is based on a double reciprocal

plot of the relationship

ðY=CoÞ�1 ¼ ðKCo=YmaxÞ½E��1 þ ðYmax=CoÞ�1

Y/Co is the fraction of substrate hydrolyzed, [E] is given in

FPU/g substrate initially added, and Ymax/Co is the fraction of

substrate that could be maximally hydrolyzed at an

infinite enzyme concentration. The y-axis intercept in the

double reciprocal plot, (Ymax/Co)
�1, may be used to quantify

the quality of the enzyme preparation. Ideally, an enzyme

should have a high Ymax and a low value forKCo/Ymax. Adney

et al. used this general method successfully to model the

action of commercial T. reesei cellulase preparations on

Sigmacell-50 [209]. Results from double reciprocal plots of

enzyme activity, (percent conversion)�1, vs. loading, (FPU/g
cellulose)�1, enabled extrapolation to infinite enzyme load-

ing or maximal digestibility.

Endocellulase Activity Measurement
The “endo-1,4-b-glucanases” or 1,4-b-D-glucan
4-glucanohydrolases (EC 3.2.1.4), which act randomly on

soluble and insoluble 1,4-b-glucan substrates, are commonly

measured by detecting the decrease in viscosity or increase in

reducing groups using carboxymethylcellulose (CMC) [202,

210, 211]. It is thought that the methyl groups limit activity of

the exoglucanases while still permitting the endo-types to

hydrolyze the chain interior, perhaps in regions with low side-

chain density. Endoglucanases are also capable of hydrolyzing

various polymeric, substituted substrates, such as Ostazin

brilliant-red hydroxyethylcellulose (OBR-HEC) and azo-dyed

and cross-linked HEC (AZCL-HEC), as well as the low-MW

fluorogenic substrates, such as 4-methylumbelliferyl-cellobi-

ose (MUC), 4-methylumbelliferyl-lactopyranoside (MUL), or

4-methylumbelliferyl-cellotriose (MU-G3). Although these

substrates make it easy to measure activity, care should be

taken in relating the measured activities to performance on

biomass, as the two substrates are not equivalent.
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Viscometric Assays
Viscometric approaches to cellulase measurement activities

are important because other methods measure only the num-

ber of glycosidic bonds cleaved in a polymeric substrate.

They do not provide any information about location in the

substrate of the bonds cleaved. Viscometric methods mea-

sure a substantial change in a physical property of the sub-

strate polymer, a very sensitive function of both the number

and the location of the bonds cleaved [212–214]. For this

reason, even though the recommended international units of

carboxymethylcellulase are given in terms of glycosidic

bonds cleaved, the most careful workers measure both bond

cleavage (most often by measurement of sugar-reducing

groups) and the change in solution viscosity as enzymatic

hydrolysis proceeds. Vlasenko et al. [202] found the visco-

metric method to be simple to perform and highly sensitive

for the internal bonds cleaved. However, this method does

not account for the hydrolysis of CMC near the chain end and

thus only allows for expression of endoglucanase activity in

arbitrary viscometric units.

Activity Measurements
The “exo-1,4-b-D-glucanases” include both the 1,4-b-D-glu-
can glucohydrolases (EC 3.2.1.74), which liberate D-glucose

from 1,4-b-D-glucans and hydrolyze D-cellobiose slowly,

and 1,4-b-D-glucan cellobiohydrolase (EC 3.2.1.91), which

liberates D-cellobiose from 1,4-b-glucans. Differentiation of

these enzyme classes requires analytical techniques to dis-

tinguish glucose and cellobiose and is usually carried out by

high-performance liquid chromatography (HPLC) or gas

chromatography (GC). These enzymes can be further distin-

guished by their ability to liberate free sugars from either

the reducing or nonreducing end of the cellulose chain

[215, 216]. Synergy studies with enzymes of known orienta-

tion are usually used to determine chain-end preference

given enzyme [191, 217, 218].

The process of detecting and verifying exoglucanases has

long been controversial. If purified proteins are available,

careful comparisons of reducing sugar yields and fluidity

values from CMC hydrolysis as a function of enzyme con-

centration can be used to judge whether an enzyme is more

EG-like or CBH-like. Of course, purified enzymes can also

be further verified by analyzing the product from hydrolysis

of a series of derivatized (i.e., radiolabeled, chromophoric,

or fluorophoric) cello-oligomers [219, 220]. One class of

these derivatives, cellobiosyl fluorides, has been reported to

distinguish between CBH I and CBH II from T. reesei based
on cleavage activity on the alpha and beta conformations of

the cellobiosyl fluorides [221]. Claeyssens et al. also reported

this type of rigorous analysis for fungal CBH I and CBH II

[222]. Further specificities can be determined for

proposed exoglucanases from analytical product evaluation

by HPLC [223, 224]. This is a much more definitive method

of distinguishing endo-from exo-acting cellulases.

In general, exoglucanases such as CBH I can be expected

to hydrolyze the aryl-substrates MUC and MUL at the

agluconic bond, but not the substituted soluble celluloses

such as AZCL-HEC, OBR-HEC, and CMC [225]. Phospho-

ric acid swollen cellulose is also used as a substrate for

exoglucanases; however, some endoglucanases will hydro-

lyze this cellulose form as well [224]. Analysis of activity on

higher oligomeric derivatives has proven to be challenging,

especially with EGs and CBH I [225]. Furthermore, because

endoglucanases are highly synergistic with exo-acting

glucanases, the presence of endoglucanases significantly

complicates efforts to quantify exoglucanase activity and

can be compensated for only by the separate purification

and kinetic characterization of the endoglucanase. Attempts

persist to link this synergy effect to the cellulose-binding

module (CBM). There is some evidence that the CBM alone

can have a synergistic effect on the activity of fungal

cellulases, both exo- and endo-acting types [226–228].

b-Glucosidase Activity Measurements
The “b-D-glucosidases” orb-D-glucoside glucohydrolases (EC
3.2.1.21) act to release D-glucose units from cellobiose, solu-

ble cellodextrins, and an array of glycosides. For cellobiose or

cello-oligomers, this activity is usuallymeasured and analyzed

byHPLC orGC, or by direct spectrophotometric or fluoromet-

ric analysis of various chromogenic and fluorogenic analogues

of cellobiose and cello-oligomers. b-D-glucosidase/cellobiase
activities are usually determined according to the method of

Wood [229] as aryl-b-glucosidase activity by the hydrolysis of
p-nitrophenyl-b-D-glucopyranoside. The concentration of p-
nitrophenol is determined from the absorbance at 410 nm

under alkaline conditions induced by the addition of 1-

2 volumes M Na2CO3. One unit of activity is defined as the

amount of enzyme that catalyzes the cleavage of 1.0 mmol

substrate perminute at 99�F (37�C). The temperature selection

here seems somewhat arbitrary, as most cellulases have opti-

mal activity at somewhat higher temperatures. If necessary, b-
D-glucosidases can be distinguished from other cellulases by

the relative differences in the initial rates for aryl-b-D-
glucosides and cellobiose. Also, the unique and acute sensitiv-

ity of b-D-glucosidase to inhibition by gluconolactone

provides a method to assess exoglucanase activity in mixed

systems of these two enzymes. This approach is necessary

because b-D-glucosidase cleaves the agluconic, as well as the
holosidic bond of aryl-glucosides [230]. Note that a similar

approach is often used to assay other aryl-glycosidases

[231–233]. This practice is made possible by the availability

of many o- and p-linked aryl-glycosides including (but not

limited to) b-xylosides, b-mannosides, b-galactosides, and L-

arabinofuranosides.
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Hemicellulases

In contrast to cellulases, the hemicellulases encompass a

much broader suite of activities. In addition to analogues

versions of endo-, exo-, and glycosidase cellulase activities,

multiple debranching activities are needed to handle the high

complexity of the heterogeneous hemicelluloses

(Table 33.3). The varied backbone composition of

hemicelluloses also adds complexity. Xylans, xyloglucans,

man-nans, and numerous other minor polysaccharide chains

form the backbone for different hemicelluloses.

1. The endo-enzymes attack polysaccharide chains inter-

nally, with decreasing activity as chain length rises.

Endoxylanases (EC 3.2.1.8) are specific for b-(1 ! 4)-

xylopyranose polymers, (i.e., the backbone of xylan) and

others are specific for other hemicellulose polymers, such

as mannan (endo-(1 ! 4)-b-mannosidases, EC 3.2.1.78)

or b-glucanases (endo-(1 ! 3)-b-D-glucosidase, EC

3.2.1.39). As with endocellulases, these activities can be

measured by viscometry or production of reducing sugar

end groups on the appropriate hemicellulosic polymer.

2. The exo-enzymes act processively from either the reduc-

ing or nonreducing termini and again are specific to the

type and length of the polymer. Some exo-acting

enzymes have preferences for short chain substrates

(DP 2–4), acting as cellobiase analogues, whereas others

prefer larger substrates (DP > 4). Xylan (1 ! 4)-b-
xylosidase (EC 3.2.1.37), glucan (1 ! 3)-b-glucosidase
(EC 3.2.1.58), and mannan (1 ! 4)-mannobiosidase (EC

3.2.1.100) are exo-acting enzymes specific for xylan,

b-(1 ! 3)-glucan, and mannan, respectively.

3. So-called “accessory” enzymes are also required for

hydrolysis of hemicellulose in native plant tissue. These

enzymes include a variety of acetyl xylan esterases (EC

3.1.1.72), acetyl esterases (EC 3.1.1.6), and esterases,

such as feruloyl acid esterase (EC 3.1.1.73) [177], that

hydrolyze lignin glycoside bonds. They also include clas-

ses for cleavage of specific hemicellulose side chains,

such as a-L-arabinofuranose, glucuronic acid, and 4-O-

methyl-glucuronic acid groups.

General Hemicellulase Assays
Xylan is the most predominant hemicellulose in most plant

cell walls, comprising about 1
4
to 1

3
of total plant biomass

[234]. Xylans function primarily by forming crosslinks

between the other cell wall components, such as cellulose,

lignin, other hemicelluloses, and pectin. The term “xylan” is

a catch-all for polysaccharides that have b-(1 ! 4)-

D-xylopyranose backbones with a variety of side chains

usually attached at the O-2 and O-3 positions, and

include glucuronic acid, 4-O-methylglucuronic acid,

L-arabinofuranose, xylose, and acetyl groups. The types

and levels of side chains are dependent on the particular

plant, with hardwoods having high acetyl and glucuronic

acid moieties (glucuronoxylans) and grasses having mainly

arabinofuranose and acetyl groups (arabinoxylan). Because

of the complex nature of xylans, their enzymatic hydrolysis

is intrinsically more complicated than that of most

other plant polysaccharides. Typically, the polymer is

debranched, either prior to, or in conjunction with, depo-

lymerization of the backbone. Different debranching

enzymes are required depending on the specific type of

xylan being hydrolyzed. These include arabinofura-

nosidases, ferulic and coumaric acid esterases, acetyl and

acetyl xylan esterases, glucuronidases, and xylosidases.

Removal of these side chains synergistically enhances

the rate of degradation by endoxylanase enzymes

[177, 235–241].

Hemicellulose Debranching Enzymes
Debranching of the xylan backbone produces a wide variety

of soluble low-molecular-weight compounds. Typically,

these products are measured either by HPLC or GC. The

difficulty in assaying these products is not so much in

the detection as in obtaining the correct substrate for the

enzyme. Most commercial xylan products are extracted by

alkaline treatment, essentially hydrolyzing any ester linkages

by saponification; that is, any acetyl-, coumaroyl-, or feruloyl

esters are destroyed. Glycosidic side chains, such as arabi-

nose or glucuronic acid are left intact, however, the polymer

is typically insoluble. Enzyme studies using these substrates

must be interpreted with caution, as the native esterified

xylan is soluble. Extraction by DMSO or steam has been

used to prepare “native” xylan, in which the esters are still

intact and the polymer is soluble in water [242].

Arabinofuranosidases. a-L-arabinofuranosidases (EC 3.2.1.55)

cleave a-L-arabinofuranosides from the arabinoxylan xylose

backbone and have been shown to enhance the release of

ferulic and coumaric acid from arabinoxylan, presumably

through a preference for hydrolyzing phenolic acid substituted

arabinose side chains [243]. In the context of hemicellulose

hydrolysis, the activity most often reported is hydrolysis of the

a-(1 ! 2)-glycosidic linkage of the arabinofuranoside to the

xylan backbone. Some of these enzymes have been shown,

however, to cleave linear or branched a-(1 ! 5)-linked

arabinan side chains found in some pectins, resulting in some

confusion regarding the specificity of this enzyme class

[244–247]. Although most assays are carried out on extracted

arabinoxylan, p-nitrophenyl-arabinofuranoside has also been

used as a substrate [248–250].

Esterases. Acetyl esterase (EC 3.1.1.6) removes acetyl esters

from acetylated xylose and short-chain xylo-oligomers. It’s

polymer-acting counterpart, acetyl xylan esterase (EC

3.1.1.72), has a similar activity, but prefers polymeric
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xylan [242]. In addition to acetate-specific enzyme detection

kits, HPLC or GC analysis of acetate release from native

extracted xylan and chemically acetylated xylan, colorimet-

ric substrates, such as p-nitrophenol acetate and b-napthyl
acetate, or the fluorometric substrate, 4-methylumbelliferyl

acetate are also used to assay acetyl esterases [242, 251]. The

third esterase, ferulic acid esterase (EC 3.1.1.73), hydrolyzes

the ester bond between ferulic acid or coumaric acid and the

arabinose side chain of arabinoxylan. Assays for this activity

are usually carried out using starch-free wheat bran or

cellulase-treated gramineous biomass as a substrate and

monitoring ferulic or coumaric acid released by HPLC or

TLC. When preparing enzyme-treated substrates, care must

be taken to employ phenolic-acid-esterase-free cellulases

[242]. Other substrates include methyl and ethyl esters of

the phenolic acids, as well as finely ground plant biomass

[238, 252, 253].

Glucuronidases. In hardwood xylans, xylan a-1,2-
glucuronosidase (EC 3.2.1.131) and a-glucuronidase (EC

3.2.1.139) are involved in debranching the xylan backbone

through removal of a-(1 ! 2)-linked glucurono- and 4-O-

methyl-glucuronosides [254–257]. Although relatively little

work on these enzymes has been carried out, Tenkanen and

Siika-aho reported synergy with endoxylanase utilizing de-

acetylated birch glucuronoxylan. The same report also

demonstrated that acetylation interferes with glucuronidase

activity and that higher activity was observed on soluble

softwood 4-O-methylglucuronoxylan [255]. Such synergy

has also been reported by others [240, 255, 258]. Para-
nitrophenyl-a-D-glucuronide is used as a substrate for a-glu-
curonidase [259], whereas xylan a-1,2-glucuronosidase is

specific for an a-(1 ! 2)-linked glucuronoside. Some glucu-

ronidases, including membrane-bound enzymes, have been

found to prefer glucuronoxylo-oligomers as substrates [258,

260–262]. One report demonstrated the specific requirement

for the 4-O-methyl group for efficient binding and positioning

of the side chain in the enzyme active site [256].

Hemicellulose Depolymerization Enzymes
As noted for cellulases, hemicellulose depolymerizing

enzymes are divided into three classes; endo-acting

enzymes, exo-acting enzymes, and oligomer-hydrolyzing

enzymes. Although mechanisms of hemicellulose hydrolysis

have been steadily studied over the years, they have not

received the attention given to cellulose hydrolysis. Despite

this, a general pattern of degradation is beginning to emerge.

Although there are specific examples of endo-acting

enzymes requiring side chains for maximal activity [263],

the majority of the endo-acting hemicellulose hydrolases

tend to be more active on debranched or partially

debranched hemicellulose, especially in the case of

xylanases. The limitation on this increased activity is

probably due to solubility analogues of the polysaccharides,

which tend to become more insoluble as the debranching

process continues. Decreasing chain length from the activity

of endo-hemicellulases mollifies this, allowing the shorter,

less substituted fragments to remain soluble. Exo-acting

enzymes, which probably fall into reducing- and nonreduc-

ing-end-specific groups and oligomer-hydrolyzing enzymes,

also require debranching as a precursor to maximal activity.

Overall, a balance must be met among removing the

branching side chains from the polysaccharide backbone,

decreasing the average chain length, and hydrolyzing the

oligomers into free monomers, all while maintaining enough

solubility of the fragments to allow enzyme access. The

concerted action of the various hemicellulase enzyme clas-

ses probably accounts for the high synergy observed when

the enzymes are used in concert [240].

Xylanases. Depolymerization of the xylan backbone is

mediated by endoxylanases with oligomers hydrolyzed by

b-xylosidases. Structurally, the endoxylanases are divided

into glycosyl hydrolase families 10 and 11. These enzyme

families are similar in that they both depolymerize xylan via

the Koshland-type, two-step catalysis that leaves products

with retained stereochemistry of anomeric configuration.

Family-10 enzymes typically yield lower molecular weight

products (tetramers) than do family-11 enzymes (pentamers)

[264]. This is likely a function of the difference in binding

sites, with family-10 enzymes having a binding site that

recognizes shorter oligosaccharides than do family-11

enzymes [257, 265]. Although these enzymes are active on

native branched xylan, debranching may increase their activ-

ity [258, 266].

Assays for endoxylanases follow the same general

patterns as endocellulase assays. Viscosity reduction, reduc-

ing sugar production, dye-release, solubilization, zymogram

analysis, and colorimetric/fluorometric analogues are all

used to determine endoxylanase activity [267–275]. DNS

detection of reducing sugars from xylan is the most cited

method. Endoxylanases tend to have a preference for

polymers of a certain degree of polymerization (DP). Bray

and Clarke reported a Schizophyllum commune endoxylanase

with a preferred substrate DP of seven [276], whereas others

reported enzymes exhibiting true endo-type activity, with

decreasing activity at lower DPs [263, 277, 278].

There are numerous reports of b-xylosidases that

cleave short chain xylo-oligomers to xylose. In these cases,

product detection was typically carried out by direct HPLC

analysis or hydrolysis of p-nitrophenyl-b-D-xylopyranoside
[279–282].

Xyloglucanases. Xyloglucans are polysaccharide polymers

composed of a linear backbone of b-(1 ! 4) linked

glucopyranose moieties with some monomers substituted
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with xylopyra-nose in an a-(1 ! 6) linkage. The xylose side

chains can in turn be substituted with one or more of the

disaccharides a-(1 ! 2)-L-fucosylpyranose-b-(1 ! 2)-D-

galactopyranose and a-(1 ! 2)-L-galactopyranose-b-
(1 ! 2)-D-galactopyranose, with the fucose residues being

found mainly in primary cell walls [283–288]. a-(1 ! 2)-L-

arabinofuranose has also been shown to be substituted onto

either the main glucose chain or onto the xylose side groups

[283, 289]. It has been shown that xyloglucans are acetylated

through O-linkages to the arabinose or galactosyl side chains

[283, 287, 289, 290]. Despite this side chain substitution, a

specific acetylxyloglucan esterase has not been discovered.

There is an exo-acting enzyme that acts on the nonreducing

end of xyloglucan oligomers. Oligoxyloglucan beta-

glycosidase (EC 3.2.1.120) is produced by Aspergillus oryzae
and removes an a-xylo-b-(1 ! 6)-D-glucosyl dimer

(isoprimverose) from the nonreducing end.

b-Glucanases. b-Glucan is a glucopyranose polymer

containing either b-(1 ! 3) or mixed b-(1 ! 3),

b-(1 ! 4) linkages. The ratio of (1 ! 4) to (1 ! 3)

linkages varies by species and gives specific properties to

individual b-glucan polymers. Because of the differences in

the linkages, different enzymes are required to cleave the

two forms of b-glucan [291–296]. We now know that

b-glucan can be degraded by glycosyl hydrolase family-12

enzymes (EC 3.2.1.4). Although these endo-acting enzymes

are active on b-(1 ! 4) glycosidic linkages, they are

differentiated from other b-(1 ! 4)-acting enzymes by the

distinction of being able to hydrolyze the b-(1 ! 4)

linkages in mixed b-(1 ! 3, 1 ! 4)-linked poly-

saccharides. Glucan endo-1,3-beta-D-glucosidase (b-
(1 ! 3) glucanase) (EC 3.2.1.39) is an endo-acting glycosyl

hydrolase that acts on b-(1 ! 3) glucan, but has very lim-

ited activity on the mixed linkage b-glucan. Endo-1,3(4)-
beta-glucanase) b-(1 ! 3,1 ! 4) glucanase) (EC 3.2.1.6),

is also an endo-acting glycosyl hydrolase. There is an

exo-acting glycosyl hydrolase that is active on b-(1 ! 3)

glucan. Glucan 1,3-beta-glucosidase (EC 3.2.1.58) acts by

processively releasing glucose from b-(1 ! 3) glucan from

the nonreducing end. One interesting report utilized an

enzyme-linked sorbant assay in microtiter plates coated

with biotinylated b-glucan to determine activity [297].

Mannanases, gluco- and galactomannanases. Whereas man-

nan is characteristically described as a linear b-(1 ! 4)

mannopyranose polymer, galactomannan is composed of a

polymeric b-(1 ! 4) mannopyranosyl backbone highly

substituted with b-(1 ! 6) linked galactopyranose residues

[298, 299]. The degree of substitution varies with source.

Glucomannan, found mainly in the root of the konjac plant

(Amorphophallous konjac) consists of a b-(1 ! 4) linked

mannopyranose and glucopyranose backbone in a ratio

of 1.6:1 [300]. The backbone residues are substituted in a

b-(1 ! 3) linkage with several sugars and short oligosac-

charides, as well as with O-linked acetyl groups about every
15 residues [301–303]. The structure, and hence the degra-

dation, of mannan is very analogous to cellulose, both being

linear b-(1 ! 4) linked monosaccharide polymers [304].

Mannan, however, is found in only a few particular plants,

notably in the endosperm of the ivory-nut from the Tagua

palm (Phytelephas macrocarpa) and a few other plants

[304]. In glucomannan and galactomannan, as with xylan,

degradation requires both debranching and depolymerizing

enzymes, which work in synergy [240]. There are two major

types of galactomannan, differentiated mainly by the source

and degrees of galactose substitution, locust bean gum,

derived from the carob tree (Ceratonia siliqua), contains
an average of 2,000 sugar residues, with a galactose about

every 3.5-mannosyl residues. The other major commercial

source is guar gum, from the seed of the leguminous shrub

Cyamopsis tetragonoloba. Guar gum contains more galac-

tose residues than locust bean gum, having a galactose every

1.5–2 mannose units, and is longer, with residue counts of

around 10,000.

The enzymes involved in depolymerization of the

mannans consist of b-mannanase (EC 3.2.1.78), the endo-

acting enzyme, and b-mannosidase (EC 3.2.1.25), which

produces mannose from the nonreducing end of the mannose

chain [305–307]. Debranching of galactomannan is primarily

carried out by a-D-galactosidase (EC 3.1.2.22) [308, 309].

Tenkanen and co-workers have also reported an acetyl

glucomannan esterase active on the acetyl side chains in

glucomannan [236, 310, 311]. There are little other data on

specific debranching enzymes involved in degradation of

glucomannan. Assays for mannan hydrolysis have been car-

ried out using extracted polysaccharides as substrates, color-

imetric analogues, and dyed polysaccharides. Dyed

polysaccharides have been utilized to determine activities

of cultures on various polysaccharides, both as activity

screens and as quantitative measures. These substrates

include both soluble and insoluble forms (dependent mainly

on the properties of the native polysaccharides) and include

azurine (azo-), Remazol Brilliant Blue (RBB), and Ostazin

Brilliant Red (OBR), among others [312–315]. For azo-,

RBB-, and OBR-linked substrates, clearing zones on Petri

plate or acrylamide gel agar overlays indicate active colonies

or protein bands [316–320]. The crosslinked version (AZCL-

polysaccharides, Megazyme, Inc. Bray, Ireland) has also

been used to screen for activity of various glycosyl

hydrolases [321–323]. In the case of AZCL substrates, the

result of activity is a blue halo surrounding active colonies or

dye release into microtiter plate wells. The authors have used

this technique extensively to screen both environmental

samples and recombinant libraries for glycosyl hydrolase

activities (Fig. 33.23).
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Pectinases

In addition to cellulose and the hemicelluloses, pectins are a

third class of polysaccharides found in the cell wall matrix of

plant cells. Further information and good structural diagrams

can be found in the recent review by Ridley et al. [324].

Found mainly between adjacent cell walls in the middle

lamellae, pectins fall into three classes differentiated by

their backbone structure and branching patterns [325, 326].

Homogalacturonan (xylogalacturonan) is comprised of

a-(1 ! 4)-linked galacturonic acid chains containing xylose

side chains and makes up the smooth region of pectin [327].

Homogalacturonan is methylated through ester-linkages to

the galacturonic acid residues. Once in place, pectin methyl

esterases (EC 3.1.1.11) remove these side chains and allow

formation of the gel matrix [328]. The rhamnogalacturonans

make up the “hairy” region of pectin. In rhamnoga-

lacturonan I, (RG I) the backbone chain is comprised of

the disaccharide (!4)-a-D-galacturonic acid-a-(1 ! 2)-a-
L-rhamnopyranose-(1!). The rhamnose is typically

substituted at the C-4 position with a branched chain of

sugars made up of either galactose or arabinose or a combi-

nation of both and other sugars. The arabinose residues can

be derivatized with ferulic acid. The galacturonic acid

residues in the backbone are usually O-2 or O-3 acetylated

and O-6 methylated. The structure and substitution patterns

of RGI vary widely across plant species. Where the majority

of the side chain is comprised of arabinose, the side chains

are referred to as arabinans. These arabinans are predomi-

nantly a-(1 ! 5) linked arabinofuranosyl residues

substituted at either or both the O-2 and O-3 positions

[326]. Side chains comprised of galactose residues are

referred to as galactans. When these galactans are further

substituted with arabinan chains, they are referred to as

arabinogalactans [329]. In contrast to RG I, the structure of

Rhamnogalacturonan II (RG II) is highly conserved across

the plant kingdom [330]. It is comprised of 28 glycosyl

residues, of which seven are found in the galacturonic acid

backbone. The backbone is specifically branched at four

points (designated A–D chains) with some unusual sugars

such as 2-O-L-fucose and 3-deoxy-D-manno-2-octulosonic

acid, aceric acid, and apiose [330]. The structures of each

branch are known, although the exact point of attachment of

branch D is still unclear.

As is apparent from the complex structure, there is a

diverse enzyme suite required to hydrolyze pectin. As in

hemicellulase systems, there are depolymerizing and

debranching enzymes, mainly esterases, that act synergisti-

cally [315, 331]. The depolymerizing enzymes include both

glycosyl hydrolases, which cleave glycosidic bonds by an

acid–base catalysis mechanism, and polysaccharide lyases,

which hydrolyze the glycosidic bond through a b-elimina-

tion mechanism, resulting in a double bond between the C-4

and C-5 of the new nonreducing end [315]. Reviews by

Kashyap et al. and by Kennedy and Methacanon outline

the pectinase enzymes in detail [143, 332]. Assay techniques

involve the usual assortment of reducing sugar production,

viscosity reduction, HPLC analysis, and dye release [315,

331, 333–338]. Ruthenium red staining in plates and

zymograms have also been used [331]. Because of its solu-

bility, pectin incorporated into plates can be detected by

precipitation with hexadecyl-trimethyl-ammonium bromide,

resulting in clear halos of hydrolysis around active colonies

[339]. As with other polysaccharide degradation studies,

structural determination of products has been carried out

by nuclear magnetic resonance spectroscopy [333].

Fig. 33.23 AZCL-polysaccharide hydrolysis in (a) Petri plates and (b) microtiter plates. The dark particulates are the AZCL-b-Glucan (a) and

AZCL-galactan (b). Soluble blue dye is released upon hydrolysis
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Chemical Catalysis for Biomass
Deconstruction

Introduction

Deconstruction is a somewhat misleading term, in that it

suggests processes exhibiting low selectivity or harsh

conditions. To the contrary, selective biomass deconstruc-

tion can be a powerful tool for use within the biorefinery, as

it provides both monomeric and polymeric materials for

eventual conversion into final refinery outputs. Biomass

deconstruction is a separation process highly analogous to

petrochemical refining. In any process designed to convert a

source of raw materials into products, the raw material

almost always requires some form of preliminary upgrading

in order to separate a complex mix of materials into individ-

ual streams of initial building blocks. The petrochemical

industry “deconstructs” crude oil, using distillation to make

mixed hydrocarbon streams for various fuel uses, or crack-

ing (primarily using chemical catalysis) to prepare the

industry’s primary building blocks of ethylene, propylene,

BTX, butenes, and methane for chemical uses [340].

The biorefinery is no different. Renewable raw materials

are complex mixtures of different biopolymers, and chemi-

cal deconstruction processes (as differentiated from bio-

chemical processes described earlier in this chapter) may

be used to separate these biopolymers from one another.

However, deconstruction processes optimized for the

biorefinery offer more flexibility than those used in the

petrochemical industry. The petrochemical industry tends

to focus on refining processes that give low molecular

weight (very roughly) (Fig. 33.24).

The wide range of different biomass materials can be

somewhat daunting. However, biomass deconstruction pro-

cesses greatly simplify this initial slate of raw material

sources. Biomass provides three primary feedstocks: sugars,

in the form of starch, cellulose, and hemicellulose;

aromatics, in the form of lignin; and hydrocarbons, in the

form of plant triglycerides. Further deconstruction of these

polymers and oligomers leads to monomeric materials

including individual sugars and related polyols such as glyc-

erol from triglycerides, low molecular weight aromatics

from lignin, and fatty acid hydrocarbons from triglycerides

[341, 342]. Under proper conditions, deconstruction of the

polymeric materials can also lead to structural modification

of the monomeric units, leading to materials such as furfural,

levulinic acid, and levoglucosan [343].

Chemical catalysis can play a key role in each of these

deconstruction processes, promoting conversions of raw

materials into individual polymers, and individual polymers

into low-molecular-weight compounds. This section

reviews examples of each type of process, showing how

catalysis leads to core building blocks for the biorefinery,

analogous to the initial building blocks manufactured by

the petrochemical industry. Although highly important to

overall biorefinery operation, further catalytic transfor-

mations of this initial set of building blocks to chemical

products is not included in this discussion.

The selective deconstruction of biomass for biorefinery

use is of particular importance when viewed in the context

of biomass availability. Biomass is exceedingly abundant.

A vast amount of renewable carbon is produced in the

biosphere, as much as 170 � 109 metric tons is fixed annu-

ally. This amount could supply almost all domestic organic

chemical needs, currently about 7–8% of our total nonre-

newable energy and materials consumption [344–347].

When measured in energy terms, the amount of carbon

synthesized is nearly ten times the world consumption

[348]. Cellulose, the most abundant organic chemical on

earth, has an annual production of about 90 � 109 metric

tons [349–351]. Lignin production by the pulp and paper

Fig. 33.24 Biomass

deconstruction is a key step in its

conversion to chemical products

and fuels
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industry is 30–50 � 106 metric tons/year [352]. The yearly

availability of renewables is most important, inasmuch as—

in contrast to petrochemicals—it makes this resource almost

unlimited, if used in a sustainable manner. Some projections

have world oil production peaking in the next 5–10 years

[353, 354]. It is unlikely that demand will decrease in line

with production. In the United States, energy consumption

has increased by more than 28%—about 21 ekajoules (EJ)—

during the last 25 years, with more than half of this energy

growth—about 11 EJ—occurring during the last 6 years,

indicating that other feedstock sources will be needed

[355]. Chemical catalysis has been a key contributor to the

success of the petrochemical industry, with more than 90%

of all processes using some form of catalysis [356].

It is reasonable to assume that catalysis tailored for the

specific features of biomass raw materials will play a similar

role within the biorefinery, both to effectively and sustain-

ably use this resource and to help address the growing needs

of the world.

Scope of the Review

Chemical catalysis for processes leading to cellulose, hemi-

cellulose, lignin, and their derivatives is an extremely broad

topic. It is also somewhat hard to define for biomass.

A number of different processes exist for separation of

biomass into its constituent biopolymers. The corn wet mill

produces carbohydrates as starch. The kraft process for

pulping of wood produces carbohydrates as cellulose, and

under certain conditions, isolable lignin. The kraft process

itself is stoichiometric, but extensive research has been done

on the use of catalytic amounts of additives to promote this

and related separations [357]. Many other separation pro-

cesses have been categorized under the term “pretreatment”

[358–361] and are linked closely to the generation of fer-

mentable sugars for fuel ethanol production, but can also

provide polymeric materials for chemical use. Some

pretreatments are solvolyses, which are technically non-

catalytic. Yet the active component of the solvent (e.g., a

proton) is not consumed within the molecular level mecha-

nism, and serves to promote the reaction in a catalytic sense.

Other systems are autocatalyzed through generation of a

catalytically active species over the course of the separation.

More recently, a new class of pretreatment has been getting

more scrutiny. Ionic liquids, i.e. salts that are molten at

"reasonable" temperatures, have shown the capacity for

completely solubilizing biomass. Ionic liquids are being

studied for several applications in biomass conversion

including complete solubilization, swelling of fibers for

increased digestibility, as a solvent system for increasing

enzymatic digestion, and as a co-pretreatment in conjunction

with other "standard" pretreatments.

The subsequent deconstruction of biopolymers into single,

low-molecular-weight chemicals, allows the identification and

definition of catalyst to become clearer. Chemical catalysis has

been used to improve many of these processes, and several

examples of these conversions are described below.

The options for practical operation of a biorefinery are

also complex. Very broadly, the biorefinery will have the

capability of deconstructing biomass into several categories

of outputs including:

• Constituent polymers of biomass

• Oligomeric fractions of these polymers

• Monomers comprising these polymers or oligomers

• Individual chemicals from structural reorganization of

other fractions

Ideally, biorefinery operation will be selective and flexi-

ble enough to switch among these categories depending on

the needs of the market. Moreover, these categories could, in

principle, be combined to provide diverse product profiles

[362, 363]. In one instance, the biorefinery would provide

cellulose, hemicellulose, and lignin. However, modification

of conditions could further transform the initially produced

carbohydrate polymers in situ, for example, hydrolyzing the

hemicellulose to xylose, and then converting it to furfural.

The Acetosolv process for the separation of wood is operated

in this manner [364]. Pulping of wood with the Formacell

process (pulping with HOAc/HCOOH mixtures) can pro-

duce cellulose, lignin, furfural, and 5-hydroxymethylfurfural

(5-HMF) as primary products [365]. Thus the exact choice

of operating mode and resulting product profile can be

strictly dependent on the needs of the biorefinery operators.

Even with this potential variability in operation types, it is

anticipated that the biorefinery industry will migrate toward a

small group of easily produced primary building blocks from

which a much larger group of final products will be derived.

This approach would directly parallel the petrochemical

industry, which uses seven primary building blocks for the

eventual production of tens of thousands of marketplace

products. The analogous group of primary building blocks

for the biorefinery has not yet been defined, making the

potential matrix of deconstruction processes and initial

outputs complicated. Using carbohydrate polymers again as

an example, hemicellulose, xylose, or furfural could each be

a biorefinery primary building block as they are all linked by

chemically catalyzed deconstruction processes.

In this section, we seek to identify materials that are the

reasonable first structures to arise from biomass deconstruc-

tion, and to describe how chemically catalyzed processes are

being developed for their production. For that reason, com-

mercially practiced processes that use catalysis, such as the

reduction of glucose to sorbitol, are mentioned only briefly

or not at all. Chemical catalysis will certainly play an addi-

tional role in the further conversion of these initial building

blocks into secondary intermediates or final marketplace
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products (e.g., oxidative conversion of levulinic acid into

succinic acid), but such multistep possibilities are outside

the scope of this discussion.

Separation of Biopolymers from Biomass
Raw Materials

Biomass raw materials are made up primarily of the three

biopolymers, cellulose, hemicellulose and lignin, and each of

these materials finds use as a chemical feedstock. A wide

variety of methods has been described for their separation

and isolation. The paper industry describes these processes as

pulping, whereas the biorefinery industry more normally

refers to them as pretreatments. The goal in each case is the

same: production of separate biopolymer streams for conver-

sion to final product outputs. The uses of chemical grade

cellulose are well known in industry and the literature and

include cellophane and various cellulose esters and ethers

[213]. Certain forms of lignin are also items of commerce

[366]. Chemical catalysis of the following pretreatment/

pulping processes has been examined to improve the initial

separation of lignocellulosics into their constituent polymers.

Dilute Acid Pretreatments
Within the context of the biorefinery, the use of dilute acid is

probably the most widely studied technology for the separa-

tion of the starting biomass raw material into its individual

components. This process has been and continues to be exten-

sively investigated, and the reader is referred to the many

reviews available in the literature [88, 358–361, 367–373].

Solvent Separation Processes
Biomass separation based on the use of organic solvents

(“organosolv” processes) offers more selective access to

the biopolymeric constituents of renewable raw materials,

as such operations normally give separate and high-quality

process streams of cellulose, hemicellulose, and lignin.

Several reviews on organosolv technology and the mecha-

nism of separation are available [374–380]. Most examples

of organosolv processes use volatile alcohols, such as meth-

anol and ethanol, however, a huge variety of additional

solvents has been employed, including 1,3-BDO, 1,4-BDO

[381], ethylene glycol [382], glycerol [383], phenol [384],

and organic acids under the names of Formacell, Milox, and

Acetocell [385–390]. Attempts to commercialize organosolv

technologies have also appeared as the Alcell, Organocell, or

ASAM processes [380, 391–397]. Because these processes

were primarily focused on new methods of producing cellu-

lose pulp for the paper industry, their expense precluded

commercialization. However, the selectivity of organosolv

technology makes it well suited for the production of chem-

ical building blocks from renewable raw materials.

In almost all organosolv processes, chemical catalysis

plays a necessary role, as solvents alone do not function

effectively for the separation of biomass [398]. The most

commonly employed processes, based on the treatment of

biomass with aqueous alcohols at elevated temperatures, are

autocatalyzed. Acetic acid is generated during the separation

process through hydrolysis of acetate groups present on the

hemicellulose polymer [392, 399–401]. Alternatively, acid

can be added to the separation medium prior to the process.

Adding acid catalyst normally allows lower separation

temperatures and milder conditions. Chemical catalysis has

proven to be of particular importance for the organosolv

separation of softwoods. Normally, softwoods are poor

substrates in solvent-based processes. However, the addition

of alkaline earth metals to alcohol separation processes has

resulted in effective softwood separation [398, 402–404].

An example of an acid-catalyzed organosolv biomass sep-

aration is the clean fractionation (CF) process, developed at

the NREL (Fig. 33.25) [405]. The process treats the biomass

with a ternary mixture of methyl isobutyl ketone (MIBK),

ethanol (EtOH), and water (H2O) in the presence of sulfuric

acid. The separation is carried out using a 16/34/50 ratio of

MIBK/EtOH/H2O for 56 min at 140�C in the presence of

0.025–0.2 M H2SO4 as standard conditions. The solvent mix-

ture selectively dissolves the lignin and hemicellulose

components, leaving the cellulose as an undissolved material

that can be washed, fiberized, and further purified. The soluble

fraction containing the lignin and hemicellulose is treated with

water, causing a phase separation yielding an organic phase

containing the lignin and an aqueous phase containing the

hemicellulose. Solvent removal gives CF lignin in high yield

as a shiny, brown, free-flowing powder exhibiting properties

consistent with other organosolv lignins, and a generally

lower-molecular-weight profile and greater solubility

in polar organic solvents than other lignins. CF appears to be

a very general process, and can be used for fractionation of a

wide range of biomass feedstocks including corn stover,

newsprint, bagasse, corn fiber, and rice straw.

Fig. 33.25 The NREL clean fractionation process

33 Biomass Conversion 1287



Steam Explosion and Related Processes
The steam explosion process is a rapid and decades-old

treatment process for lignocellulose that releases individual

biomass components through steam impregnation under

pressure, followed by a rapid pressure release. Steam explo-

sion is carried out using high-pressure steam and short con-

tact times [406–409]. This process has generally been used

as a method for preparing cellulose pulp but can also serve as

source of lignin. Alkaline extraction after explosion recovers

more than 90% of the lignin when wood is used as the

feedstock [410–414].

Catalysis of steam explosion processes has been carried

out, primarily through the addition of acid [371, 373, 415,

416] or SO2 to the separation. Added SO2 has been shown to

exhibit benefits in conversion yields and separation

conditions [417, 418]. The characteristics of the oligosac-

charides and lignin from these processes have been exam-

ined [410–414, 419].

The Kraft Process
Kraft pulping is the most widely used process in the world

for separating cellulose from wood, but is not normally

considered as a potential operating unit for biorefineries.

Certainly for new construction, use of the kraft process

would face considerable challenges, including the enormous

capital cost of a new plant. Nonetheless, the existing infra-

structure of the pulp and paper industry consumes more than

100 � 106 metric tons/year of wood, the majority of this

with kraft technology, offering a possible opportunity for

any underused capacity [103].

The process is conducted at the high pH in the presence of

sodium sulfide, sodium hydrosulfide, and sodium hydroxide

at 150–180�C for about 2 h (Fig. 33.26). Along with the

primary cellulose product, the process generates a solution

containing dissolved lignin, most of the wood’s hemi-

celluloses, and spent pulping chemicals (“black liquor”).

This solution is used in the kraft recovery boiler as a source

of power for the mill and fuel for chemical recovery

operations crucial to economic operation. The chemistry of

pulping reactions has been the subject of much study, and

summaries are available the literature [420–422].

The kraft process itself is stoichiometric, however, the

process can be improved through the addition of catalytic

amounts of anthraquinone (AQ, 1). The use of AQ in alka-

line pulping processes has been widely examined by the

industry [357, 423, 424].

As a catalyst, AQ offers a number of benefits, including

an increase in pulping rate, a decrease in the amount of

pulping chemicals used, a decrease in degradation of the

cellulose during pulping, and improvement of cellulose

bleaching processes. In the context of the biorefinery, these

improvements lead to faster production and higher yield of a

more easily purified cellulose biopolymer. AQ is typically

added at levels of 0.05–0.1% based on the weight of raw

wood feedstock used. Considerable mechanistic study has

been performed to determine how AQ exerts these effects

[425, 426].

Fig. 33.26 Overview of the kraft

process
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Deconstruction of Biorefinery Raw Materials
and Biopolymers to Monomeric Products

Initial separation of biomass raw materials can yield separate

streams of biopolymers, each of which has potential utility

as a product within the biorefinery. Further selective decon-

struction processes can convert these biopolymers into their

individual monomeric units, or to structurally rearranged

materials. The following are examples of processes that

have been improved through the use of chemical catalysis.

Polymeric Carbohydrate Hydrolysis Processes
The hydrolysis of polysaccharides into monomeric sugars is

a well-studied process; its mechanism is still believed to be

accurately described by the work of Saeman [427]. Its sig-

nificance is linked to the production of fermentable sugars

for ethanol manufacture. Many of these processes are based

on acid catalysis and overlap closely the pretreatment

methods described earlier [358, 359, 368]. Treatments with

both concentrated and dilute acids are well known as

methods for the hydrolysis of cellulose and hemicellulose,

as is the use of organic dicarboxylic acids as alternative

catalysts to mineral acids [428].

However, further cellulose deconstruction is considerably

more difficult after acid hydrolysis. Commercial processes

for acid hydrolysis of cellulose were known in the early part

of the twentieth century [429]. The use of either low- or

high-acid concentrations has disadvantages. At high

concentrations, corrosion-resistant reactors and an effective

acid recovery process are needed, raising the cost of

the intermediate glucose. Dilute acid treatments minimize

these problems, but a number of kinetic models indicate that

the maximum conversion of cellulose to glucose under these

conditions is 65–70% because subsequent degradation

reactions of the glucose to HMF and levulinic acid take

place. The modern biorefinery is learning to exploit this

reaction manifold, because these “decomposition” products

can be manufactured as the primary product of polysaccha-

ride hydrolysis (see below).

Carbohydrate Pyrolysis
Pyrolysis of C6 mono- and polysaccharides deconstructs the

polymer chain forming either levoglucosan or levoglu-

cosenone. In the presence of an acid catalyst (normally

H3PO4), levoglucosenone is also formed in low yields

(Fig. 33.27) [430–435]. The transformations are straightfor-

ward, but separation of these potential biorefinery building

blocks is complicated by the formation of considerable

amounts of tar. Nonetheless, attempts have been made to

develop levoglucosan as a commercial product [343].

The formation of levoglucosan and levoglucosenone is

found to be strongly dependent on the presence of catalytic

amounts of various cations during pyrolysis. However, the

literature is inconsistent regarding the effect of these

cations. By varying the amount of acid catalyst used, Faix

and coworkers were able to control the relative amount of

the two products [436, 437]. Transition metal catalysts

were also found to influence the course of the pyrolysis.

Addition of Fe or Cu increased the yield of levoglucosan

formation from wood or newsprint [438]. The presence of

Ca ions also increased the yield of these products, whereas

catalytic amounts of Na ions were found to decrease the

pyrolysis yields [439]. In contrast, earlier work indicated

that Li, K, and Ca ions all had a negative effect on the

pyrolysis process [440].

Carbohydrate Oxidation
A considerable amount of recent work has focused on the

oxidation of polymeric and monomeric carbohydrates in

aqueous media. In the context of the biorefinery, these pro-

cesses could be used for the preparation of oxidized

carbohydrates as primary outputs of biomass deconstruction.

Of particular interest are processes catalyzed with stable

oxygencentered radicals such as the nitroxyl radical

TEMPO (2) (2,2,6,6-tetramethylpiperidinoxyl) and using

bleach as the stoichiometric oxidant.

The reaction appears to be well suited for selective con-

version of biomass carbohydrates into their corresponding

oxidized derivatives. This system serves to oxidize several

polymeric carbohydrates including starches and pullulan

[441–444]. More recent work has described the TEMPO-

catalyzed introduction of carboxyl groups in native cellulose

and its different morphological forms [445–447], cellulose

derivatives [448], and the surface of cellulose nanocrystals

[449]. The related biopolymer, chitin, also is oxidized under

these conditions [450].

Under proper conditions, biomass deconstruction will

generate streams of monomeric or oligomeric carbohydrates,

with glucose and xylose (from cellulose/starch or hemicellu-

lose, respectively) being the most likely initial feedstocks.

Glucose oxidation in the presence of TEMPO and bleach has

been used for the production of glucaric acids (see below) by

selective, high-yield oxidation of the initial and terminal

carbons of the starting sugar [451–454].
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These materials can serve as novel polymer components in

the production of new polyhydroxylated polyamides [455] and

as starting points for the production of other biorefinery

intermediates. Conventional processes for the conversion of

sugars to aldaric acids use HNO3 as the oxidizing agent. How-

ever, yields of aldaric acids using these processes are only fair,

and the use of HNO3 as the oxidant is potentially hazardous

and environmentally unfriendly (NOx emissions). Develop-

ment of single-step biorefinery processes could make aldaric

acids a useful primary building block of the biorefinery.

Other carbohydrates can also undergo selective, high-

yield oxidation. For example, sucrose (the primary product

of the sugar industry) converts into the corresponding tricar-

boxylic acid [456].

Carbohydrate Dehydration
The removal of water from initially formed biomass sugars

is an important process for the production of primary

biorefinery building blocks. Of particular interest are 5-

HMF and levulinic acid (from the dehydration of glucose

or other C6 sugars) and furfural (from xylose dehydration).

Recent research has led to new catalytic processes for the

production of each of these materials.

Furfural. Dehydration of xylose, available from biorefinery

hemicellulose, leads to the production of furfural [457–459].

Although the process for furfural production has been

known for decades and is applicable to most any C5-sugar-

containing feedstock [460–463], it is not highly efficient,

with commercial yields generally around 50% [464]. Cur-

rent research is directed at improving the production of

furfural from xylose or hemicellulose with new catalytic

transformations. Improvement of process conditions for the

standard H2SO4-catalyzed furfural production from the

xylose in corn cobs was realized by use of HCl, leading to

an 85% furfural yield [465]. A related process charges dry

feedstock with catalytic gaseous HCl, minimizing decompo-

sition reactions through a more rapid removal of furfural

from the reactor [466].

The need to recover homogeneous acid catalysts in the

production of furfural has spurred the investigation of acidic

heterogeneous catalysts to promote the dehydration of C5

sugars. A relatively high conversion of xylose to furfural

was reported using heterogeneous sulfonated mesoporous

silicas [467]. Rapid removal of furfural from the reaction

mixture using supercritical CO2 has been examined as a

method to improve furfural yields [468, 469]. Combining

supercritical CO2 extraction with xylose dehydration in the

presence of sulfated titania and zirconia catalysts, led to high

furfural yields at high xylose conversions [470]. Faujasite

and mordenite catalysts have been examined as acid

catalysts [471]. The presence of metal oxides has also been

reported to improve furfural yield [461].

Levulinic acid. Dehydration of glucose or other monomeric

and polymeric C6 sugars leads to the direct formation of

levulinic acid (LA) as a potential primary building block for

the biorefinery, and several reviews have described its poten-

tial commercial utility [472, 473]. The preparation of

levulinic acid is not difficult, although the mechanism

of its formation from carbohydrates is complex, and offers

several alternative decomposition pathways (33.3) [474].

Fig. 33.27 Production of

levoglucosan and

levoglucosenone
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Dehydration of glucose in the presence of microporous

pillared clays has also been explored but, the selectivity to

levulinic acid was low [475].

The most widely used approach for producing levulinic

acid is the direct hydrolysis of biomass or carbohydrates,

catalyzed by aqueous acid [473, 475–478]. However, this

forms large amounts of side products and intractable

materials, requiring an expensive separation that drives up

its cost. Several years ago, a new process developed by

the Biofine Corporation eliminated many of the existing

production problems. The Biofine process also uses acid

hydrolysis of carbohydrate sources (cellulose, starch, paper

mill sludge, urban waste paper, agricultural residues, or

paper fines) to produce LA, but in a novel, two-reactor

system that minimizes sideproduct formation and associated

separation problems (Fig. 33.28) [479, 480].

The process supplies carbohydrate-containing materials

to a first reactor where they are briefly hydrolyzed at

210–230�C in the presence of mineral acid. This initial

hydrolysis produces hydroxymethylfurfural, which is

removed continuously and supplied to a second reactor.

In the second reactor, the hydroxymethylfurfural is

hydrolyzed further at 195–215�C for 15–30 min to produce

levulinic acid, which is again continuously removed. The

yield of LA is 75% or greater, based on the C6 content of the

carbohydrate containing starting material, one of the highest

reported. Two real strengths of this process are its relative

insensitivity to the type of feedstock employed and the wide

availability of feedstock sources. Any material containing

C6 sugars will serve as a good starting material. The result is

a cost-effective process, making it suitable as a starting

material for a wide variety of products. Economic

projections indicate that the LA production cost using this

process could be as low as $0.08–$0.12/lb depending on the

scale of the operation. This cost is consistent with the use of

levulinic acid as a primary biorefinery building block.

5-HMF. Dehydration of C6 sugars also produces 5-HMF

(shown above),which is an intermediatewithin the dehydration

mechanism leading to levulinic acid. 5-HMF has been

suggested as a potential primary building block for the

biorefinery [481–483], but its relatively high instability and

associated difficulties in its isolation have hindered its

development.

Polymeric carbohydrates available from the biorefinery

can serve as starting materials for 5-HMF. Recently, LaCl3
has been used to catalyze the conversion of cellulose to

5-HMF (along with glucose, levulinic acid, and cellobiose)

at elevated temperatures in water [484].

A primary reason for low yields of 5-HMF is its rapid

conversion to levulinic acid in aqueous media. However,

catalysis of the transformation with lanthanides has led

to dramatic increases in the yield of 5-HMF. The effective-

ness of different lanthanide cations has been surveyed

[485, 486]. In nonaqueous solvents, such as DMSO, almost

quantitative yields of 5-HMF have been reported [487].

Performing the dehydration in the presence of activated

carbon (to adsorb the generated 5-HMF) has also been

reported as effective [488].

Recent work has investigated the selective catalytic dehy-

dration of fructose (available from corn starch) and related

sugars such as glucose, sucrose, and inulin as a source of 5-

HMF. Standard preparation of 5-HMF is carried out using

aqueous acid catalysts [489–491]. The process can be

improved by dehydrating the fructose with an Amberlyst

catalyst in an ionic liquid as the reaction medium. Other

solid acid catalysts have been reported [492–494]. Sub- and

supercritical acetone has also been used as an alternative

medium to improve 5-HMF production [495]. 5-HMF yields

of 80% were reported under these conditions in comparison

to control reaction yields of only 50% [496]. A number of

heterogeneous catalysts have been used to promote this

transformation [478]. The use of vanadyl phosphate doped

Fig. 33.28 The biofine process

33 Biomass Conversion 1291



with trivalent metal cations has been reported as effective for

the production of 5-HMF in high yield without the formation

of polymeric byproducts [497]. Niobium phosphate catalysts

have also been investigated [498, 499], as well as acidic

mordenites [500]. A mechanism for the catalytic reaction

over zeolites has also been suggested [501].

Lignin Deconstruction
Deconstruction of lignin has been carried out for over a

century, but in a largely nonselective manner. There is no

doubt that lignin is widely available. It contributes as much

as 30% to the weight of lignocellulosic biomass, making it

second only to cellulose as a source of renewable carbon.

Because lignocellulosic will be a major raw material source

available to the biorefinery, isolation of sugars for use in one

operating unit of the biorefinery guarantees a parallel lignin

process stream. Moreover, the separation processes

described earlier will provide separate carbohydrate and

lignin components. Lignin’s native structure (a complex

network of oxygenated aromatic rings) certainly suggests

that it could play a central role as a new chemical feedstock.

But today’s reality is that lignin is routinely relegated to very

low value uses when considered as a biorefinery process

stream. In the pulp and paper industry, the bulk of the

removed lignin is used as a boiler fuel for chemical recovery.

In other parts of the process, elegant bleaching sequences

have been developed for the sole purpose of nonselectively

converting residual lignin remaining with the cellulose into

small, low-molecular-weight materials that are easily

washed out [502]. Catalysis is playing a role in these pro-

cesses [503–513]. Nonetheless, more selective catalytic lig-

nin conversion processes continue to be examined [514].

General lignin oxidation processes. A vast amount of work

has been done on lignin oxidation, primarily to understand

and develop new pulp bleaching processes. More recently,

the use of catalytic processes has been examined. If made

selective, these types of processes could yield a broader

family of lignin-derived primary building blocks. Because

of the complexity of lignin’s structure, much of the actual

research has been carried out using lignin models. The

oxidation of lignin models with HOOH in the presence of

Co catalysts has been studied [515, 516].

Several more selective oxidation processes have been

examined for the conversion of lignin to biorefinery building

blocks. Oxidation of lignin residue from dilute acid

pretreatment leads to a stream of mixed aromatic aldehydes

[517]. Cu-catalyzed lignin oxidation with oxygen leads to

the production of monomeric phenols [518]. Improved sep-

aration technology can allow effective use of these mixed

streams within the biorefinery [519, 520]. Modeling has

shown lignin conversion into quinones using cobalt and

heteropolyacid catalysts [521–523]. and aromatic aldehydes

with catalytic NO2 in the presence of oxygen [524].

Phenol hydrogenation. In principle, appropriate lignin

deconstruction processes will provide a stream of mixed

phenols. Reduction of these phenols will leads to a new

source of cyclic aliphatic alcohols of potential use in the

manufacture of adipic acid derivatives. Several catalytic

processes for these types of reductions have appeared for

phenol and should be applicable to lignin-derived mixed

phenols. Phenol itself is reduced to cyclohexanol in the

presence of various heterogeneous catalysts based on Pd

[525–530].

Vanillin. Catalytic oxidation of lignin has long been used as

a source of vanillin. For the most part, yields in these

processes tend to be very low, generally less than 10%.

However, vanillin production can be used to provide a

low-volume, high-value revenue stream within certain

lignin-generating operations [531, 532]. The mechanism of

the transformation has been reported [533–537].

Conclusions

Deconstruction of biomass raw materials offers the

biorefinery access to a large number of both polymeric and

monomeric primary building blocks. Biomass offers signifi-

cant flexibility as to the product slate that various separation

processes may realize. These materials, which are the

biorefinery analogues to ethylene, propylene, BTX, and

other building block chemicals of the petrochemical refinery,

will serve as the platforms from which much larger families

of products can be produced. Importantly, these processes

also offer access to a wide range of new structures that can

complement those currently available from the petrochemi-

cal industry. The challenge in using these materials will be

development of appropriate technology tailored to accom-

modate these structures and facilitate their conversion into

biorefinery intermediates and final products.

Thermochemical Biomass Conversion

Introduction

Biomass combustion has been a source of heat and light for

thousands of years and is one of the oldest examples of

thermochemical biomass conversion. More recently, bio-

mass thermochemical conversion processes and

technologies are receiving renewed attention as concerns

about the sustainability of energy resources increase and

mounting evidence of global climate change brought about
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by fossil fuel consumption continues to be revealed.

Advances in crop production and harvesting, collection,

and use of biomass from thinning operations for improved

forest health, and utilization of biomass residues can provide

lower-cost biomass feedstocks. Integrating lower-cost

feedstocks with advances in higher-efficiency biomass ther-

mochemical conversion processes for the production of

fuels, chemicals, and combined heat and power, provides a

number of realizable social, economic, energy, and infra-

structure security benefits for the future [11, 538, 539].

As defined above, biomass materials can be quite varied

with a wide range of physical, fuel, and chemical properties.

This variability in the inherent properties of biomass

resources determines conversion technology options that

are appropriate for specific applications.

Thermochemical conversion applications are generally

fuel-flexible when it comes to variations in biomass compo-

sition. The main biomass fuel properties that affect the long-

term technical and economic success of a thermochemical

conversion process are moisture content, fixed carbon and

volatiles content, impurity (S, N, Cl) concentrations, and

ash content. Collectively, these properties affect the

energy density of biomass fuels. The higher heating value

of biomass on a dry and ash-free basis is typically around

8,000–9,000 Btu/lb (18.5–20 MJ/kg). High moisture and ash

contents reduce the usable energy of biomass fuels propor-

tionally. Therefore, from an energy perspective, maximum

system efficiencies are possible with dry, low-ash biomass

fuels. However, drying biomass can be costly and low-ash

biomass resources are generally considered premium fuels

that tend to be more expensive.

The bulk density of biomass feedstocks is also quite low

compared to traditional fossil fuels. Lower bulk densities

and lower energy densities translate into higher costs for

feedstock preparation, handling, and transportation, putting

biomass conversion technologies at an economic disadvan-

tage in current energy markets. Consequently, biomass utili-

zation is most advantageous when the feedstock is either a

high-volume waste product of an existing system or is read-

ily available in close proximity to the conversion plant.

Examples of this can be found in the pulp and paper and

wood products industries. In fact, the pulp and paper indus-

try is the largest generator and consumer of biomass energy

in the form of process heat and electricity produced from

black liquor recovery boilers and bark/hog fuel boilers.

Agricultural practices for grain production also provide the

potential to use localized residues such as straws and stover

in biomass thermochemical processes. In the future, dedi-

cated energy crops such as switch-grass, poplar, and willow

could potentially provide a renewable sustainable source of

fuel for thermochemical conversion processes.

Important biomass fuel properties for thermochemical

conversion processes are reported as proximate and ultimate

analyses. The proximate and ultimate analyses for selected

biomass feedstocks are presented in Table 33.5. For compar-

ison, the analyses from two selected coal samples are also

presented. Biomass generally has a lower energy density

than coal, oils, and natural gas; it also has higher oxygen

content. The higher volatiles and oxygen content of biomass

translate into a higher reactivity compared to traditional

fossil fuels. In terms of thermochemical conversions, this

means that less severe process conditions (lower temperature

and shorter residence time) are required for biomass-fueled

systems. The chemical composition of biomass ash and the

concentration of S, N, and Cl in the biomass can have

detrimental impacts on long-term system operability and

environmental performance.

Biomass can be used in thermochemical processes to

produce heat and electricity, as with other renewable energy

technologies. However, biomass resources are uniquely

Table 33.5 Proximate and ultimate analyses of selected biomass feedstocks

Eucalyptus Poplar Willow Switchgrass

Rice

straw

Wheat

straw

Corn

stover

Almond

shells

Alfalfa

stems

Black

Thunder coal

Pittsburgh #8

coal

HHV, MJ/

kg, dry

19.18 19.46 19.34 18.36 14.71 17.64 18.06 19.01 18.63 29.75 31.80

Proximate wt.% as received

Ash 0.48 1.16 0.85 4.22 17.30 6.55 4.75 2.80 4.78 5.08 7.90

Volatile 78.52 80.99 76.52 72.73 65.62 75.54 75.96 70.13 71.59 42.70 36.80

Fixed carbon 11.66 13.05 12.40 14.89 14.23 16.22 13.23 19.22 14.34 30.91 1.14

Moisture 9.34 4.80 10.23 8.16 7.35 6.58 6.06 7.85 9.29 21.30 54.16

Ultimate wt.% as received

Moisture 9.34 4.80 10.23 8.16 7.35 6.58 6.06 7.85 9.29 21.30 1.14

C 44.89 47.05 44.07 43.04 35.42 41.96 43.98 46.20 42.79 55.01 78.02

Oa 39.92 41.01 39.21 38.58 34.14 39.28 39.10 36.94 35.09 0.74 1.36

N 0.13 0.22 0.32 0.53 0.81 0.40 0.62 0.68 2.43 0.38 2.78

S 0.03 0.05 0.03 0.10 0.17 0.14 0.10 0.03 0.18 13.45 3.93

Clb 0.05 <0.01 <0.01 0.46 0.54 0.21 0.25 0.01 0.45 0.06 0.09
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suited for conversion into liquid transportation fuels,

chemicals, and materials. Thermochemical conversion of

biomass into heat and power, transportation fuels, and chem-

ical feedstocks is achieved by using one of three processes:

pyrolysis, gasification, or combustion. All of these processes

effectively use thermal energy to dehydrate, devolatilize,

depolymerize, and oxidize, partially or completely, lignocel-

lulosic materials to varying degrees. These thermochemical

conversion processes are arranged in Fig. 33.29 in terms of

process severity that can be considered a function of temper-

ature and residence time. Increased temperature also

correlates with increasing oxidation, especially for

autothermal processes. Pressure does not necessarily affect

process severity but can affect the product composition of

thermochemical conversion.

Biomass pyrolysis is the thermal depolymerization of

biomass at modest temperatures in the absence of added

oxygen. The slate of products from biomass pyrolysis

depends on the process temperature, pressure, and residence

time of the liberated pyrolysis vapors [540–543]. Charcoal

yields of up to 35% [544] can be achieved for slow pyrolysis

at low temperature, high pressure, and long residence time.

Flash pyrolysis is used to optimize the liquid products in an

oil known as bio-crude or bio-oil [542]. High heating rates

and short residence times enable rapid biomass pyrolysis

while minimizing vapor cracking to optimize liquid product

yields with up to 80% efficiency. Hydrothermal upgrading is

a related process that produces a bio-oil product that

converts wet biomass at high pressures into oxygenated

hydrocarbons. Biomass liquefaction converts wet biomass

feedstocks into liquid hydrocarbons at low temperatures in a

high-pressure hydrogen environment.

Biomass gasification consists of several elementary steps

that occur during the partial oxidation of biomass by a

gasifying agent, generally air, oxygen, or steam. Initial

heating of the biomass leads to evaporation of water.

A further increase in temperature initiates biomass pyrolysis

followed by the partial oxidation of pyrolysis vapors. The

char remaining after a biomass particle is devolatilized is

also gasified. The biomass gasification product gas is a low-

to medium-energy content gas (depending on the gasifying

agent), known as synthesis gas or syngas, that consists

mainly of CO, H2, CO2, H2O, N2, CH4, and other

hydrocarbons. Minor components of the product gas include

tars, sulfur and nitrogen oxides, alkali metals, and

particulates. These minor components of the product gas

potentially threaten the successful application of down-

stream syngas utilization processes. Gas composition and

quality are dependent on a wide range of factors including

feedstock composition, type of gasification reactor, gasifica-

tion agents, stoichiometry, temperature, pressure, and the

presence or lack of catalysts.

Biomass combustion systems range from very small-

scale home heating applications (wood and pellet stoves)

to small-scale commercial heating applications (furnaces

and boilers) to modest-size biomass power plants

(20–50 MWe) to large-scale recovery boilers (400 MWth)

used in the pulp and paper industry. Direct biomass combus-

tion systems can be used to generate process heat and elec-

tricity through traditional Rankine steam cycles at relatively

Fig. 33.29 General product

composition as a function of

process severity for biomass

thermochemical processes
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low (17–25%) thermal conversion efficiencies. Biomass can

also be co-combusted with coal to take advantage of the high

efficiency of large-scale pulverized-coal-fired power plants.

Biomass combustion processes are generally feasible only if

feed-stocks contain less than ~50% moisture.

Each of these thermochemical conversion processes has

unique technical barriers and challenges that have been

overcome with varying degrees of technical and economic

success. The applications of these thermochemical conver-

sion technologies are also in various stages of commercial

application. For example, biomass combustion and biomass

pyrolysis for production of a specific food additive are com-

mercially practiced. Other technologies such as biomass

gasification and use in integrated combined cycles for

power production are in the demonstration stage. The tech-

nical details and challenges facing present and future appli-

cation of these thermochemical biomass conversion

processes are discussed in the following sections.

Pyrolysis

Pyrolysis as defined is a process of thermal decomposition

occurring in the absence of oxygen. Pyrolysis of biomass is a

complicated multistage reaction for which many pathways

and mechanisms have been proposed [545–552]. The best

known is the model developed by Broido and Shafizadeh

[553, 554] for pyrolysis of cellulose that can be also applied,

at least qualitatively, to whole biomass (Fig. 33.30).

As shown in this model, pyrolysis of cellulose always

results in solid, liquid, and gaseous products. However, the

proportions of the product yields can change depending on

the process conditions. The knowledge of thermodynamics

and kinetics of the reaction pathways allows us to adjust the

conditions to maximize the yield of desired products. Dehy-

dration of cellulose is exothermic, whereas depolymerization

and secondary vapor cracking are endothermic and have

higher activation energy than dehydration. Therefore, lower

process temperature and longer vapor residence times will

favor the production of charcoal. High temperature and longer

residence time will increase the biomass conversion to gas,

and moderate temperature and short vapor residence time,

necessary to minimize secondary cracking, are optimum for

producing liquids. Table 33.6 provides data on the product

distribution obtained by different modes of pyrolysis process.

Pyrolysis is always the first step in biomass thermochem-

ical processes in which it is followed by total or partial

oxidation of the primary products. Pyrolysis of biomass has

been practiced for many thousand years to produce charcoal.

In 1996, the world annual charcoal production was estimated

at 100 million tons [544, 555]. Charcoal is a very important

fuel in developing countries and is still a highly desired

reductant in the metallurgical industry because of its low

sulfur and mercury content. Large amounts of charcoal are

also used to produce activated carbons extensively used for

cleaning water and air. Charcoal is produced by a slow

pyrolysis process occurring at temperature 350–450�C with

low biomass heating rates (1–10�C/min). In most processes,

part of the raw material is oxidized, using a limited air

access, to provide heat for the process. Although charcoal

formation reactions are slightly exothermic, heat is needed

for drying biomass, which always contains moisture.

Existing charcoal plants range from earth mound kilns to

retorts operating in batch mode (cycles from 20 days to 24 h)

Fig. 33.30 Broido and

Shafizadeh model for pyrolysis

of cellulose

Table 33.6 Modes of pyrolysis and typical products of wood pyrolysis

Liquid (%) Char (%) Gas (%)

Fast pyrolysis 75 12 13

Moderate temperature and short

residence time, particularly

vapor

Carbonization 30 35 35

Low temperature and long

residence time

Gasification 5 10 85

High temperature and long

residence times
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to continuous shaft reactors having throughput up to

30 t/day. Depending on the production method, the yields

of charcoal can vary from 10 to 35% based on dry wood.

In the more developed processes (Degussa, Lambiotte,

Lurgi) byproducts such as acetic acid, methanol, and other

chemicals are also recovered. The technologies for produc-

ing charcoal have been reviewed in many textbooks [556]

and a comprehensive review of the fundamentals of slow

pyrolysis processes was recently published [544].

Fast Pyrolysis
Fast pyrolysis is one of the most recent renewable energy

processes developed to maximize the production of the

liquid product, bio-oil. It has achieved commercial status

for production of chemicals and is very close to commercial-

ization for the production of liquid fuels. Although related to

the traditional slow pyrolysis processes for making charcoal,

fast pyrolysis is carried out at a higher temperature

(450–550�C) and with much higher biomass heating rates

(100–1,000�C/s). As a result, biomass decomposes to gener-

ate mostly vapors, gases, and aerosols, and less charcoal.

After cooling and condensation of the volatiles, a dark

brown liquid is formed that has a heating value about half

that of conventional fuel oil.

The essential features of a fast pyrolysis process are:

• Very high heating and heat transfer rates, usually requir-

ing a finely ground biomass feed

• Carefully controlled pyrolysis reaction temperature of

around 500�C in the vapor phase, with short vapor resi-

dence times of typically less than 2 s

• Rapid cooling of the pyrolysis vapors to give the bio-oil

product

The main product, bio-oil, is obtained in yields of up to

75% wt on dry feed basis, together with byproduct char and

gas, which are used within the process, so there are no waste

streams. Several reviews on fast pyrolysis have been

published in recent years that cover, the production, utiliza-

tion, storage, and upgrading of biomass pyrolysis oils

[540, 541, 543, 557–564].

A wide range of reactors such as bubbling and circulating

fluidized beds, ablative, entrainment, rotating cone, auger,

and vacuum have been operated. Fluidized beds were the

most often used because of their ease of operation and ready

scaleup. A typical bubbling fluidized-bed configuration

presented in Fig. 33.31 uses the byproduct gas and char to

provide the process heat. It also includes the necessary steps

of drying the feed to less than 10% water to minimize the

water in the product liquid oil, and grinding the feed to

around 2 mm to supply sufficiently small particles to ensure

rapid reaction.

Bio-oil from rapid pyrolysis is usually a dark brown, free-

flowing liquid having a distinctive smoky odor. It has signifi-

cantly different physical and chemical properties compared to

the liquid from slow pyrolysis processes, which is more like a

tar. Bio-oils are multicomponent mixtures comprised of dif-

ferent size molecules derived primarily from depolymeriza-

tion and fragmentation reactions of the three key biomass

building blocks: cellulose, hemicellulose, and lignin. There-

fore, the elemental composition of bio-oil resembles that of

biomass rather than that of petroleum oils. Basic properties of

bio-oils are shown in Table 33.7. More detail on fuel-related

characteristics is provided in the literature [565].

The single most abundant bio-oil component is water.

The other major groups of compounds identified are

hydroxyaldehydes, hydroxyketones, sugars, carboxylic

acids, and phenolics. Most of the phenolic compounds are

present as oligomers having a molecular weight ranging

from 900 to 2,500. The presence of oxygen in many bio-oil

components is the primary reason for differences in

properties and behavior from those of fossil hydrocarbon

Table 33.7 Typical properties of wood derived bio-oil

Physical property Typical value

Moisture content 15–30%

pH 2.5

Specific gravity 1.20

Elemental analysis

C 56.4%

H 6.2%

O 37.3%

N 0.1%

Ash 0.1%

HHV as produced (depends on moisture) 16–19 MJ/kg

Viscosity (at 40 �C and 25% water) 40–100 cp

Solids (char) 1%

Vacuum distillation residue Up to 50%

Fig. 33.31 Model for bio-oil

production from biomass
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fuels. Because of its high oxygen, bio-oil has an energy

density (heating value) that is less than 50% of that for

conventional fuel oils and it is also immiscible with hydro-

carbon fuels. An even more important consequence of the

organic oxygen in bio-oil is its limited stability.

Liquid bio-oil can be easily transported and stored.

Czernik and Bridgwater reviewed the research on use of

bio-oils for heat and power generation, showing that it is

possible and usually only requires minor modifications of

existing equipment [544]. Bio-oil has been successfully used

as boiler fuel and also showed promise for diesel engines and

gas turbines [543, 559, 565–578]. Upgrading bio-oil to a

quality for liquid transportation fuels still poses several

technical challenges and is not currently economically

attractive [543, 558, 577, 579–582].

Slow Pyrolysis
For many centuries, wood slow-pyrolysis liquids were a major

source of chemicals such as methanol, acetic acid, turpentine,

and tars. At present,most of these compounds can be produced

at a lower cost from other feedstocks derived from natural gas,

crude oil, or coal. Though more than 300 compounds have

been identified in wood fast pyrolysis oil, their amounts are

small. Isolation of specific single compounds is seldom practi-

cal or economical, because it usually requires complex sepa-

ration techniques. Some chemicals produced from the whole

bio-oil or by its fractionation are already commercial products.

Liquid smoke food flavoring is one example. A few others

such as pyrolytic lignin as phenol replacement in resins and

bio-oil-based slow-release fertilizer have a chance for short-

term commercialization, especially in the context of a bio-

refinery based on a fast pyrolysis process. Commercialization

of specialty chemicals such as glycolaldehyde or levoglucosan

[583] from bio-oil requires more work to develop reliable low-

cost separation procedures.

Gasification

Biomass gasification can effectively convert a very hetero-

geneous material into a consistent gaseous fuel intermediate

for heating, industrial process applications, electricity gener-

ation, and liquid fuels production. Biomass gasification is a

complex thermochemical process that consists of a number

of elementary chemical reactions, beginningwith the thermal

decomposition of a lignocellulosic fuel followed by partial

oxidation of the fuel with a gasifying agent, usually air,

oxygen, or steam [584]. Volatile matter released as the bio-

mass fuel is heated partially oxidizes to yield the combustion

products H2O and CO2, plus heat to continue the endothermic

gasification process. Water vaporizes and biomass pyrolysis

continues as the fuel is heated. Thermal decomposition and

partial oxidation of the pyrolysis vapors occur at higher

temperatures, and yield a product gas composed of CO,

CO2, H2O, H2, CH4, other gaseous hydrocarbons (including

oxygenated hydrocarbons from some processes), tars, char,

volatile inorganic constituents, and ash. A generalized reac-

tion describing biomass gasification is as follows.

biomassþ O2ðorH2OÞ ! CO,CO2;H2O,H2,CH4

þ other hydrocarbons! tarþ charþ ash

! HCN + NH3 þ HClþ H2S

þ other sulfur gases (33.1)

The actual amount of CO, CO2, H2O, H2, tars, and

hydrocarbons depends on the partial oxidation of the volatile

products, as shown in (33.2).

CnHm þ ðn=2þ m=4ÞO2

! nCOþ ðm=2ÞH2O (33.2)

The char yield in a gasification process can be optimized

to maximize carbon conversion or the char can be

combusted to provide heat for the process. Char is partially

oxidized or gasified according to the following reactions.

Cþ 1

2
O2 ! CO (33.3)

Cþ H2O! COþ H2 (33.4)

Cþ CO2 ! 2CO (Boudouard reaction) (33.5)

The gasification product gas composition, particularly the

H2/CO ratio, can be further adjusted by reforming and shift

chemistry. Additional hydrogen is formed when CO reacts

with excess water vapor according to the water–gas shift

reaction.

COþ H2O$ CO2 þ H2 (33.6)

Reforming the light hydrocarbons and tars formed during

biomass gasification also produces hydrogen. Steam

reforming and so-called dry or CO2 reforming occur

according to the following reactions and are usually pro-

moted by the use of catalysts.

CnHm þ nH2O! nCOþ ðnþ m=2ÞH2 (33.7)

CnHm þ nCO2 ! ð2nÞCOþ ðm=2ÞH2: (33.8)

The actual biomass gasification product gas composition

depends heavily on the gasification process, the gasifying

agent, and the feedstock composition [585, 586].
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Gasifier Reactor Designs
Four primary types of biomass gasification systems have

been developed. These include fixed-bed reactors, bubbling

fluidized-bed reactors, circulating fluidized-bed reactors,

and entrained-flow reactors. Fixed-bed gasifiers can be clas-

sified primarily as updraft and downdraft [587]. Updraft

gasifiers represent the oldest and simplest gasifiers. The

updraft gasifier is a counterflow system where fuel is

introduced into the top of the gasifier and flows downward

and the gasifying medium is introduced below the grate and

flows upwards through the reactor. Feed particle size needs

to be controlled to maintain a uniform bed.

Char burns in the combustion zone at the bottom of the

reactor, forming CO2 and steam, which flow upward through

the bed. Residual ash is removed from the bottom of the

reactor at the grate. Operational problems can be avoided for

feeds with low-melting-point ash by carefully controlling the

temperature in the combustion zone or with fuel blending or

additives to alter the ash chemistry on the grate.

The exothermic combustion reactions supply the energy

to drive gasification, pyrolysis, and drying. Above the com-

bustion zone is the reduction zone where CO2 and H2O are

partially reduced to CO and H2 according to reactions (33.4)

and (33.5). The next area of the reactor is the pyrolysis zone

where these gases are hot enough to devolatilize the biomass

to produce pyrolysis products and residual char. At the top of

the reactor the product gases and pyrolytic vapors dry the

wet biomass. Product gases exit the gasifier at temperatures

(typically 80–100�C) higher than the dew point of the prod-

uct gas. A wide range of condensable tars and oils is pro-

duced in the pyrolysis zone. These can condense in transfer

lines at the output of the gasifier. For this reason, updraft

gasifiers are usually operated in a close-coupled mode to a

furnace or boiler to produce steam or hot water.

In downdraft gasification, the gasifying medium and bio-

mass fuel both flow in the same direction as the solid bed.

This design tends to minimize tar and oil production. The

fuel and pyrolytic gases and vapors move co-currently

downward through the bed. The pyrolysis products pass

through hot char (about 15% of the original feed) into a

combustion zone where they mix with air and are thermally

cracked and partially oxidized. The oxidizer concentration

diminishes downstream of the combustion zone forming a

reduction zone. The remaining hot char in the reduction zone

reduces some of the combustion products, CO2 and H2O, to

CO and H2. The product gas exits the gasifier at fairly high

temperature, around 700�C. Downdraft gasification systems

typically have low overall thermal efficiency because of heat

losses from the product gases, however, tar conversion is

high, greater than 99%, and is a function of temperature,

combustion efficiency, and channeling.

Downdraft and updraft gasifiers have the same general

constraints on feed properties. The feed needs to have a

fairly uniform particle size with few fines to maintain bed

physical properties and minimize channeling. A low-ash

feed with a high fusion temperature is also preferred to

prevent slagging. Feed moisture content also needs to be

less than about 20% to maintain the high temperatures

required for tar cracking. A variation on the downdraft

gasifier is the crossflow gasifier in which air is introduced

tangentially at the bottom of the reactor. The principle of

operation of the crossflow gasifier is the same as the down-

draft gasifier.

Alternative gasifier designs are based on more complex

reactor systems to maximize heat transfer and gas–solid

interactions by introducing biomass into a moving bed of

high-temperature solids [588]. In a gas–solid fluidized bed, a

stream of gas passes upwards through a bed of selected free-

flowing granular materials such as silica, olivine, limestone,

dolomite, or alumina. A gas distribution manifold or series

of sparge tubes [589–591] is used to maintain gas velocities

high enough to freely circulate the widely separated solid

particles so that the bed resembles a boiling liquid and has

the physical properties of a fluid.

Above the bed in a fluidized-bed gasifier, the cross-

sectional area of the reactor is increased to produce a

disengaging zone where the superficial gas velocity is

below fluidization velocity [592]. This allows the entrained

sand particles to fall back down and maintain the bed inven-

tory over time. This larger cross-sectional area zone, or

freeboard, can be extended to obtain the total desired gas-

phase residence time for complete devolatilization. Eroded

bed material or fine char and ash particles that escape the

reactor can be collected in a cyclone and either returned to

the bed or removed from the system.

In a fluidized-bed gasifier, the oxidizer (air, oxygen, or

steam) typically doubles as the fluidizing medium. Biomass

can be introduced either on top of the bed or through an

auger into the bed. In-bed feeding improves the conversion

of fine particles that would otherwise be entrained in the

fluidizing gas if they were introduced on top of the bed.

As biomass is introduced into the bed, the organic pyrolysis

vapors are released and partially oxidized in the bed. The

exothermic combustion provides the heat to maintain the bed

temperature around 800�C and to volatilize additional bio-

mass. Bed temperature is governed by the desire to obtain

complete devolatilization (95–99% carbon conversion) vs.

the need to maintain the bed temperature below the ash-

fusion temperature of the biomass ash.

As the gas flow in a bubbling fluidized bed is increased, a

turbulent fluidized bed is formed. The gas bubbles become

larger, larger voids are formed in the bed, and more solids are

entrained in the exit gas flow. A circulating fluidized-bed

system results if these solids are collected, separated from the

gas, and returned to the bed through a continuous solids circu-

lation loop. A circulating fluidized bed differs from a bubbling
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fluidized bed in that there is no distinct separation between the

dense solids zone and the dilute solids zone. Circulating

fluidized-bed densities are about 560 kg/m3 compared to a

bubbling-bed density of 720 kg/m [593]. To achieve the

lower bed density, gas rates are increased from the

1.5–3.7 m3/s of bubbling beds to about 9.1 m3/s. The residence

time of the solids in a circulating fluidized bed is determined by

the solids circulation rate, the solids attrition rate, and the

collection efficiency of the solids separation device.

Biomass-Gasification Product Gas
Various gasification technologies have been investigated for

converting biomass into a gaseous fuel. The energy content

of the gasification product gas ranges from 5 to 15 MJ/Nm3

and is considered a low-to-medium energy-content gas com-

pared to natural gas (35 MJ/Nm3) [594, 595]. The relative

amount of CO, CO2, H2O, H2, and hydrocarbons depends on

the stoichiometry of the gasification process and the selected

gasification medium. The air/fuel ratio in a gasification

process generally ranges from 0.2 to 0.35 and if steam is

the gasifying agent, the steam/biomass ratio is around 1.

If air is used as the gasifying agent, then roughly half of

the product gas is N2 [596].

Air-blown, or directly heated gasifiers, use the exothermic

reaction between oxygen and organics to provide the heat

necessary to devolatilize biomass and to convert residual

carbon-rich chars. In these directly heated gasifiers, the heat

to drive the process is generated internally within the gasifier.

Thus, when air is used, the resulting product gas is diluted with

nitrogen and typically has a dry-basis calorific value of about

5–6 MJ/Nm3. The dry-basis calorific value of the product gas

can be increased to 13–14MJ/Nm3 by using oxygen instead of

air. Oxygen production is expensive, however, and its use has

only been proposed for direct-heating gasification applications

involving the production of synthesis gas where nitrogen is not

permitted in downstream synthesis conversion operations.

Oxygen typically costs $40–$60 per Mg and typically is used

at the rate of 0.25–0.3Mg/Mg of biomass, a cost equivalent to

$10–$20 per Mg of biomass [597]. Indirectly heated gasifiers

accomplish biomass heating and gasification through heat

transfer from a hot solid or a heat transfer surface. Because

air is not introduced into the gasifier, little nitrogen diluent is

present and a medium calorific gas is produced; dry basis

values of 18–20 MJ/Nm3 are typical.

Gas phase impurities in syngas include NH3, HCN, other

nitrogen-containing gases, H2S, other sulfur gases, HC1,

alkali metals, organic hydrocarbons (tar), and particulates.

The concentration of these non-syngas components strongly

depends on the feedstock composition. Gasification of bio-

mass containing high nitrogen and sulfur contents yields

high levels of NH3 and H2S in the syngas stream. HCl

concentration in biomass-derived syngas directly correlates

with the chlorine content of the feedstock. Alkali metal,

mostly potassium, in syngas is related to the alkali content

in the biomass ash. Ash particles entrained in syngas affect

the alkali metal content in syngas. The concentration of

alkali vapors or aerosols in syngas depends on the ash

chemistry of the selected biomass feedstock and the temper-

ature of the gasification process.

The organic impurities in syngas range from low-molecular-

weight hydrocarbons to high-molecular-weight polynuclear

aromatic hydrocarbons. The lower-molecular-weight

hydrocarbons can be used as fuel in gas turbines or engines,

but are undesirable products in fuel cell applications and meth-

anol synthesis. The higher-molecular-weight hydrocarbons are

collectively known as “tar.” Tar yields in biomass-derived

syngas can range from 0.1% (downdraft) to 20% (updraft) or

greater (pyrolysis) in the product gases.

One issue associated with biomass gasifier tars is how

they are defined. More often than not, tar is given an opera-

tional definition by those conducting biomass gasification

research. An excellent report by Milne et al. [598] describes

in detail the operational definitions of biomass gasification

tars as published in the literature and provides a comprehen-

sive survey of tar formation and conversion. For the most

part, “tars” are considered to be the condensable fraction of

the organic gasification products and are largely aromatic

hydrocarbons, including benzene. The diversity in the oper-

ational definitions of “tars” usually comes from the variable

product gas compositions required for a particular end-use

application and how the “tars” are collected and analyzed.

Tar sampling protocols are being developed [599–601] to

help standardize the way tars are collected; however, these

methods are not yet widely established.

Syngas Cleanup and Conditioning
Gas conditioning is a general term for removing the

unwanted impurities from biomass-gasification product gas

and generally involves an integrated, multistep approach that

depends on the end use of the product gas [602–605]. For

close-coupled gasifier-combustor systems, no gas cleanup is

required. For gas-turbine power generation, the gas has to be

free of particulates, tars, sulfur, and chlorine compounds,

and of alkali metals to ensure the integrity of the turbine hot

section [606–609]. Particulate removal to protect the turbine

blades from erosion requires filtration technology, and the

removal of tars ensures an even and less luminous combus-

tion process (to avoid radiative heat transfer problems at the

turbine). Alkali metal removal avoids deposition and corro-

sion of the turbine blade materials. Potassium and sodium

levels must be reduced to less than 1 ppm to ensure long

turbine blade and hot-section lifetimes. The tolerance to

alkali metals is a function of the temperature of operation

of the turbine inlet section. At very high temperatures

(greater than 1,350�C) the level has to be less than about

25 ppb. The deposition and corrosion problems can be also
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addressed with turbine blade coatings, and it is likely that

both coating and strengthening of components will be

undertaken as well, as biomass power technology develops.

For internal combustion use, it is necessary to cool the gas to

ensure that a sufficient charge of energy can be put into each

cylinder. Particular attention has to be given to both tar and

particulate contents, to ensure that valves and cylinders are

protected. Fuel-cell applications would require the gas to be

mainly hydrogen without any significant sulfur or chloride

contamination, to protect the electrodes. For synthesis

operations such as methanol and hydrogen production,

removal of particulates and contaminants such as H2S is

required to prevent poisoning of downstream catalysts.

Tar removal, conversion, or destruction is seen as one of

the greatest technical challenges for the successful develop-

ment of commercial advanced-gasification technologies

[598]. Tars can condense in exit pipes and on particulate

filters, leading to blockages and clogged filters. Tars also

have varied impacts on other downstream processes. Tars

can clog fuel lines and injectors in internal combustion

engines. Luminous combustion and erosion from soot for-

mation can occur in pressurized combined-cycle systems

where the product gases are burned in a gas turbine. The

product gas from an atmospheric-pressure gasification pro-

cess needs to be compressed before it is burned in a gas

turbine and tars can condense in the compressor or in the

transfer lines as the product gas cools.

If the end use of the gas requires cooling to near ambient

temperatures, it is possible to use wet scrubbing and filtra-

tion or other physical removal methods, to remove tars. Wet

scrubbing is an effective gas-conditioning process that

condenses the tars out of the product gas. This technology

is available and can be optimized for tar removal. A disad-

vantage of wet scrubbing for product gas conditioning is the

formation and accumulation of wastewater. This technique

does not eliminate tars but merely transfers the problem

from the gas phase to the condensed phase. Wastewater

minimization and treatment are important considerations

when wet scrubbing is used for tar removal. Also, when tar

is removed from the product gas stream, its fuel value is lost

and the overall efficiency of the integrated gasification pro-

cess is reduced.

If the end use requires that the product gas remain at high

temperature, at or slightly below the gasifier exit tempera-

ture, then some method of hot gas cleaning will be needed

for tar elimination. Wet scrubbing is still an option, however,

there will be a severe thermodynamic penalty from cooling

and reheating the conditioned product gas, reducing the

overall efficiency of the process. Hot gas conditioning

eliminates tars by converting them into desired product gas

components, thus retaining their chemical energy in the

product gas and avoiding treatment of an additional waste

stream. Thermal cracking is a hot gas conditioning option

but it requires temperatures higher than typical gasifier exit

temperatures (greater than 1,100�C) to achieve high conver-

sion efficiencies. Increased temperatures for thermally

cracking tars can come from adding oxygen to the process

and consuming some of the product gas to provide additional

heat. Thermal destruction of tars may also produce soot that

is an unwanted impurity in the product gas stream.

An attractive hot gas conditioning method for tar destruc-

tion is catalytic steam reforming [610–615]. This technique

offers several advantages: (1) catalyst reactor temperatures

can be thermally integrated with the gasifier exit tempera-

ture, (2) the composition of the product gas can be catalyti-

cally adjusted, and (3) steam can be added to the catalyst

reactor to ensure complete reforming of tars. Catalytic tar

destruction has been studied for several decades [616–618]

and a number of reviews have been written on biomass

gasification hot gas cleanup [598, 615, 619]. Numerous

catalysts have been tested for tar destruction activity at a

broad range of scales. Novel catalyst formulations have been

sought to increase the activity and lifetime of tar reforming

catalysts. Different approaches for integrating catalytic tar

destruction into biomass gasification systems have also been

investigated.

Calcined dolomites are the most widely used nonmetallic

catalysts for tar conversion in biomass gasification processes

[620–625]. They are relatively inexpensive and are considered

disposable. However, they are not very robust and quickly

undergo attrition in fluidized-bed reactors. Consequently,

dolomites find most use in fixed-bed catalytic reactors. Tar

conversion efficiency is high when calcined dolomites are

operated at high temperatures (900�C) with steam. Olivine,

another naturally occurring mineral, has also demonstrated tar

conversion activity similar to that of calcined dolomite. Oliv-

ine is a muchmore robust material than calcined dolomite and

has been applied as a primary catalyst to reduce the output tar

levels from fluidized-bed biomass gasifiers.

Commercial Ni catalysts are designed for use in fixed-bed

applications and are not robust enough for fluidized-

bed applications, and therefore are not useful as primary

in-bed catalysts. These catalysts, however, have been exten-

sively used for biomass-gasification tar conversion as sec-

ondary catalysts in separate fixed-bed reactors operated

independently to optimize performance [626–628]. They

have high tar-destruction activity with the added advantages

of completely reforming methane and of promoting

water–gas shift activity that allows the H2:CO ratio of the

product gas to be adjusted. Some studies have also shown

that nickel catalyzes the reverse ammonia reaction, thus

reducing the amount of NH3 in gasification product gas.

A limitation of nickel catalyst use for hot gas condition-

ing of biomass gasification product gases is rapid deactiva-

tion, limiting catalyst lifetimes. Ni catalyst deactivation is

caused by several factors. Sulfur, chlorine, and alkali metals,
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that may be present in gasification product gases, act as

catalyst poisons. Coke formation on the catalyst surface

can be substantial when tar levels in product gases are

high. Coke can be removed by regenerating the catalyst,

however, repeated high-temperature processing of nickel

catalysts can lead to sintering, phase transformations,

and volatilization of the nickel. Continued disposal of

spent toxic Ni catalysts is not economical and poses an

environmental hazard.

Using fixed dolomite guard beds to lower the input tar

concentration can extend Ni catalyst lifetimes. Adding vari-

ous promoters and support modifiers has been demonstrated

to improve catalyst lifetime by reducing catalyst deactiva-

tion by coke formation, sulfur and chlorine poisoning, and

sintering. Several novel, Ni-based catalyst formulations

have been developed that show excellent tar reforming

activity, improved mechanical properties for fluidized-bed

applications, and enhanced lifetimes.

Hot gas conditioning using current or future commer-

cially available catalysts offers the best solution for

mitigating biomass gasification tars. Tars are eliminated,

methane can be reformed if desired, and the H2:CO ratio

can be adjusted in a single step. The best currently available

tar reforming process consists of a calcined-dolomite guard

bed followed by a fixed-bed Ni-catalyst reforming reactor

operating at about 800�C. Selection of the ideal Ni catalyst is
somewhat premature. Commercially available steam

reforming catalysts have been demonstrated, but several of

the novel research catalysts appear to have the potential of

longer lifetimes. This dual-bed hot gas-conditioning concept

has been demonstrated and can be used to condition

the product gas from any developing gasification process.

A proprietary Ni-monolith catalyst has also shown consider-

able promise for biomass gasification tar destruction [614].

Biomass-Derived Syngas Utilization
Biomass gasification is a promising thermochemical conver-

sion technique for producing electricity and liquid fuels for

power generation because of the high efficiencies projected

for integrated-gasification combined-cycle systems. Solid

or gasified biomass can be burned as boiler fuel to generate

electricity via the steam cycle. Biomass syngas can,

however, also be used in diesel, internal combustion, or

Stirling engines, in high-efficiency gas turbines, or in high-

efficiency fuel cells, all with higher efficiency potential. All

of these are suitable for even higher efficiency use with

combined heat and power operation. Gasification also

enables production of a wide range of fuels and chemicals,

such as syngas, hydrogen, and liquid fuels or methanol,

ethanol, and Fischer–Tropsch liquids using commercial

processes developed in the petrochemical industry for the

conversion of methane.

Integrated Gasification Combined Cycle
The integrated gasification combined cycle (IGCC) system

has two main components, a high-efficiency gas turbine and

a heat recovery steam generation system. This system uses

heat from the turbine exhaust to raise steam and produce

electricity in a traditional steam turbine section. Integrated

biomass gasification combined cycle systems for electricity

production have a number of potential advantages [606, 607,

629]. Projected process efficiencies are much higher than the

direct combustion systems in commercial use today. In a co-

generation application, overall system efficiencies can

approach 85%, thus maximizing the conversion of biomass,

a relatively low-energy-density fuel, to heat and power

[630–633]. These process efficiencies are comparable to

high efficiency large-scale pulverized coal systems, but can

be achieved at a smaller scale of operation.

The increased efficiency in IGCC systems translates into

environmental benefits because emissions per unit energy

produced are lower. This includes CO, NOx, SOx, CO2, and

particulates. NOx and SOx emissions are inherently lower in

biomass IGCC systems because biomass fuels tend to have

low N and S contents to start with, and gas cleanup and

conditioning in biomass gasification systems removes these

impurities before the syngas is combusted in the gas turbine.

The same is true for particulates. CO2 emissions are effec-

tively zero, because biomass is a renewable fuel.

Fuel Cell Applications
Fuel cell systems have the potential to substantially reduce

air and water emissions associated with electricity produc-

tion. In all fuel cell systems, hydrogen is consumed at the

anode and water is produced at the cathode. The higher

system efficiencies for fuel cells translate into enhanced

fuel utilization and therefore reduced CO2 emissions com-

pared to lower efficiency systems. Fuel cell power plants

will be capable of exceeding stringent present and future

environmental regulations for particulates, NOx, and SOx

emissions.

Without considering batteries and other chemical storage

devices, there are effectively six types of primary or direct

fuel cell technologies currently being developed: alkaline

fuel cells (AFC), polymer electrolyte fuel cells (PEFCs), a

specialized PEFC using methanol as the fuel called the direct

methanol fuel cell, phosphoric acid fuel cells (PAFC), mol-

ten carbonate fuel cells (MCFCs), and solid oxide fuel cells

(SOFC) [634–638]. These technologies are at various stages

of commercialization and individual fuel cell systems have

different applications [637]. The high cost of fuel cell

systems ($1,000–$20,000/kW) is one of the more significant

barriers to commercialization [635].

Integrated biomass gasification fuel cell systems have

potential use for distributed and centralized power production.
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Greater fuel flexibility and greater resistance to impurities

makes developing high-temperature MCFC and SOFC

systems the most likely technologies for future biomass

applications. These systems are currently in various stages of

development and demonstration, althoughMCFC systems are

nearer to commercialization [639, 640]. Unlike PAFC

systems, MCFCs can tolerate the high concentrations of CO

that are produced in biomass gasification [634, 641, 642]. This

eliminates the need for water–gas shifting and selective CO

oxidation that would otherwise increase system costs and

reduce overall efficiency. The higher operating temperatures

of MCFC systems also provide an opportunity for co-

generation or waste heat utilization that could improve overall

system efficiency to about 85% (lower heating value) [643].

Syngas to Liquid Fuels
In its simplest from, syngas is composed of two diatomic

molecules, CO and H2 that provide the building blocks upon

which an entire field of fuel science and technology is based

[644–649]. Sabatier and Sanderens, who produced methane

by passing CO and H2 over Ni, Fe, and Co catalysts, discov-

ered the synthesis of hydrocarbons from CO hydrogenation

in 1902. At about the same time, the first commercial hydro-

gen from syngas produced from steam methane reforming

was commercialized. Haber and Bosch discovered the syn-

thesis of ammonia from H2 and N2 in 1910 and the first

industrial ammonia synthesis plant was commissioned in

1913. The production of liquid hydrocarbons and oxygenates

from syngas conversion over iron catalysts was discovered

in 1923 by Fischer and Tropsch. Variations on this synthesis

pathway were soon to follow for the selective production of

methanol, mixed alcohols, and isosynthesis products.

Another outgrowth of Fischer–Tropsch Synthesis (FTS)

was the hydroformylation of olefins discovered in 1938.

Many of the syngas conversion processes were developed

in Germany during the First and Second World War at a time

when natural resources were becoming scarce and alterna-

tive routes for hydrogen production, ammonia synthesis, and

transportation fuels were a necessity.

Syngas composition, most importantly the H2/CO ratio,

varies as a function of production technology and feedstock.

Steam methane reforming yields H2/CO ratios of three to

one whereas coal and biomass gasification yields ratios

closer to unity or lower. Conversely, the required properties

of the syngas are a function of the synthesis process. Fewer

moles of product almost always occur when H2 and CO are

converted to fuels and chemicals. Consequently, syngas

conversion processes are more thermodynamically favorable

at higher H2 and CO partial pressures. The optimum

pressures depend on the specific synthesis process.

Catalytic syngas conversion processes are exothermic

reactions generating large excesses of heat. This highlights

the specific need for removing this heat of reaction to carefully

control reaction temperatures to maintain optimized process

conditions. Maximizing product yields, minimizing side

or competing reactions, and maintaining catalyst integrity

dictate optimum synthesis reaction temperatures.

Appropriate catalysts are necessary for all fuel and chem-

ical synthesis. The basic concept of a catalytic reaction is

that reactants adsorb onto the catalyst surface and rearrange

and combine into products that desorb from the surface. One

of the fundamental functional differences between various

syngas synthesis catalysts is whether the adsorbed CO mol-

ecule dissociates on the catalyst surface. For FTS and higher

alcohol synthesis, CO dissociation is a necessary reaction

condition. For methanol synthesis the CO bond remains

intact. Hydrogen has two roles in catalytic syngas synthesis

reactions. In addition to being a reactant needed for CO

hydrogenation, it is usually used to reduce the metalized

synthesis catalysts and activate the metal surface.

Since the genesis of syngas conversion to fuels and

chemicals, a tremendous amount of research and develop-

ment has been devoted to optimizing product yields and

process efficiencies. This includes the discovery of catalysts

with optimized formulations containing the most active

metals in combination with appropriate additives to improve

activity and selectivity in a given process. Mechanistic stud-

ies have been conducted to interpret the fundamentals of

specific conversion processes and measure the kinetic rates

of key chemical reactions. Reactor design and engineering is

another active research and development area of syngas

conversion technology. Temperature control and stability

in conversion reactors is a critical process parameter because

of the large excess heat of reaction. To optimize commercial

synthesis processes, detailed process engineering and inte-

gration are used with respect to heat integration and to

syngas recycling to improve conversion efficiencies. Given

the rich history of syngas conversion and the extensive

research and development efforts devoted to this field of

study, it is not surprising that a vast amount of literature is

available that tracks the scientific and technological

advances in syngas chemistry (see the Fischer–Tropsh

Archive at www.fischer-tropsch.org). A summary of various

catalytic syngas processes, including types of catalyst and

reaction conditions, is shown in the “star” diagram in

Fig. 33.32 [649]. This is by no means a comprehensive list

of potential products, but identifies the available processes

for utilizing syngas for producing fuels and chemicals.

Combustion

Biomass combustion is the most common and historically

oldest method of extracting energy from biomass (other than

food) either directly, in the form of heat and light from fire,

or indirectly through use of this heat to produce steam that
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drives electricity-generating turbines. Biomass is the third

largest global source of energy, accounting for 14% of

annual global energy consumption [650]. The scale of bio-

mass combustion systems ranges from residential heating

and cooking applications to small-scale distributed energy

production to large-scale centralized power production. Bio-

mass use is very prominent in developing countries, particu-

larly for distributed heat and power and for domestic heat,

cooking, and light. Large-scale biomass power plants and

industrial biomass utilization for heat and power supplant

the residential and commercial biomass heating applications

in developed countries.

The impetus for displacing fossil fuels with biomass in

heat and power combustion systems is typically to reduce

emissions of CO2, and of NOx, SOx, and other air toxics, or

to improve utilization of biomass residues and wastes. The

threat of increased global warming has subjected the use of

fossil fuels to increasing scrutiny in terms of greenhouse

gas and pollutant emissions. Renewable and sustainable

energy resources such as biomass can be combusted instead

of coal to produce heat and power and help reduce the

accumulation of greenhouse gases as carbon dioxide is

consumed during plant growth. Also, on average, the sulfur

content of biomass is lower than coal, so increasing the use

of biomass power can reduce sulfur emissions from power

production. The agricultural and wood products industries

generate large quantities of biomass residues that could

provide fuel for electricity production. Increasing the use

of these waste biomass fuels could alleviate the burdens of

waste disposal in the agricultural and wood products

industries.

A number of biomass combustion technologies exist,

including grate-fired and fluidized-bed processes [651].

The simplest biomass combustion systems are wood stoves

and furnaces. These devices generate hot air that is used for

heating residential and commercial buildings. Biomass

boiler systems are more fuel flexible than the smaller

furnaces and can be scaled to larger size and used to generate

hot water or steam for heat and power applications. Larger-

scale biomass boilers include pile burners in which biomass

accumulates in a furnace and combustion air is fed from

above and below the pile. This relatively simple design is

fuel flexible but has low efficiency and poor combustion

control, leading to relatively high emissions.

In grate-fired boilers, the biomass is fed in a thin layer, so

it is evenly distributed over a sloped stationary, traveling, or

vibrating grate. Improved control over the combustion pro-

cess can be achieved with better carbon conversion.

Fluidized-bed combustors are more complex systems, but

offer much better control of combustion temperature,

improved carbon conversion, and fuel flexibility. Using a

boiler to produce both heat and electricity (co-generation)

can improve the overall system efficiency to as much as

85%. Boiler efficiencies are affected by fuel moisture con-

tent, air–fuel ratio, excess air, combustion temperature, and

biomass ash content.

Fig. 33.32 Star diagram showing various high-pressure catalytic processes for converting syngas to fuels and chemicals
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Direct combustion to raise steam is used in all of the

existing biomass generation plants in the United States

today. Biopower is a commercially proven electricity-

generating option in the United States and the following

statistics for the use of biomass for electricity production

can be found in the 2004 Energy Information Agency

publications (www.eia.doe.gov). Renewable energy con-

sumption in the United States in 2003 accounted for 6.2%

of the nation’s 98-quad total energy supply. The 2.9 quads of

energy from biomass accounted for 47% of the renewable

energy consumption. Biomass surpassed hydropower as the

single largest renewable energy resource for the last several

years. Of the total, nearly 90% of the biomass energy was

consumed in the pulp and paper and forest products industry,

three quarters of which was for process heat. Sixty percent of

the electricity from biomass is produced from wood or wood

wastes with the remaining 40% produced from landfill gas,

municipal solid waste, and other biomass. Electricity pro-

duction from biomass is being used and is expected to

continue to be used as base load power in the existing

electrical distribution system.

Today’s biopower capacity is based on mature, direct-

combustion boiler/steam turbine technology. The average

size of biopower plants is 20 MW (the largest approach

100 MW) and the average efficiency from steam-turbine

generators is 17–25%. The small plant sizes lead to higher

capital cost per kilowatt-hour of power produced and the low

electrical conversion efficiencies increase sensitivity to

fluctuations in feedstock price [652].

All biomass energy systems suffer from the economic

barrier associated with the energy cost of producing,

transporting, and preparing the biomass feedstock. Signifi-

cant progress has been made in this area, but to be truly

economically competitive, new feedstocks and methods for

their harvest and preparation must be developed. Harvesting,

preparation, transportation, and feeding of a variety of bio-

mass feedstocks suitable for power production must be

demonstrated, and new methods developed for reducing

costs and energy requirements must be verified. This will

reduce the delivered cost of feedstock to the energy facility

to a level more competitive with fossil fuels.

Technical barriers for biopower applications arise from

the variability of biomass fuel compositions. The trace

elements in biomass—N, Cl, K, Na, and ash—contribute to

operational problems and pollutant emissions in biomass

combustion systems [653–656]. The nitrogen content of bio-

mass can vary considerably. Wood and wood wastes tend to

have low nitrogen contents because hardwood and softwood

trees are relatively slow growing and unfertilized. Agricul-

tural residues and grasses tend to be faster growing and are

fertilized and harvested on a yearly basis. Some agricultural

residues such as alfalfa and soybeans have value as an animal

feed because of their high protein (nitrogen) content.

Variability in fuel-bound nitrogen (protein) in biomass

leads to varying NOx emissions in biomass combustion

systems.

The chlorine content of biomass is generally a function of

the soil conditions it is grown in and the amount of fertilizer

applied during growth. Consequently, agricultural residues

such as various stovers and straws can have high Cl levels.

Subsequent HCl emissions during combustion can catalyze

high- and low-temperature corrosion.

The major technical barrier associated with biomass

combustion systems is the formation of tenacious deposits

on heat transfer surfaces caused by the unique high-

temperature chemistry of biomass ash. Many types of

biomass used in combustion systems contain alkali metal

species: sodium, potassium, and calcium. The ash content of

woody biomass is quite low and not a problem. The ash

content of agricultural residues such as wheat straw, rice

straw, corn stover, and alfalfa stems can be quite high, on

the order of 5% or up to 20% for rice straw and rice husks.

The presence of alkali metals in conjunction with the high

silica content of some biomass ashes can lead to molten ash

at combustion temperatures [657–662]. In some cases, the K,

Si, and Al contents are such that very low melting-point

eutectic mixtures can form. The materials can be fluid at

combustion temperatures, but form glasslike deposits on

colder downstream surfaces such as heat exchanger tubes.

Ash deposition in biomass combustion systems has been

the focus of numerous research efforts [653, 663]. The basic

mechanism for deposit formation in biomass combustion

systems starts with the vaporization of alkali metals, usually

chlorides, in the combustor. Fly ash particles, which are

predominantly silica, impact and stick to boiler tube

surfaces. As the flue cools the alkali metal vapors and

aerosols quench on the tube surfaces. When the ash chemis-

try approaches equilibrium on the surface and the deposit

becomes molten, the likelihood increases that additional fly

ash particles will stick, and deposits grow rapidly. Ash

deposits can also accelerate the corrosion or erosion of the

heat transfer surfaces. This greatly increases the mainte-

nance requirements of the power plant often causing

unscheduled plant interruptions and shutdown.

Co-firing
One solution to increasing biopower is to build dedicated

biomass power plants. An alternative, lower capital cost

option for increasing the use of biomass to produce elec-

tricity is to co-fire biomass and coal in existing coal-fired

power plants. Coal-fired power plants are used to produce

the majority of the electricity in the United States. If bio-

mass were co-fired at low percentages in even a small

number of coal-fired power plants, the use of biomass for

power production would dramatically increase. Co-firing

biomass and coal increases the use of sustainable fuels
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without the need for large capital investments while taking

advantage of the high efficiencies obtainable in existing

coal-fired power plants. Fuel diversity is another advantage

of bio-mass/coal co-firing. Co-firing reduces the need for a

constant supply of biomass that would be required in a

dedicated biomass power plant. Co-firing biomass and

coal is also a viable way to manage the increasing

emissions of greenhouse gases and other pollutants from

power-generating facilities.

Biomass and coal have fundamentally different fuel

properties that can lead to benefits or deterrents to co-firing.

For instance, biomass is a more volatile fuel than coal and

has higher oxygen content. Coal, on the other hand, has more

fixed carbon than biomass. Wood fuels tend to contain very

little ash (on the order of 1% ash or less) and consequently

increasing the ratio of wood in biomass/coal blends can

reduce the amount of ash that needs to be disposed.

A negative aspect of biomass is that it can contain more

chlorine than coal. This is particularly true for some grasses,

straws, and other agricultural residues.

Better environmental performance at a modest cost is one

of the drivers for biomass/coal co-firing in utility boilers

[664–667]. Biomass usually has lower sulfur content than

coal, so co-firing reduces SOx emissions because of displace-

ment of sulfur in the fuel blend. Similar reductions are also

observed for NOx emissions, because the nitrogen content of

the co-fired biomass fuels is generally lower than the nitrogen

content of the coal. Initially, any change in NOx emissions as

a result of blending the biomass and coal can be attributed to

changing the amount of nitrogen in the fuel blend.

The addition of biomass has been shown to reduce NOx

emissions in most commercial facilities, usually beyond the

reductions expected because of a lower overall fuel-bound

nitrogen content. The high volatiles content of biomass can

effectively establish a fuel-rich zone early in the burner

flame that can reduce NOx emissions similar to fuel injection

in flue gases (reburning) for NOx reduction. Adding biomass

can also reduce flame temperatures, leading to lower levels

of thermal NOx. The high moisture content of some biomass

may also be effective for NOx reduction at full-scale.

When biomass is co-fired with coal (even in small

percentages), the alkali metals in biomass ash can alter the

properties of the resulting mixed ash. This could have a

significant impact on the coal plant’s operating and mainte-

nance costs or even operability. The addition of biomass to

a coal-fired power plant can also nullify ash sales contracts

for coal flyash. Biomass ash components in feedstocks may

also reduce the long-term efficiency and effectiveness of

certain (selective catalytic reduction, SCR) systems for the

SCR of NOx.

Fuel preparation and whether to premix the biomass

and coal or introduce the two fuels separately into the boiler

is another important issue that needs to be addressed for

successful implementation of co-firing. Fuel handling of

biomass in co-firing systems will need to be demonstrated

with a variety of biomass feedstocks—such as switchgrass,

willow, and energy cane—to take advantage of lower cost

biomass residues and future energy crops.

Biomass co-firing is not a new technology; several

utilities have taken advantage of opportunities and have or

had been co-firing biomass for many years. One example is

the AES (formerly NYSEG) Greenidge Station in Dresden,

New York, that began co-firing tests in October 1994 [668].

The success of these tests led to the installation of a separate

biomass preparation area in the fuel yard in early 1999, to

separately feed biomass into the 108-MWe tangentially fired

pulverized-coal unit. Another example is Steam Plant #2 at

Tacoma Public Utilities’ power plant in Tacoma,

Washington. This plant was reconfigured in 1991 to co-fire

coal, biomass, and refuse-derived fuels on a continuous basis

in a 50-MWe atmospheric pressure fluidized-bed combustor.

A third example is Northern States Power’s King Station in

Bayport, Minnesota. From 1987 through 1997, wood

residues from the neighboring Anderson Window plant

were continuously co-fired at a level of 5% (20 t/h) in a

550-MWe coal-fired cyclone boiler [668]. Co-firing was

suspended at the King Station because Anderson Window

found a higher value use for its wood residues, not for

technical reasons.

Aside from these longer duration co-firing operations,

several utilities have tested bio-mass/coal co-firing for

short durations in utility boilers [669–673]. These various

tests sought to systematically determine the impacts of bio-

mass co-firing on such in-furnace parameters as boiler de-

rating, boiler efficiency, emissions reductions, changes in

fouling and slagging behavior, and corrosion. A number of

demonstration projects are currently being funded to add to

the knowledge base of utility-scale biomass/coal co-firing.

Several issues clearly remain regarding how blending

biomass and coal will affect combustion performance,

emissions, fouling and slagging propensities, corrosion,

and ash salability. Nevertheless, several utilities have tested

biomass/coal co-firing in utility boilers and the Electric

Power Research Institute funded a study in 1997 to establish

biomass co-firing guidelines [674].
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Biotechnology in Agriculture and Processing

Human Survival Is Biotechnology

Biotechnology has been defined by various groups and

broadly includes technologies that utilize living organisms

or parts of biological systems. The nurture of man and

animals, and provision of replenishable industrial materials,

typically includes: (1) growing selected species or their

genetic modifications; (2) harvest, preprocess storage, con-

version into useful products, and protection until use; and (3)

utilization or disposal of byproducts and wastes in the most

beneficial or least-cost manner. Specific actions may be

taken to suppress residual enzymes and contaminating

microorganisms that could degrade product value. Also,

remediation (restoration) of air and water used in processing

to near-pristine condition often is mandated today.

The first transgenic (across genera) oilseed crops were

planted in the United States and Canada in 1996 and were

followed by rapid acreage expansion. Transgenic oilseeds

generally do not require special processing unless they con-

tain higher melting oils. In this chapter, the reader is first

introduced to modern biology principles, and industry terms

are presented throughout.

Human understanding of life processes, and competition

between genera, continually broadens. Many biological

reactions are catabolic and split large compounds into smaller

units to obtain energy (carried by ATP, adenosine

triphosphate) for heat, work, or reinvestment in syntheses and

chemical structures formaking required compounds. Plants are

the original source of nutrients for man and animals. Micro-

scopic plants, plankton, and larger members synthesize

proteins, carbohydrates, lipids, and other compounds from

inorganic elements and water, using ATP obtained from the

sun by photosynthesis. In the process, carbon dioxide also is

reduced to oxygen. Some products are used to build the plant’s

structures and maintain its functions, and others are stored in

the seed as enzymes, proteins, and energy reserves (starches

and lipids) for reproduction as new plants, or as sugars or

starches in roots of perennials for later growth cycles. Humans

rely on plants and animals,which consume plants (herbivores),

or carnivores which eat other animals, for their food. Animals

vary in their abilities to synthesize intermediate chemical

structures needed for their development and life; generally,

those lower in the food chain are more self-sufficient. As

examples, amino acids are the building blocks of proteins and

11 are dietary essential (must be obtained from food) by

humans; approximately 12–14 are dietary essential for eco-

nomic animals (grown for meat or other food products), the

exact needs varying with species, age, and physiological state.

Carnivorous fish obtain long-chain highly unsaturated fatty

acids in the wild by feeding on plankton eaters and often lose

the ability to synthesize them directly. When grown in captiv-

ity, as in salmon farming, oils of plankton-eating fish are added

to their feed. Diunsaturated linoleic acid and triunsaturated

linolenic acid are considered dietary essential for humans.

Also, longer-chain higher-unsaturated fish oils sometimes are

prescribed for people with lipid metabolism deficiencies.

All organically made compounds, fossilized or not, were

once synthesized by specific enzymes and pathways. They

must remain degradable by enzymes of the same organism to

perpetuate its life and by enzymes of other species for their

nutrition and for biodegradation and carbon recycling. Life

processes come to a halt if the laws of biochemistry and

physical chemistry aren’t satisfied. This chapter is limited to
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lipids, but business and policy decisions about food, feed,

and replenishable industrial raw materials also require holis-

tic information about protein and carbohydrate technologies,

about needs and preferences of biological users, and about

human enterprises throughout the world.

Biotechnology has been implemented in two phases.

Macro-biotechnology examples are commonplace and

include agriculture, baking, and various fermentations.

Implementation began about 10,000 years ago, even before

written history, when humans initiated symbiotic relations

with selected wild animals and plants to ensure a more

reliable food supply than possible by hunting/fishing and

gathering. Animals were refashioned through selection, pro-

tection, crossbreeding, and increase, to meet man’s food,

transportation, security, and compatibility needs. Higher-

yielding seeds, which also were easier to dehull and process

into food, were replanted for succeeding harvests. In time, the

face of the earth’s habitable lands was changed. Except in

remote areas or designated refuges, humans: (1) eliminated

wild animals dangerous to them and their protected crops and

animals; (2) cleared lands and jungles for firewood, building

materials, and growing additional crops, as the population

increased; but (3) sometimes also destroyed arable land by

over-grazing and erosion of uncovered top soil.

Biotechnology currently emphasizes microscale aspects

that were not visible or envisioned until about 150 years ago,

including: (1) microbes; (2) stereochemistry of reactions,

molecular biology including transcription of genetic codes

and translation for protein production, and cell multiplica-

tion; and (3) enzymes as catalysts. Humans came to only

partially understand the nature of systems (animals, plants,

insects, and soil) they handled in agriculture. Modern bio-

technology must address needs of these systems, as well as

those of people. Animals and plants must be healthy and

adequately nourished, the pests (weeds and insects) control-

lable, the soil kept productive, and all must function in

acceptable harmony if the quality of human life is to be

sustained or improved as the population increases.

Histories of biotechnology progress in agriculture, genet-

ics, medicine, pharmacy, industrial fermentations, food

processing, and nutrition are reported in many books and

on the Internet. Archeologists tell us the Babylonians brewed

beer in 6000 BC, Egyptians baked yeast-leavened bread in

4000 BC, and other early cultures made wine and vinegar by

fermentation and preserved cheeses by salt and acid. Sophis-

ticated herbal medicines were developed. But, without sci-

entific knowledge of why certain practices were successful,

early progress through trial and error was earned slowly.

Some of the less-mentioned milestones relevant to food

production and utilization are described next.

Development of the microscope by Anton van

Leeuwenhoek (1673) and others enabled man to see a new

world of “microcreatures,” including bacteria, yeasts, molds,

blood cells, and spermatozoa, and microstructures such

as muscle fibers and plant and seed tissues. This added

credibility to later claims by Louis Pasteur and Robert

Koch that microorganisms can spoil foods and cause disease

at a time when many influential learned men still clung to

theories of spontaneous generation of life.

Louis Pasteur (1863) invented a process to pasteurize

wine by heating to inactivate microbes and prevent its turn-

ing sour from fermentation to acid. Nicolas Appert had

already won a 12,000-franc prize from Napoleon I in 1809

by inventing a process for “canning” foods (actually packing

precooked foods in glass bottles, sealing, and heating in

boiling water). But, spoilage occurred frequently because

few understood the roles of acidity or osmotic pressure in

restricting microbial growth, problems of recontamination,

or heating inactivation requirements for different bacteria,

especially spore formers. The roles of bacteria and yeast in

fermentations had been accepted when Eduard Buchner

(1897) demonstrated that filtered extracts also could catalyze

fermentation in the absence of intact yeast cells [1]. This led

to modern enzymology where more efficient enzymes are

extracted and purified from a variety of nontraditional

sources, and more recently from “engineered”

microorganisms that carry gene sequences from relatively

unrelated species.

Genetic Messages

Gregor Mendel, an Austrian botanist and monk working

with sweet pea plants, proposed that “factors” (units of

information responsible for observable traits) are passed

from one generation to the next (1866). But, his work essen-

tially went unnoticed until rediscovered by several scientists

in the early 1900s. Walther Flemming reported the discovery

of chromosomes and mitosis in 1882. William Sutton (1902)

announced that chromosomes are paired and may be the

carriers of heredity. He named Mendel’s factors “genes”

and suggested they occur on chromosomes.

After observing meiosis, he developed the Chromosomal

Theory of Heredity that gametes (egg and sperm cells) are

haploid and carry only one of each pair of chromosomes from

each parent in forming the new being (a diploid zygote) which

then holds on to life as it best can.Details of genetics continued

to develop. Alfred Hershey and Marsha Chase showed that

deoxyribonucleic acid (DNA) is the genetic code carrier rather

than proteins as was thought by some (1952). James Watson

and Francis Crick proposed the double-stranded, complemen-

tary, antiparallel structure model for DNA (1953) [1].

Development of recombinant DNA techniques to produce

engineered, genetically engineered (GE), or genetically

modified organism (GMO) products is among the boldest

achievements of cellular biologists. Paul Berg (1972) first
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demonstrated use of a selected enzyme to cut DNA strands

into sections and reattach them to produce recombinant

DNA molecules. In 1973, Stanley Cohen, Annie Chang,

and Herbert Boyer announced splicing a viral DNA section

with a bacterial DNA section to form a recombinant DNA

molecule, which then was spliced into the DNA of a bacteria

to produce the first transgenic (across genera) recombinant

DNA organism. Herbert Boyer and Robert Swanson founded

Gene tech, Incorporated, a biotechnology company dedi-

cated to developing and marketing products based on recom-

binant DNA technology in 1976. It was the first company to

receive US Food and Drug Administration (FDA) approval

for marketing a genetically engineered drug (a form of

human insulin produced by bacteria) in 1982, and since has

developed many other products [1].

Research in genetic and protein structures created tre-

mendous amounts of data. Fortunately, means to handle it

also were being developed on another front. Norbert Wiener,

a mathematician at the Massachusetts Institute of Technol-

ogy and a founder of the science of cybernetics, published

his book Cybernetics; or, Control and Communication in the
Animal and the Machine in 1948 [2]. In this volume and its

1961 edition [3], Wiener, a specialist in communications and

later in artificial intelligence [4], knew that messages

degrade and can be fouled in retransmission and suggested

that aging and diseases are analogous degradations of the

genetic code. Realizing that a revolution in information

handling was occurring, Wiener became concerned that

cybernetics and automation not degrade the quality of life

and published Human Use of Human Beings: Cybernetics
and Society in 1954 [5]. It also was reissued posthumously in

1967 [6]. Cybernetics, and especially digital computing,

have made the massive record keeping, data summarization,

inventory handling, sequencing, scheduling, and control

systems of today’s business, government, and science possi-

ble. Complete amino acid sequences of proteins have been

mapped, as well as genomes of microorganisms, plants,

animals, and man. As medical research workers become

interested in specific genetic traits or problems, or desire to

investigate modified-protein drugs, they will more readily

know where to locate the corresponding genes and

structures.

Cell culture techniques, developed during research lead-

ing to transgenic DNA organisms, greatly assisted in the

development of many nontransgenic cultivars (uniform

subvarieties of a recognized genus and species) by selective

cross-breeding of closely related germplasms.

Fatty acids in plants and animals typically are elongated

during synthesis to chain lengths of 18 carbons by successive

additions of two carbon units. The resulting product, stearic

acid, is fully saturated, but has a melting point too high for

most physiological reactions. Nature remedies this situation

by also providing desaturase systems that enable organisms

to introduce 1, 2, or 3 unsaturated bonds in the 18-carbon

chain, thus lowering melting point of fatty acids and

triglycerides. Melting points differ between fat deposit

locations in animals, change seasonally in animal bodies,

and vary with seed maturation temperatures of the same

cultivar.

Stability of fatty acids against oxidation decreases as

unsaturation increases, a prime example being tri-unsaturated

18-carbon linolenic acid in soybeanoil.Biotechnologists devel-

oping soybean with greater oil stability have sought to do so by

seeking germplasms with reduced desaturation for selective

crossing, and by altering or suppressing expression of

desaturation [7], to produce oils with reduced linolenic acid

and increased oleic or stearic acid contents.

Water Activity

W.J. Scott, an Australian microbiologist, published a classic

food science chapter “Water Relations of Food Spoilage

Microorganisms” in 1957 [8]. He recognized that

microorganisms compete with other solutes in mixed

systems for water required for their metabolism and

summarized ranges within which most bacteria, yeasts, and

molds grow. However, water was not expressed as percent of

system mass, but rather as water activity (aW ¼ p/po), where

p is the vapor pressure of the solution (or product), and po is
the vapor pressure of the pure solvent (water). Some prefer

to use the term relative vapor pressure (RVP), which can be

determined by measuring percent relative humidity in the

headspace above a product that has equilibrated within its

container and the relationship RVP ¼ (percent ERH)/100.

Water activity, osmotic pressure, lowering of freezing point,

and rising of boiling point are colligative properties of

solutions that follow Raoult’s Law.

The guides indicated that relatively few bacteria grow at

aW below 0.91, few yeasts below 0.87, and few molds below

0.75–0.65 aW and helped explain why many foods do not

spoil even though they are not sterile. Microbial growth

ability can be further reduced by increasing osmotic pressure

by addition of soluble salts and sugars, lowering pH, use of

microbial inhibitors, and reducing product temperatures.

Exceptions to the guides exist, for example, halophilic bac-

teria tolerate high salt concentrations and osmophilic yeasts

can grow on high sugar content products.

Food-induced diseases are mainly of two types: food

poisoning, the effect of toxins produced during growth of a

microorganism in the food before ingestion, and infection,
resulting from food-borne microorganisms taking up resi-

dence in the body before doing their damage. Low aW has

been reported to inhibit production of toxins by various

food-poisoning bacteria, even though the live organisms

are present. However, some low aW processed meats have

34 Animal and Vegetable Fats, Oils, and Waxes 1325



been implicated as carriers of viable food infection bacteria,

which apparently resume growth when aW and temperature

increase. Water activity can be controlled by: product for-

mulation; drying fruits, vegetables, and meat; and by storing

products like meats and fish in salt brines and fruit preserves

in sugar syrups.

Over time, diagrams were developed relating water activ-

ity with: enzyme activity, dormancy of stored seed, loss of

dry product crispness by moisture absorption, pigments

and vitamins degradation, nonenzymatic browning, and fat

oxidation. Response curves generally are not linear, and

readers working with food or feed formulations are referred

to the technical literature about their products.

Herbicide- and Insect-Resistant Oilseed Crops

Crop producers and processors were provided with powerful

tools during the last four decades of biotechnology evolu-

tion. Seed producers can develop new cultivars by crossing

two selected parents, or by hybridization (crossing two

genetically diverse genotypes to obtain additional vigor).

Generally, transgenic crops also are hybrids. The world’s

current major biotech oilseed crops are herbicide-tolerant

(HT) soybean, corn, cotton, and canola (a type of rapeseed),

and insect-resistant corn (maize) and cotton.

United States and European pharmaceutical and chemical

companies have taken the lead in biotechnology, frequently

by purchasing plant breeders and growers of planting seeds.

Various producers offer transgenic crop seeds resistant to

several herbicides. The Monsanto Company (St. Louis, MO)

has often been among the first to get its products to the

marketplace and is used as an example here. Roundup

Ready® Soybean (planting seed) was introduced in the

United States, and Roundup Ready Canola in Canada, in

1996. These transgenic crops are resistant to Roundup,®

Monsanto’s brand of glyphosate, a nonselective (broad-

spectrum) herbicide for killing weeds (unwanted plants). A

grower of a Roundup Ready crop needs to make fewer spray

passes across the field, often with one herbicide, to control

a season’s weeds. Roundup Ready Cotton was

commercialized in 1997 and Roundup Ready Corn in

1998. Monsanto introduced Bollgard® Cotton in 1996, and

YieldGard® Corn in 1998. The Bollgard and YieldGard

seeds included a gene sequence from the soil bacterium

Bacillus thurigiensis var. kurstaki (“Btk”) which enables

the plant to make systemic pesticides toxic to larvae of

specific insects. These compounds are known as plant-

incorporated protectants (PIP) and formerly were called

“plant pesticides”; the crops categorically are called “B.t.”

By 2005, the Monsanto Company marketed: Roundup

Ready Soybeans, Roundup Ready Canola, Roundup Ready

Cotton, Roundup Ready Corn, and Roundup Ready Corn 2.

Additional gene sequences from “Btk,” which produce

other PIP specific for other insect larvae, had been inserted

into seeds, and Monsanto also offered: Bollgard Cotton for

controlling tobacco budworm and pink bollworm, and high

suppression of cotton bollworm; and Bollgard II® for con-

trol of tobacco budworm, pink bollworm, cotton bollworm,

fall armyworm, cabbage and soybean loopers, and other

secondary leaf- or fruit-feeding caterpillar pests in cotton.

(It is ironic that none of the commercial B.t. cotton seeds

control the cotton boll weevil, a long-time nemesis, but

concurrent boll weevil eradication programs have made

good progress toward this objective.) Monsanto’s B.t.

Corn line included: YieldGard Corn Borer®, effective

against European corn borer, southwest corn borer, sugar-

cane borer, southern cornstalk borer, corn earworm, fall

armyworm, and stalk borer; and YieldGard Rootworm®,

effective against western, northern, and Mexican corn

rootworm. In addition, YieldGard Plus® offered the protec-

tive properties of both YieldGard Corn Borer and

YieldGard Rootworm®. The inclusion of two or more

transgenic properties in a seed is known as “stacking.”

Other seeds offered include: YieldGard Corn Borer

with Roundup Ready Corn; YieldGard Corn Borer with

Roundup Ready Corn 2; YieldGard Rootworm with

Roundup Ready Corn 2; YieldGard Plus® with Roundup

Ready Corn 2; and Bollgard II with Roundup Ready Cot-

ton. The Monsanto Company also licenses the use of

Roundup Ready traits to other seed producers who offer

their Roundup Ready lines in the marketplace. The growing

of transgenic crops is approved variety-by-variety and

state-by-state. The Monsanto Company sees its relation

with growers as licensor-licensees of its technologies,

rather than as traditional seller-buyers, and establishes

licensor-monitoring rights before selling seed.

The 2005 Technology Use Guide, downloaded from the

Monsanto Company Web site, states that growers are

required to sign a Monsanto Technology Stewardship

Agreement to: (1) comply with all EPA (US Environmental

Protection Agency) mandated Insect Resistance Manage-

ment (IRM) requirements; (2) use all purchased seed with

biotech traits for planting a single crop; and (3) sell

harvested corn with biotech traits not yet approved by the

European Union only to grain handlers who confirm their

acceptance, or use that grain as on-farm feed. Finding an

initial crop buyer is the grower’s responsibility, and prior

discussions with grain elevators and Monsanto seed dealers

are encouraged.

Refuges (20% minimum to 50% of the total crop acreage)

planted to the same crop (corn or cotton) with non-B.t. seed

are required by the EPA as part of the IRM effort to

slow development of B.t.-resistant insects. The concept is

to provide an area for presumably B.t.-resistant insects

escaping the B.t. crop area to mate with non-B.t.-resistant
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insects in an area where other insect control practices are

used, and thus slow development of B.t.-resistant insects that

survive to the following year. Options for refuge patterns

and location are described, and growers must agree that

Monsanto personnel or its agents will have access to monitor

the transgenic crop and refuge areas.

Growers may use glyphosate herbicides, other than those

designated by Monsanto, but only if they have been

approved for use over Roundup Ready crops, and have

been labeled for this use by all required governmental

agencies.

If Monsanto suspects a grower may have planted saved

seed containing a Monsanto genetic trait, it may request

invoices or otherwise confirm that newly purchased seed

has been planted. If information is not provided within 30

days, Monsanto may inspect and test all the grower’s fields

to determine if saved seed has been planted. Inspections are

to be scheduled in advance at a reasonable time so the

grower can be present if desired.

The US Department of Agriculture (USDA) has

estimated that herbicide-tolerant (HT) soybeans reached

85% of total US soybean acreage and HT cotton reached

60% of total in 2004, whereas the HT share of corn reached

18% [9]. The ISAAA (International Service for the Acquisi-

tion of Agri-Biotech Applications) has reported that world

cultivation of biotech crops increased 47-fold, from 1.7

million hectares (4.2 million acres) to 81.0 million hectares

(1 ha ¼ 2.47 acres) in the 9-year period 1996–2004, and was

up by 20% from 2003. The number of countries growing

50,000 ha (123,500 acres) or more annually increased from

the original United States and Canada to 14 in 2004, with the

US still planting the most land (59% of global GMO

plantings), followed by Argentina (20%), Canada (6%),

Brazil (6%), China (5%), Paraguay (2%), India (1%),

South Africa (1%), and Uruguay, Australia, Romania,

Mexico, Spain, and The Philippines each planting less than

1%. Approximately 34% of the global biotech crop area in

2004 was in developing countries, with use in Southern

Hemisphere developing countries increasing about three

times more rapidly than northern industrial countries [10].

Growth in the five principal developing countries (China,

India, Argentina, Brazil, and South Africa) portends signifi-

cant changes in world food/feed trade patterns, which

already are unfolding.

Concerns About Transgenic Crops

Benefits of biotech crops have not always materialized as

expected. Introductions ofmanyglyphosate-resistant transgenic

crops have been met with complaints of “yield drag” in the

initial years,with asmuch as 6–10%yield reduction for soybean

compared to nontransgenic hybrids in test plots reported.

Damage to root inoculants or nitrogen-fixing nodules by

glyphosate and incomplete cleaning of mixed herbicide

residues from weed sprayer tanks have been proposed as

causes. However, problems seem to lessen in succeeding

years, with no yield drag observed in glyphosate-resistant

corn, and ~3% yield drag reported in more recent soybean

tests. Yield is determined by genes other than those for

glyphosate resistance and by adaptability of cultivars to

specific soil conditions. It takes longer to optimize crops

as the number of desired traits increases, and improved

nontransgenic hybrids may be brought to market in shorter

time. Soils differ in fertility, drainage, compacting, and

temperature, and some growers chose several seed varieties

for different soil conditions on the same farm. Reduced

costs of tillage, including opportunities for drilling seed

into no-tilled fields (nonplowed stubble of previous crops)

and fewer trips across fields for herbicide application, are

offset by higher seed costs in calculating overall costs of

producing a crop. Economical justification of herbicide-

tolerant crops seems confirmed by rapid increases in acres

planted in the United States in recent years. Insect larvae

carry fungi that produce mycotoxins in corn and cottonseed

that can cause illness and death in economic animals and

cancer in humans. Elimination of such problems also is

welcomed, in addition to increased yields of B.t. crops

protected against insect invasion.

Experience showed that some early visions of one-pass

herbicide treatment of HT crops per season were overly

optimistic. Various practices for controlling weeds are

needed across the country, including an herbicide “burn

down” of sprouted weeds before crop drilling, dealing with

weeds that emerge at different times during the year and well

into the growth of cotton, and control of perennial weeds and

those resistant to glyphosate. Weed control practices must be

tailored to local conditions, even though fewer applications

may be required when planting glyphosate-resistant crops.

Many early skeptics predicted development of weed

resistance to glyphosate and other herbicides used with HT

crops, and insect resistance to PIP insecticides. But, resis-

tance occurs as a natural adaptation for survival and has

continuously led to the need for more powerful pest control

methods in agriculture. Very strong weed resistance was

experienced in growing HT canola in parts of Canada, also

suggesting triple stacking of genetic resistance from

exposures to previous sequences of herbicides. Canola itself,

volunteering from previous plantings, could be a resistant

super-weed if a locality switched to growing other crops.

Various antibiotech concerns, and activist groups and their

causes, can be found on the Internet. Glyphosate has been

registered as an herbicide for nearly 30 years and is claimed

to have attracted less resistance than other herbicides.

In early days of transgenic crop research, various

scientific groups passed resolutions that extreme care should
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be taken to avoid biotech materials escaping into the

environment. But, handling transgenic seeds in open fields

by uninstructed personnel is far different than aseptic

microbe transfers between test tubes in laboratories by

trained technicians. Broad contamination of seed supplies

and germplasm resources by transgenic sequences has

become major concerns. Although unplanted borders around

experimental and seed increase plots are recommended to

reduce cross-contamination by wind-blown pollen, occa-

sional winds may be stronger and pollinating insects may

fly farther than expected. Floods can carry seed to other

fields. Bulk seed can spill from trucks, sprout along

roadways and fencerows, and the resulting plants pollinate

related plants and later plantings. Inadequate cleaning of

seed handling, storage, and transporting equipment can con-

taminate other crops (even at low levels of <0.5%)

and spread transgenic seeds that eventually germinate and

pollinate their own kind or wild relatives.

Protecting gene pools at centers of diversity (locales

where a wild plant was first domesticated) from contamina-

tion by transgenic sequences has become a major concern

among plant scientists. Farmers growing soybean for the

organic foods market have difficulty finding planting seed

uncontaminated by transgenic sequences and keeping the

crop genetically uncontaminated during growth [11].

Concerns exist about potential gene flow problems aris-

ing from producing nonfood products such as industrial

chemicals and pharmaceuticals in transgenic plants grown

in open fields. The inability of current practices to keep such

materials out of the food supply was demonstrated by the

StarLink® corn incident. The EPA approved sale of

StarLink, a B.t.-type corn developed by Aventis

CropScience for animal consumption and industrial produc-

tion of ethanol, in 1998. However, it was not approved for

human consumption because of potential allergenic effects.

In 2000, a coalition of environmentalists sent a collection of

corn food products to a private laboratory and paid for its

testing. In September, newspapers reported that StarLink

corn was detected in taco shells sold in grocery stores, and

Aventis suspended sales soon after. Although only about

0.4% of the United States corn crop had been planted to

StarLink in the most popular of its 2-year cultivation, and

much of the crop remained in feed channels, it had broadly

contaminated the United States food corn supply and some

export lots. Many corn-based foods were recalled because of

concerns about contamination, and considerable unrest

occurred throughout the food processing and exporting

industries. Costs to Aventis for numerous analytical bills

experienced by processors and traders holding corn in stor-

age, and buying back the remaining StarLink corn and

recalled products, reportedly, were approximately $100 mil-

lion. No evidence was found that StarLink had produced an

allergy reaction in any person. The EPA stopped granting

split registrations for genetically engineered crops [12].

The concern is that far greater damages might occur if a

more noxious chemical entered the food or feed supply

through misplaced shipments of a common-looking trans-

genic crop.

The feasibility of producing plant made pharmaceuticals

(PMPs) has been demonstrated with common crops such as

corn in a practice sometimes called biopharming or simply

pharming. Production of vaccines, pharmaceuticals, or their

precursors in plants, rather than by animal cell culture or

transgenic animals, has the advantage of avoiding potential

transfer of bacterial or viral diseases. The need for greatly

increased oversight in this emerging industry was

demonstrated by the Prodigene incident in 2001. The com-

pany planted corn, genetically modified to produce pharma-

ceutical components, at various field sites. The following

year, conventional soybean was grown at one of the sites.

Seed from the previous year’s experimental crop germinated

as volunteers, and the corn plants were harvested with the

soybean. Pieces of the transgenic corn plants were found

with the soybean in elevators, and USDA inspectors

quarantined 500,000 bushels of soybean [12]. The

pharmaceuticals were in the corn plant trash and not in the

soybean seed. It is difficult to predict what may have hap-

pened if commercial practices had run their course. If the

soybean was extracted for oil, it may have been cleaned and

the trash (including corn stalk pieces and any corn seed) sold

for feed use. Depending on digestibility, the active com-

pound may have entered the milk or meat supply. A public

health disaster did not occur, but some feel the potential for

misdirection of intended drugs has been demonstrated.

Over 85% of domestic foods are estimated to contain

biotech crops. Whether, or how, to label GMO-containing

foods has been an issue since their initial introduction. The

EPA, which rules on safety and use of herbicides and

pesticides, and the FDA, have adopted the substantial equiv-
alence principle when granting approvals and look for close-

ness of similarities of genetically modified crops or foods

with existing products based on chemical analyses. Acute

toxicity and suspected allergenicity tests are run in initial

screenings. European and some US scientists prefer

multigeneration animal testing, reminiscent of earlier food

additives approval practices, before release.

Attempts to tag EPA/FDA-registered GMO foods by

product labeling have consistently been denied by the gov-

ernment and courts, apparently on the principle they cannot

be identified as different from traditional crops because

they already have been declared equivalent. Attempts to

limit growing of GMO crops in specific areas also

have failed, with state programs overruled as interfering

with interstate commerce. The alternative of labeling

nontransgenic products as “non-GMO” also has been

denied on the principle they cannot be implied to be better.
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Additionally, formulated non-GMO foods would have to

carry the burden of ensuring that all ingredients were non-

GMO, including cheeses, ice cream, and other products,

which may contain dried nonfat milk solids from cows

treated with recombinant bovine somatotropin (rBST). It

would be extremely hard to track such products from

originating farms to the point of formulation. Currently in

the United States, organic foods, produced under certifica-

tion programs, appear the most reliable non-GMO option

(with non-GMO labeling not allowed). GMO products have

been declared kosher for Jews and halal for Muslims,

provided they do not contain genes from non-kosher or

non-halal sources (e.g., pigs).

In Europe and other countries, contents of GMO

ingredients are limited, or labeling may be required under

the principle that the “right to know” what is in food is a

citizen’s right. Domestic consumer activist groups initially

strongly supported GMO labeling. The issue has become

less vocal with the passing of years without recognized

major health problems, but continues to be challenged as in

current marketing of “natural hormone-free milk” and

“organic” milk.

Still, diseases do not follow governmental decrees. The

United States does not have mechanisms in place for specifi-

cally following food ingredients or additives approved by

the FDA after they enter the marketplace as occurs with

drugs. If chronic negative effects from long-term consump-

tion of transgenic crops occurred across the broad popula-

tion, they might not be attributed to the cause for years

because hardly anyone is watching. The National Research

Council has recognized needs for in-market follow-up of

certain types of new foods [13] and has suggested

legislation.

Drivers and Tools for the Future

The basic driver for the biotechnology evolution is rapid

growth of the population and its needs. World population

doubled (from 3 to 6 billion persons) between 1960 and

1999. In theory, this meant learning to grow as much food

in 39 years as was learned during the first 10,000 years of

agriculture. In practice, much more was accomplished,

including increased life expectancy and improved health

and living standards. A slowdown in population growth is

expected. Currently, few forecasts venture beyond a world

population of nine billion in 2043, still a sizeable increase.

Significant quantities of easily accessed fossil energy

(petroleum, gas, and coal) and minerals already have been

exhausted. With high population densities, solutions to

disposal of wastes can no longer be dilution in air, water,

or landfills. But, waste disposal and air and water reclama-

tion, by known means, are energy-intensive and place

additional loads on resources. There seems to be little

choice but to more completely harness recurring energy

sources such as sunshine, wind, falling water, and possibly

ocean tides and to produce more recyclable food, textiles,

building materials, coatings, plastics, and moldable

materials through applied biotechnology. Whereas in the

past, chemical processing options often were chosen

because they are faster, enzymatic routes are more likely

in the future because they require less energy. But we must

become better applied biophysical chemists to implement

such changes.

Our tools include the already discussed abilities to tailor

transgenic plants, animals, microorganisms, enzymes, and

pharmaceuticals to our needs. We live at a time when

communications and transportation are developing rapidly,

and the most promising insurance for peace appears to be an

international trade so interdependent that rational nations

would hesitate before upsetting the balance and linkages

by wars. Confidence in the rapidly globalized trade requires

reliable trading standards, uniform analytical methods and

quality control practices such as ISO 9001–2000

14001–2004, and appropriate enforcement by exporting

nations.

The digital computer age has brought us sophisticated

analytical instruments and computation abilities to delve

even deeper into basic sciences. It also has enabled close

monitoring and feedback control of processes, even in

remote inhospitable atmospheres, to ensure that operations,

and materials and products storage, are continuing as

intended.

Government policies do not always turn out as expected.

It long was common practice in some countries to direct

uneducated workers to production agriculture and to hand

operations in food processing. But modern crop and animal

production facilities are capital-intensive and require skilled

operators and knowledgeable supervisors. The same is true

in crop, animal, and seafood processing, where machines

and sorters never tire and prove more effective than hand

laborers. Where sanitation is critical, quality usually

improves as fewer hands touch the product. Whereas some

governments in developing nations have sought to create

manual jobs in processing foods for local consumption,

traders, available alternate suppliers, and eventually

consumers will decide what will be carried to the interna-

tional marketplace.

Many industries have adopted integrated planning. It is a

management by objective (MBO)-type technique, often

without a name. Integrated pest management (IPM) has

been one of the most successful examples. The term was

introduced in 1967 by R.F. Smith and R. van den Bosch and

formalized by the US National Academy of Sciences in1969

[14]. The initial objective was to find ways to reduce

amounts of insecticides used on cotton. As it developed,
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implementation included: (1) an exhaustive review of the

factors leading to application of insecticides, and

opportunities for using other options; (2) removal of refuges

such as crop stubbles, which protect insects during winter,

and host plants in fencerows; (3) consideration of life cycles

of beneficial insects, which prey on the species to be con-

trolled by the insecticide; and (4) realization that major crop

damage occurs only after several generations of insect build-

up, and relatively little is accomplished by spraying early,

except killing beneficial insects that would help in control.

The solution is closely monitoring numbers of undesirable

insects on the crop and delaying spraying until costs are

warranted by benefits. Significant reductions occurred in

amounts and costs of insecticides used in applying these

simple concepts. The principle has caught on quickly.

Today, IPM systems are also used to control insects in

schools, libraries, museums of natural history, and

operations. But the main principles, (1) review the holistic

system and interactions between alternative options and (2)

continue to monitor the problem closely, but take remedial

action only when benefits warrant the costs, are applicable to

other management situations. Such approaches have led to

energy savings, reduction of waste disposal costs, improve-

ment of oil yield and stability, and increased profits in the

edible fats and oils industry.

Biotechnology Practices in Soybean Production
and Processing

A brief summary of biotechnology practices in modern

production of soybean and oil follows. Farmers select plant-

ing seeds, which have been produced by breeding,

hybridization, or transgenic means already described. Most

varieties grown are “daylight determinant,” and flower and

produce seed only when day lengths shorten to their opti-

mum photoperiod. The United States has been divided into

ten parallel regions for soybean, each about 100–150 miles

wide in latitude. Local dealers stock seed of the maturity

group appropriate for their region [15]. The soil is prepared

by plowing-harrowing, or disk harrowing, for planting. In

“no-till” planting, the seed is drilled into the stubble of the

previous year’s crop, but an herbicide “burn-down” is

applied first if weeds are obvious before planting. Farmers

typically inoculate the seed with commercial rhizobia inoc-

ulum (Rhizobium and Bradyrhizobium genera) if soybean

has not been grown recently or to refresh inoculation.

These bacteria establish a symbiotic relationship and create

root nodules on the legume which convert atmospheric

nitrogen to ammonia usable by the plant. Efforts to induce

nitrogen-fixing nodulation in the grasses (specifically corn)

have been unsuccessful, but inoculation has been extended

to other legume crops.

Farmers also may deposit fertilizer near the seed when

planting, or drill it in the previous fall. Depths of topsoil and

moisture levels vary in fields in slightly rolling country. The

effects often can be seen by aerial and infrared photography.

Programs for mapping fertility levels within fields by global

positioning systems (GPS), and adjusting rates of fertilizer

application as planting–fertilizing equipment moves through

the field, have become available. GPS is also used for

variable-rate application of other chemicals [16] and for

autoguidance of tractors across fields with four-inch preci-

sion in strip tilling and planting of close rows [17].

Plant nutrition, seasonal temperatures, and moisture

availability affect final composition of soybean and yield/

acre. Plants typically create the protein systems in their seed

first and add energy reserves (oil in the case of soybean) later

before maturing and dying. If the plant is lightly frosted

before maturing of the oilseed, it may reinitiate growth and

deposit additional chlorophyll in the seed. This compound is

oil-soluble and a very strong light-catalyzed prooxidant,

which reduces shelf life of bottled oil. Additional efforts

must be made to remove chlorophyll by absorption with

bleaching clays and silica gels during oil refining. During

the summer, the farmer may decide to speculate on the

soybean futures market and commit some of the expected

crop at a guaranteed price to ensure recovery of at least

critical expenses.

Harvest (combining) of soybean continues in some

localities even after light snowfall, although quality (as

monitored by free fatty acids increases) and market value

decrease. Price is also discounted for water-mottled soybean.

Whenever soybean is harvested, drying to the 0.65–0.75 aW
range puts it into a dormant state and maximizes the

remaining storage life. Drying can occur at the farm, at

elevators, or at a processor’s holding facilities. Seeds con-

tinue to respire in the dormant state and must be aerated, the

amount dependent on storage temperature.

By law, organic foods should not be made from trans-

genic seed. Organic growers cannot use chemical fertilizers,

herbicides, or insecticides, but “organic pesticides” are

available. Standards may exist about acceptable previous

crops on the same soil. Precautions must be taken to ensure

the crop is not contaminated with transgenic seed and is

identity-preserved (IP) during trading and shipping. The

Agricultural Marketing Service of USDA supervises organic

foods as a marketing alternative and regulates the National

Organic Program.

Although soybean is the world’s major oil currently, it is

the secondary product after feed meals and food proteins in

percent of weight yield and value per bushel processed. Oil

extraction processes should not degrade the more valuable

protein fractions, which usually is not a problem with

soybean processed to make feed protein meals. Enzymatic

degradations during extraction and processing of oils can
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include: (1) a variety of lipases, which can cleave free fatty

acids from triglycerides and reduce yield of saleable neutral

oil; (2) phospholipases, which can render the phosphatides

(lecithins) water-insoluble, difficult to remove when refin-

ing, and shorten oil frying life; and (3) two lipoxygenases

which can cause off-flavors in refined oils. Maintaining the

seed at low water activity, equivalent to about 10–11%

during processing, is helpful in slowing enzyme activity.

The ideal approach would be to inactivate the enzymes

very early in soybean processing, and effectiveness of such

processing already has been demonstrated in small extrac-

tion plants.

Enzymes have been used to assist oil extraction and in

degumming (phosphatides removal), splitting fatty acids

from trigly-cerides, interesterification (rearranging fatty

acids on triglyceride molecules), and preparation of spe-

cialty oils. These processes are described later in this

chapter.

Introduction to Lipids

Fats and oils predominantly are triesters (triglycerides,

triacylglycerols, TAG) of glycerol and aliphatic fatty acids

containing up to 22 carbon atoms. Waxes are esters of long-
chain fatty acids, usually containing 24–28 carbon atoms,

with long-chain primary alcohols (16–36 carbon atoms) or

with alcohols of the steroid group [18].

Fats and oils are members of a broader group of chemical

substances called lipids, which has been classified by the

National Research Council into: (1) nonpolar lipids, includ-

ing esters of fatty acids (triacylglycerols and cholesteryl

esters) that are virtually insoluble in water, but soluble in

most organic solvents and enter metabolic pathways only

after hydrolysis; and (2) polar or amphipathic lipids, includ-

ing fatty acids, cholesterol, sphingolipids, and glycerolpho-

spholipids (mainly lecithins). The term phospholipids

(phosphatides) includes lecithins and sphingomyelins [19].

Other minor natural compounds, also extracted by low-

polarity organic solvents, include fat-soluble vitamins,

colors, and flavors.

Fats and oils have major roles in human nutrition. They

are concentrated dietary sources of energy, providing

approximately 9 kcal/g when metabolized compared with

4 kcal/g for carbohydrates and proteins, and account for

about 36% of domestic caloric intake per capita [19]. Dietary

lipids also can provide essential molecular structures that are

synthesized by the body into compounds required for selec-

tive functioning of cell membranes and regulation of life

processes.

Fats and oils modify product texture in preparation of

foods, serve as heat transfer media in food frying, carry

flavors, colors, and oil-soluble vitamins, improve mouthfeel,

provide a sensation of product richness, and induce satiety.

They are used as energy sources in feeds for domesticated

animals, and as components of many industrial products,

including soaps and detergents, lubricants, plastics and pro-

tective coatings, and printing inks, and as carriers of

pesticides for aerial spraying, for controlling grain dust,

and as feedstocks for manufacturing chemicals. Consider-

able public interest has developed in the last two decades in

replenishable biodegradable carbon sources and in liquid

fuels such as biodiesel.

Recent Fats and Oils Industry Changes

Although many chemistry and processing principles have

long been established, the industry has undergone major

changes in the last three decades, with many starting in the

mid-1980s. Rising costs of energy have led to more efficient

equipment designs and to the installation of heat recapture

systems throughout modern extraction plants and refineries.

In the United States, Occupational Safety and Health Pro-

tection Agency (OSHA) regulations to prevent injuries and

protect the health of workers have led to increased use of

safety guards, dust collection systems with shrouding of

equipment and improved ventilation, oversight of workers

entering dangerous areas such as bins, and periodic checks

for hearing loss. Redesigning and retrofitting the equipment

was expensive. Process control computers became available

concurrently in the early 1990s, and many companies chose

instead to install robots in health- and safety-risk areas and to

automate processes for operation from control rooms. The

few people now seen on extraction plant and refinery floors

are mainly repair and cleaning personnel, with hardly any

“operators.” With computers making process adjustments,

product quality, defined as “uniformity,” typically has

improved.

Environmental Protection Agency (EPA) air emissions

regulations have led to increased dust controls and to reduced

solvent losses in extraction plants. Regulations on the dis-

charge of polluting process streams into public waterways

have led to containment and treatment where required of rain

runoff from grain storage and processing properties and even

from employee parking lots. Silica gel adsorption (modified

caustic refining) processes have been developed to avoid

production of waste waters in refining oils and problems

associated with their disposal. Similar changes are being

adopted at various rates throughout the world.

The effects of economic development loans and private

investments in developing countries in the 1960–1990 era

have matured and are changing the global fats and oils

industry. World production of soybean has increased 7.5

times since 1960, with approximately 44% of the world’s

crop now entering global trade as soybean, meal, and oil [20].
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The growth of palm oil production has been even more

spectacular. Hardly known as a crop after World War II,

palm oil production increased nearly 21 times since 1960.

World production of palm oil has surpassed that of soybean

oil. Currently, the total world production of soybean oil is

42.00 million metric tons, whereas palm oil is 47.47 million

metric tons (2010/2011). This has brought equatorial

countries such as Malaysia and Indonesia into the group of

leading edible oil producing and exporting nations. Estab-

lishment of trading rules, product definitions and standards,

and analytical procedures for the erupting world market also

has been part of the technical progress.

Strong competition in the world’s oilseeds market, and

concerns about the environment, have refocused interest in

the United States on nonfood-nonfeed uses of crops, includ-
ing biodegradable applications, renewable hydrocarbon

sources, including liquid fuels, and chemurgy, the use of

agricultural crops as chemicals feed stocks [21]. Nor is the

United States alone in the current movement. Germany,

Hungary, France, and other European countries, whose

climates are too cold for raising soybean or oil palm but

can raise rapeseed, recently have installed biodiesel produc-

tion facilities.

AOCS, an Information Source

This chapter cannot summarize advances in all related

technologies and concentrates on current major fats and

oils extraction, refining, and utilization practices. The reader

may need to browse the Internet for commercial information

and computer-based technical abstract services for research

reports. Much of the world’s research on fats and oils

processing and utilization is reported in the Journal of the

American Oil Chemists’ Society (JAOCS) published by the

AOCS Press, an activity of AOCS (An International Society

for the Science and Technology of Fats, Oils and Related

Materials), Champaign, Illinois. The AOCS Press also

publishes proceedings of selected Society conferences, a

broad variety of related books, and the following journals:

INFORM, a monthly business, news, and scientific publica-

tion addressed to professionals interested in the science and

technology of fats and oils, surfactants, detergents, proteins,

oleochemicals, and related substances; Oil Mill Gazetteer, a

monthly news magazine for oil extraction and refining

plants; Lipids, a monthly journal on basic chemistry and

nutrition of lipids; Journal of Surfactants and Detergents

(JDS), a quarterly science and news journal on the practical

and theoretical aspects of oleochemical and petrochemical

surfactants, soaps, and detergents.

The Technical Services function of AOCS establishes,

revises, and annually updates “AOCS Methods,” the Official

Methods and Recommended Practices of the American Oil

Chemists Society [22] for fats, oils, and soap technology;

Spanish AOCS Methods, a Spanish translation of the more

commonly used AOCS Methods; and Physical and Chemi-
cal Characteristics of Oils, Fats and Waxes. Leaders of

the methods development committees coordinate closely

with AOAC International (formerly the Association of Offi-

cial Analytical Chemists). AOCS Methods are recognized as

“Official Methods” in US FDA activities and when litigation

becomes necessary in industry trade. Additionally, the Tech-

nical Services function operates a Laboratory Proficiency

Program (formerly the Smalley Check Sample Program)

and oversees distribution and statistical analysis of 30

different series of basic laboratory quality assurance/quality

control test samples. Certification as AOCS Approved

Chemists, or as AOCS Certified Laboratories, and successful

participation in the Laboratory Proficiency Program, is

expected for industry arbitrators and referees.

Nutrition and Health Implications

Comments on fats and oils in nutrition and human and

animal health are limited in this chapter, primarily because

of frequent changes in advice given, but regulations are

summarized. Three classes of foods exist: generally

recognized as safe (GRAS) foods and ingredients, food

additives, and food supplements. All are monitored by

the FDA, but at different levels of review; meat products

are monitored by the Federal Safety Inspection Service

(FSIS) of the USDA. Within the FDA, foods are under the

jurisdiction of the Center for Food Safety and Applied

Nutrition (CFSAN), and animal feeds under the Center

for Veterinary Medicine (CVM). Readers are referred to

other authorities [23, 24], and FDA and USDA Web-sites,

for more details about US food and feed regulatory

systems.

The US government does not guarantee the safety of

foods; it is the responsibility of respective manufacturers,

and ultimately is enforced by torts litigation. USFDA-

CFSAN decides whether a food or ingredient is listed as

GRAS (useable without restriction), or as a food additive

(useable in limited applications and amounts), on the basis of

thorough review of applications and may request additional

tests for proposed additives. Food supplements (vitamins,

minerals, botanicals, plant extracts, etc.) may be marketed

directly by the manufacturer, but the FDA has the power to

check on underlying safety data and to remove unsafe

products from the market. Food supplements also include

nutraceuticals, functional foods, and designer foods—

groups of products consumed for expected health benefits

aside from nutrition and medication. These products became

a major growth market in the last decade, but at times have

been launched with limited documentation, and possibly
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knowledge about effectiveness. The FDA earlier held that

food and drugs were separate classifications and did not

allow health claims to be made for food products until the

1990s. Congressional legislation, including the Nutrition

Labeling and Education Act of 1990, Dietary Supplement

Health and Education Act of 1994, and the Food and Drug

Administration Modernization Act of 1997, led to today’s

practices of allowing health claims, provided specific

requirements are met [25].

A basic problem when considering food safety is the wide

range of genetics, physiological ages, and individual health

status in the United States population of nearly 300 million.

Almost any product may prove adverse for an unpredictable

portion of the population, especially if consumed in large

quantities.

Many of the extraction, concentration, and purification

techniques and equipment used in preparation of

nutraceuticals originated in the vegetable oils and proteins

processing industries. Byproduct streams often are further

purified for this market.

Nomenclature and Molecular Structures

General

The choice of the term “oil” or “fat” usually is based on

tradition and the physical state of the material. Generally,

oils are liquid at ambient temperatures, and fats are semi-

solid mixtures of crystals in oil. Fats often are of animal

origin (beef tallow, pork lard, and butter fat) or hardened
(hydrogenated, interesterified, or thermally fractionated)

vegetable oils, whereas oils are extracted from plant

seeds or tissues or fish. In English-speaking countries out-

side the United States, oils liquid at room temperature some-

times are called soft oils, and those hard or pasty are called

hard oils. Nutritionists generally use “fats” for solids or

liquids.

Over 95% of the weight of most extracted/separated food

fats are TAG (triacylglycerols or triglycerides) formed by

the enzymatic combination of glycerol (a trihydric alcohol)

with three fatty acids also yielding one molecule of water for

each ester linkage:

The reaction is reversible and favored by the presence of

moisture and catalysts including lipases, alkalis, and alkaline

metals. In the oleochemicals industry, TAG are split by

high-pressure steam. Unassociated fatty acids are called

free fatty acids or FFA.

Fatty Acids

Fatty acids are the building blocks of TAG.More than 90% of

fatty acids have an even number of carbon atoms and are in

aliphatic chains ranging from 4 to 22 carbons in length. The

major fatty acid synthesis pathway is production of stearic

acid (18 carbons) after which separate desaturase systems

introduce 1, 2, or 3 unsaturated (double) bonds. Additional

enzymes become active in elongating the chain as needed.

Shorter fatty acids also are produced. Trace amounts of odd-

number carbon fatty acids are found inmost fats and also have

been synthesized for research purposes. Microorganisms fre-

quently produce odd-number carbon fatty acids, with

heptadecenoic (17 carbon) acid a major component of Can-
dida tropicalis yeast fat. Up to 8% C17 fatty acids have been

found inmilk andmeat fats of ruminants (cattle, sheep, goats)

and are of rumen microbe origin.

The names of common fatty acids under several

conventions, carbon numbers, and selected properties are

shown in Table 34.1. The common (trivial) names of some

fatty acids are of long standing and often indicate the initial

source studied. As examples: butyric acid is a major compo-

nent of butter flavor; the 6, 8, and 10 saturated fatty acids

have been called the goaty acids because they impart the

characteristic flavors of goat and sheep milks and their

cheeses. The terms olein and stearin were applied to the

liquid and solid fractions, respectively, of tallow separated

by pressing in early manufacture of oleomargarine and

compounded shortenings. The iodine value (IV) is an indi-

cator of the unsaturation of a fatty acid or fat/oil. It is

determined by AOCS Method Tg 1a-64 or Cd 1–25, respec-

tively: the higher the IV, the more unsaturated the fat and the

lower the melting point.

Fatty acids sometimes are designated by the number of

carbon atoms in the chain, followed by a colon with addi-

tional numbers indicating the number of double bonds. In the

18-carbon series, C18:0, C18:1, C18:2, and C18:3 represent

stearic, oleic, linoleic, and linolenic acids, respectively.

One- or two-letter abbreviations sometimes are used, with

these acids designated as St, O, L, and Ln, respectively.

Under the most common convention, fatty acids are

named on the basis of the number of carbon atoms, starting

with the terminal carboxyl (-COOH) carbon as number “1.”

34 Animal and Vegetable Fats, Oils, and Waxes 1333



Table 34.1 Names and characteristics of some important fatty acids

Carbon atoms and

abbreviations Common name Symbol Systematic name

Melting point

(�C)
Iodine

value Common sources

Saturated fatty acids
3:0 Propionic – Propanoic �20.8 – Bacterial fermentation

4:0 Butyric B Butanoic �7.9 – Milk fats

5:0 Valeric – Pentanoic �33.8 – Bacterial fermentation

5:0 Isovaleric – 3-Methylbutanoic �51.0 – Dolphin and porpoise fats

6:0 Caproic H Hexanoic �3.4 – Milk fats, some seed oils

8:0 Caprylic OC Octanoic 16.7 – Milk fats, Palmae seed oils

10:0 Capric D Decanoic 31.6 – Sheep and goat milk, palm seed oils,

sperm head oil

12:0 Lauric La Dodecanoic 44.2 – Coconut oil

14:0 Myristic M Tetradecanoic 54.4 – Palm and coconut oils

16:0 Palmitic P Hexadecanoic 62.9 – Palm oil, most oilseeds and animal

fats

18:0 Stearic St Octadecanoic 69.6 – Animal fats

19:0 Tuberculostearic – 10-Methylstearic 11.0 – Tubercle bacillus lipids

20:0 Arachidic Ad Eicosanoic 75.4 – Some animal fats

22:0 Behenic – Docosanoic 81.0 – Peanut and various other seed oils

24:0 Lignoceric – Tetracosanoic 84.2 – Minor amounts in some seed oils

26:0 Cerotic – Hexacosanoic 87.8 – Plant waxes

28:0 Montanic – Octacosanoic 90.9 – Beeswax and other waxes

30:0 Mellisic – Triacontanoic 93.6 – Beeswax and other waxes

Unsaturated fatty acids

10:1 Caproleic – 9-Decenoic – 149.1 Milk fats

10:2 Stillingic – 2,4-Decadienoic – – Stillingia oil

12:1 Lauroleic – 2-Dodecenoic – 128.0 Butterfat

14:1 Myristoleic – 9-Tetradecenoic 18.5 112.1 Some feed fats, milk fats

16:1 (n–7) Palmitoleic – 9-Hexadecenoic 0.5 99.8 Many fats and marine oils

16:3 Hiragonic – 6,10,14-

Hexadecatrienoic

– – Sardine oil

17:1 – – 9-Heptadecenoic 14.0 – Candida tropicallis yeast
18:1 (t-oleic) Elaidic – 9-Octadecenoic 43.7 – Butterfat

18:1 (n–9) Oleic 9-Octadecenoic 16.3 89.9 Almost all fats and oils

18:1 Petroselinic – 6-Octadecenoic 30–33 – Parsley seed oil

18:1 (n–7) Vaccenic – 11-Octadecenoic 44.0 – Butterfat, seed oils

18:2 (n–6) Linoleic Lo 9,12-Octadecadienoic �6.5 181.0 Most vegetable oils

18:3 (n–6) (gamma)

Linolenic

– 6,9,12-Octadecatrienoic – – (Omega-6); Evening primrose,

borage, vegetable oils

18:3(t) Eleostearic – 9,11,13-Octadecatrienoic – – Tung oil

18:3 (n-3) (alpha)Linolenic Ln 9,12,15-Octadecatrienoic �12.8 273.5 (Omega-3); Linseed, soybean,

canola, other vegetable oils

20:1 Gadoleic – 11-Eicosenoic 23–24 81.8 Some fish oils

20:3 (n–9) Eicosatrienoic 5,8,11-Eicosatrienoic – – Brain phospholipids

20:3 (n–6) Dihomo-g
linolenic

8,11,14-Eicosatrienoic – – Shark liver oil

20:5 (n–3) EPA 5,8,11,14,17-

Eicosapentanoic

�33.5 75.0 Fish, plants

22:1 Erucic E 13-Docosenoic 34 – Rapeseed oil

22:2 13,16-Docosadienoic – –
22:5 (n–3) DPA 7,10,13,16,19-

Docosapentaneoic

– – Fish oils

22:6 (n–3) DHA 4,7,10,13,16,19-

Docosahexaenoic

– – Cooler climate fish oils

Fatty acids of more unusual structure
18 Chaulmoogric – 13,(2-Cyclopentenyl)

tridecanoic

68.5 90.5 Chaulmoogra oil

18 Malvalic – 8,9-Methylene-

8-heptadecenoic

– – Malvaceae seeds, cottonseed

18 Ricinoleic – 12-Hydroxy-

9-octadecenoic

5.5 86.0 Castor oil

18 Vernolic – 12,13-Epoxy-

9-octadecenoic

30–31 – Some Compositae seeds

19 Sterculic – 9,10-Methylene-

9-octadecenoic

– – Sterculiaceae seeds, cottonseed

(continued)
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The terminal letter e of the respective alkane hydrocarbon is

replaced with oic to indicate an acid; thus:

The suffix dioic is used if the acid contains two carboxyl

groups.

Occasionally in the literature, the carboxyl unit is

regarded as a group substituted for hydrogen. In this case,

the number 1 location is moved one position away from the

reactive end, and the suffix carboxylic acid is added:

5 4 3 2 1

CH3CH2CH2CH2CH2COOH

1 - Pentanecarboxylic acid

(hexanoic acid)

(caproic acid)

A double bond between two carbon atoms indicates the

site, and possibly type, of hydrogen unsaturation. When

double bonds are present, the suffix anoic is changed to

enoic, dienoic, or trienoic to indicate the number of bonds.

The location of the first carbon in the double bond is

indicated by a number preceding the systemic name. Under

International Union of Pure and Applied Chemistry

(IUPAC) convention, stearic, oleic, linoleic, and linolenic

acids are called octadecanoic, 9-octadecenoic, 9,12-

octadecadienoic, and 9,12,15-octadecatrienoic acids,

respectively.

The 3D geometric configuration of hydrogens at double

bonds is indicated on paper by the Latin prefixes cis (both

hydrogens on one side) and trans (hydrogens across from

each other). Linoleic acid, with the cis configuration in both

double bonds, is called cis-9, cis-12-octadecadienoic acid.

Most fatty acids occur in nature in the cis form. Oleic acid is

in the cis configuration and the corresponding trans form is

called elaidic acid.

Increasing the number of double bonds lowers the

melting point of the fatty acid from its fully or partially

saturated form. Double bonds also are the sites of oxidation

initiation on free fatty acids and within triacylglycerols.

Creating a trans bond by hydrogenation increases the melt-

ing point, but not as much as full saturation.

Locations of the double bonds, and especially the last

double bond in long-chain polyunsaturated fatty acids, are

of special interest. Whereas chemists traditionally count

with the carboxyl carbon (-COOH) assigned number “1,”

biochemists and nutritionists assign number “1” to the

methyl carbon (CH3
�). Thus, linoleic acid (9,12-

octadecadienoic acid), known as C18:2 to a chemist, carries

the same trivial name for biochemists but is known as C 18:2

o-6 or C 18:2 n-6 with omega or n signifying “count from

the methyl carbon.” From a nutrition viewpoint, four

families of fatty acids (n-7, n-9, n-6, and n-3) exist. Members

of the n-7 and n-9 families generally are synthesized by each

species as needed, but members of the n-6 and n-3 families

may be dietary essential either because the species is unable

to synthesize the fatty acid, or metabolic mechanisms are

impaired in specific individuals. Plants, including plankton,

are the ultimate source of dietary essential fatty acids

(EFAs). Humans and most animals are considered to require

linoleic and linolenic acids (C 18:2n-6 and C 18:3n-3,
respectively). Fish vary by species, with carnivorous

members like the salmonoids (salmon and trout) requiring

EPA (C20:5n-3;5,8,11,14,17-eicosapentaenoic acid) and

DHA (C22:6n-3;4,7,10,13,16,19-docosahexaenoic acid)

when raised in captivity [26].

Contents of individual fatty acids in the fat of a species

can vary by over 100%. Table 34.2 summarizes general fatty

acids contents of the major edible fats and oils, and

Table 34.3 does likewise for industrial fats and oils.

On a global basis for all species, oils produced in the

tropics are more completely saturated and have the highest

Table 34.1 (continued)

Carbon atoms and

abbreviations Common name Symbol Systematic name

Melting point

(�C)
Iodine

value Common sources

20 Arachidonic – 5,8,11,14-

Eicosatetraenoic

�49.5 333.5 Lard

20 – – 5,8,11,14,17-

Eicosapentaenoic

– – Some fish oil

20 Lesquerolic – 14-Hydroxy-

11-Eicosenoic

– – Lesquerella seed oil

22 – – 4,7,10,13,16,19-

Docosahexaenoic

– – Some fish oil
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melting points, with melting points decreasing with distance

from the equator (in north and south latitudes). Many dietary

fatty acids are transposed from plant or plankton feed

sources to body tissues, and fish oils from the Arctic and

Antarctic species generally melt at lower temperatures than

those from the tropics. Many oilseed species are daylight
determinate; that is, they require a specific number of hours

of sunlight to blossom and produce seed. Thus, a plant

Table 34.2 Fatty acid composition of some edible oils and fatsa

Source <14:0 14:0 16:0 16:1 18:0 18:1 18:2 18:3 20:0 20:1 22:0 22:1 24:0 24:1

Almond oil – 0.0 6.5 0.6 1.7 69.4 17.4 – – – – – – –

Avocado oil – – 11.0 3.4 0.7 71.5 12.0 1.5 – – – – – –

Barley bran oil – 0.5 10.8 0.2 1.0 17.8 55.3 4.4 – – – – – –

Borage oil – – 11.3 – 3.7 16.3 38.1 23.0 0.2 3.9 – 2.4 – 1.4

Buffalo gourd seed oil – – 11.8 – 3.5 21.9 60.6 0.0 0.0 – – – – –

Butter fat 23.8 8.2 21.3 1.8 9.8 20.4 1.8 1.2 – – – – – –

Canola oilb – – 4.8 0.5 1.6 53.8 22.1 11.1 1.1 1.5 0.3 0.1 0.1 –

Cherry pit oil – – 7.8 0.4 2.4 43.9 44.8 0.5 0.7 – – – – –

Cocoa butter – 0.1 25.4 0.2 33.2 32.6 2.8 0.1 – 0.0 – – – –

Coconut oil 58.7 16.8 8.2 – 2.8 5.8 1.8 – – – – – – –

Corn oil 0.0 0.0 10.9 – 1.8 24.2 58.0 0.7 – – – – – –

Cottonseed oil – 0.8 22.7 0.8 2.3 17.0 51.5 0.2 – – – – – –

Evening primrose oil – – 8.5 – 2.5 8.5 72.5 11.0 – – – – – –

Fish (manhaden) oil – 9.6 20.5 12.6 3.3 11.0 0.7 1.6 0.3 – – 0.8 – –

Grapeseed oil – 0.1 6.7 0.3 2.7 15.8 69.6 0.1 – – – – – –

Illipe butter – – 23.7 – 19.3 43.3 13.7 – – – – – – –

Lard 0.5 1.3 23.8 2.7 13.5 41.2 10.2 1.0 – 1.0 – – – –

Lupine oil – – 8.3 – 2.5 55.0 17.7 9.3 – – – – – –

Macademia nut oil – 0.6 8.5 21.7 3.7 56.0 1.7 – – 1.4 – – – –

Mango kernel oil – – 7.6 – 36.0 49.4 5.0 0.5 1.4 – – – – –

Mustard seed oil – 0.1 1.9 0.3 0.1 17.7 9.1 0.5 0.6 3.91 1.8 55.1 0.2 1.9

Okra seed oil – 0.2 33.7 0.6 3.3 17.9 42.2 0.2 0.1 – 0.2 – – –

Olive oil – 0.0 11.0 0.8 2.2 72.5 7.9 0.6 – – – – – –

Palm oil 0.1 1.0 43.5 0.3 4.3 36.6 9.1 0.2 – 0.1 – – – –

Palm kernel oil 54.2 16.4 8.1 – 2.8 11.4 1.6 – – – – – – –

Peanut oil – 0.1 9.5 0.1 2.2 44.8 32.0 – – 1.3 – – 1.8 –

Rapeseed oilc – – 1.7 – 0.9 12.3 12.7 7.6 1.2 5.8 0.9 59.4 0.5 1.6

Rice bran oil – 0.7 16.9 0.2 1.6 39.1 33.4 1.6 – – – – – –

Safflower oil – 0.1 6.2 0.4 2.2 11.7 74.1 0.4 – – – – – –

Safflower oild – – 4.8 – 1.3 75.3 14.2 – – – – – – –

Sal seed oil – – 5.3 – 34.0 49.1 3.8 3.3 4.0 – – – – –

Sesame oil – – 8.9 0.2 4.8 39.3 41.3 0.3 – 0.2 – – – –

Shea butter 1.7 0.1 4.4 0.1 38.8 43.5 4.9 0.3 – 0.0 – – – –

Soybean oil – 0.1 10.3 0.2 3.8 22.3 51.0 6.8 – – – – – –

Sunflower oile – – 7.0 5.0 19.0 68.0 1.0 – – – – – –

Sunflower oilf – 4.0 – 5.0 65.0 26.0 – – – – – – –

Tallow 0.9 3.7 24.9 4.2 18.9 36.0 3.1 0.6 – 0.3 – – – –

Teaseed oil 0.1 0.1 17.5 0.5 3.1 49.9 22.2 0.7 – 1.0 – – – –

Tomato seed oil – 0.2 15.0 0.5 4.4 21.9 50.8 2.3 – – – – – –

Walnut oil – – 7.0 0.1 2.0 22.2 0.4 52.9 10.4 – – – – –

Wild cucurbit oil – – 19.0 – – 34.0 47.0 15.0 – – – – – –

aThese are average values from recent years’ crops
bLow-erucic-acid variety rapeseed
cHigh-erucic-acid variety
dHigh-oleic variety
eMaturing in coller climates
fMid-oleic sunflower seed
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grown from seed adapted to another latitude may sprout and

produce much foliage, but not flower and produce seed.

Earlier soybean and sesame varieties were mainly light

determinate, but indeterminate varieties also exist now.

Each oil has its unique properties and history, as

demonstrated by sunflower seed. Sunflowers generally are

indeterminate, with the same seed productive in the prairie

provinces of Canada and in Mexico. When polyunsaturated

oils were promoted in the 1960s and 1970s, United States

processors of table oils (for salads and light cooking) pur-

chased only sunflower seed grown north of the 39th parallel

in the United States and Canada to maximize the polyunsat-

urated fatty acids (PUFA) content of their products. Fall seed

maturation temperatures in the Northern climates are lower,

resulting in higher PUFA and lower monounsaturates (oleic)

contents than sunflower seed maturing at the same time in

Texas. However, the higher oleic acid oil of Texas seed is

less susceptible to oxidation and produces deep-fried foods

and snacks with longer shelf lives. If growers in areas of

Texas, capable of raising two crops annually, want to pro-

duce high-polyunsaturated oil, they merely have to time

their second planting for seed to mature in the cooler winter

months [27, 28].

Several important changes occurred in the early 1980s.

First, oil processors realized that a significant market

existed for high-stability oils and began seeking higher

oleic acid content oils. Second, the medical community

and nutritionists realized that, although PUFA do not

cause cancer, they might promote growth of existing can-

cer cells more than monounsaturated fatty acid (oleic).

Emphasis was changed from encouraging consumption of

polyunsaturated vegetable oils to reducing fat intake in

general, with recommendations that no more than 30% of

dietary calories come from fats, of which no more than

10% are saturated (animal, tropical, or hydrogenated) fats

[19], with some nutritionists believing that PUFA also be

no more than 10%, essentially leaving at least 10% for

monounsaturated fat.

The world’s traditional monounsaturated fat is olive oil

(~70% oleic acid), historically consumed in countries

surrounding the Mediterranean Sea, thus the term Mediter-

ranean Diet. However, olive oil is expensive and too limited

in supply to satisfy the growing popularity of high-oleic acid

oils. Thus, US table oil processors turned to importing high-

oleic acid content canola oil from Canada. A mid-oleic

sunflower seed oil (~65% oleic acid), grown in the northern

states, was introduced to the fried foods industry in 2000.

High oleic acid varieties of safflower and peanut have been

introduced, and a transgenic high-oleic acid soybean was

patented in late 2001. Two nontransgenic lines of high-oleic

Table 34.3 Fatty acid composition of some industrial oils and fatsa

Source <14:0 14:0 16:0 16:1 18:0 18:1 18:2 18:3 20:0 20:1 22:0 22:1 22:2 24:1

Caster oilb – – 1.1 0.2 1.0 3.3 3.6 0.32 0.4 – – – – –

Chinese tallow 1.3 2.1 65.0 – 4.4 22.5 0.8 – – – – – – –

Crambe oil – – 2.0 0.4 0.4 16.9 8.6 6.4 0.5 3.2 2.0 57.2 – 1.4

Crepsis foetida oilc – 0.1 4.8 – 2.9 4.3 27.8 – – 0.3 – – – –

Croton oil 2.5 5.4 6.2 0.2 3.2 15.8 49.4 3.0 2.9 8.9 0.2 0.6 – –

Cuphea oil – 76.4 7.8 2.4 – 0.7 5.9 6.9 0.1 – – – – –

Jojoba oil – – 1.0 – – 9.0 – – – 70.7 – 16.3 – 3.0

Lesquerella seed oil – 1.4 1.4 2.0 17.6 7.9 13.2 – 52.5 – – – 2.7 –

Linseed oil – – 5.3 – 4.1 20.2 12.7 53.3 – – – – – –

Meadowfoam oil – – – – – – – – – 64.5 – 18.5 13.5 –

Neatsfoot oil – 0.7 16.9 – 2.7 64.4 2.3 0.7 0.1 – – – – –

Oitica oild – – 7.0 – 5.0 6.0 – – – – – – – –

Rapeseede – 0.1 2.6 0.3 0.9 11.2 12.8 8.6 – 7.5 – 48.1 – –

Rubber seed oil – 0.2 19.1 – 17.8 24.5 30.5 2.4 – 0.1 0.9 0.4 – –

Stokes aster oilf – – 2.8 – 0.9 7.0 16.5 – – – – – – –

Tall oil – – – – – 50.0 7.0 41.0 – – – – – –

Tung oil – – 3.1 – 2.1 11.2 14.6 69.0 – – – – – –

Veronia seed oilg – – 2.7 – 1.3 2.0 8.8 0.4 – – – – – –

Whale oil – 3.3 8.1 26.9 1.1 33.3 – – – 10.9 – 2.2 – –

aThese are average values from recent years’ crops
bContains 89.2% ricinoleic and 1.4% dihydroxystearic acids
cContains 59.8% crepenynic acid
dContains 78.0% licanic acid and 4.0% hydroxy acids
eHigh-erucic-acid variety
fContains 71.3% vernolic acid
gContains 78.5% vernolic acid and 5.8% hydroxy fatty acids
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acid sunflowers, containing 80–82 and 90–92% oleic acid,

were developed in the early 1980s, and their oils were

marketed as feedstock for oleochemicals production. The

venture was not commercially successful. Interest in nontra-

ditional fats/oils sources, including newly domesticated

crops, forest oilseeds, bacteria, yeasts, molds, and algae,

has increased in recent years. The reader may consult the

references and later publications for unusual fatty acids and

their occurrence in various sources [29, 30].

Triacylglycerols

Glycerol esterified with one, two, or three fatty acids is

found in nature and can be made commercially. The

designations monoacylgly-cerol, diacylglycerol, and

triacylglycerol (TAG), respectively, now are encouraged in

the scientific literature, but the older mono-, di-, and triglyc-

eride terminology is used in commerce. As the number of

fatty esters on the glycerin “backbone” decreases, the com-

pound becomes more polar and functionally effective as a

surfactant. Mono- and diacylglycerols are further described

throughout this chapter.

Triacylglycerols are named in various ways. For exam-

ple, unsaturated fatty acids sometimes are indicated as U and

the saturated as S. If glycerol is completely esterified with

stearic acid, the resulting monoacid TAG may be designated

as SSS, or, more descriptively as StStSt, tristearin, tristear-

oylglycerol, or glycerol tristearate.

If more than one species of fatty acid is present, its relative

location on the glycerol may be important to its functionality,

enzyme susceptibility, and oxidation stability of the fat/oil.

Several conventions have been developed to specify

arrangements of fatty acids on the glycerol molecule (if

known). To avoid confusion from inversion of the 1 and 3

carbon positions, hierarchies have been established to desig-

nate the number 1 carbon under the R/S (rectus-sinisturs)

system [31] and the sn (stereospecific numbering) system

[32]. In the R/S system, the longest chain fatty acid is assigned

to the 1 position, the second longest to 2, and the shortest to 3.

If the positions of fatty acids on the TAG molecule are

known, the sn system is preferred for identifying their

locations: sn immediately before the word glycerol, as in

1-stearoyl-2-oleoyl-3-myristoyl-sn-glycerol, identifies the

respective fatty acids in the 1, 2, and 3 positions; the term

rac (racemic mixture), as in rac-StOM, identifies the middle

acid in the 2-glycerol position and the remaining fatty acids

are equally divided between the sn-1 and sn-3 positions; and
the term b, as in b-StOM, identifies the middle acid in the 2-

glycerol position, but distribution of the other two acids is

unknown [33]. Despite international efforts to standardize

chemical terminology and abbreviations, a variety is still

used, especially in cis and trans notations.

Oxidation

As shown in Table 34.4, oxidation and hydrogenation

reactivity of a fatty acid, in free form or as part of a TAG,

increases with the number of double bonds [34]. Oxidation

of fatty acids and TAG (aldehyde formation, breakdown into

shorter chains, and crosslinking to form polymers) is

initiated at double-bond sites. However, linoleic acid,

C18:2 n-6, does not decompose into a mixture of C9, C3,

and C6 compounds. Instead, as the molecule starts

degrading, positions of the double bonds migrate and pro-

vide many opportunities for splitting. Over 250 different

breakdown compounds have been found [33, 35–38]. Part

of the confusion about oxidation reactions is related to the

type present, with light-induced photosensitized singlet oxy-

gen oxidation the fastest [39]. For this reason, removal of

photo-sensitizers such as chlorophylls and porphyrins during

refining and use of oil is extremely important.

The extent of prior oxidative activity in a fat sample may

be estimated by the following tests: Peroxide Value (PV), a

titrametric method (AOCS Method Cd 8–53); thiobarbituric

acid test (TBA), which measures the presence of

malonaldehyde; Anisidine Value-Totox; Kreis test; oxirane

test; total and volatile carbonyl compounds content; chro-

matographic analysis; ultraviolet spectroscopy; fluores-

cence; and especially organoleptic evaluation. However,

the resulting peroxides are unstable and decompose. Perox-

ide values are not cumulative and, alone, are not always

indicative of the extent of earlier oxidation. An oil sample

may be starting to degrade or may already have passed

through a serious oxidation cycle; thus, age and history of

the sample should be considered in forming a conclusion.

Predisposition (susceptibility) to oxidation can be

estimated for oils and fats by the Active Oxygen Method

(AOM) and Oil Stability Index (OSI) for oils and fats and by

the Schall oven test or the oxygen bomb method for fat-

containing products. The stability of triglycerides formerly

was determined by the AOM (AOCS Method, Cd 12–93), in

which heated air was bubbled through a heated liquid sample

of the oil or fat, and the number of hours for the sample to

reach 100 milliequivalents (meq) of peroxide was recorded.

The AOM procedure was put in surplus status (still legal but

Table 34.4 Relative rates of oxidation and hydrogenation of fatty acid

chains (aModified from Beckman [34])

Fatty acid

Iodine

value

Relative

oxidation rate

Relative

hydrogenation rate

Stearic (18:0) 0 1 0

Oleic (9cis-18:1) 90 10 1

Linoleic (9cis, 12cis-
19:2)

181 100 20

Linolenic (9cis, 12cis,
15cis-18:3)

274 150 40
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not preferred) in 1997 and the focus then shifted to the Oil

Stability Index (OSI) (AOCS Method, Cd 12b-92). How-

ever, AOM is still used in product and purchase

specifications and in reports. In the OSI procedure, heated

air is bubbled through heated liquid triglycerides and is

scrubbed on exiting in a bath of deionized water, whose

conductivity is continuously monitored spectrophotometri-

cally. Absorption of polar degradation products is noticed

immediately. Whereas the AOM method determines the

time for the triglyceride to reach a specific level of oxidation

(100 meq peroxide value), OSI determines the induction

period (time required to exhaust the antioxidant properties),

but not oxidation progress in the oil. OSI values always are

lower (less time) than AOM values.

Biohydrogenation and Conjugated
Linoleic Acids

Rumen microorganisms, in cattle, sheep, and other

ruminants, hydrolyze exposed TAG in feeds and metabolize

the glycerol. The unsaturated FFA are especially toxic to

microorganisms and are biohydrogenated by enzymes in

microbial cell walls to prevent permeation into their cells,

possibly by raising their melting points above rumen tem-

perature. Although polyunsaturated fatty acids can be

reduced to stearic acid, rumen hydrogenation often is incom-

plete. It yields products such as monounsaturated vaccenic

acid (trans-11-octadecenoic acid; trans-11 C18:1) and con-

jugated linoleic acids (CLA) in which the methylene carbon

in the C9 through C13 (─C═C─C─C═C─) sequence of

linoleic acid is eliminated to form a conjugated sequence of

double bonds (─C═C─C═C─). The conjugated

sequence can appear in many positional isomers along the

18-carbon chain, usually between carbons C6 and C14,

resulting in a variety of CLA. Two of the CLA, 9 cis-11
trans-18:2 (rumenic acid), and 10 trans-12 cis-

octadecadienoic acid have shown physiological activity:

the 9,11-ct CLA isomer displaying antimutagenic properties,

and the 10,12-tc CLA isomer displaying antifat deposit and

cholesterol-modulating properties [40, 41].

Although more research is needed to document consistent

modes of action, capsules containing CLA produced by

microbial fermentation are sold as food supplements. CLA

in ruminant products are considered natural, and levels of up

to 1.5% of the fat in beef and 6% of the fat in cheeses made

from spring pasture milk have been reported.

Vaccenic acid and CLA conjugation were once thought

not to exist in plant oils, but with improved analytical

instruments and methods, are increasingly reported, espe-

cially in spices. Conjugation also is an early step in chemical

hydrogenation and in initiation of oxidative degradation of

fats and oils. Recent research further supports that the

majority (78%) of c9,t1 1-CLA in cow’s milk is produced

exogenously from body fat vaccenic acid in the mammary

gland by delta-9 desaturase [42].

Recently, in 2008, the United States Food and Drug

Administration (FDA) approved CLA containing conjugated

cis and trans double bonds as a food ingredient. The

announcement states that CLA is generally regarded as

safe for use in foods. This clears the way for CLA, to be

used as an ingredient in foods and beverages sold in the

United States.

Fatty Acid and Triacylglycerol Melting
Characteristics

Body temperatures are approximately 37�C/98.6�F for

humans; 38.5–39.5�C/101–103�F for domestic animals; and

40.5–41.5�C/105–107�F for poultry. As shown in Table 34.1,
the longest saturated fatty acid that is fluid at these

temperatures is caproic (C10:0). All longer saturated fatty

acids must be accompanied by lower melting unsaturated

fatty acids as in a TAG structure to be fluid. The C18 oleic

acid (c-9-octadecenoic acid) has a melting point of 16.3�C,
the trans isomer elaidic acid (t-9-octadecenoic acid) melts at

43.7�C, and the biohydrogenated product trans-vaccenic

acid (t-11-octacedenoic acid) melts at 44�C [40].

Fat digestion and absorption in mammals occur in the

small intestine and mainly consist of emulsification of TAG

by bile salts, lecithin, and agitation, followed by pancreatic

lipase cleavage at the 1,3 positions to produce free fatty

acids and 2-monoglycerides. These are carried by the bile

to surfaces of the microvilli, where they are absorbed

through the membranes into the intestinal lymph. While

passing through the intestinal epithelial cells, the fatty

acids and monoglycerides are resynthesized into new TAG

that are transported, mainly in lymph chylomicrons, through

the thoracic lymph duct which empties into the circulatory

blood [43]. (Although the free fatty acids may be rearranged

onto new TAG, fatty acids in the 2-position remain as

before.) Animals have various mechanisms for ferrying

fatty acids during absorption at the small intestine, and

moving fatty acids and triglycerides through their circula-

tory systems. Readers interested in details are referred to

books on medical physiology.

The positioning of fatty acids on the triglyceride chain

follows several patterns. If unsaturated fatty acids are lim-

ited in availability, nature tends to place them in the number

2 position to obtain the lowest melting point for a plant’s

triglycerides. If more plentiful, the preferred positions will

be 2 and 1 or 3 or both [44]. In contrast, saturated fatty acids

are more likely to be in the 2 position in fats of warm-

blooded animals, with palmitic acid in the 2 position in

(pork) lard as an example.

34 Animal and Vegetable Fats, Oils, and Waxes 1339



Factors affecting the melting points of specific fat

samples include: the types of fatty acids present (lengths of

the fatty acids chains, number and location of cis and trans

double bonds in the chains), location of specific fatty acids

on the glycerol, compatibility of the different TAG in the

mixture, and types of crystals present. Melting points

increase with chain length. Trans fatty acids always have

higher melting points than their cis counterparts for any

chain length. Where only one double bond exists in a fatty

acid, as in C18:1, the melting point is lower if it is located

after an odd-number carbon than an even-number carbon,

and also if the double bond is located near the middle of the

chain as compared with a location at either end [45]. Com-

patibility of mixed fats from different sources can be a

factor. For example, the melting points of multifatty acid

TAG, consisting primarily of 16–18 carbon fatty acids, gen-

erally rise smoothly with increased content of higher melting

fats. However, when TAG with 12–16 carbon fatty acid fats

(from coconut and palm kernel oils) are added,

concentration-related eutectic points and incompatibility

(miscibility gaps) may occur [46–48]. Chemical interester-

ification of natural fat usually raises its melting point.

Polymorphism and Crystal Types

Polymorphism means “many bodies.” Having determined

the melting point of tristearin in 1849, Heintz continued to

heat the capillary and witnessed: resolidification, a second

melting point at a higher temperature, and resolidification

and a third melting point for the same sample. Duffy con-

firmed the principle and reported three melting points, at

approximately 52, 64, and 70�C in 1853. Later, five and even

seven crystal forms were reported for some fatty acids and

mono- and mixed-acid TAG, depending on the heating and

cooling history of the sample [49].

As fatty acids or TAG cool, Gibbs free energy (G ¼ H

� TS) decreases by reduction of both enthalpy (H) and

entropy (S, the degree of disorder). At decreased S, fatty
acid chains assume pole-like structures that are less co-

repulsive and pack more tightly into crystal lattices. It is

widely accepted that, to participate in a crystal structure,

TAG assume an “h” configuration (also called two-legged

chair or tuning fork). This can be envisioned in our gravity-

oriented world by assuming that each ester linkage acts as a

hinge. If the glycerol number 2 carbon chain is held upright

at the methyl end, the number 3 carbon chain hangs directly

beneath it forming the back and one leg of the chair, and the

number 1 carbon chain juts out at a right angle and curves

downward to form the second leg [48, 50–54]. In order to

save space, half of the chairs are packed upside down to form

a palisade-like structure. A stack of two such structures

forms a bilayer whose outer surfaces, consisting of methyl

groups, display low inter-attraction. This helps explain why

TAG crystals are relatively flat, grow rapidly in length and

less rapidly in width by adding parallel chair structures, and

grow slowly in thickness by adding additional bilayers.

Within each layer, the chair backs and legs can be further

envisioned to act as a vertical loose palisade of knobby-

surfaced posts. (Although the hydrocarbon chains have stiff-

ened into pole shape, the carbon atoms are not positioned as

beads on a tight string, but rather in sawtooth-like fashion

with carbon–carbon bonds of 112�.) The poles can slide

behind each other to obtain tighter packing with lowered

free energy and can be tilted in two directions to allow the

sawtooth-configured carbon atoms on adjacent chains to slip

by each other and pack even more tightly. Furthermore, all

the vertical units in one layer can be tilted at an opposing

angle to the units in the other layer.

As shown in Fig. 34.1, if the three fatty acids in the TAG

are saturated and approximately of the same length, each of

the layers in the fat bilayer will be approximately two fatty

acid chains in height. If the fatty acid on the number 2 glyc-

erol carbon is appreciably shorter than those on the 1 and 3

carbons, each of the layers will be three chains thick. If the

TAG is symmetrical, with the 2 position glycerol carbon or

both the 1 and 3 carbons unsaturated, the layer will be three

chains long but with a zigzag configuration to accommodate

the cis configuration.

On rapid chilling, a glass (vitreous, g) form occurs, which

can change into a a or b0 form as activation energy becomes

available. The form showing the least amount of crystalline

Fig. 34.1 Drawings of two- and

three-chain triacylglycerol layers:

(a) saturated monoacid SSS-type;

(b) saturated symmetrical PSP-

type where 2 chain differs from 1

and 3 chains in length; (c)

symmetrical POP-type where

2 chain is unsaturated; and (d)

symmetrical OPO-type where 1

and 3 chains are unsaturated.

Crystals grow in bilayer units
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order for a TAG, as determined by X-ray diffraction and

infrared spectroscopy, is called the alpha (a) form. The most

compact crystalline form, with the lowest free energy and

the highest melting point, is called the beta (b) form. One or

more intermediate beta prime (b0) forms also may exist and

are indicated as b03, b
0
2, and b01 as the crystal progresses to

tighter packing, a lower free energy state, and an increased

melting point. When a TAG is cooled very slowly and

without mixing, it preferentially assumes the b crystal

form. But the tight packing of crystals requires time for

alignment and may be thwarted by increased viscosity as

the fat/oil mixture cools.

The free energy relationships between the different crys-

tal forms are depicted in Fig. 34.2. Although the b crystal

form has the lowest free energy G, induction of its formation

requires the highest activation energy DG. Differential scan-
ning calorimetry (DSC) often is used to follow free energy

changes as fats melt and change between their polymorphic

forms. Left to itself, a fat will seek its lowest thermodynamic

free energy crystal state.

The formation of b crystals may intentionally be

encouraged or hindered, depending on the processing appli-

cation. The a crystals are relatively unstable, and commer-

cial interest is primarily placed on the differences between

the b0 and b forms. Generally, b0 crystals are smaller (about

0.5–2.0 mm diameter in shortening, and 5–10 mm in marga-

rine [55]), whereas b crystals can grow as large as 20–30 mm.

When the objective is to thermally fractionate fats by crys-

tallization, production of the b form is encouraged by care-

fully controlling temperatures (to not shock the fat into a

semi-stable b0 form), gentle stirring, and nuclei seeding. The

smaller b0 crystals have smoother mouthfeel, minimize

oiling from margarine, and entrap more air in creaming

cake batters. Their production is intentionally encouraged

by formulating mixtures of natural or preprocessed fats, by

the inclusion of emulsifiers to interfere with crystal growth,

and by rapid agitation during plasticizing of the margarine or

shortening.

Figure 34.2 also helps explain the mechanisms of defects

appearing in fatty products. If a fat that has been conditioned

into a stable b0 fine crystal form is suddenly exposed to

thermal shock and then left unattended, the energy may

activate it to settle into the lower energy, coarse b crystal

form. Thus, chocolate bars, left to melt and cool several

times in an automobile during the summer, turn coarse in

texture and mousy in color.

An awareness of crystal packing characteristics and poly-

morphism helps one to understand incompatibility problems

of different fats. Crystal formation has specific demands, and

individual crystals in mixed systems each consists of only

one species of TAG. However, surfactants and other

molecules can act as impurities and interrupt crystal growth.

Different TAG are considered compatible when they co-

crystallize as separate crystals under the same conditions

without the formation of a eutectic.

Other Lipids

Many minor lipids are extracted by nonpolar solvents along

with FFA and TAG. Although present in small quantities,

they must be removed in refining and sometimes are isolated

and purified for medicinal and other uses.

Waxes

Waxes are fatty acid esters of alcohols and are formed by the

general reaction:

Fig. 34.2 Gibbs energy

relationships of polymorphs of a

triglyceride. (Modified from Sato

[53] pp. 227–263)
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A major role of waxes in nature is the protection of plant

tissues. Examples include coating upper surfaces of leaves to

reduce dehydration by the sun and protecting seeds against

moisture loss during storage. Minor quantities of waxes are

always present in oils extracted by solvents. Waxes

extracted from seed hulls cause cloudiness in refrigerated

sunflower seed oil and failure of the 5.5-h cold test at 0�C.
Sunflower seed oil may be dewaxed by first degumming or

miscella refining to remove the natural emulsifier lecithin,

which limits the growth of wax crystals, and then

winterizing (chilling and filtering) the oil or its miscella

(oil in its extraction solvent) [56, 57]. With the improvement

of dehulling equipment, some sunflower seed processors

remove the hulls before extraction. Extracted rice bran, a

relatively recent development in the United States, contains

waxes with potential commercial promise. Methyl and ethyl

fatty acids esters, used as liquid fuels, solvents, and in other

applications, also are “waxes” of short-chain alcohols; these

are described later.

Waxes are common forms of high-energy storage, in the

oils of fish and other marine animals. The major lipids of

commercial whale oil consist of approximately 65% waxes

and 35% TAG. The lipids of Australian orange roughy

(Hoplostethus atlanticus) and dory fish oils are 97.1 and

90.9% wax esters, respectively [58]. Essentially all the oil

in jojoba (Simmondsia chiensis) seed is in wax form. Whale

and jojoba oils have been valued for stability in cosmetics

and heavy-duty lubrication applications.

Extraction processes for waxes vary in sophistication,

from: boiling crushed leaves and berries and skimming the

oil (as in the regulated production of Candelilla wax a

substitute for hard carnauba wax from Euphorbia

antisyphilitica in the Big Bend area of Texas and Mexico);

to screw pressing seeds such as jojoba; to direct solvent

extraction. Cold-pressed jojoba oil is preferred for cosmetics

because of concern about other lipids that might be extracted

in solvent processes. Oil remaining in the meal has been

recovered by secondary hexane extraction for industrial

uses. Waxes are susceptible to hydrolysis by nonspecific

lipases and are at least partially digestible. They may be

hydrogenated or sulfurized into solid forms. The

compositions of significant commercial waxes from natural

sources are given in Table 34.5.

Terpenes

Terpenes are condensation products of the five-carbon

isoprene (2-methyl-1,3-butadiene) and are extractable by

nonpolar solvents. They are classified according to the num-

ber of isoprene units: two units, monoterpenes; three units,

sesquiterpenes; four units, diterpenes; six units, triterpenes;

eight units, tetraterpenes; and polyterpenes. Terpenes may

be linear or cyclic. Taken together, this class of compounds

includes major essential oils (used in perfume and

flavorings), fat-soluble colors, fat-soluble vitamins, and

steroids. A saw-toothlike shorthand form often is used to

depict the longer chains.

Examples of monoterpenes include the linear aldehyde

citral, which is found in many essential oils, and the (cis)

alcohol geraniol, a major component of oil of geranium.

Cyclic monoterpenes include limonene, menthol, pinene,

camphor, and carvone, major components of lemon oil,

mint oil, turpentine, camphor oil, and caraway oil,

Table 34.5 Sources and compositions of natural waxes

Type Melting point ( �C) Main components

Animal waxes

Beeswax 64 Myricyl palmitate

Chinese 82–84 Isoheptacosyl isoheptacosanoate, ceryl lignocerate

Shellac 81–82 Ceryl lignocerate, ceryl cerotate

Spermaceti – Cetyl palmitate

Wool (anhydrous lanolin) 36–42 Cholesteryl estolidic esters, alcohol esters of iso- and anteiso acids

Mineral waxes

Montan 86 Tricontanyl esters of C28–30 acids

Petroleum waxes

Microcrystalline 71–88 Hydrocarbons (490–800 molecular weights)

Paraffin 54–57 Hydrocarbons (350–420 molecular weights)

Vegetable waxes

Bayberry 43–48 Trimyristin, tristearin

Candelilla 70–80 C29–33 hydrocarbons, simple esters and lactones

Carnauba 80–85 Esters of C26–30 alcohols and C26–30 o-hydroxy acids

Esparto 69–81 Hydrocarbons, esters of C26–32 acids and alcohols

Japan 51–62 Tripalmitin

Jojoba (a liquid wax) 11–12 Docosenyl eicosanoate

Ouricury 79–85 Myricyl cerotate and hydroxycerotate

Sugarcane 79–81 Myricyl palmitate stigmasteryl palmitate
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respectively. Sesquiterpenes include farnesol, a component

of rose oil, and bisabolene, a component of Bisabol myrrh.

The diterpenes include phytol, a component of chlorophyll,

and vitamin A, which is one half of the tetraterpene b-
carotene. The triterpenes include squalene, a precursor of

cholesterol. Examples of tetraterpenes are the oil-soluble:

carotenoid plant pigments; xanthophylls, including the yel-

low pigments lutein in plant leaves and zeaxanthin in corn

(Zea mays); capsanthin, the red pigment in red peppers

(Capsicum annuum); lycopene, the red coloring of tomatoes

(Lycopersicum esculentum); and b-carotene, a yellow-

orange pigment that is the precursor of vitamin A. Bixin,

from the seedpods of Bixa orellana, is the yellow-orange

pigment in annatto food color. It is considered to be a form

of carotene oxidized to remove both six-membered end

rings. Polyterpenes include gutta, natural water repellant

and electrical insulating material from Palaquium gutta,

and natural rubbers with molecular weights of up to 1.2

million daltons obtained from the latex of the Hevea

brasiliensis tree and from rubber-filled cells in the branches

and roots of the guayule shrub (Parthenium argentatum).

Sterols

Structures of selected sterols are summarized in Fig. 34.3.

Cholesterol is synthesized from lanosterol, which consists of

six isoprene units. Cholesterol is a powerful emulsifier and

intermediate for synthesizing other steroids and compounds

in animals. It participates in multiple ways in fatty acids and
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TGA transport and is monitored as a major index of arterial

and general health. Other important (animal) zoösterols

include ergosterol, a precursor of vitamin D required to

avoid rickets in children. The ability of certain plant-origin

phytosterols to reduce blood cholesterol levels, including

low-density lipoproteins (LDL), was discovered in the

1950s and reconfirmed many times. Pine tree “tall” oil, a

byproduct of papermaking, is a rich source for commercial

preparations. In recent years, selected phytosterols have

been approved as food additives and have been included in

specialty margarines and spreads. Stanol homologues differ

from sterols by saturation at the 5 position, to yield

cholestanol instead of cholesterol, and sitostanol instead of

b-sitosterol. Commercial phytosterol preparations are

mixtures of b-sitosterol, sitostanol, campesterol, and

campestanols. Free sterols have limited solubility in fat,

and stanols are hardly soluble; thus, they are converted to

fatty acid esters for use in formulated foods. Bennecol®, a

table spread, developed by the Raisio Group in Finland and

approved as GRAS by the FDA for the United States market

in 1999, is an example of a plant sterol/stanol application.

The FDA requires that a product provides at least 1.3 g/day

of plant sterol esters or 3.4 g/day of plant stanol esters in use

to qualify for a cholesterol-lowering health claim [59–61].

Frying studies have shown that phytosterols with double

bonds at the 24–28 position in the ethylidene side chain (D5-

avenasterol, D7-avenasterol, fucosterol, citrostadienol, and

vernosterol) act as chemical antipolymerizers on the surface

of frying oils and prolonged frying life. However, stigmas-

terol, b-sitosterol, spinasterol, lanosterol, ergosterol, and

cholesterol are either ineffective or slightly increase poly-

merization [62–65].

Fat-Soluble Vitamins

The fat-soluble vitamins include: vitamin A (retinol), a

colorless compound resulting from cleavage of b-carotene,
vitamin D3 (cholecalciferol), a steroid, and vitamins E and K

(tocopherols and menadione and their derivatives, respec-

tively), which consist of isoprene and phenolic-quinone

components.

The carotenoids generally are highly susceptible to oxi-

dation. Only selected members (xanthophylls, b-carotene,
and bixin) are extracted for food coloring. They are used in

products such as butter, margarine, and cheese, where expo-

sure to oxygen and light is limited. The more stable yellow-

orange pigments (lutein and xanthophylls) are extracted

from alfalfa and marigold blossoms for use as poultry feed

additives to increase the yellow color in egg yolks and in

skins of broilers. Much of the world’s b-carotene is produced
synthetically and is increasingly obtained from (red) palm

oil. There is current controversy whether lycopene, the red

pigment of tomatoes, has antioxidant properties in the

human body.

“Vitamin E” is a generic term for tocopherols and

tocotrienols recovered from condensed deodorizer or physi-

cal refiner distillates. In earlier years, wheat germ oil was a

major source. Structures of tocopherol and tocotrienol

isomers are identical except for the presence of double

bonds at positions 30, 70, and 110 in the side chain of

tocotrienols. The R1, R2, and R3 positions are occupied by

CH3, CH3, and CH3, respectively, in the alpha (a) isomers;

CH3, H, and CH3 in the beta (b) isomers; H, CH3, CH3 in the

gamma (g) isomers; and H, H, and CH3 in the delta (d)
isomers. As shown in Table 34.6, tocopherols are the pri-

mary tocols in soybean, corn, olive, and sunflower seed oils,

and tocotrienols are primary in wheat, rice bran, and palm

oils. During chill fractionation, tocotrienols in palm oil con-

centrate in the olein (liquid) phase. The greatest vitamin E

activity is shown by a-tocopherol—the commercial “vitamin

E”—with lesser activities shown by other tocopherol and

tocotrienol isomers. However, when used as antioxidants,

the gamma and delta isomers often have proven more effec-

tive in protecting vegetable oils against oxidation. Intensive

research continues on potentials of tocols for avoiding or

curing various diseases, with considerable focus on diseases

of aging.

Oils from the livers of cod and other fish species were

early sources of vitamin D3; also, ergosterol was irradiated

by ultraviolet light to produce vitamin D2. Currently, most

of the commercial vitamin D is produced synthetically.

Commercial vitamin E is recovered from deodorizer

condensates from plants refining palm and other oils,

including soybean.

Phosphatides

Phosphatides are natural emulsifiers with the following

structures [66].

where

R1 ¼ fatty acid.

R2 ¼ fatty acid, or the phosphatidyl group in the

2 position.

When R3 is one of the following, the phosphatide is

named:
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Fig. 34.3 Structures of selected

sterols. Sources: animal—

lanosterol, cholesterol, and

ergosterol (also microbial);

plant—all others. (From Warner

[65], pp. 37–49, With permission)
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and preceded by names of the two fatty acids if relevant.

In the pharmaceutical industry, the word lecithin is syn-

onymous with phosphatidyl choline. However, the entire or

modified mixture is sold as lecithin in food supplement

capsules, and for food, feed, and industrial uses. Soybean

oil phosphatides consist of 29–39% diacylphosphatidyl cho-

line, 20–26% diacylphosphatidyl ethanolamine, 13–17%

diacylphosphatidyl inositol, 5.9–6.3% diacylphosphatidyl

serine, and 5–9% diacylphosphatidic acid [66].

The phosphatides have polar and nonpolar sites and gen-

erally act as water-in-oil emulsifiers. They are extracted by

solvents with the oil, but preferentially will absorb available

water, form gums, and precipitate. Commercial lecithin is

produced by water degumming (precipitation from oil with

ion exchange-treated water) as explained later.

Phosphatides precipitate on hydration during the storage

of oils, foul bleaching earths, poison hydrogenation

catalysts, and cause darkening of the oil during deodoriza-

tion/physical refining and also if it is used in frying

applications. Their removal is desirable, but requires close

supervision to preserve oil yields. Four lipases are able to

hydrolyze phosphatides. Phospholipase A cleaves fatty acids

at the “A” position; phospholipase B (also called “A2”)

cleaves fatty acids at the “B” position; phospholipase C

cleaves the phosphatidyl chain next to carbon “C;” and

phospholipase D cleaves between the phosphate structure

and choline, ethanolamine, serine, or inositol. Cleaving by

phospholipase D and dissociation of the phosphorous group

expose two negatively charged sites, which can complex

with divalent cations (mainly calcium and magnesium, but

also including iron, copper, and others) present in soybean

tissue during solvent extraction. As a result, the phosphatide

becomes nonhydratable.

The production of nonhydratable phosphatides (NHP) by

phospholipase D can be minimized by heat inactivation of

the enzyme by expanders/extruders while preparing seed for

solvent extraction, by heating briefly to more than 112�C/
235�F. However, some NHP are unavoidable, especially in

wet fall seasons when high moisture seed may begin to

sprout. Unless the NHP content is extremely high, they can

be changed to the hydrated form by treating the crude oil

with acidic chelating agents (acid degumming) to withdraw

the divalent cations as described later. In the last two

decades, several companies have introduced enzyme

degumming. In these processes, usually a position 1 lipase

is introduced to hydrolyze the R1 fatty acid. This leaves the 1

position attractive to water and renders the phosphatide

hydratable again.

The enzymatic degumming process is very robust and

versatile. Using this process increases oil yields and reduces

phosphorus content to a greater extent. The method is suit-

able for edible oil and biodiesel processing. Recently in

2010, Varenium has marketed their two Purifine PLC

products for the degumming process.

Fats and Oils Sources and Consumption

Production

Global production and export estimates for fats and oils for

2003/2004 are shown in Table 34.7. Approximately 39% of

the world’s production of vegetable oils, and an additional

20% of oilseeds grown, enter international trade [20, 67].

Records of estimated production, imports, and exports are

kept, country by country, by the Foreign Agriculture Service

(FAS) of the US Department of Agriculture, and Oilseeds

World, a publication in Hamburg, Germany.

The leading producers of the major oilseeds, in decreasing

order, are Soybean: the United States, Brazil, Argentina,

China, and Paraguay; Rapeseed/Canola: China, the

Table 34.6 Tocopherol and tocotrienol contents (m/g/g) of common refined edible oils (From: Sundram et al. [206], With permission)

Tocol isomers Soybean oil Corn oil Olive oil Sunflower oil Milk fat (ghee) Wheat germ oil

Rice

bran oil Palm oil Palm olein Palm stearin

a-Tocopherol 117.2 248.9 151.4 485.2 32.7 218.9 64.0 188.2 179.0 50.0

b-Tocopherol 19.8 10.1 13.3 3.0 n.d. 33.2 10.6 n.d. n.d. n.d.

g-Tocopherol 560.7 464.1 10.9 51.0 n.d. 84.7 n.d. n.d. 17.6 n.d.

d-Tocopherol 178.2 58.2 n.d. n.d. 33.8 n.d. 187.0 n.d. n.d. n.d.

a-Tocotrienol n.d.b n.d. n.d. n.d. n.d. n.d. 31.4 198.1 219.9 47.4

b-Tocotrienol 20.2 n.d. n.d. n.d. n.d. 347.5 83.2 10.0 8.1 9.0

g-Tocotrienol 6.2 n.d. n.d. n.d. n.d. n.d. 783.2 198.8 332.7 134.9

d-Tocotrienol n.d. n.d. n.d. n.d. n.d. 18.4 38.6 98.4 67.0 31.4

Total 902.2 781.4 175.6 547.5 66.5 702.7 1198.0 693.5 824.3 272.8

nd not detected
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European Union, Canada, India, and Eastern Europe; Sun-

flower seed: the former Soviet Union 12, Argentina, Euro-

pean Union, Eastern Europe, China, and the United States;

Peanut/Groundnut: China, India, and the United States; and

Cottonseed: China, the United States, India, Pakistan, the

former Soviet Union 12, and Brazil.

Soybean oil is the world’s largest supply of visible

(separated) fats, accounting for approximately 29.8%.

Palm, rapeseed/ canola, and sunflower seed follow it, and

peanut oils in tonnages produced. The production of palm oil

has been increasing and now accounts for 28.8% of the

world’s supply; added to the 3.4% palm kernel oil produced,

the palm crop provides 32.2% of total oil supply. With oil

palm plantings still to mature in various tropical countries,

palm oil production alone is expected to bypass soybean oil

within the next several years. However, palm oil generally is

the lowest cost edible fat available and accounts for 54.7%

of the world’s exported oils. Thus, it is one of the more

economical and easier acquired oils.

Currently, the United States is the world’s leader in

soybean production (35.2%), followed by Brazil (32.7%),

Argentina (17.9%), and China (8%). Approximately 34% of

the world’s soybean meal (for animal feed), 29% of the oil

(mainly in degummed form), and 34% of the world’s soy-

bean seed (mainly for overseas extraction) enter global

trade. The United States exports 36% of its soybean crop

in seed form, 12% of its processed meal, and 3% of its

soybean oil. In contrast, Brazil exports 35, 65, and 48%,

and Argentina exports 20, 98, and 98%, respectively. The

latter two nations each surpass the United States in tonnage

of meal and oil exports. This results partially from increas-

ingly more of the domestic crop retained in the United States

to supply the local population’s needs. Also, larger tariffs

were imposed on seed exports than on meal or oil in Brazil

and Argentina in the 1970s and 1980s to encourage develop-

ment of domestic oils extraction industries; these strategies

appear to have been successful. Because of population

growth, China now imports more soybean than is produced

internally [20].

Rendered beef, pork, poultry, and other animal fats are

not well reported internationally, and global statistics are

unreliable. Total production of fats in the United States by

the rendering industry for 2000 is estimated at 4.18 million

metric tons [68]. Outputs of all rendering facilities captive to

integrated broiler operations might not be included. Of the

amount reported, 76% is inedible tallows and greases, 18%

is edible beef or mutton tallows, and 6% is edible pork lard.

Fish oils are not well reported either, with annual

estimates at about 1.3 million metric tons from sustainable

(sea catch) fisheries. Production has ranged by as much as

50% between years, depending on availability of fish.

Changes in Sources

The maturing of nations as raw materials suppliers follows a

sequence. Centuries ago, bands of marauders attacked

villages to steal crops after harvest. Later, countries

conquered neighboring lands for “a place in the sun” for

their growing populations. With improvements in transpor-

tation and discovery of the New World, followed by Africa

and Australia, it no longer was necessary to relocate large

populations. Colonies could be established to supply the

“mother country” with raw agricultural materials in addition

to minerals and fossil fuels. As local education improved,

colonies typically declared their independence, but the new

countries needed something to trade for goods they were

unable to produce themselves.

The oils of ancient times were olive and sesame oil in the

Mediterranean basin, rapeseed and animal fats in Europe,

and coconut (copra) oils in the tropics. Cottonseed was

the world’s first new oil of the Industrial Revolution age

Table 34.7 Estimated production and exports of world’s major edible-type vegetable oils (From: Foreign Agriculture Service Circular Series.

Department of Agriculture, April 2010/2011)

Seed/Copra Meal Oil

Oil/Fat source Production (MMT) Exports (MMT) Production (MMT) Exports (MMT) Production (MMT) Exports (MMT)

Soybean 260.97 98.51 177.82 59.92 42.0 9.99

Palm – – – – 47.47 37.53

Canola/rapeseed 58.56 10.53 34.63 4.41 23.02 3.15

Sunflower seed 30.93 1.48 12.14 4.19 11.28 4.36

Peanut 34.71 2.49 5.93 0.11 4.89 0.17

Cottonseed 43.19 0.71 14.84 0.36 4.96 0.17

Copra/coconut 5.89 0.21 1.95 0.81 3.68 1.88

Palm kernel 12.73 0.02 6.70 5.03 5.65 3.27

Olive – – – – 3.01 0.65

Fish – – 4.97 2.87 – –

Total 446.89 113.86 258.98 77.70 145.96 61.00

MMT million metric tons
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(early 1800s) and became the dominant US oil after the Civil

War (from the latter 1860s until the mid-1930s). But, cot-

tonseed oil is a byproduct of growing cotton fiber, and edible

oil and animal feed requirements of the world’s growing

populations soon exceeded supplies of this crop. Solvent

extractors, invented in Germany in the early 1920s,

maximized oil recovery and produced animal feed protein

meals with less heat damage. As European demands grew

for a closer and more reliable source of soybean than had

been available from the Manchuria area of China since 1910,

soybean export opportunities opened for the United States.

Many of continental Europe’s oil mills were demolished

during World War II, placing the United States in the posi-

tion of major soybean seed, oil, and meal supplier to the

world. In 1960, the United States grew and traded about 60%

of the world’s soybean. China grew about 32% of the world

soybean crop and supplied about 19% of the trade, but soon

decreased as a world supplier because of its own population

growth. The poultry broiler industry became global about

1960. Its large requirements for feed protein, best supplied

by soybean meal, contributed to increasing world soybean

production by 7.5 times in the succeeding 40 years.

Although slightly more than four tons of meal is produced

for each ton of oil, the sheer volume of the meal business has

co-produced enough soybean oil to keep it the world’s major

oil until now. Much of the production and processing tech-

nology was developed by the United States and European

nations. In time, roads, canals, and port systems, crop pro-

duction, and processing infrastructures in South America

were funded as economic development programs by the

World Bank, Regional Banks, and by private investors.

The position of “lowest cost producer of soybean and soy-

bean oil” has passed from the United States to South Ameri-

can countries. Brazil has opened its sub-Amazon basin to

soybean growing, an area four to five times larger than

available in the United States, and has developed varieties

acclimated to the climate and day length. Its production of

soybean is expected to surpass the United States in the near

future. China also has developed salt-tolerant varieties that

will grow in its coastal regions. At the same time, economic

assistance and private investment in Southeast Asia and

tropical countries have led to production of palm oils at

prices lower than soybean oil.

The appearance of Asian soybean rust (Phakopsora

pachyrhizi), first of South America and in the United States

in 2004, is a cause for concern. This fungus has potential for

greatly reducing soybean yields per acre and could become a

critical factor in world protein and oil supplies. No other

crop is as capable of producing protein as soybean, essen-

tially resulting in a monoculture. The Unites States has

maintained a wheat rust response program for nearly half a

century, continuously developing rust-resistant varieties for

replacement as needed. Fortunately, biotechnology has

provided even better tools for newer programs.

Many factors dictate which oilseed species will be grown

and/or imported into a country. Climate and local demand

for high-protein feed meals are leading factors. Cool weather

and short growing seasons have essentially limited Canada,

Northern Europe, and the former European Russian

republics to growing rapeseed/canola or sunflower seed.

Some European countries grow and export seed or oil of

canola, but import soybean for their edible oil and animal

feeding industries. Insect problems were important factors in

selecting crops before modern insecticides and IPM systems

became available. Devastation of the southeastern United

States cotton crop by the boll weevil led to the introduction

of large-scale peanut growing in the early 1900s.

As shown in Table 34.8, the oil content of row crop

oilseeds varies from about 19% for soybean to 43% for

sunflower seed, and 41–45% for rapeseed/canola. More

feed co-products always are produced than oils, with a

ratio 4:1 in the case of soybean. Soybean meal is the major

feed protein source for production of poultry, currently the

leading domestic and global meat source, and in the rapidly

developing aquaculture industries.

The relative availability of fat- and oil-bearing

byproducts of other current agri-businesses is an additional

consideration in types and amounts of oilseeds grown.

Because only about 12% of the return to cotton farmers

comes from the seed, the domestic supply of cottonseed for

Table 34.8 Gross composition of major undehulled oilseeds

Crop/Source Moisture (%) Protein (%) Fat (EE) (%) Crude fiber (%) Ash (%) Oil: co-products ratio

Soybean 8.5 36.5 19.5 5.8 4.9 1 : 4.1

Cottonseed 8.0 23.0 21.0 24.0 4.8 1 : 3.8

Peanut 6.5 25.7 49.2 4.9 2.3 1 : 1.0

Sunflower 6.0 21.1 42.0 17.4 3.3 1 : 1.4

Safflower 5.8 19.4 43.5 20.8 3.7 1 : 1.3

Coconut (copra) 4.0 7.5 67.3 5.0 1.9 1 : 0.5

Rapeseed/canola 8.0 22.0 41.2 11.5 5.1 1 : 1.4

Palm kernel 10.5 9.7 58.1 – – 1 : 0.7

Sesame 8.0 24.2 47.6 11.2 6.1 1 : 10

EE ether extraction method.
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crushing is dictated by world demand and the price of cotton

and is hardly affected by price of cottonseed oil. Corn oil has

become the second major oil in the United States due to large

quantities of corn germ provided by rapid growth of the

domestic corn sweetener and ethanol industries. There is

sufficient processing of rice in the United States now to

warrant two rice bran oil extraction plants, with quantities

of stabilized rice bran also shipped to Japan. Beef, pork, and

poultry packing operations always produce fatty tissues for

rendering into inedible tallow, lard, chicken fat, and meals

used in animal feeds. Generally, fats/oils from co-products

of other local processing industries must clear the market

first, at whatever price they can get, before growing or

importing of significant quantities of high-oil content crops

becomes economically attractive.

Consumption

The world’s current production of edible oils is estimated at

about 101 million metric tons, and an increase of ~2.5

million metric tons is needed annually to meet the needs of

the growing population. Average per capita consumption of

fats/oils is difficult to determine from gross disappearance

figures because these materials also are used in animal feeds

and industrial applications. Generally, consumption is

related to personal income and local availability, but once

fats are introduced into the diet, their priority among food

expenditures remains high. The annual consumption of oils

is estimated at 10.4 kg per person for the world and ranges

from 27.2, 42.9, and 29.3 kg for the United States, Belgium,

and West Germany, respectively, to 13.1, 4.7, and 5.9 kg,

respectively, for Egypt, China, and India.

About 60% of the total fat consumed domestically is

“invisible,” in meat, poultry, fish, dairy products, eggs, and

prepared foods. The visible 40% is used primarily in the

form of salad and in-home cooking oils, shortenings, and

margarine. From 1965 to 1990, average domestic consump-

tion of fat decreased from 50.7 to 32.5 kg per capita for men

19–50 years of age and 30.3 to 23.4 kg/year for women.

Since 1990, consumption increased to 36.9 kg/year for

men and 23.7 for women in 1995 [69]. Approximately two

thirds of visible fats available per capita in 1940 were from

animal sources. The use of vegetable source fats has grown

significantly, accounting for about two thirds of the visible

fats consumed in 1965, and 90% in 1985 [70]. More recent

data have shown that fat consumption per capita has not

deceased in grams per day intake, but has decreased as a

percentage of total diet with the average caloric intake

increasing.

At times, the public acts indifferently regarding caloric

intake. In the mid-1990s, various low-fat or nonfat snack

foods were introduced, requiring different processing

machinery, techniques, and flavoring technologies.

Although promising at first, sales of these products showed

a decline in 1997 [71]. The Procter & Gamble Company

developed olestra (Olean™) during a 28-year period

(1968–1996) before the FDA approved its use as a frying

oil in savory snacks (salty chips, crackers, and tortilla chips)
and spent several hundred million dollars in the process.

Olean™ is a polyester of sucrose and 6 to 8 fatty acids,

which is nondigestible by human lipases, and thus noncalo-

ric. However, public interest shifted from snacks promoted

as “healthy” to indulgence in salty, traditional-flavor, higher

fat content products [72]. Many of the newer snack products

were withdrawn from the marketplace. Digestive tract upsets

also found in earlier evaluations of other nondigestable fats

were again reported among Olean consumers.

Extraction of Fats and Oils

Basic Processes

By trial and error over the centuries, man has learned five

basic skills in handling oilseeds:

1. Preservation of seed by natural or artificial drying and

cooling to a dormant state before storage, with protection

from insects and rodents. Generally among oilseeds,

sprouting enzymes become active once seeds rise above

75% relative humidity (RH). Rise in free fatty acid (FFA)

content signals need for early processing.

2. Removal of trash and hulls, by stamping, threshing, disk

hullers, cracking rolls, and other devices, followed by

winnowing, sieving, or aspiration to separate kernels

(“meats”) from hulls and chaff.

3. Freeing the oil, by pounding seed with rocks, mortar, and

pestle-type grinders (which later became human, beast,

water, or electric-driven ghanis); use of vertical stone/

iron wheels known as “edge rollers” to crush the seed;

cracking and flaking rolls; and, more recently, expanders/

extruders.

4. Heating the seed to increase oil recovery. This was first

interpreted as denaturation, making the protein matrix

brittle to surrender the oil on pressing. Later, it was

recognized that concurrent inactivation of enzymes also

arrests development of various types of degradations.

5. Separation of oil from crushed seed by: draining; squeez-

ing cooked mash in cloths by lever, wedge, or hydraulic

presses; continuous screw presses, or by solvent

extractors.

Initially, various societies used plant oils for medicinal

and cosmetic purposes. Later, they were used for lighting

and, as extraction and refining techniques improved, for

food. Crude techniques are still used in remote areas.
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Screw Press Operations

Continuous screw presses are used: (1) for extracting fats

and oils in small operations where investment capital or

supplies of raw materials are limited and installation of a

solvent extraction plant is impractical; (2) to partially defat

high-oil content seeds for easier handling in subsequent

solvent extraction or hard pressing; and (3) for extraction

of animal flesh and bones, fish, and fleshy-type oilseeds

such as palm fruit, olives, and copra (dried coconut “meat”)

and oilseeds. These machines have been generically

referred to as “expellers,” but the Expeller® trademark

belongs to Anderson International Corporation, Cleveland,

OH, successor to the company founded by Valerius

D. Anderson who patented the first continuous screw

press in 1899.

The main principle in hard pressing is to preheat (cook

and dry) prepared seed and animal materials to the point

where cell walls become brittle and rupture readily on press-

ing. Generally, seed is dehulled, tempered, flaked, and

cooked (dehydrated) to low moisture (3–4%) before hard

pressing. Screw presses used for hard pressing row crop

oilseeds (soybean, cottonseed, rapeseed/canola, sunflower

seed, and peanut) typically include two stages: the second

stage, operating at higher pressure, further extracts oil

remaining after first stage pressing (Fig. 34.4). Approxi-

mately 4–5% oil is left in oilseed meals. Single-stage con-

tinuous screw presses typically are used in rendering

operations and in pressing palm fruit and olives, which

leave bone or hard seed pieces in the press cake. Approxi-

mately 9–12% fat is left in meat and bone, and fish, meals,

and 5–6% oil in oilseed meals. High temperatures partially

destroy the dietary essential amino acid lysine and reduce

nutritional quality and economic value of protein feed meals.

Milder wet processing techniques have been developed for

meat and fish meals.

Generally, oils from press operations go to a settling tank.

A layer of foam may be skimmed off; the midfraction (oil) is
filtered and sent to refining, and the settled solids (foots) are

spread over the stock going to the screwpress. Pressed oils

benefit from cooling to less than 42�C/11�F as soon as

possible to slow oxidation and setting of color.

The traditional practice in processing high-oil row crop

oilseeds (containing over 25% oil, such as canola/rapeseed,

sunflower, peanut, safflower, and corn germ) was to reduce

the oil content to less than 18% using lighter duty

prepresses, break up the press cake, and finish with solvent

extraction. Such operations are called prepress-solvent

extraction. Cottonseed also was prepressed in earlier years.

Expanders with oil removal cages (Fig. 34.11, to be

described in more detail later) are used to reduce oil content

to less than 20% and are replacing prepresses in high-oil

content seed extraction plants. Modified discharge heads are

used on expanders to enhance hard pressing.

Most oilseeds contain excessive fat for extensive animal

feeding. “Scalping” oilseeds such as cottonseed and soybean

by preheating and partially pressing to about 9–12% residual

oil (which is sold) is becoming popular among large animal

feeders, feed manufacturers, and farmer cooperatives. Toxic

components, such as trypsin inhibitor (in soybean) and gos-

sypol (in cottonseed), are partially inactivated, and the meals

are improved for feeding selected animals.

Decanters and Centrifuges

Two major types of centrifugal separators are used in press-

type oil/fat extractions and wet rendering: horizontal

decanters and vertical stacked conical disk centrifuges. A

drawing of a decanter, which separates solids and liquids, is

shown in Fig. 34.5. Decanters are built with different inter-

nal designs depending on the solid–liquid ratio to be

separated and operate at ~2,500–3,000 � gravity (g).
When properly operated, a “dry” solids phase and a liquid

phase of two immiscible liquids (aqueous matter and oil) are

discharged.

A cut-away of a three-phase stacked-disk centrifuge is

shown in Fig. 34.6 [16]. These are vertical separators,

operating at ~6,000 � g, which employ a spinning bowl

and set of conical stacked disks. Centrifuges are used

Fig. 34.4 Anderson Expeller® Press, model 55 in. TDMS.™ Note

elevated conditioner carrying product from left to right across top of

press; vertical screw first-stage press section (right side); higher pres-
sure second-stage press screw section carrying product from right to
left. Some hard presses have both stages on one shaft. (Courtesy of

Anderson International Corp., Cleveland, OH)
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primarily in three-phase mode to separate the liquid portion

into two immiscible phases and a fine solids (sludge) frac-

tion. They are not meant to handle significant amounts of

coarse solids. The material to be separated enters the

spinning bowl at the bottom through a hollow spindle and

is discharged under the lower plates to be thrown against the

side of the bowl by centrifugal action. Continual arrival of

fresh liquid forces the earlier liquid into the plates, with the

heavier aqueous phase remaining at the outside of the bowl,

and the oil phase moving into the center. In the past decade,

both major manufacturers of centrifuges in the western

world have introduced systems for adjusting the aqueous:

oil phase ratios exiting their machines while running. The

solids, collected at the outer extremities of the bowl, are

allowed to escape as heavy slurries by momentarily lowering

the bottom of the bowl on a timed desludging cycle.

Olive Oil

Traditionally, oil was extracted from fruit of the olive tree,Olea

europea, by crushing cleaned, ripe olives, including the seed,

using stone “edge rollers” or metal grinders; milling bymixing

the paste while heating to coalesce the oil droplets; and

shrouding it in press cloths or mats for squeezing in lever,

wedge, mechanical screw, or hydraulic presses. Next, the

must (oily liquids escaping the press) was centrifuged to sepa-

rate the oil and aqueous phases. Lower quality secondary oils

were obtained by reworking and repressing the pomace, or by

drying it for solvent extraction. Modern olive oil extraction

plants: crush the olives and seed using hammer mills; mix the

paste while heating; and separate the must from pomace using

decanters. Themust is heated and separatedby disk centrifuges.

The solids may be reextracted several times. Some olive oil

plants now use bladder presses, similar to those for crushing

grapes inmakingwine, to remove the highest quality oil. Virgin

oils are separated by pressing, and usually are usable after

filtration. Pomaces are dried and their remaining oil extracted

by solvent. Some operations use the desolventized extracted

pomaces to fuel steam boilers for the plant [73–75].

Coconut Oil

Coconuts, from the Cocas nucifera palm, are dehusked

before cracking the nut to drain away the coconut water.

Then, the flesh is separated from the adhering shell and

dried, raising the oil content from approximately 30% in

Fig. 34.5 Schematic drawing of

Westfalia Model CA 450

Continuous Clarifier Decanter.

(Courtesy of GEA Westfalia

Separator Company,

Northvale, NJ)
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the “meat” to 50–65% in the resulting copra. Considerable

amounts of copra are prepared by hand and sun-dried to

supplement family income in tropical countries. Centralized

coconut mechanical husking and dehulling facilities, which

dry the coconut meat using heat generated from burning the

husks, offer advantages of improved moisture control and

reduced mold spoilage and aflatoxin problems and are

increasing in number. In the oil extraction process, copra

is: (1) cleaned by shaker screens to remove trash; (2) size-

reduced by hammer or attrition mills, or fluted roller mills;

(3) optionally flaked; (4) additionally dried if necessary; and

(5) hard pressed or prepress-solvent extracted [76]. Specially

designed expanders have been applied to preparing copra for

coconut oil extraction.

Palm Oil

Two distinctly different types of oils are produced from

the fruit of the Southeast Asia and African oil palm,

Elaeis guineensis, and its hybrids with the South and Central
American palm, Elaeis oleifera. Palm oil is obtained from

the red-orange fleshy part of the fruit, which resembles an

oversized olive about the size of a small chicken egg. Palm

kernel oil is derived from the kernel within the nut. Well

over 98% of the fatty acids in palm oil belong to the C16 and

C18 palmitic-stearic group, whereas approximately 64% of

the fatty acids in palm kernel oil consist of the C12 and C14

lauric group.

A palm tree produces 10–15 fresh fruit bunches through-

out the year, weighing 5–23 kg (10–50 lb) each. The bunches

are cut from the tree with knives attached to long poles and

are transported to the oil mill, sometimes by a small-gauge

railroad. Although palm fruits somewhat resemble olives,

they have a very strong lipase enzyme which is deactivated

first by steaming the bunches at about 40 psig for 50–75 min.

This also loosens the fruits on the stalk, which are freed in

thresher drums and passed through a digester to convert the

fleshy pulp to mash. Then, the mash is pressed by twin-screw

or hydraulic presses to yield red crude oil. The nuts are dried,

shells cracked, and the kernels separated and bagged or bulk-

stored for sale and/or solvent extraction in a fashion similar

to the processing of row crop oilseeds [77].

Animal Fats and Fish Oils

Extraction of Lards and Tallows

A variety of methods, old and new, is used for extracting

animal fats [78]. The method used depends on the required

properties of the edible or inedible nonfat product produced

and the age of the facility since construction or its last

modernization. In recent years, continuous processes gener-

ally have replaced batch processes for edible and inedible

rendering to take advantage of heat recapture systems,

economies and reduction of worker safety problems through

automation, and the ability to minimize discharge of offen-

sive odors. Modern edible and inedible rendering plants

located near urban areas often are under negative pressure,

and the building and processing equipment operate under

slight vacuum. Steam vapors from processing are

condensed, and air taken into the building is water-scrubbed

before return to the atmosphere. Edible and inedible animal

fats and fish oils may be subjected to refinery processes

similar in principle to those of vegetable oils. Industrial

fats often are split by high-pressure steam into fatty acids

for further processing by the oleochemicals industry [79].

Edible products for human consumption are processed

under federal or state inspection in facilities separate from

inedible rendering plants. In the United States, construction

of the processing area and designs of equipment selected are

previewed and approved before startup by the Food Safety

Fig. 34.6 Schematic drawing of Westfalia Model RSA refining sepa-

rator with self-cleaning bowl. (Courtesy of GEA Westfalia Separator

Company, Northvale, NJ)
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Inspection Service of the USDA. Only raw materials passed

by FSIS inspectors may be used. They may be chilled or

frozen and shipped in refrigerated trucks or railroad cars

under FSIS seal to the edible rendering facility. On-duty

FSIS (or state) inspectors monitor the rendering operation.

Edible rendering plants are limited to one species in the

United States, and mixing fat of different species is not

permitted [80].

Edible beef tallow is produced from the fat of cattle (Bos
taurus). A counterpart, produced from sheep (Ovis aries), is

known as mutton tallow. Lard is rendered from the fatty

tissue of pigs (Sus scrofa). Edible chicken fat is rendered

in some countries [81]. Essentially, three methods are used

for separation of fat from animal tissues. In older batch wet

rendering processes, an autoclave is filled with precut raw

material, closed, and steam is injected to raise the tempera-

ture to about 140�C/280�F. After heating for 2–3 h, the

pressure is slowly reduced to atmospheric to avoid emulsifi-

cation. After a settling period, the free fat is drained from the

autoclave; the cracklings are pressed by single-screw

machines and sent to drying. Indirect heating is used in

batch dry rendering. A reactor, equipped with a rotating

agitator, and jacket at 6–7 bar (88–103 psi), liberates the

fat in 1.5–2 h. On discharge, the fat is drained and the

cracklings are pressed. Where batch-type cage presses are

still used in other countries, the cake is formed in the shape

of large wheels, sometimes called greaves.
Much of the edible rendering industry has adopted con-

tinuous wet rendering, in which the minced raw material is

heated first to 60�C/140�F, and then to 90�C/195�F, in an

airtight melting section within minutes. The heated material

then is separated into solid and liquid fractions by mechani-

cal horizontal decanters (Fig. 34.5) or dewatering screw

presses, and the oil is separated from the aqueous portion

(stick water) and fines by a three-phase disk-type centrifuge

(Fig. 34.6). The pure fat is flash-dried and cooled to approx-

imately 12�C/20�F above melting point by passing through a

tube-in-shell or plate heat exchanger before storage and

shipping [82].

Lower heating temperatures are used when producing

partially defatted beef fatty tissue (PDBFT), or similar edi-

ble products of other species, used in making processed

meats, including frankfurters. Fatty tissues and trimmings

are ground and heated to 43�C/110�F in a mixing tank to

melt the fat but still retain the heat-setting properties of the

tissues for later use. The slurry is passed through a

disintegrator to rupture the fat cells, and then through a

horizontal decanter for separation into solid and liquid

phases. The solids are cooled for packaging and used in

making processed meats. The liquid is heated to 93�C/
200�F to coagulate proteins and passed through a desludging

disk-type centrifuge to “polish” the oil by separating the

stick water and removing any solids [83].

Higher heat treatments, using open cooking kettles,

produce darker and more strongly flavored fats and

cracklings, also usable as edible food ingredients, which

are preferred in specific applications. But, for the most

part, bland edible animal fats are preferred and may later

be neutralized (alkali refined), bleached, hydrogenated,

deodorized, rearranged (interesterified), and fractionated in

ways similar to vegetable oils before incorporation into

margarines/spreads and shortenings, or used for frying [84].

Inedible Animal Products

Inedible animal products include viscera and inedible parts,

carcass parts condemned by inspectors, fatty trimmings from

butcher shops, outdated fresh and processed meats, and dead

animals that have been skinned. They may be rendered by wet

or dry batch processes. In modern rendering, the flesh and

bones are ground or chipped, heated to denature the protein

and release the aqueous and fat fractions. Next, the slurry is

passed through a decanter or dewatering press to separate the

solids from the liquid which is further heated to reduce viscos-

ity in separating fat, stick water, and sludge. The meat/bone

fraction is dried, reaching high temperatures specified by the

federal government to destroy pathogenic bacteria. The solids

thenare pulverizedbyhammermills and sieved for animal feed

use, with the separated large pieces recycled to the grinders.

Inedible renders, sometimes called the original recyclers, play

an increasingly significant function as the world wrestles with

problems of biodegradable waste disposal.

Restaurant Greases

Used frying oils typically are processed in separate inedible

systems. Restaurants and large commercial fryers dump their

spent oils into on-site bins, equipped with steam heating coils

provided by the grease processor. Pilferage of grease has

been a problem in the industry, and covers on the bins are

kept locked. The collector may attach a steam line to heating

tubes in the bin tomelt the fat if required; then, it is pumped to

a tank on the collection truck. An exchange of fats occurs

between the oil and the product during frying. For example,

the used grease may contain substantial quantities of chicken

fat from frying. At the processing plant, the liquid grease is

heated to 100�C/212�F and flashed into an evaporator flash

chamber operating at 82–85�C/180–185�F and 21 in. mer-

cury vacuum to remove the moisture. Next, the dried grease

is passed through a decanter to remove any solids and par-

tially cooled before storage [85]. Some inedible renderers

also provide services for pumping restaurant and grocery

store grease traps. These fats are segregated for handling in

separate processing facilities and sold in separate markets.
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Animal Fat Specifications, Production,
and Utilization

Specifications, or typical analyses, of edible, industrial, and

feed animal fats are shown in Table 34.9 [80, 86]. Much

emphasis is placed on Titer, the solidification temperature of

fatty acids in a saponified sample of the fat or oil

(AOCS Method Cc 12–59). Feed ingredients in the United

States may not be as aesthetically attractive as food

ingredients, but are required to pass the same toxicology

standards.

Rendering produced an estimated 4.18 million metric

tons of animal fats in the United States in 2000 [87]. Of

this amount, approximately 18 and 6% were edible tallow

and lard, respectively, and 41 and 35% were inedible tallow

and grease. Approximately 15 and 34% of the edible tallow

and lard, respectively, and 37% of the inedible tallow and

grease were exported. Of the inedible tallow and grease used

in the United States, an estimated 75% was used as animal

feed, 16% was converted to fatty acids by the oleochemicals

industry, 4% was used in soaps, and 3% in lubricants.

Inedible animal fats are the lowest cost domestic fat sources.

Their market price per pound sometimes is less than fuel oil,

and rendering plants have chosen to burn them as fuels. In

2001, animal fats were included with vegetable oils for

federally supported trials of biodiesel fuel.

Fish Oils

Rawmaterials for producing fish oils include: (1) pelagic-type
(surface feeding) fish pursued for reduction to meal and oil;

(2) waste products produced at facilities that process edible

fish; and occasionally (3) by-catch species also netted with

the primary catch. The type of processing used depends on

geographic location, species of fish normally taken in the

area, and whether done at an on-shore plant or a factory

ship. As in continuous wet rendering, whole fish or

trimmings are ground, cooked, pressed, or decanted to

yield solids and liquid, and the liquid fraction then

centrifuged into stick water and oil [88, 89]. A significant

Table 34.9 Specifications or typical analyses of edible and industrial/feeding animal fats (Compiled from: NRA [80])

Grades

Titre min

(�C)
FFA max

(%)

FACa color

max

Moist. max

(%)

Iodine

value

max

Saturated

(%)

Fatty acids

distribution

unsaturated (%)

Linoleic

(%)

Edibleb

Beef tallow—USDA

certified

41.0 0.75 3 0.10c 40–45

Lard—USDA

certified

38.0 0.50 d 0.20c

Inedible—industrialb

Top white tallow 41.0 2 5 1 MlUe

All-beef packer tallow 42.0 2 None 1 MIU

Extra fancy tallow 41.0 3 5 1 MIU

Fancy tallow 40.5 4 7 1 MIU

Bleachable fancy tallow 40.5 4 None 1 MIU

Prime tallow 40.5 6 13–11B 1 MIU

Special tallow 40.0 10 21 1 MIU

No. 2 tallow 40.0 35 None 2 MIU

“A” tallow 39.0 15 39 2 MIU

Choice white grease 36.0 4 13–11B 1 MIU

Yellow grease g 15 39 2 MIU

Typical analyses—feed grade fats

FGF (for all feeds) 29–45 40 37 2–4 MIU 40–100 25–50 50–75 4–40

FGF (for milk replacers) 38–41 5 9 1 MIU 47 50 50 4

All-beef tallow 38–43 5 7 1 MIU 47 50 50 4

All-pork fat 32–37 15 37 2 MIU 68 38 62 12

All-poultry fat 28–33 15 19 2 MIU 85 28 72 20

Acidulated vegetable oil

soapstock

18–31 70 4–6 MIU 90–140 6–31 69–94 20–75

Palm oil 28–36 5 2 53 42 58 10

aFAC Fat Analysis Committee, AOCS
bAmerican Fats and Oils Association specifications for tallows and greases
cInsoluble impurities 0.05% maximum
dLard color maximum ¼ 1.5 red Lovibond color (5.25-in. cell); Lard peroxide value 4.0 meq/kg max
eMIU moisture, insoluble impurities and unsaponifiables combined
fWhen required, titer to be negotiated between buyer and seller on contract-by-contract basis
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fish protein industry, using trawlers for netting and mother

ships for processing, has developed in Alaska. Local fish

species have low oil content, and most of the oil produced

is used on board to power steam boilers and engines [90].

Dried animal meals and fish-meals do not contain

natural antioxidants, and it is common practice to preserve

their fat by using synthetic antioxidants. This is especially

important in fish meals, where rapid polymerization can

generate sufficient heat to cause spontaneous combustion

of stored meals.

Fish oils may be alkali-refined, bleached, hydrogenated,

deodorized, and used in making margarine/spreads, other

food products, and nutraceuticals. Direct food uses are

approved, but seldom made in the United States. Because

fish oil contains fatty acids with three or more double bonds,

it readily polymerizes in the presence of air and is a major

drying oil used for coatings. This property is further

enhanced by kettle bodying (heating and mixing while bub-

bling in air). The fatty acid compositions of different fish oils,

processing, and uses are presented byBimbo [91], and Bimbo

and Crowther [88]. Nonfood uses include animal feeds, fish

attractants and lures, automotive gaskets, caulking

compounds, ceramic deflocculants, core oils, fatty acids,

fatty acid chemicals, fermentation substrates, fire retardants,

fuel oil, illuminating oil, insecticidal preparations,

leather tanning, lubricants and greases, mold-release agents,

mushroom culture, oilfield chemicals, oiled fabrics, ore

flotation, plasticizers, polyurethane lures, pressed wood

fiber boards, printing inks, protective coatings, refractory

compounds, rubber compounds, rust proofing, soaps,

specialty chemicals, and tin-plating oils.

Feeding Animal and Marine Fats

Animal and marine fats provide approximately 2.5 times

more calories per unit dry weight than carbohydrates or

proteins, but are lower priced. Digestive tract capacities

limit growth of broilers and turkeys and productivity of

laying hens, and these animals respond well to high-energy

diets, another name for fat-containing feeds. This also is

true, to a lesser degree, for pigs and fish. However, high

intakes of oil can disrupt normal function of rumens, and

various bypass techniques are used in feeding cattle.

The most common has been to hydrogenate fatty acids to

melting points above rumen temperatures. Because of

concerns about bovine spongiform encephalitis (BSE or

“mad cow disease”), feeding of mammalian meat meals

to ruminant animals has been outlawed in the United States

and much of Europe, but these restrictions do not apply

to feeding of tallows and greases. Concerns also exist

about potential crossover of BSE to cats, and ruminant

meat and bone meals are avoided in formulating dry cat

foods.

Special needs must be addressed in pet foods. The lower

melting point animal fats (choice white greases) are more

appealing in odor than the tallows. However, lower melting

fats can wick into and disfigure paper packaging. Solutions

have included using the higher titer fats, including

nonpermeable plastic layers in multiwall bags, laminating

fat barriers onto paper, and filling into plastic bags. Some

foods for guard duty and sled working dogs, and some fish

feeds, require 30–40% fat content. However, high-fat

formulas do not extrude easily even on modern machinery.

Solutions have included using twin-screw extruders, which

convey better than single-screw machines, the inclusion of

full-fat soybean meal where the oil still is bound within its

natural matrix, and enrobing the products with fat after

extrusion and drying.

In addition to increasing caloric density and feed

palatability, and improving appearance, feed efficiency,

and reducing feed costs, feeding of animal, marine, and

vegetable fats can:

1. Provide needed molecular structures through dietary

EFAs and phospholipids

2. Increase blood glycogen levels and endurance in working

animals such as horses and sled dogs.

3. Lower the heat of reaction during digestion and metabo-

lism, thus increasing tolerance of heat by large animals

during summertime or in tropical areas.

4. Prevent dermatitis and improve the appearance of skin

and hair–an important effect of polyunsaturated fatty

acids.

5. Carry fat-soluble vitamins and natural color compounds,

for example, yellow pigments to improve the color of egg

yolks; red and orange colors for feeding salmon.

6. Prevent segregation of mixed feeds.

7. Lubricate feed-processing machinery.

8. Bind heat-sensitive flavorings, vitamins, medications,

“instant gravy mixes” to pet foods and feeds after extru-

sion and drying.

9. Reduce dustiness of feeds and improving animal health [86].

Row Crop Oilseeds Processing

Extraction Plants

The term row crop in this chapter generally means annual

crops that are grown in rows. Their seeds have many

similarities in extraction and oils processing and often can

be handled in the same facilities if provision is made for

differences in dehulling requirements. As a group, these oils

contain appreciable amounts of phosphatides, which must be
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removed, and are not as readily processed by physical refin-

ing as tree seed pulp crops such as palm and olive oils;

instead, they must be prepared for lower temperature

deodorization.

Concerns about marketing the meal (accounting for

65–75% of returns per bushel of soybean grown), and dis-

posal of refinery byproducts, have reshaped the domestic

soybean processing industry in the last 20 years. Soybean

extraction plants now are located close to domestic meal

feeding markets, and/or on major barge waterways and

railways to reduce transportation costs to export facilities.

Byproducts of refining are difficult to handle, and their

production exceeds market demands. The major oil

processors now generally locate extraction plants and oil

refineries on the same property to enable spraying and drying

surplus gums (crude lecithins) and soapstock on the meal for

sale as animal feed. Independent edible oil refineries have

almost disappeared, although refineries already associated

with an extraction operation may purchase crude oils from

other sources.

Economies of scale have led to minimum capacities of

about 2,000–3,000 metric tons per day for new United States

regional soybean extraction plants, and larger facilities

(4,000–6,000 t per day) for soybean plants that pool some

of their output for export. At the United States average yield

of 38 bushels/acre, each 1,000 metric tons per day solvent

plant capacity requires the output of 966.65 acres/day, or

338,328 acres/year (136,975 ha). A 2750 metric tons per day

plant would use the soybean crop of 930,402 acres/year

(376,681 ha). An extraction plant of this size will support a

500 t per/day refinery. Regional plants are smaller than

export plants because accumulating this much soybean, in

competition with other processors, can be difficult in some

areas of the United States.

The largest solvent extractors can process 8,000 and

10,000 metric tons of soybean per day and are used primarily

for the international trade. Two large extractors are used in

the world’s largest oilseed extraction plant in Argentina,

reported to process 16,000 metric tons of soybean per day.

Installations typically include: (1) facilities for unloading

railroad cars, barges, or ships; (2) storage for at least several

weeks’ supply of seed, solvent, meal, and crude oil; (3) seed

cleaning, preparation, oil extraction, and meal

desolventizing equipment; (4) an on-site oil refinery; (5)

repair and maintenance shops; (6) a quality control labora-

tory; and (7) offices and locker rooms for supervisors and

workers. A photo of an operating soybean extraction seaport

plant is shown in Fig. 34.7.

Seed Preparation for Extraction

A general flow sheet for direct solvent extraction of many

row crop oilseeds is shown in Fig. 34.8. Initial quality of the

seed and its preparation for extraction have the most effect

on yield of extracted oil, subsequent required refinery

operations, and yields of (saleable) neutral oil. Freshly

harvested seed should be cleaned of trash, which may

become ignited during drying, or harbor moisture that

accelerates seed heating in storage. Oils of most good

Fig. 34.7 Photograph of an

operating soybean extraction

plant. (Courtesy of Archer

Daniels Midland Company,

Decatur, IL)
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quality, dry, row crop seeds contain 0.5–0.75% FFA (AOCS

Method Aa 6–38, Ac 5–41) with up to twice this range often

accepted in trading without discounts. Rising pile tempera-

ture and FFA signals seed deterioration. The maximum

moisture content for holding seed for long periods without

spoilage varies with storage temperature and ranges from

8 to 13% among species. It is inversely related to the oil

content, because less protein and carbohydrate is available to

compete for water in high-oil seeds; however, the optimum

relative humidity for storage is constant at about 65–70% for

all seeds. If not adequately cleaned before storage, the seed

should be completely cleaned before further processing to

prevent clogging and damage of equipment. The processing

system should be well equipped with magnets to arrest tramp

metal that arrives with the seed or that is shed by equipment.

Electronic metal detectors now are being installed as occur-

rence of stainless steel tramp metal increases.

Oilseeds do not have fat cells like those of animals for

storing fats. Instead, oil is stored in microscopic globules

throughout the cells of dicotyledonous oilseeds, or in corn

germ or rice bran. Yields and processing costs are highly

dependent on the effectiveness of preextraction operations to

disrupt cells and free the oil for recovery. Operations differ

among various oilseeds, mainly in techniques of dehulling.

Traditional processes have heated soybean and let it stand

(temper) for several days to loosen the hull (Fig. 34.9) [92].

They are being replaced by hot dehulling systems which

loosen the hull and crack the seed in one operation immedi-

ately before flaking and extraction (Fig. 34.10). Avoiding a

second heating step saves energy.

Hulls are removed in a two-step process, called

dehulling or decortication, in which seed is first cracked,

and the hulls removed by screening and/or aspiration to

obtain “meats” for processing. The major objective of

removing the hulls is reduction of fiber content in meals

for feeding poultry and swine, resulting in increased pro-

tein content and reduction of volume of material sent to the

extractor. Partial retention of hulls in the meats was

required earlier to improve traction in screwpressing

operations, but hulls are no longer required with availabil-

ity of expanders equipped with oil drainage cages. It is

common practice either to leave sufficient hulls with the

meats to just surpass minimum protein guarantees of meals,

or to adjust high protein meals to industry trading standardsFig. 34.8 General flow sheet for extraction of row, crop oilseeds

Fig. 34.9 Preparation system for conventional dehulling and flaking of soybeans. (From Moore [92], 141A–144A, With permission)
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by adding back hulls after extraction. Currently, dehulled

(low fiber) soybean meal trades at 48% protein,

nondehulled soybean meal at 44%, cottonseed meal at

41%, and dehulled sunflower seed meal at 42% protein.

The meats are heated by steam injection to soften and

increase the moisture content for plasticizing if needed in

flaking. Cookers and heaters, used in the oilseeds processing

industry, often are shallow circular ring-cooker pans with

sweep arms in a multi-stack design, as shown in Fig. 34.16.

In earlier processes, seed was heated to about 74�C/165�F
before flaking to about 0.3-mm (0.012-in.) thickness. Now, it

is realized that phospholipases, enzymes that make the

phospholipids nonhydratable and more difficult to remove

from the oil by water degumming, are highly active at this

temperature, and seeds preferably are heated to less than

57�C/135�F or higher than 85�C/185 F to avoid the range of

maximum phospholipase activity. Often, the flakes next pass

through an expander for rapid heating to 105–121�C/
220–250�F for homo-genization and shaping into collets.

Before the mid-1980s, processing concepts were based on

classification of oilseeds into two groups. Meats containing

over 30% oil on a dehulled or as-processed basis, including

rapeseed/canola, oil-type sunflower seed, peanut, safflower

seed, and copra, were considered high-oil seeds. Typically,

Fig. 34.10 Patented crown iron

works hot dehulling system

for soybean. (Courtesy of Crown

Iron Works Company,

Minneapolis, MN)
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these seeds were dehulled (shredded in the case of copra);

heated, flaked, and hard pressed, leaving 4–6% residual oil in

the meal. Processors desiring to recover additional oil would

first prepress high-oil seeds to 15–18% oil content using

lighter-duty screw presses, and then solvent extract the

press cake to less than 1% residual oil content; this process

is called prepress-solvent extraction. Hard pressing was

considered too inefficient for low-oil content seeds such as

soybean unless nearby markets were available for the oil-rich

meal. Soybean typically has been direct solvent extracted to

less than 0.75% residual oil content. Cottonseed was

extracted originally by hard press, later by prepress-solvent

extraction, and now mainly by expander-direct solvent

extraction techniques.

Introduction of the expander, a high-shear extruder with an

interrupted-flight screw, in the mid-1980s revolutionized oil-

seed extraction practices. Essentially all solvent-extracted cot-

tonseed and approximately 70% of domestic soybean tonnage

now are processed with expanders. The expander heats,

homogenizes, and shapes seeds or flakes into porous collets

(pellets) that are more dense (weigh more per unit volume)

than flakes, but are more rapidly extracted, approximately

doubling the throughput of continuous solvent extractors. In

effect, solvent extraction is changed from a diffusion process

to a leaching process. Even though the expander homogenizes

the seed, prior flaking still enhances oil recovery, but can be

done at 0.5-mm (0.020-in.) thickness instead of the typical

0.3 mm (0.012 in.). The flakes or collets are cooled, with some

drying occurring, to about 6�C/10�F below the boiling point of

the solvent before entering the extractor. Collets also drain

more completely than flakes, greatly reducing steam costs for

desolventizing the extracted meal.

The Anderson International Company of Cleveland, Ohio,

has patented an expander with a drainage cage (Fig. 34.11) to

reduce the oil content of high-oil seeds to less than 20%, thus

enabling the production of collets for direct solvent extrac-

tion from completely dehulled seeds such as sunflower seed

and peanut. Replacement of the die plate (Fig. 34.12) with a

hydraulically operated cone discharge head in the mid-1990s

solved many of the problems first experienced in using oil-

drainage cage-equipped expanders.

Introduction of the expander has enabled extraction plants

to handle additional seed species, with purchase of only

minimal cleaning and dehulling equipment where needed.

Fig. 34.11 Anderson

International Corp. Hivex-Series-

Expander™ with oil drainage

section for preparing extraction

collets from high-oil-content

seeds. (Courtesy of Anderson

International Corp,

Cleveland, OH)

Fig. 34.12 Left: Soybean collets

for extraction exiting die plate

head, Solvex™ expander; strands

break into random lengths. Right:
Puff sheets made by hydraulically

positioned cone choke head

on expander. (Courtesy

of Anderson International Corp.,

Cleveland, OH)

34 Animal and Vegetable Fats, Oils, and Waxes 1359



Prepress-solvent extraction facilities are being replaced by

expander-direct solvent extraction equipment, leaving two

basic extraction processes in modern large volume oilseed

extraction plants: expander-direct solvent extraction, and

hard press for applications where seed supplies are limited,

or other considerations do not warrant construction of solvent

extraction plants or the expense of skilled personnel and

additional safety precautions for their operation. Hydraulic

cage presses still are used in processing industrial crops such

as castor seed, and for edible oils in developing countries.

Solvent Extractors

Hardly any batch-type oilseed solvent extractors remain.

Three of the more popular types currently manufactured

include: (1) shallow bed-type extractors, where a 0.5–1.5 m

thick layer of collets or flakes is pulled across a linear screen

and extracted by drenching with a countercurrent flowing

miscella consisting of solvent and solubilized oil

(Fig. 34.13); (2) diffusion belt type, where deeper beds of

collets or flakes are conveyed on a woven mesh or folding-

pan belt while drenched in countercurrent fashion with

miscella (Fig. 34.14); and (3) deep bed-type which are

constructed as carousels with pie-shaped cells that are filled

with collets or flakes (~3 m deep), and extracted in counter-

current flowing fashion by drenching with miscella. Marc

(wet extracted flakes/collets) dropping doors and moving

parts have been eliminated in the newer carousel models,

and the cells are revolved across a fixed screen (Fig. 34.15).

Shallow bed extractors are built in capacities of up to 8,000

metric tons per day, and carousel-type extractors at up to

10,000 metric tons per day.

Solvents

Many solvents have been proposed for extracting oilseeds,

but later found ineffective; others were used for a period, but

disallowed because of health concerns about residues in food

and feed products, or worker exposure [93]. All extraction

solvents approved currently are flammable. Most commer-

cial oil extraction currently is with hexane, a mixture of

petroleum refinery fractions with a boiling point of

65–68�C/145–155�F, that consists of at least 60% n-hexane,

with the balance being short-chain homologues and branched

compounds. Some plants are using isohexane, which boils at

a lower temperature. The US-EPA raised many concerns

about extraction solvents in the late 1980s and 1990s. The

FDA’s position that n-hexane is a neurotoxin was put aside

after industry-sponsored research showed the problem does

not exist in mixed solvent systems [94]. The EPA also raised

concerns that discharged volatile organic compounds (VOC)

are contributors to ozone production [95]. A major solvent

Fig. 34.13 Rectangular loop-type continuous countercurrent solvent extractor. (Courtesy of Crown Iron Works Company, Minneapolis, MN)

1360 E.W. Lusas et al.



Fig. 34.14 Drawing of DeSmet LM perforated belt diffusion-type extractor. (Courtesy of Desmet Ballestra Oils and Fats, Brussels, Belgium)

Fig. 34.15 Reflex™ “basket or

circular type” 10,000 t/day

extractor. Note: Basket revolves
within shell. (Courtesy of Desmet

Ballestra Oils and Fats, Brussels,

Belgium)
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containment program was instituted and resulted in domestic

extraction plants reducing hexane losses from as high as

more than 1 gal per ton of seed extracted to 0.25 gal, with

some plants reducing losses to less than 0.16 gal per ton seed

processed. Extraction solvents are highly flammable, and

plants are built, equipped, and operated under Standard 36

of NFPA International, formerly known as the National Fire

Prevention Association [96]. Additional worker exposure

limits, safety practices, and training are established by the

Occupational Safety &Health Administration (OSHA) of the

US Department of Labor.

A major project added to the information about isopropyl

alcohol (IPA) from earlier trials [97, 98] and showed it can

be as effective an extraction solvent as hexane [99]. How-

ever, because of high retrofitting costs, IPA is not likely to be

implemented while hexane-type hydrocarbons are allowed.

Batch extraction of vegetable oils with high-pressure CO2

(carbon dioxide) in a critical state (at pressures required for

maintaining a liquid phase) was heavily researched in the

1980s [100]. A continuous process has recently been

commercialized in which CO2 is injected into the barrel of a

modified screw press (HIPLEX®, High pressure liquid extrac-

tion, Crown Iron Works, Harburg-Freudenberger, personal

communication). Soy meals produced using this equipment

maintain high protein solubility, with PDI’s (protein

dispersibility index) >70%, and a residual oil context <4%.

This technology is being implemented where markets for food

application demand “organic” labeling of ingredients and

high protein solubility is a functional necessity for the product.

Eighteen 400 metric ton/day critical propane extraction plants

were processing soybeans in China in 2002. But, domestic

critical propane demonstration lines have experienced safety

problems. A critical CO2 extraction laboratory instrument, for

rapid analysis of fat content in seed and meals, has been

marketed domestically since the mid-1990s.

Desolventizing-Toasting

The extracted, drained marc contains approximately 25%

hexane holdup in soybean collets and 33% in flakes, which

is vaporized in a desolventizer-toaster (DT) under vacuum.

Some DTs have cooling sections, but separate dryer-coolers

(DCs) often are used in large installations. Steam is sparged

into the marc as the heat source for volatilizing the solvent.

The condensate must be removed subsequently by drying.

The moist “toasting” operation destroys enzymes and

antigrowth factors such as trypsin inhibitors and

hemagglutinins in soybean [101] and reduces meal protein

solubility and digestibility by rumen microorganisms, thus

improving rumen by-pass or escape in feeding cattle and

sheep. Figure 34.16 shows a cutaway drawing of a Crown/

Schumacher design desolventizer-toaster-dryer-cooler

(DTDC) line. The drained marc enters at the top of a stack

of circular trays and is mixed by sweep arms and pushed to

fall through slots to lower trays. The bottoms of the initial

trays also are steam jacketed. As the marc progresses down-

wards, it encounters rising steam and solvent vapors and is

“toasted” by moist heat. The steam provides heat for

vaporizing the solvent, but leaves condensate. The solvent-

water vapors, drawn off at the top of the DT, are condensed

and the solvent recovered. The desolventized flakes or

Fig. 34.16 Schumacher type desolventizer–toaster–dryer–cooler (DTDC). (Courtesy of Crown Iron Works Company, Minneapolis, MN)
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collets continue to work down through the trays where they

are dried by hot air and then cooled by ambient air.

Miscella Refining

In processing most oilseeds, hexane is stripped from the

miscella by distillation to produce a crude oil that subse-

quently is alkali or physically refined. However, gossypol

and other pigments become extremely difficult to bleach if

left in warm cottonseed oil for more than a few days. It is

normal practice for cottonseed oil mills to send their crude

oil immediately to an alkali refinery or to operate an on-site

miscella refinery, where phosphatides, FFA, and color

pigments are removed by alkali treatment of the oil-

extraction solvent mixture. Cooling the crude oil as pro-

duced, until refining, also slows fixing of color.

In the process, miscella leaves the extractor at about

30–35% oil and is concentrated to approximately 65% oil

by evaporation. The FFA in the concentrate then is reacted

with alkali (sodium hydroxide solution) to produce soaps

that are removed with other water-soluble compounds by

centrifugation. Next, the solvent is removed from the

miscella-refined oil by further evaporation, and the

soapstock is spread on the meal in the DT to recover its

solvent. Hexane vapors from the miscella and the DT are

condensed, and the solvent is recycled to the extractor for

reuse. The non-condensable gases are passed through a

mineral oil stripper to recover the last traces of hexane.

Refining of Vegetable Fats and Oils

Technically, refining means alkali neutralization of FFA in

the oil. But over time, all postextraction processing of oils

has become known as refining, and the facility in which it is

conducted a refinery. Conversions of the resulting

ingredients into margarines and spreads, and bottling oils,

often are done at different locations or companies. The

objectives in refining and processing edible fats and oils

include: removal of FFA, phospholipids (gums), oxidation

products, color and off flavor/odor compounds, and toxic

substances to produce light-colored, bland products with

long shelf lives; obtaining a mixture of TAG with the desired

solids content profiles over the temperature range of product

use; and preparation and storage of semi-solid products with

desired textures. A flow sheet for refining and processing fats

and oils is shown in Fig. 34.17. Refining procedures reliably

purify oils extracted from cottonseed, peanut, and corn germ

that have been contaminated with (water-soluble)

mycotoxins or pesticides, but the resulting meals may have

to be destroyed, used as fertilizer, or further treated to

inactivate aflatoxins.

Oil Receiving and Handling

Maximizing yields of saleable oil requires even more

detailed analyses and attention to lot-to-lot differences dur-

ing refining than in preparing oilseed lots for extraction.

Using soybean oil as an example, the first priority on receiv-

ing a shipment, or the output of an adjoining extraction plant,

is to characterize the overall quality of the oil and determine

what needs to be done to prepare it for market. The responsi-

bilities of the refinery may include preparing freshly

extracted oil ready for sale as Crude Degummed Soybean
Oil, Once Refined Soybean Oil, or Fully Refined Soybean Oil

for export under National Oil Processors Association

(NOPA) Trading Rules [102], or other agreements made

with the buyer.

To prevent hydration and precipitation of phosphatides

during storage and shipping, the phosphorous content of

crude soybean oil must be reduced to less than 0.02%

(200 ppm) before entering the trade. This usually is accom-

plished by water degumming.

If the refinery purchases soybean oils for processing, one

of the first tasks is to check composition of the received oil

against the contract (usually NOPA Trading Rules), in as

much as this determines the final price paid:

• Flash point (indicator of residual extraction solvent)—

AOCS Method Cc 9c-95(97) (>250�F)
• Unsaponifiable matter—Method Ca 6a-40(97) (<1.5%)

• Free fatty acids (FFA), as oleic—AOCS Method Ca 5a-

40(97) (<0.75%)

• Moisture and volatile matter (M&V)—AOCSMethod Ca

2d-25(97) and insoluble impurities—AOCS Method Ca

3a-46(97) (<0.3%)

• Phosphorous—AOCS Method Ca 12-55(97) (<0.02%)

Additionally, the analytical laboratory estimates how

much saleable oil can be produced from the lot, usually by

neutral oil and loss (NOL) analysis (AOCS Method Ca

9f-57). In this procedure, a solvent-diluted sample of the

oil is poured over a column packed with activated alumina

(aluminum oxide). After evaporation of the solvent, the

weight percentage of the oil that passed through the column

is considered neutral oil, and the weight of oil retained is the

“loss.” The analyst may run a bleach test (AOCS Method Cc

83–63) or a refining test (AOCS Method Ca 9d-52, seldom

used currently) if concerns exist about reducing the color of

the oil to an acceptable range.

Phosphatides Degumming, Lecithin Uses

Phosphatides are essentially removed inmodern oil processing

to minimize fouling the bleaching earth, poisoning

hydrogenation catalysts, and darkening the oil color by heat

during deodorization and deep fat frying. Phosphatide contents
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of commonvegetable oils are shown inTable 34.10. Soy, corn,

and canola phosphatides are separated in North America, and

some of the former Soviet Union countries separate sunflower

seed phosphatides. For soybean oil, the relationship between

phosphatide and phosphorous content is:

½phosphatide (%Þ � 104�=31:7 ¼ phosphorous ppm

If lecithin is saved at the refinery, the hydratable

phosphatides are separated by simple water degumming
(hydration with deionized water, followed by centrifuga-

tion). However, some of the phosphatides will have been

converted to NHP by enzyme action. In this case, a chelating

agent (phosphoric acid usually because of lower cost) is

added to the alkali in the FFA neutralization step to return

the NHP to hydratable form. Palm oil has very low phospha-

tide levels and is physically refined after acid degumming

and bleaching. The addition of chelating acids to crude row

crop oils before alkali refining results in removal of hydrated

phosphatides with the centrifuged soapstock, but viscosity is

high and appreciable losses of neutral oil can occur by

occlusion. Thus, many soybean oil refineries, without

markets for crude lecithin, still run preliminary degumming

operations and spread the gums with the later removed soap-

stock over the desolventized marc for drying in the dryer-

cooler and sale as part of the soybean meal [103].

Commercial lecithin is produced by water degumming

(precipitation from oil with ion-exchange treated water),

separation by stacked disk centrifuge, and vacuum drying

to less than 1% moisture content. Crude lecithins contain

Fig. 34.17 Composite flow

sheet of oils and fats refining and

processing
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70–72% acetone insolubles (AI) and are standardized to

62–64% and an acid value of 30 by addition of oil and

fatty acids before sale. Crude lecithins may be treated with

acetone to obtain free-flowing powders with 95–98% AI.

Lecithin can be additionally purified, bleached, fractionated,

hydrogenated, hydroxylated, acetylated, sulfonated, and

halogenated [104]. One domestic company makes 13 kinds

of lecithin for food uses alone.

Food applications of lecithins include: emulsification,

wetting and dispersing agents, modification of baking

properties, pan release agents, viscosity reduction of melted

chocolate, anti-spattering agents in margarine, antioxidant

effects, and nutritional supplements. Feed uses include wet-

ting and dispersing agents in calf starters, and nutritional

supplementation. Choline is a recognized vitamin, and ino-

sitol has been found essential in feeding some species of fish.

Industrial uses include: emulsification and dispersion of

active agents in pesticides, dispersing agents and stabilizers

in paints and magnetic tapes, softening agents and penetrants

for leather, and softening and lubrication of textiles. Cos-

metic uses include: foam stabilizers and emollients in hair

care, and emulsification, emollient, refitting and wetting

agents in skin care. Pharmaceutical applications include:

emulsifiers in parentoral nutrition, carriers and softening

agents in suppositories, and emulsification and penetration

improvement in cremes and lotions [105].

Some natural NHP always are present in crude oil, but

development of additional NHP during seed extraction can

be minimized by heat inactivation of phospholipases as

explained earlier. In preparation for degumming, a tank

large enough to supply the refinery with uniform oil feed

stock for a suitable period of time is filled and mixed.

Samples are taken for FFA, calcium, and magnesium

analyses. Earlier practices of adding an amount of water

equal to the weight of the phosphatides have been defined

more precisely, and:

added water ¼ ðppm P � 3:17� 10�4Þ � 0:7

is recommended. The amount of phosphoric acid used is:

H3PO4 ¼ ½ðCaþMgÞ=2� � 10

with all components expressed in ppm.

The phosphoric acid and water are added to the warmed

(65�C/150�F) crude oil stream, pass through a high-shear

mixer, and are pumped to the stirred hydration tank. Details

of the process, using an Alfa Laval (Lund, Sweden) PX-90

centrifuge rated at 33,000 kg/h for degumming, are shown in

Fig. 34.18 [7]. After degumming, the crude oil is vacuum

dried to <0.3% moisture and volatiles content and cooled to

50�C/120�F for storage or shipment. But, this step can be

omitted if the oil is refined immediately [103].

The objective in acid degumming is to chelate the

calcium and magnesium ions and render the nonhydratable

phosphatide forms hydratable. In addition to phosphoric

acid, citric and malic acids are effective, as well as ethylene-

diaminetetraacetic acid (EDTA). Acid-treated phosphatides

are not used for production of commercial lecithins. Exten-

sive reviews on oil degumming have been prepared

[106, 107]. Lurgi, a German equipment manufacturer, has

developed an EnzyMax™ process that cleaves the NHP with

a phospholipase B at the triglyceride’s second carbon to

produce a lysophosphatide that is insoluble in oil and is

removed by centrifuging [108].

In earlier times, the NHP content was determined by

analyzing a water degummed sample for phosphorous, but

the procedure took too long for commercial use. In reality,

phosphorous is only a marker and loss of hydration actually

results from the presence of divalent cations, primarily cal-

cium and magnesium. Refineries now use induction coupled

plasma (ICP) spectrographs for analyzing divalent cations

content rapidly in aspirated crude oil and adjust the amount

of phosphoric acid used for each “day tank lot” of analyzed

oil. ICP units cost in the range of $75,000–125,000, but,

reportedly, pay for themselves through increased oil yields

in as little as 6 months in mid-size (500 t/day) refineries.

The crude oil from which gums are taken for lecithin

production still contains non-hydratable phosphatides, but

can be treated with a chelating agent before alkali neutrali-

zation and will be removed with the soapstock by centrifu-

gation. Provision must be made for the added acid in

calculating the amount of neutralizing alkali added.

Alkali Neutralization

The elimination of neutralized oil wash water is the major

breakthrough of the decade in oils refining, with modified

caustic refining or silica refining processes still being

optimized. Phosphatides are removed by degumming, as

already described, and FFA in the crude oil is still

Table 34.10 Phosphatide contents of common vegetable oil (From:

Farr [103], With permission)

Type of oil

Phosphatide content As

(%)

As Phosphorousa

(ppm)

Soybean 1.0–3.0 311–940

Corn 0.7–0.9 220–280

Safflower 0.4–0.6 130–290

Sunflower 0.5–0.9 160–290

Peanut 0.3–0.4 95–190

Canola (super

degummed)

0.16 50

Canola (crude) 1.0–3.0 311–940

aPhosphorous calculated as: [phosphatede (%) � 104]/31.7 ¼ phos-

phorous (ppm)
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neutralized with sodium hydroxide (caustic) solution

(20–50�Be for cottonseed oil, and 16–24�Be for soybean,

sunflower, safflower, peanut, and corn oils). But, the refinery

then has the choice of water-washing the oil after removal of

soapstock, or adsorbing the residual soaps on silica hydrogel

before bleaching, thus eliminating problems of disposing the

wash water. Process demonstration by the W. R. Grace

Company began in 1986, with increasing growth in the

commercial use of Trisyl™ in the 1990s. Several silica

hydrogel suppliers now exist [103].

Two major processes have been used for alkali neutraliza-

tion of FFA in row crop oils: the long mix and the short mix.

The short mix process evolved in Europe, runs at a higher

temperature, and reportedly is effective with a number of

oils. The longmix process was developed in theUnited States

and has been championed for refining soybean oil. It respects

the principle that chemical reactions occur more rapidly and

are harder to control, at higher temperatures (van’t Hoff rule

that the speed of reaction doubles with each 10�C rise in

temperature). Traditionally, the long-mix process starts

with crude soybean oil at ambient temperature, uses a low-

concentration caustic solution, and has a mixer retention time

of 15 min after which the oil–caustic mixture is heated to

70�C/160�F to reduce its viscosity before centrifuging. In the

short-mix process, crude oil is heated to 90�C/194�F, mixed

with high-concentration caustic solution for 1 min and

centrifuged [109]. The throughput per hour of both systems

is the same because the additional volume for the holding

time is built into the long mix line.

Aflowchart of a longmixneutralizationprocess is shown in

Fig. 34.19. The recommended retention time for soybean oil in

this system is 6 min and was shortened by a major improve-

ment in caustic–oil retention mixers developed by the Alfa

Laval Company, Tumba, Sweden, in the mid-1990s [103].

The amount of caustic treat to be added for neutralization

of soybean oil is calculated as:

percent treat ¼ ½ðfactor� percent FFAÞ
þ ðpercent excessÞ=percent NaOH� � 100

where factor ¼ 0.142, NaOH is determined from the 20�Be
of the caustic solution, and percent excess is selected from

the following ranges based on experience in the specific

refinery: degummed soybean oil, 0.01–0.05; nondegummed

soybean oil, 0.15–0.25. Continuing with Fig. 34.19, soybean

oil from storage is adjusted to 38�C/100�F, passed through

strainers, mixed with the treat in the rapid mixer, held in

the retention mixers for 6 min, heated to 60�C/140�F,
and passed through the primary (first) centrifuge [103].

The soapstock is returned to the extraction plant with surplus

Fig. 34.18 low sheet of a modern water or acid degumming line. (From Farr [103], With permission)
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or acid-degummed phosphatides to be spread over the meal

before the dryer-cooler. The refinery then can water wash

and vacuum dry the oil by traditional methods, or treat it by

silica gel adsorption. If a water wash is used, the oil is heated

to 88�C/190�F with 12–15% soft water, held in an agitated

tank for ~0.5 h, and centrifuged to produce an oil with

<20 ppm soap. The soap can be reduced to “0” by addition

of a small amount of phosphoric acid in the water-wash

retention tank. The oil is next sprayed into a drying tank at

50 mmHg absolute [103].

Sodium silicate neutralization also has shown promise as

a potential commercial method. The resulting soaps form a

granular agglomerate, which can be removed by filtration to

produce oil containing less than 100-ppm soaps. Thus, the

costs of purchasing and maintaining primary and water-wash

centrifuges and wash water disposal are avoided. The filtered

oil can be treated with neutral or activated clays to remove

color, peroxides, residual phosphatides, and soaps to pro-

duce oils with FFA fatty acids contents of less than 0.05%

and “0” PV (peroxide value) [110]. The method has been

patented and is being evaluated commercially.

Various researchers have reported on attempts to remove

fatty acids from oils by ultrafiltration membranes. In the

absence ofmembranes that canwithstand extraction solvents,

success generally has been limited. However, progress has

been made on membrane degumming [111].

Silica Gel Adsorption

Silica hydrogels are very effective in removing

phosphatides, residual soaps, and metal ions (all poisonous

to hydrogenation catalysts), thus reducing the amount of

bleaching clay required (by 50–75%) and leaving its func-

tion primarily to remove chlorophyll and secondary oxida-

tion products. By eliminating soapy wash water, water

discharged from refineries is reduced by ~50% in volume

and has much lower biological oxidative demand (BOD).

Additionally, cost and expenses of a second washing centri-

fuge are avoided [103].

The method of using silica hydrogel has changed during

perfection of the process. Variations in procedure exist, but

silica hydrogel can accept oil from the centrifuge at

0.2–0.4% water content. The currently recommended pro-

cess consists of blending the silica hydrogel with oil directly

from the soap removal centrifuge, with minimum, if any,

drying of the oil. Silica hydrogel then is removed by filtra-

tion before mixing the oil with the bleaching earth [103].

Fig. 34.19 Flow sheet of continuous refining of soybean oil (long mix process) with water wash option. (From Farr [103], With permission)
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Bleaching

Bleaching originally was a process for reducing color in oils,

but the name has become a misnomer of this industry.

Although limited color reduction occurs during the process,

the major reduction of red and yellow colors occurs during

the high heat of the deodorization process. The current

practical function of bleaching is to remove chlorophyll

and oxidation-degraded compounds and prepare the oil for

hydrogenation or interesterification by scavenging the

remaining soaps, phosphatides, and minerals that would

poison the catalyst. Several authors have reviewed the the-

ory and practical aspects of bleaching [112–114].

Bleaching earths are made from naturally occurring

minerals, including palygorskite—also known as attapulgite,

sepiolite, bentonite, and montmorillonite—and other

minerals belonging to the aluminum silicate family. They

may be used as such, but typically are preactivated by

treatment with hydrochloric or sulfuric acids which: increase

absorption by increasing surface area several fold; provide

acid centers with catalytic properties; and impart ion-

exchange properties to the clay. These properties are impor-

tant in adsorbing various undesirable impurities in the oil,

and in rendering complex organic structures adsorbable. In

addition to adsorbing phosphatides and soaps, the process

also removes pesticides, polycyclic aromatic hydrocarbons,

trans and conjugated fatty acids, dimers, and polymers.

Activated earths also provide a catalytic surface for breaking

down peroxides. Decomposition is an exothermic reaction,

with the heat apparently enhancing the press effect in color

reduction of carotenoids in the filter press. The cation

exchange property of the activated earth is credited with

removing magnesium from the center of the chlorophyll

complex and arresting its activity as a pro-oxidant. Cation

exchange also is used for the removal of heavy trace metal

pro-oxidants such as iron and copper, and for removing trace

nickel in postbleaching of hydrogenated oil [114]. Although

peroxides content is reduced, p-Anisidine Value (AV;

AOCS Method Cs 18–90) increases. The AV is believed to

estimate aldehydes (2-alkenals and 2,4-dienals) in animal

and vegetable oils with the potential for later breakdown.

Bleaching clay load (typically 0.1–2.0%) and operating

temperatures depend on the type and quality of oil processed

[114]. Modern bleaching processes are conducted under

vacuum (50 mmHg) to minimize later oil oxidation, and

subsequent nitrogen blanketing of the oil during shipping

and storage is recommended.

Close coupling of the refining and bleaching operations is

highly recommended, especially when using the modified

caustic refining or silica refining processes [103]. Because of

the high level of unsaturated oils and peroxides in spent

bleaching earth, it is very susceptible to spontaneous com-

bustion unless quenched with water. Disposal in landfills is

becoming increasingly difficult. Spreading spent bleaching

clay on soybean meal for animal feeding is done in limited

quantities, but caution should be taken because, by absorb-

ing pesticides and mycotoxins, bleaching is one of the two

safety valves in processing oils. The other is collection of

volatile pesticides in the condensed deodorizer distillate.

Oils and Fats Modification

If processing proceeded next through deodorization, the

resulting product would be liquid and known as “RBD oil”

(refined, bleached, deodorized), and suitable for cooking and

table use. However, consumers often want: oils that remain

crystal clear when stored in household refrigerators; fat

solids for an array of products such as butter-, ghee-, and

lard-replacement spreads; air-entrapping shortenings for

making tender, light-textured cakes; brittle or soft fats for

toppings and frostings; cocoa butter replacements and

substitutes; prolonged and prolonged bottled oil and frying

lives; and fresh flavor in fried cereal-based snacks and nuts.

Various techniques are used to craft fats with temperature-

solids profiles such as the selected shortenings shown in

Fig. 34.20 [115] from liquid oils. Modification processes

include thermal fractionation, hydrogenation, and interester-

ification usually done before deodorization. Thermal frac-

tionation and hydrogenation can use well-purified RB oil.

Interesterification requires RBD oil with low FFA content.

Hydrogenated and interesterified oils are postbleached and

deodorized.

Solid Fat Index/Solid Fat Content

Two systems are used to characterize solids content of

temperature-profiled fats. The Solid Fat Index (SFI)

(AOCS Method AOCSMethod Cd 10–57) uses dilatometers

and was developed in the United States. It is the older

method and is effective for fats containing up to 50% solids

at 10�C/50�F. The Solid Fat Content (SFC) (AOCS Method

Cd 16–81) uses pulsed nuclear magnetic resonance (NMR)

techniques to quantify crystalization. It was developed more

recently to accommodate palm oil and its products and is

used in most other countries. SFC is effective for solids

contents up to 95%; however, additional care in sample

tempering may be required at the upper solids limits for

either SFI or SFC. In both methods, a sample of the fat is

completely melted to destroy its crystal memory, then

chilled to 0�C to set the crystals. Readings are then taken

at selected temperatures (10�C/50�F, 21.1�C/70�F, 26.7�C/
80�F, 33.3�C/92�F, 37.8�C/100�F, and 40�C/104�F) to

develop SFI or SFC curves. In some industries, five-point

or three-point readings are taken; readings also may be made
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at higher temperatures. SFI and SFC give similar, but not

identical results. A recent comparison of the two methods

concluded that SFC reads higher at lower temperatures (10

and 21.1�C), but similar to SFI at higher temperatures [116].

The following equations for converting SFC of fats to SFI,

with correlation coefficients, R2, of 0.98–0.99 were offered:

Commercial spreads:

SFI ¼ 1:98þ ð0:72� SFCÞ � ð0:035� temp:Þ

Base stocks:

SFI ¼ 40:94þ ð1:22� SFCÞ þ ð1:03� temp:Þ

Bends (base stocks/liquid oil):

SFI ¼ 0:94þ ð0:82� SFCÞ þ ð0:02� temp:Þ
þ ð0:02� percentÞ

Profiles of margarine and table spread fats are shown later.

Information available from SFI/SFC profiles includes solids

contents at removal from most refrigerators (10�C/50�F), in

typical kitchens (21.1–26.5�C/70–80�F), and at body

temperature (37.8�C/100�F). The Steepness of the profile

indicates relative effects of temperature changeon fat firmness.

Melting properties of fats in the mouth are important.

Generally, consumers can detect a greasy characteristic if

more than 3% solids remain in spreads at mouth

temperatures, or if more than 5–6% fat solids remain in

baked, fried, and snack foods. Thus, doughnuts and bakery

products are best eaten while warm to avoid greasy mouth-

feel. The fried snack foods industry must choose between

these alternatives: (1) snacks fried in oil may impart a cloudy

appearance to see-through panels in the package, feel oily

when picked up by the fingers, and stain clothing if dropped.

(This is expected in long-time favorites such as corn chips,

but may not be acceptable in newly introduced snacks.); and

(2) Processors who want a “dry feeling” on pickup of the

snack may select a fat that is solid at room temperature, but

melts rapidly in the mouth to avoid the greasy sensation.

Some snacks leave a greasy lining in the mouth if they are

eaten at the same time the consumer drinks a cold soda pop.

A fat, such as the one marked “Nondairy” in Fig. 34.20,

could be used in coffee whiteners.

Fig. 34.20 Solids–temperature

curves for various types of

shortenings. (From O’Brien

[115], With permission)
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Another important factor is plastic range. Generally,

15–25% solids at ambient temperature are considered

acceptable for working a fat-containing product (dough)

without it becoming too oily to handle. Doughs containing

the “all-purpose shortening” shown in Fig. 34.20 can be

machined over a wide range of temperatures in a warm

bakery. Stick margarines often are compounded to be softer

and easier to spread than butter when taken from the refrig-

erator, to remain firmer at kitchen temperatures, and to melt

completely without greasy mouthfeel when eaten. Soft (tub)

margarine is ready to spread as taken from the refrigerator.

Thermal Fractionation

The simplest type of thermal fractionation is winterization

for cosmetic reasons to obtain salad and cooking oils that

remain clear when stored in the refrigerator. The oil is

chilled in tanks with slow mixing to crystallize the higher

melting point waxes, or TAG which are natural or produced

by light hydrogenation to delay oxidation of the oil. A filter

aid is added to assist filtration. After separation of the liquid

(olein), the filtering apparatus is heated to melt and recover

the fat solids (stearin), which can be used in compounding

shortenings and other products [117]. The resulting oil is

known as RBWD (refined, bleached, winterized,

deodorized) and is expected to pass the “cold test” (AOCS

Method CC 11–53) by resisting clouding for 5.5 h at 0�C.
Shallow unstirred tanks in cool rooms were used for crystal-

lization in earlier days. The rooms became warmer as crys-

tallization progressed, demonstrating it as an exothermic

reaction, and oils will readily assume the more compact

crystal forms provided they are able to shed the energy

as heat.

Thermal fractionation technology is most developed in

the palm oil industry, where most oils are fractionated before

sales. Solids profiles of stearins that have been fractionated

from crude palm oil by chilling to different temperatures are

shown in Fig. 34.21 [118]. Thermal fractionation and double

fractionation can be useful tools in obtaining fat fractions

with the specific desired characteristics (Fig. 34.22) [119].

Three major techniques are used in fractionation. In dry
fractionation, oil is chilled with slow stirring and often

seeded with crystals from an earlier batch. The resulting

mixture can be quite viscous and present difficulties in

draining oil from the crystals during filtration. In solvent

fractionation, chilling and crystalization of oil occurs in a

solvent, often acetone. The viscosity of the liquid phase is

greatly reduced, resulting in easier separation and improved

purity of crystals. Solvent fraction must be conducted in

explosion-proof facilities. In detergent fractionation, a sur-

factant is added to the chill-crystallized oil–fat mixture and

greatly improves drainage [77, 120]. Significant progress in

recent years in dry fractionation technology has greatly

simplified processing and reduced problems of handling

solvents and byproduct streams [121]. A variation of the

detergent fractionation principle has been used in dewaxing

sunflower seed oil. Advantage is taken of the soap content

(1,000–2,000 ppm) and 3–4% water remaining in un-washed

alkalineutralized oil. After alkali neutralization, sunflower

seed oil is pumped from the primary centrifuge directly to

a heat exchanger for crystallization. The oil is held at

5–7�C/41–45�F for about 4 h for crystal growth, then heated

by heat exchanger to 12–15�C/54–59�F, centrifuged to

remove the wax crystals along with some water and soaps,

washed with hot water, and centrifuged [122].

Until the mid-1980s, continuous-belt vacuum filters

mainly were used for separating oleins from stearins.

Fig. 34.21 Examples of stearins separated from crude palm oil by

chill fractionation. (From Tan and Flingoh [118], With permission)

Fig. 34.22 Fat fractions from cascade fractionation. (From Tirtiaux

[106], With permission)
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These are expensive and complex machines, requiring con-

trolled temperatures in various sections and clearing of the

belt for the subsequent filtration cycle. Simpler membrane

filters have gained in popularity. As shown in Fig. 34.23, the

active members resemble a plate and frame filter. Each

cavity is lined on both sides with “membrane” filter stock,

between which the crystal–oil mixture is pumped. Initially,

free oil escapes through the filter stock, until the cavity is

filled with crystals. Addition of the oil–crystals slurry is then

stopped, and compressed air applied between the membrane

and the frame to squeeze oil out from the enclosed crystal

mass. When completed, the frames open, allowing the crys-

tal cake to fall into a take-away screw. The frames then

reclose, and the cycle is repeated. Stearins produced by

membrane filters contain significantly less free oil than

those from vacuum belt filters [119].

Oil is an effective solvent for higher temperature melting

TAG, and results of thermal fractionation of common fats

can be surprising. An example is milk fat (butterfat), which

on extensive study has yielded 123 fractions melting as high

at 54�C/129�F. Many tropical countries allow inclusion of

up to 5% high melting hydrogenated fats in chocolate to

raise the melting point and prevent blooming (loss of sheen,

paling of color, and development of coarse crystals)

resulting from repeated melting and resolidification. This

also is a problem during the summer months in temperate

countries. However, the latter countries often prohibit inclu-

sion of fats other than cocoa butter in chocolate. The prob-

lem has been reduced in milk chocolate by adding high

melting fractionated milk fat. Milk fat also has been used

in higher-priced shortbread cookies, laminated pastries, and

other bakery products where it provides a shortening effect,

but doesn’t melt and appear greasy.

Hydrogenation

Hydrogenation is the catalytically assisted addition of

hydrogen to carbon–carbon double bonds. Its main uses are

to increase fryer life of oils and shelf life of table oils and

bakery products and to create solids for making shortenings,

margarines and spreads, and various confectionery and spe-

cialty products. Many process reviews have been published

[124–131].

Food technologists prefer to minimize the C18:3 content

of oils to improve fryer and bottled oil shelf lives by

reducing oxidation tendencies (Table 34.4). This has been

partially accomplished by applying selective breeding and

biotechnology to oilseeds, but the GMO products still are in

the introductory phase. Because small amounts of linoleic

(C18:2) and linolenic (C18:3) fatty acids are dietary essen-

tial, it is not desirable to eliminate them completely.

For many applications, soybean and canola oils are par-

tially stabilized against oxidation by (light) brush

hydrogenation.

Selectivity, the tendency of the catalyst or process to

remove one type of bond in favor of another, has several

meanings in hydrogenation catalysts. Preferential or

Fig. 34.23 Principle of membrane-type filtration of olein and stearin. (From Tirtiaux [106], With permission)
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saturate selectivity indicates a focus on saturating a specific

bond, for example, the C18:3 bond of linolenic acid to form

C18:2 linoleic acid. Preferential selectivity is estimated from

the following kinetic relationships:

C18 : 3!k1 C18 : 2!k2 C18 : 1!k3 C18 : 0

with linolenic selectivity ratio (SR) defined as SR 1 ¼ k1/k2
and linoleic selectivity as SR 2 ¼ k2/k3. Linolenic acid

selectivity for nickel catalysts varies from 2 to 3 and is as

high as 6 for copper-based catalysts. Better control of

linoleic selectivity, with SR 1 varying from 3 to 4 to 60, is

achievable by the choice of catalysts, catalyst poisons, and

reaction conditions. This gives the operator greater flexibil-

ity in establishing melting behavior and stability of the

hydrogenated product [125].

Trans isomer selectivity is less directed and favors forma-

tion of trans bonds. Catalysts vary in selectivity, with per-

formance greatly affected by catalyst dosage, effectiveness

of mixing, temperature, and hydrogen pressure in the reac-

tor. Bonds become conjugated during hydrogenation, but not

all atoms fall back neatly into their former positions after the

process. The new types of TAG produced increase diversity,

which is desirable in controlling later crystallization pro-

cesses. The production of trans (partially saturated) bonds

is intentional and can be partially controlled [129].

Hydrogenation is conducted in hardening plants

(Fig. 34.24). The converter is a pressurized reaction tank,

equipped with a highspeed mixer and assisting baffles,

means for adding and removing the oil, a gas distributor,

a means to add catalyst, and heating and cooling coils.

The hardening plant additionally has means for

premeasuring and heating the oil, a drop tank, heat

exchangers, and a catalyst filter. Purities of the oil and

hydrogen affect the life of the catalyst, typically a thin film

of nickel on an inert carrier [130].

In brush hydrogenation of soybean oil selective catalysts:

(1) reduce IV by 15–25 to ~115 units; (2) produce ~15%

trans isomers; (3) reduce C18:3 content to 3% maximum;

and (4) increase C18:0 content by ~1% [131].

In preparing margarine bases, selective catalysts reduce

IV to ~70 and produce about 50% trans isomers. Selective or

nonselective catalysts used in preparing shortening bases

reduce IV to ~75 and produce about 35% trans isomers. A

high-activity catalyst is used in producing stearin flakes; the

IV is reduced to ~5–10 with hardly any trans isomers

remaining. The flakes are scraped off the surface of a chilled

roll, or beadlets can be produced using a shot tower with

chilled air.

Maintaining high levels of polyunsaturates is desirable in

producing coating fats. A sulfided nickel catalyst is used to

reduce IV to ~70 and produce about 65% trans isomers

with production of saturates (C18:0) minimized to 2–4%

increase [131].

Factors affecting the hydrogenation reaction include

reactor design, purity of feedstock and hydrogen, operating

conditions, and choice and efficiency of the catalyst.

Operating conditions include hydrogen pressure, reaction

temperature, catalyst dosage, and agitation. Because trans
formation is indicative of incomplete saturation, conditions

that favor keeping the catalyst covered with hydrogen favor

saturate selectivity. Progress in the hydrogenation process

typically is monitored online by refractive index, calibrated

to IV for each process and product [131].

Fig. 34.24 Hydrogenation line.

(From Hastert [130], With

permission)
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Production of temperature-profiled fat products, such as

margarines/spreads and shortenings, often includes prepara-

tion of four to six base stocks hydrogenated to different IVs

(Fig. 34.25), which are blended with oil and hardstocks to

obtain the desired temperature-fat solids profile [132].

An example of broadening the plastic range (15–25% fat

solids) of two base stocks by addition of hardstocks is shown

in Fig. 34.26. By itself, the 80 IV base stock is in the 15–25%

solids (machinable) range only between the temperatures of

10 and 20�C. But, by addition of 8% (5 IV) hardstock, the

range was broadened to ~30�C. Addition of 12% hardstock

to the 85 IV base stock broadened its working range from

~10–12 to 38�C, which is more typical of bakery operating

temperatures [124].

Interesterification

Interesterification (INES) is the exchange of acyl radicals

between an ester and an acid (acidolysis), an ester and an

alcohol (alcoholysis), or an ester and an ester (transester-
ification) and can be random, directed, or enzymatic. The

process has been called intraesterification if an exchange of

positions occurs within the same molecule, and randomiza-
tion if exchange occurs between molecules [44, 48]. The

principles can be used to position fatty acids on molecules

with hydroxyl sites to produce monoglycerides

(emulsifiers), fatty acid methyl esters (FAME) for analyti-

cal purposes, liquid fuels such as methyl soyate (biodiesel),

specialty fats such as medium chain triglycerides (MCT),

and sugar-ester noncaloric fat substitutes such as Olean™.

Fig. 34.25 Solid Fat Index (SFI) profiles for six hydrogenated soy-

bean oil (H-SBO) base stocks. (From O’Brien [132], With permission)

Fig. 34.26 Effects of adding

hardstock (<5 IV) to broaden

plastic range working

temperatures of two base stocks.

(From Hastert [124], With

permission)
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Research publications exist from at least as early as 1852,

and United States patents from 1939 [133].

The basic acidolysis reaction is:

R1COOR2 þ R3COOH! R3COOR2 þ R1COOH

The alcoholysis reaction is:

RCOOR1 þ R2OH! RCOOR2 þ R1OH

with methyl alcohol used for preparing FAME when deter-

mining the fatty acids components of TAG, and in making

much of the biodiesel. Ethanol and other alcohols, up to four

carbons in length (butanol), also have been used [44].

Glycerolysis has beenused topreparemono- anddiglyceride

emulsifiers by reacting TAG with an excess of glycerol [44].

Standard “mono- and diglyceride” products contain

40–50% monoglycerides, whose content can be raised to

53% without distillation. Distilled monoglycerides contain

a minimum of 90% a-monoglycerides [44].

In the sucrosolysis preparation of Olean™, the generic

name for Proctor & Gamble Company’s olestra, six to

eight fatty acids, selected for functionality purposes, are

positioned on sucrose. Although many noncaloric fats are

limited or nondigestible, they are made from traditional

vegetable oils. Akoh has summarized uses of these and

similar products [134].

Except for enzyme-directed processes to place certain

fatty acids in specific positions on TAG, such as production

of coating fats, cocoa butter substitutes, or reduced-calorie

fats [135], the majority of esterification processes are

randomizations.

As mentioned earlier, nature arranges the fatty acids in

plant oils to achieve the lowest melting point. The

abbreviations S and U, for saturated and unsaturated fatty

acids, respectively, also are used in indicating their preva-

lence on TAG: thus S3, S2U, SU2, and U3. Distributions of

these combinations in nature and in randomized products are

shown in Table 34.11 [48, 136]. The literature indicates that

stability against oxidation often is reduced by withdrawing

the unsaturated fatty acids from the sn-2 position [44]. Ran-

domization always raises the melting point, more so for

vegetable oils than for animal fats, with an increase of

8.5�C for soybean oil. S3 TAG hardly exists in natural vege-

table oils, with only low concentrations occurring in animal

fats. However, some are formed during randomization.

Directed randomization is a specific technique that

precipitates S3 and S2U TAG as formed, depending on

operating temperatures chosen. Removal of saturated fatty

acids from cottonseed oil has been demonstrated recently

Table 34.11 Triglyceride classes of native and interesterified oils and fats and of noninteresterified and interesterified blends (1 : 1) of fully

hydrogenated soybean oil with vegetable oilsa

Single oils 1: 1 Blends with hardened soybean oil

S3 S2U SU2 U3 M.P. S3 S2U SU2 U3

(%) (%) (%) (%) ( �C)b (%) (%) (%) (%)

Palm oil n 6 50 38 6 39.8 57 13 20 10

r 13 39 37 11 47.0 41 43 14 2

Soybean oil n 0 6 38 56 �7.0 50 2 17 31

r 1 8 36 55 5.5 13 47 32 9

Cottonseed oil n <1 18 51 30 10.5 51 9 24 16

r 3 18 44 35 34.0 25 34 31 10

Sunflower oil n 0 1 24 75 – 51 0.3 11 38

r <0.2 4 27 69 – 11 47 34 8

Peanut oil n 0 11 40 49 – 53 3 15 29

r 1 10 38 51 – 16 47 31 6

Rapeseed oil n 0 1 16 83 – 51 1 9 39

r 0 1 17 82 – 10 44 37 9

Coconut oil n 81 12 7 0 26.0 57 13 20 10

r 74 24 2 <0.1 28.2 41 43 14 2

Palm kernel oil n 76 15 9 0 –
r 53 37 9 0.7 –

Cocoa butter n 2 85 12 1 34.4

r 24 43 27 5 52.5

Lard n 8 30 50 12 43.0

r 10 32 40 18 43.0

Beef tallow n 22 60 18 0 46.2

r 13 38 17 12 44.6

aFrom: Bookish [48], With permission
bFrom: Sonntag [136], With permission

n native; r randomized
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[137]. Directed randomization can be used to modify either

the olein or stearin fractions.

A flow sheet for a semi-continuous interesterification line

with postbleaching ability is shown in Fig. 34.27. The oil

must be degummed, well-refined (<0.05% FFA), and free

from peroxides and moisture that causes production of

soaps. Palm oil stearin and completely saturated (<5 IV)

C18 hydrogenated fats generally are trans free and may be

used as part of the feed. Reactions are run under vacuum,

and oil is best stored under nitrogen between processes [44].

A variety of catalysts is available, including alkali metals,

alkoxides, alkali hydroxides, sodium hydroxide and glycerol

mixtures, metal soaps, and metal hydrides [44]. Alkaline

hydroxides (KOH or NaOH) in combination with glycerol

were used in earlier days because of their low cost [138].

Currently, sodium methylate and sodium ethylate are popu-

lar because of their efficiency. Rozendaal has proposed that

the actual interesterification catalyst is a sodium derivative

of a diacylglycerol, activated during the process [139].

The oil is loaded into the reactor, shown with both an

agitator and a pumped circulation-spray loop, and heated

under vacuum (110–130�C) to reduce water and peroxide

contents. Next, the oil is cooled to 70–90�C and the catalyst

is added as dry powder at 0.05–0.15% or suspended in dry

oil. Randomization requires about 30 min, with an additional

15–30 min allowed for completion. After the reaction is

complete, the batch is transferred to a postbleacher where

the process is arrested by inactivating the catalyst by

addition of water or an (phosphoric or citric) acid solution.

Bleaching earth added to absorb the inactivated catalyst and

soaps removed by filtration and the oil sent to blending or

deodorization. Losses from the formation of FFA and FAME

are ~10 times the catalyst weight, with an additional

0.5–1.0% lost in the formation of mono- and diglycerides,

for a total of 1.5–2.0%. Continuous processes also are avail-

able. Interesterification progress can be monitored by online

ultraviolet (UV) spectrophotometry and completion of the

process by melting point determination and other

measurements [44].

The main objective in interesterification is to produce

solids free from trans fatty acids for later use in compounded

fat products. The final fat, or a series of base stocks, can be

made for future blending. Randomization can improve the

functionality of a fat, as shown for lard in.

Figure 34.28. Natural lard is within the 15–25% solids

plastic range between 9 and 24�C; by randomizing, the

temperature range is moved to 0–17�C; both conditions

greatly restrict its use. But, by directed interesterification,

the machinable range is moved to the more acceptable

ranges of 0–32�C. In contrast, natural cocoa butter

(Fig. 34.29) is almost brittle at 26�C, melts rapidly by taking

energy from the tongue, causes a pleasant cooling sensation

in the mouth, and is completely liquid with good palate

“cleanup” at 35�C. Randomizing destroys these properties,

changing the fat into a softer mass, which does not

completely melt below 56�C [48].

Fig. 34.27 Semi-continuous (chemical) interesterification line with postbleaching. (Courtesy of Desmet Ballestra Oils and Fats, Brussels,

Belgium)
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Interesterification is being pursued on the basis that trans

production during hydrogenation increases the melting

points of TAG and fatty acids, increases blood cholesterol

levels, and increases atherosclerosis (plaque deposits in

arteries) and coronary heart disease (CHD) incidence. How-

ever, considerable documentation also shows that the pres-

ence of saturated fatty acids (primarily palmitic, and to a

lesser degree myristic and stearic) at the TAG sn-2 position

strongly favors atherogenesis. Pork lard contains 70% of its

palmitic fatty acid in the sn-2 position, whereas only 17% of

the palmitic acid in beef tallow is in this position. Lard is

considered more atherogenic to laboratory animals than

tallow; randomization reduces this propety. However,

atherogenicity of tallow is increased by randomization.

Levels of saturated fatty acids at the sn-2 position are very

low in natural vegetable oils, but are increased by randomi-

zation, with accompanying atherogenesis in feeding

trials [140, 141]. Skepticism exists that switching to

interesterification as a means of generating fat solids will

reduce health concerns about hypercholesterolemic and ath-

erogenic effects of fats.

Enzyme interesterification is rapidly becoming popular

and has the advantage of selection of TAG positions at

which fatty acids are interchanged. When 1,3 lipases are

used, the current fatty acid at 2-position remains in place,

avoiding transposition with saturated fatty acids. A simple

way to conduct enzyme interesterification is by contracting

for a fixed-bed reactor service. The supplier assists in

installing the process and takes responsibility for providing

portable reactor beds charged with specified 1,3-lipases

to treat established quantities of oil. A schematic of a

multiple enzyme reactor system is shown in Fig. 34.30.

The freshest reactor is connected to the tank receiving the

product and is preceded by a sequence of increasingly used

reactors back to the most spent reactor connected to the

feed tank. As spent reactors are retired, they are moved

forward from positions “4” toward “1.” In this fashion, full

use is made of remaining enzyme activity as feed flows

through the system. The partially exhausted reactors filter

the least processed feed and intercept competitive

inhibitors that otherwise could reduce performance of

fresh reactors. The reactors are shipped between supplier

and user by truck. Large facilities can repack reactors in

house [142].

Deodorization/Physical Refining

Deodorization is the final step in the production of RBD oils

and modified fats. The process is called deodorization if

most of the FFA is removed by alkali neutralization as

with row crop (“soft”) oils, and physical refining if, by

omitting alkali neutralization, the FFA are left in the oil for

Fig. 34.29 Solids content of natural and randomized (interesterified)

cocoa butter.(From Bockish [48], With permission)

Fig. 34.28 Solids content of natural, random esterified, and directed

interesterified lards. (From Bockish [48], With permission)

Fig. 34.30 Schematic drawing of multiple enzyme reactor system for

enzymatic interesterification of trans-free margarine and shortening

oils. (Courtesy of Novozymes A.S, Bagsvaerd, Denmark)

1376 E.W. Lusas et al.



removal by steam distillation as with palm oil. Thorough

degumming and bleaching must first be done before physical

refining of all oils.

The volatile peroxides, other oxidation decomposition

products, and odiferous compounds form reduced-boiling

point azeotropes with water in the steam, at high temperatures,

250–260�C/482–500�F, and very low absolute pressures

(~3 mbar). This is above the smoke point of soybean oil, but

below the flash point, and oxygen must be excluded. Consid-

erable heat bleaching of yellow–red carotenoids also occurs at

this temperature. Typically: the deodorization process requires

20–40 min after come-up time, uses 0.5–2.0% sparged steam

(the higher level if tocopherols are recovered), operates at

between 2 and 4 mbar, and produces a product with about

0.03–0.05% FFA [143].

Historically, the standard deodorizer held 60,000 lb of oil

(one railroad tank car). Except for refineries making only a

few kinds of oil, as for export, building of continuous

deodorizers slowed with the advent of just-in-time (JIT)

delivery, supplier self-certification, and customers buying

on the basis of their projected production schedules. This

has led to development of improved batch-continuous

systems, which are designed to handle many batches of

different oil blends per day, with minimum cross-

contamination and delays for process.

For many years, deodorizers (operating at above 270�C/
520�F) were heated by several types of mineral oil-like

thermal fluids which, in turn, could be heated in direct-fire

furnaces at 315�C/600�F in plumbing and coils at 3.2 bar

(46 psig). During the 1970s, some consumer health problems

in Europe were ascribed to leakage of thermal fluids into oils

during deodorization. As a result, the European market

required that the local and imported oils industry shift to

using high-pressure steam generators, operating at ~80 bar

(1,150 psig) to provide a temperature of 295�C/560�F. Soon,
other import countries also started adopting European

standards. This essentially meant that heating coils and

jackets of deodorizers, owned by suppliers wanting to sell

oil in Europe, had to be rebuilt or new deodorizers and high-

pressure steam generators purchased [144].

Deodorizers are built in many vertical and horizontal

designs [143–145]. They typically are located outdoors and

look like multistory plumbed silos or petroleum refinery

reactors. A drawing of a modern deodorizer is shown in

Fig. 34.31. The components have been gathered into one

shell to take advantage of heat recovery opportunities, and

the temperature gradient within the vessel gradually

decreases from top to bottom. As with all manufacturers,

improved designs are continuously evolving. The unit is

operated at lower temperatures, 220–235�C/428–455�F,
and a deeper vacuum (2 mbar) to minimize trans and poly-

mer formation and loss of valuable minor components such

as tocopherols. The supporting high-pressure steam boiler

and vacuum system (typically a four-phase steam-jet ejector

with barometric condensers, mechanical liquid ring vacuum

pumps, or dry “ice” condensing system) is not shown. In the

deodorization process, a well-prepared pre-warmed RB oil is

passed through a deaerator to remove dissolved air, then

heated in an exchanger by oil exiting from the deodorization

stage. It is additionally heated by steam coils and passes into

the deodorization tray, where it is deodorized by sparged

steam. Next it passes through a heat recovery exchanger,

heating the incoming oil. After partial cooling, citric acid

(20–50 ppm) in solution is added to sequester iron or copper

that may be picked up later by the oil. The oil is still hot and

under vacuum, and the moisture flashes off. Then, the oil is

cooled and passes through a polishing filter on its way to

temporary storage under nitrogen before shipment.

The liquid used to scrub the vapors is previously

condensed deodorizer distillate that is chilled, recycled,

and drawn off as necessary to maintain a constant level in

the scrubber. The condensate may entrap vapors of

pesticides if they get this far in the refinery. Deodorizer

distillate is rich in tocotrienols or tocopherols, some of

which have vitamin E activity. During the time that con-

sumption of vitamin E supplements in the United States was

growing, and strong markets for natural antioxidants existed,

deodorizer distillate was very much in demand and the

domestic supply from refineries was committed by contracts

with vitamin E producers. As much as 60% of the

tocopherols in soybean oil could be extracted at the deodor-

izer, but in doing so, the refineries no longer are available to

stabilize the shelf life of the oil or provide its full natural

nutritional benefits. In recent years, tocopherols and

tocotrienols from palm oil processing have eased supplies.

At this point in processing, the peroxide value in the oil

should barely be detectable (<1 ppm), but will soon start

increasing again. Thus, margarine and other profiled-

temperature fats are blended before shipment. A rule of

thumb in the deodorization department is: “Don’t deodorize

oil until it is sold and ready to be shipped.”

After cooling to appropriate temperatures, processors

may add additional oil-soluble ingredients, antioxidants,

vitamins, colors, and others that customers might have diffi-

culty dispersing in the oil/fat at their processing sites. Unless

the fat needs to be texturized into a soft-plastic form by the

addition of nitrogen and chilling to a shortening for specific

handling requirements, it is shipped and kept at about 10�C
above the melting point. Nitrogen purging of oil during

pumping, and storage under a nitrogen blanket, are common

if held for more than several days before use by the proces-

sor. Contact with copper- and iron-bearing materials and

contamination with water should be avoided. Typically,

one to two percent trans fats are produced during deodoriza-
tion, with lesser quantities formed at lower temperatures.

Ultra-high vacuum steam distillation, operating at microbars
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rather than millibars, has successfully deodorized oils and

fats in laboratory and pilot plant scale and is used in the

production of higher-priced products. However, fats and oils

scientists have reported that the flavor of this oil is not as

acceptable as from traditional deodorization/physical refin-

ing. Several steam distillation methods for the removal of

cholesterol from animal fats were developed and patented

after the fast foods industry switched from tallow to vegeta-

ble oils for frying French fries in the 1980s. Currently, the

ability of tallow to regain this former market seems doubtful.

Notes on Major Row Crop Oilseeds

Soybean

Soybean (Glycine max L.) was domesticated in north China,

probably during 1700–1100 BC in the Shang Dynasty or

earlier [146]. Samples found their way to Europe during the

1700s, where it was grown as a curiosity in botanical gardens

[147]. Documentation exists for soybean brought, grown, and

made into soy sauce near Savannah, Georgia in 1765, by

Samuel Bowen, an English seaman who had sailed to Canton,

China earlier as an employee of the East India Company.

Benjamin Franklin sent seed from London to a botanist in

Philadelphia in 1770 [148]. A sample, from a salvaged Japa-

nese junk, was brought from San Francisco to Alton, Illinois,

in 1851, where it was grown and also distributed to botanists

in other states.149 Additional samples were brought back by

Commodore Matthew Perry’s expedition to Japan in 1854,

sent by missionaries in the Far East, and distributed in the

United States before establishment of the Department of

Agriculture in 1864 [149]. However, the plant mainly was

grown for feeding cattle and as green manure to enrich soils.

The Treaty of Portsmouth (New Hampshire) to settle the

1904–1905 Russo–Japanese War gave Japan control of the

Liaotung Peninsula in Manchuria. This area was leased

previously from China by Russia during construction of

Fig 34.31 Cut-away drawing

of DeSmet Qualistock®

Continuous Deodorizer.

(Courtesy of Desmet Ballestra

Oils and Fats, Brussels, Belgium)
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the Trans-Siberian (Moscow to Vladivostok) Railroad for

establishing all-weather naval and trading ports in Port

Arthur (now Lüshun) and Dairen (Lütita, Talien, Dalian)

[150]. The withdrawal of Japanese occupation troops from

Manchuria resulted in a local surplus of the soybean crop,

which had been expanded to feed the soldiers. Manchurian

soybean was shipped to England in 1907 [151], and to

Germany, other Northern European countries, and the US

Pacific coast, by 1910 [152]. Dairen, Manchuria became

the international soybean processing and export center for

the early part of the 1900s. An English hydraulic press mill

had been sold to China in 1868 [153], but Manchurian and

Japanese soybean extraction continued mainly by crushing

seed with stone edge runners and pressing with wedge

presses, which produced press cake that could not survive

shipment to Europe [152, 154, 155].

Europe wanted the soybean for oil and the meal for

animal feed, but was dissatisfied with leaving 5–6% to six

percent oil in the cake, characteristic of box presses and

expellers (screw presses). England and Germany initiated

work on batch solvent extraction processes, but World War I

interrupted progress. The Bollman basket countercurrent

extractor was patented in Germany in 1919, followed by

the Hildebrandt U-tube extractor in 1934 [152].

The first domestic crushing of soybean occurred in Seattle,

Washington, in 1910, using seed imported from Manchuria

[152]. Domestically produced soybeanwas crushed at cotton-

seed oil mills in the South and linseed (flaxseed) oil mills in

the Midwest during the 1910–1920 era [152, 156]. The first

commercially successful domestic soybean solvent continu-

ous extraction plants were installed by Archer Daniels Mid-

land Company (ADM) and the Glidden Company in Chicago

in 1934, both using 100 tpdHildebrandtU-tube extractors and

commercial hexane as solvent. They also were equipped to

produce phosphatides [153].

United States production of soybean, for domestic

processing and exporting to Europe, grew slowly until accel-

eration by World War II, which devastated the German

oilseed crushing industry [157]. This left the United States

in the position of the world’s largest soybean producer

and processor. Soybean utilization increased during the

reconstruction of Europe and Japan, by uses in famine

abatement programs throughout the world, to meet growing

world population food needs, and as feed to support world

growth of the broiler industry which started about 1960.

Eventually, land-rich countries in South America also

became major soybean producers.

Cottonseed

Cotton (Gossypium arboreum andG. herbaceum) was grown
in the Indus River Valley (modern Pakistan) as early as 3000

BC. “NewWorld” cottons were grown in Peru (G. hirsutum)

about 2500 BC, and Sea Island cottons (G. barbadense) in the
Caribbean Islands. Most of the world’s cotton today is

G. hirsutum, with a fuzz-covered seed that requires removal

of the fibers by delinting before dehulling and subsequent

processing. Pima and Egyptian cottons (G. Barbadense type)

have fuzz-free (naked) seed and can be processed directly.

Cottonseed is among the first examples of a reclaimed

byproduct in our industrial age. Invention of the cotton gin

by Eli Whitney in 1793 led to increased domestic production

of cotton and also to seed disposal problems. The state of

Mississippi passed the first antipollution law in the nation in

1857, prohibiting throwing cottonseed into rivers and requir-

ing its orderly disposal from gins located less than one-half

mile from a town.

Cottonseed contains the polyphenolic yellow-red pig-

ment gossypol, 1,10,6,60,7,70-hexahydroxy-5,50-diisopropyl-
3,30- dimethyl (2,20-binapthalene)-8,80-dicarboxaldehyde, in
discrete bodies called gossypol glands. Processing

challenges include removal of gossypol, or its 15 or more

derivatives, from the oil to reduce color, and deactivate its

toxic effects (through binding to the protein with moist heat)

to enable feeding the meal to monogastric animals. Cotton-

seed oil also contains the cyclopropenoic acids, C18:CE

malvalic acid (8,9-methylene-8-heptadecenoic acid) and

C19:CE sterculic acid (9,10-methylene-9-octadecenoic

acid), which form the pink color in the Halphen Test used

to detect its adulteration of higher-priced olive oil [158].

Concerns about adulteration of olive oil appeared again

when fractionated palm oil was introduced to Europe.

Cottonseed oil has long sold at a slight premium over

soybean oil because of greater stability to oxidation and

desirable flavor in fried snack foods such as potato chips.

However, gossypol content and lower protein quality put the

meal at a price disadvantage. Feeding whole cottonseed to

dairy cattle, whose rumen microorganisms can detoxify
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limited amounts of gossypol, now utilizes over 70% of the

supply and may portend eventual abandonment of oil

extraction.

Rapeseed/Canola

Rapeseed/Canola belongs to the turnip rutabaga, cabbage,

Brussels sprouts, and mustard family of crops that can be

grown at low temperatures and moderate humidity. Three

species have been grown as oilseeds: Brassica napus, known

in Europe as rape, oil rape, Swede rape, and Argentine rape;

B. campestris, known as rapeseed, oil turnip, turnip rape, and

Polish rape; and B. juncea, known as leaf mustard, brown

mustard, Oriental mustard, and Indian mustard. B.
campestris was grown in India as early as 2000–1500 BC.

This crop is the classic example of an effective crop

improvement program mobilized by a country in response

to impending loss of international markets. When it was

reported in the early 1960s that erucic acid (12-docosenoic,

C22:1 n–9) in rapeseed oil could cause heart damage and

other diseases, the Canadian government established a

crash development program that led to the release of the

first low-erucic acid rapeseed (LEAR) in 1969. Continuing

efforts to develop varieties with even lower erucic acid

content led to later release of double zero (low-erucic,

low-glucosinolate) varieties, which were named canola in

1980. Because of reduced glucosinolate levels, consider-

ably more of the meal could be used in animal feed than

earlier. Canola oil, which contains less than 2% erucic acid

compared with 20–40% in earlier rapeseeds, was granted

GRAS status by the US FDA in 1985 [159].

However, the introduction of canola left unmet needs for

erucic acid in industrial markets. High-erucic acid rapeseed

then was imported from Northern Europe for extraction,

followed by efforts to increase erucic acid contents in

domestic industrial rapeseed as well as development of

crambe (Crambe abyssinica) specifically for its erucic acid

content. At the current state of development, equipment

corrosion and poisoning of hydrogenation catalysts by sulfur

in canola oil still are problems. Also, oil from the new canola

varieties favors formation of b crystals, in contrast to b0

formation in the earlier rapeseed varieties.

High oleic acid canola varieties were introduced recently

to directly compete in applications formerly using olive oil.

Sunflower Seed

Sunflower (Helianthus annus var. Marco-carpus) is a New

World crop, known to have been grown in Arizona–New

Mexico in 3000 BC and in the Mississippi–Missouri Basin at

least since 900 BC. A midsummer weed relative, with small

multihead flowers, is common in the central United States.

The crop was taken to Europe by early explorers and devel-

oped as a source of edible oil in Russia. The gray and white

striped seed is known as confectionery-type. Its kernel is

loose within the hull, and the seed usually is shelled for

eating. No major antinutrition factors are known to exist in

the raw seed. Oil-type varieties predominantly are black-

hulled, with seeds about one third the size of confectionery

types. The seed adheres tightly to the hull and provides a

challenge in dehulling. It has been repeatedly shown that,

although the setting of seed by sunflower plants is not as

sensitive to day length as for soybean, the oleic acid content

is inversely related to the temperature of seed maturation.

Early users desiring polyunsaturated oil with high linoleic

acid content specified northern-grown sunflower seed oil,

whereas those desiring extended oil stability, as in the pro-

duction of fried foods, have preferred oil from seeds matured

during the summer in the southern states. Sunflower varieties

with high-oleic acid content (85–92%) have been developed

with the intention of using the oil as a feedstock in chemicals

manufacturing processes [122]. Recently, the sunflower seed

industry has developed mid-oleic acid oil, containing ~65%

oleic acid. Also, high-oleic confectionery-type sunflower

seed has been developed, enabling extension of the shelf

life of roasted seed.

Peanut

Peanut, groundnut (Arachis hypogae), also is a New World

crop and was grown in the Upper Plata River Basin of

Bolivia in 2000 BC. It was taken to Europe by early

explorers and was returned to the southeastern United

States from Africa by slave traders. Broad cultivation did

not occur domestically until the early 1920s, when the

southeastern United States was looking for a crop substitute

for cotton, which was severely ravaged by the boll weevil

[160]. Most domestically grown peanut is consumed as

food, with over one half of the crop produced used in

making peanut butter. Peanut is very susceptible to Asper-

gillus flavus mold invasion in the soil, which produces

carcinogenic aflatoxins. World production of peanut for

oil has slowed because of limitations on feed uses of the

meal. Direct food uses of peanut have increased in devel-

oping countries.

Some Miscellaneous Oils Processed at the Food
Protein R&D Center, Texas A&M University

Pistachio Oil
Pistachio oil is extracted from the fruit of Pistacia vera by

expeller or screw press. Compared to other nut oils, pistachio
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oil has a strong flavor. It tastes like the nut from which it is

extracted. Pistachio oil is high in Vitamin E, containing

20–25 mg/100 g. It contains 12.8% saturated fats, 54.8%

monounsaturated fats, 33.7% linoleic acid, and 0.7% omega-

3 fatty acid. Pistachio oil is used as a table oil to add flavor to

foods such as steamed vegetables. The fruit is a drupe,

containing an elongated seed, which is the edible portion.

The fruit has a hard, whitish exterior shell. The seed has a

light green flesh, with a distinctive flavor. When the fruit

ripens, the shell changes from green to a yellow or red and

abruptly splits. This is known as dehiscence. Each pistachio

tree averages around 40–50 kg of seeds, or around 60,000,

every 2 years. The shell of the pistachio is naturally a beige

color, but it is sometimes dyed red or green in commercial

pistachios. Most pistachios are now picked by machine and

the shells remain unstained, making dyeing unnecessary

except to meet consumer expectations. The kernels are

often eaten whole, either fresh or roasted and salted.

Pistachios are also used in ice cream, pistachio butter, and

confections. Recently, the FDA approved the first qualified

health claim specific to nuts lowering the risk of heart

disease.

Emu Fat/Oil
Emu is the largest bird native to Australia. The soft-

feathered, brown, flightless birds reache up to 2 m (6.6 ft)

in height. They have long thin necks and legs. Emus are

farmed primarily for their meat, leather, and oil.

The Food Protein R&D Center at Texas A&M Univer-

sity has special expertise in emu fat processing to produce

premium quality emu oil. There are presently no

established special methods to process emu oil. However,

current oil processing technology can be used. The entire

refining process involves rendering the fat, cooking, fat

separation, and fat drying. The crude oil is treated by

caustic (caustic neutralization) for free fatty acid removal

followed by bleaching and a deodorization. The general

physical properties of emu oil are similar to those of a

vegetable oil with intermediate content of saturated fatty

acid. Emu oil is similar in oleic acid content to oils such as

peanut or canola. With regard to saturated fatty acid, emu

oil resembles cottonseed oil. The ultimate quality of the

refined emu oil depends strongly on the starting material.

For example, if the crude oil has blood tissues producing a

high content of free fatty acids, even though the refining

process will eliminate the acidity of the oil, the final prod-

uct will contain a high concentration of mono- and di-

glycerides which easily degrades during storage. Emu

meat is a low-fat meat (less than 1.5% fat), and with

cholesterol at 80–90 mg/100 g, it is comparable to other

lean meats. There is some evidence that the oil may have

anti-inflammatory properties.

Mink Oil
Mink oil is produced from the thick fatty layer which lies

just under the skin. This fat is removed from the pelt when

the mink is skinned and is then rendered into mink oil. The

crude oil is dark yellow in color. Crude mink oil is directly

bleached and deodorized without being caustic neutraliza-

tion. The bleached and deodorized oil is light yellow in

color. Mink oil and its fatty acids are unique among

animal-derived fats and oils. The total unsaturated fatty

acids in mink oil account for more than 75% of the fatty

acid content, but the oil, nevertheless, has a greater oxidative

stability than other animal or vegetable oils. Mink oil is a

source of palmitoleic acid, which possesses physical

properties similar to human sebum. It is used in several

medical and cosmetic products, and also for treating, condi-

tioning, and preserving nearly all kinds of leather.

Ostrich Oil
The Ostrich (Struthio camelus) is a large flightless bird

native to Africa. It is farmed around the world, particularly

for its feathers, which are decorative and are used as feather

dusters. Its skin is used for leather products and its meat is

marketed commercially. The refining process for ostrich oil

is similar to that for EMU oil. It starts with the cleaning of fat

to eliminate blood, skin, dirt followed by fat separation

(separate the solids by decantation), fat drying (heat under

vacuum), refining (remove free fatty acid), bleaching (to

eliminate color, peroxides, metals), and deodorization

(to remove odor, peroxides, free fatty acids). Ostrich oil is

high in omega-3, omega-6, and omega-9 EFAs. It contains

around 20% saturated fatty acid followed by 35% monoun-

saturated and 39% polyunsaturated fatty acids. It is used in

cosmetic and in the treatment of lesions, burns, contact

dermatitis, dry skin, and many other ailments. Ostrich oil

and EMU oil have very similar properties.

Trans Fats Nutritional Labeling

Trans fats have been created, often intentionally, during

hydrogenation of TAG to obtain fat solids with specific

properties for use in shortenings, spreads, confections, and

other semisolid foods. Lesser amounts result during

hydrogenation to reduce linolenic acid content and slow

the oxidation of fats and their breakdown during frying.

Small quantities (seldom more than 2.0%) are created during

high-heat treatments in deodorization or physical refining.

Trans fat formation is part of the oxidative sequence at

ambient temperatures and is accelerated in frying. Trans

fats in ruminant meat and dairy products, produced by

biohydrogenation, are considered “natural” as described ear-

lier. The US FDA has estimated the average domestic intake
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of trans fat at about 5.8 g, or 2.6% of calories per day for

individuals 20 years of age or over. Consumption of

saturated fat is estimated at four to five times more.

Estimated sources of trans fat are: cakes, cookies, crackers,

pies, bread, and the like ~40%; animal products ~21%;

margarine and spreads ~7%; fried potatoes ~8%; potato

chips, corn chips, popcorn ~5%; household shortening

~4%; salad dressing ~3%; and breakfast cereals and candy

~1% each [161].

In response to a petition by a consumer advocate group,

the FDA published a proposal in the Federal Register [64]

(221, 62745–62825, Nov 17, 1999) to include trans fat

information in Nutrition Facts labels of packaged foods.

(Listing of saturated fat and dietary cholesterol has been

required since 1993.) The proposal initiated one of the most

intensive dialogues ever in domestic food regulation

between consumer advocates, public sector researchers,

commodity producers, food processors, and government

officials. The net effect was that separate listing of trans

fat content was required on packaged food Nutrition Facts

panels as of January 1, 2006. Also, dietary supplements,

which contain 0.5 g or more trans or saturated fats per

serving, must list their amounts in the Supplement Facts

panels. The Nutrition Facts per serving format is:

Daily value (DV) has not been established for trans fats;

thus, calculation of a DV is not possible. Amounts of trans
fat less than 0.5 g per serving are recognized as “Trans fat

0 g.” Processors, who wanted more favorable nutrition facts

labels on their packaged foods, reformulated their products.

Those, choosing to claim “0 trans,” typically provided fat

solids from interesterified fats, fully hydrogenated fats

(because these do not contain trans bonds), or higher melting

fractions of palm and other oils. Exclusion of conjugated

structures from the FDA trans fats definition enables

claiming products where all the fat is from ruminant sources

(butter, cheese, cream, dips, ice cream, beef, and tallow)

as containing “0 trans.” Saturated fat content also must be

shown on the label. Trans fats are unsaturated. Currently,

some nutritionists and regulators are seeking means to

inform restaurant, institutional, and fast foods customers

about trans fats contents of specific products sold at

these outlets.

The FDA’s regulatory chemical definition for trans fatty
acids is: “all unsaturated fatty acids that contain one or more

isolated (i.e., nonconjugated) double bonds in a trans
configuration.” Under this wording, CLA would be excluded

from the definition of trans fat, but trans vaccenic acid

would be included. This definition was reconfirmed as of

June 24, 2004 [162].

Copies of announcements, communications, and transcripts

of open hearings during regulation making are available at the

US-FDA Internet Web site. Readers may gain insight into

regulator–nutritionist thinking on the trans issue from the

transcript of the Nutrition Subcommittee Meeting on Total

Fat and Trans Fat on April 27–28, 2004 [163].

During the review process, each responding interest

group typically rationalized its position using generally

accepted research findings. However, the diverse findings

have yet to be integrated into a coherent system. FDA’s

communications have taught that consumption of saturated

and trans fats causes undesired increases of total choles-

terol in blood serum. They also has taught that trans fats

cause undesired increase of LDL (LDL that carry choles-

terol), which is termed “bad” cholesterol and is the ratio-

nale for listing trans fat in Nutrition Facts labels. However,

it is generally accepted in the scientific community that not

all saturated fats are equal, and likewise for trans fats. More

specifically, stearic acid has been considered “neutral” in

raising total cholesterol or LDL based on research initiated

nearly a half-century ago and frequently reconfirmed. In

response to concerns about defamation of palm oil as its

world sales increased, that industry initiated extensive

nutrition research, even involving noted United States

scientists, on palm oil’s dietary effects in the mid-1980s.

Palm oil contains approximately 44% palmitic acid, 5%

stearic acid, 39% oleic acid, and 10% linolenic acid.

Repeatedly, diets containing palm oil (palm olein) raised

neither total cholesterol nor LDL, and in some experiments

decreased total cholesterol and increased “good” HDL

(high density lipoprotein). In comparative experiments,

trans fats fared negatively compared to palm oil, as also

did palm kernel and coconut oils and lard. (In palm oil, 75%

of the fatty acids in TAG position 2 are unsaturated.) It has

been suggested that myristic acid (C 14) leads in increasing

LDL, followed by lauric acid (C12). But, myristic and

lauric acids, in limited amounts, also play essential nutri-

tion roles. Current nutrition thought is shifting to dietary

ratios of saturated and unsaturated fatty acids as more

important in the diet than individual fatty acids. However,

the world’s major saturated fatty acid is palmitic, and

together with stearic acid (which occurs in beef tallow

consisting of approximately 25% palmitic acid, 19% stearic

acid, 36% oleic acid, and 3% linolenic acid) accounts for

the far majority of domestic dietary saturated fat intake.

This leads to the question: If the majority of saturated fatty

Percent daily valuea

Total fat, 12 g 18

Saturated fat, 3 g 15

Trans fat, 1.5 g —

Cholesterol, 30 mg 10

aPercent daily values are based on a 2000-cal diet
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acids are essentially cholesterol neutral, why are they

grouped with the LDL-raising saturated fatty acids in

nutritional labeling?

With exception of the dairy and ruminant animal

industries, which are recommending exemption of trans-

vaccenic acid, no one is promoting increased consumption

of trans fats. However, the dichotomy of procholes-

terolemic and cholesterol-neutral saturated fats has divided

the nutrition community into two groups, each with well-

respected members and spokespersons. Many scientists

strongly recommended against combining saturated fat

and trans fat into one number on the Food Nutrition Facts

label in invited letters to the FDA. Others repeated that a

better system for classifying “good” and “bad” nutrients is

needed. Some nutritionists have suggested that earlier FDA

Nutrition Facts labeling and the USDA Food Pyramid have:

(1) been interpreted by the public as “all fats are bad;” (2)

participated in causing current national obesity problems;

and (3) led to development of “low carb” weight loss diets

which include increased fat intake [163]. More discussions

and new diets can be expected in the future.

Historically, the presence of CLA in vegetable oils was

considered minimal, well below 1%, and little was known

publicly about their actual occurrence in hydrogenated fats.

In 2002, a group of Korean researchers published a

pioneering study on effects of catalyst types and concen-

tration, hydrogen pressure, and operating conditions on

CLA formation in different oil species. Using selective

catalysts, they obtained 23.2, 23.7, and 23.3% total CLA

production in corn, cottonseed, and soybean oils (originally

containing ~58, 51, and 51% linoleic acid, respectively).

As much as 2.4% 9 cis-11 trans-18:2 and 1.7% 10 trans-12

cis 18:2 were obtained in mixtures from individual trials

[164]. Biological activity of the CLA was shown later.

Another publication from the same laboratory,

incorporating the latest separation techniques developed

in the United States CLA research program, and mass

spectroscopy for CLA identification, reported separation

and identification of 20 different CLA isomers in

hydrogenated soybean oil [165]. These studies report that

CLA production can be a result of hydrogenation

conditions, and concentrations as much as eight times

greater can be produced chemically than in ruminant

sources. Thus, CLA are no longer unique to ruminant fats,

and potentially can be made available in quantity. How-

ever, because of the unknown biological activity of other

CLA isomers produced simultaneously, they should be

carefully reviewed before broad authorization in the

food supply.

New regulations can markedly change equipment

requirements and practices of an industry. While

regulators, lobbyists, and lawyers negotiated the new law,

the fats and oils industry had to start preparing for new

market requirements, and food formulators had to develop

new products. Likely, the first consideration was selection

of ingredients that make Nutrition Facts panels look attrac-

tive compared to competitor’s products and also have func-

tional properties necessary for making the products. But

formulators are well experienced in matters such as

ingredients listings. Research is continuing on ways to

better control trans fat production during hydrogenation

[166], but the industry has to formulate with currently

available technologies. Reserving the use of hydrogenation

for making fully hydrogenated hardstocks (~5 IV), the two

most promising routes for obtaining fat solids are blending

selected fractionated fat solids, hard stocks, and oils and

interesterification of the above. However, as mentioned

earlier, skepticism exists about increasing the number of

saturated fatty acids in the TAG 2 position by randomiza-

tion. Enzymatic interesterification at the 1,3 positions

seems more appealing in theory.

Trans-free margarines and spreads were well established

in Canada and European markets, before promotion in the

United States. Many major domestic snack food fryers have

adopted clean ingredient listings in which only potatoes or

corn, vegetable oil, salt, and flavorings are listed (but no

hydrogenated products or preservatives). Formulators of

more complex foods have options of using emulsifiers,

antioxidants, and an ever-increasing variety of hydrocolloids

and gums.

Not all fat products have been reformulated for “0 trans”

labels. Margarines must contain 80% fat, just like butter.

Both have been largely replaced by spreads, or “lite”

spreads, which contain lower amount of fat; a far majority

of spreads claim “0 trans.” Many home makers prefer to

cook or bake with the higher fat content margarines, or

(100% fat) shortenings, which often show positive trans fat

content on their labels.

Edible Uses of Fats and Oils

Antioxidants

Fats and fat-containing products may be stabilized against

oxidation by the addition of antioxidants as adjuvants.

These compounds are believed to act as hydrogen donors

or as free radical acceptors that intercept and hold

quantums of energy that otherwise might induce oxidation.

The major food grade synthetic antioxidants used include:

butylated hydroxyanisol (BHA), butylated hydroxytoluene

(BHT), tertiary butylhydroquinine (TBHQ), propyl gallate

(PG), and 2,4,5-trihydroxybutyrophenone (THBP). Gener-

ally, they are allowed in food products at 0.01% of total fat

weight each, with a total of 0.02% if a combination is used.
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Synergists used in combination with antioxidants include

citric acid, isopropyl acid, phosphoric acid, ascorbic acid,

ascorbyl palmitate, iso-ascorbic acid, tartaric acid, and

lecithin, most of which act as chelators of pro-oxidative

metals.

Natural antioxidants include gum guaiac, tocopherols

(including vitamin E), and oil of rosemary (containing

rosmaridiphenol). antioxidant properties but are not

counted in the maximum amounts of antioxidants permitted

in the food. Types, mechanisms, and health effects

of natural antioxidants are described in the references

[168, 169].

The cross-linking that occurs in drying oils also is an

oxidation reaction. Polymerization of oils can occur rapidly

in products such as fish meal that contain significant amounts

of polyunsaturated triacylglycerols, even to the point of

building up sufficient heat for a pile to spontaneously burst

into flame. Thus, feed grade antioxidants, such as

ethoxyquin, often are added before storage. Ethoxyquin

also has been used for sparing the natural tocopherols for

vitamin E activity in nutrition.

Because of cost, they usually are reserved for premium-

priced foods. Many types of tocopherols and associated

compounds exist, and understanding of the mode of action is

continually improving. The forms that give the most antioxi-

dant protection do not always show the greatest vitamin E

nutrition activity [167].

Assemblers of grocery store or food service convenience

foods have the same general limitations. However, they also

have access to natural cereal ingredients and herbs, herb

extracts such as oils of rosemary, sage, and other materials

in formulation that possess.

Synthetic and natural antioxidants are known to be

heat- and steam-distillable and preferably should be added

to oil products after the maximum heat encountered in

processing. It further is known that many natural phenolic

compounds in cereal–oilseed products, as well as reaction

products of Maillard (nonenzymatic amino acid-reducing

sugar) browning and natural wood smoke, have antioxidant

effects. Additional techniques for reducing oxidative activ-

ity include maintaining nitrogen blankets on oils stored in

tanks and distributing oils in opaque containers or brown

bottles to limit exposure to ultraviolet light, although this is

not popular with many marketing departments who want to

display clear, light-colored oils.

Nonionic Surfactants and Emulsifiers

Nonionic surfactants and emulsifiers, whose molecules have

both aqueous (polar) and alkane (nonpolar) compatible

sectors, also are common adjuvants. Their molecules have

regions that are sufficiently similar to become part of either

the water or oils phases, and other regions sufficiently dissimi-

lar to repel that phase. For example, when added to a

crystallizing fat, some nonionic surfactants may orient them-

selves to become part of the crystal, thus preventing further

replication and limiting crystal size. Likewise, some will react

with gelatinized starch in aqueous and bread systems and

prevent its recrystallization (retrogradation). Furthermore,

surfactants may orient around discrete droplets to stabilize

water in oil (W/O) or oil in water (O/W) emulsions. When

this occurs, the compatible end becomes associated with the

discrete droplet, leaving the other end turned outward to asso-

ciate with the compatible continuous phase [170].

The major groups of commercial emulsion stabilizers

include: (1) glycerol esters, favoring W/O emulsions; (2)

esters of mono-acylglycerols with hydroxycarboxylic acids

(including lactic, succinic, malic, and tartaric); (3) sodium

stearoyl-2-lactylate (SSL), favoring O/W emulsions; (4)

fatty acid monoesters of ethylene glycol; (5) sorbitan fatty

acid esters, known as SPANS favoring W/O, and TWEENS

favoring O/W emulsions; (6) phosphorlipids; (7) water-

soluble gums, including gum arabic, tragacanth, xanthin,

agar, pectin carrageenan, and methyl- and carboxymethyl-

cellulose; and (8) proteins [170, 171].

Glycerol has three exposed hydroxyl groups, resulting in

a compound completely miscible in water at all

concentrations. Fatty acids have both hydrophilic (water-

attracting) and lipophilic (oil-attracting) ends. As they are

esterified to glycerol, the molecular structure that originally

was primarily water-soluble becomes increasingly oil-

soluble. Finally, when all three positions are esterified to

fatty acids, the molecule is nonpolar and soluble only in

organic solvents.
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The hydrophilicity of nonionic surfactants can be

characterized numerically as their hydrophile–lipophile

balance (HLB). An HLB value of 3–6 indicates that the

compound is a likely W/O emulsifier; 7–9, a wetting agent;

8–13, an O/W emulsifier; 13–15, a detergent; and 15–18, a

solubilizer (of oil or other non-polar compounds) in water.

The HLB values of some common compounds are

presented in Table 34.12 [170]. An HLB value of 8.0 is

shown in Table 34.12 for lecithin, but manufacturers are

able to supply modified lecithins with values of 2–12.

Table Oils

The processing of RBWD table oils has been mentioned

earlier. Depending on positioning in the marketplace, these

products may also serve as light duty cooking/frying oils

and may be brush hydrogenated and contain added natural

or synthetic antioxidants and methyl silicones at

0.5–3.0 ppm to slow breakdown, initiation of foaming,

and smoking during frying [172]. United States and North-

ern Europe markets consider light product color and bland

flavor as indicators of oil quality. Olive oil aficionados

often prefer the green color and its stronger taste as an

indication of virgin or minimum processing. All oils revert

to stronger flavors in time. Slight flavor reversion generally

is acceptable in cottonseed oil, but not in soybean oil. Many

years of research were required to reduce the problem in

soybean oil, and the mechanism still may not be fully

understood. Converting the industry to only stainless steel

oil contact surfaces (specifically avoiding iron and copper),

reducing residual phosphatides content to essentially

“zero,” early inactivation of phospholipases and associated

enzymes when preparing seed for extraction, nitrogen

blanketing and reduced storage temperatures of bulk oil,

and the use of antioxidants are believed to have helped.

Frying Oils

Oil acts as a heat transfer medium during the frying process

which rapidly heats, cooks, and sometimes puffs,

dehydrates, or forms a crust around the product. The

mechanics of deep fat frying are shown in Fig. 34.32

[173]. The entering material carries oxygen that temporarily

aerates the hot oil, and water that forms steam, with both

rapidly swept out because of low solubility of gases in the

hot liquid. Besides enzymes, which are likely to be

inactivated rapidly, raw materials also carry oxidation

catalysts such as iron in the hemoglobin of fresh meats,

chlorophyll, and color pigments. Alkali may accompany

the material, especially in chemically leavened doughnut

batter and alkali-treated corn snacks. In short, almost every

concern mentioned thus far in seed preparation, extraction,

and oil processing occurs during frying.

Table 34.12 HLB (hydrophile–lipophile balance) numbers for some

surfactants

Name CAS number

HLB

value

Oleic acid 112-80-1 1.0

Acetylated monoglycerides (film formers) – 1.5

Sorbitan trioleate (SPAN 85a) 26266-58-6 1.8

Glycerol dioleate 25637-84-7 1.8

Sorbitan tristearate (SPAN 65a) 26658-19-5 2.1

Glycerol monooleate 25496-72-4 3.4

Glycerol monostearate 31566-31-1 3.8

Sorbitan monooleate (SPAN 80a) 1333-68-2 4.3

Sorbitan monostearate (SPAN 60a) 1338-41-6 4.7

Soy lecithin 8020–84–6 8.0

Sodium stearoyllactylate (anionic type) 18200-72-1 8.3

POE sorbitan monooleate (TWEEN 81a) 9005-65-6 10.0

POE sorbitan monostearate (TWEEN 60a) 9005-67-8 14.9

POE sorbitan monooleate (TWEEN 80a) 9005-65-6 15.0

POE stearic acid (monoester) (TWEEN 20a) 9004-99-3 16.9

aAtlas brand names

Fig. 34.32 Changes occurring during deep fat frying. (From Fritsch

[173], With permission)
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The high temperatures of frying, 177–204�C/350–400�F,
are deleterious to oil quality. Trans fats are produced, and

some of the degradation-prone anisidine value products

remaining after refinery deodorization deteriorate. Oils

start breaking down into simpler compounds, and also

form cyclic compounds and polymers. This process

continues while food shop fryers are left hot and inactive

during afternoons between preparation of lunch and dinner

meals. However, limited self-cleansing occurs in the system

by steam distillation, as noted by reduction of carbonyl

compounds in oils after inactive fryers are put into service

again. An excellent review on frying has been edited by

Perkins and Erickson [174].

Unlike in some countries, few United States households

have dedicated frying pots containing oil in readiness for

meal preparation. Most domestic deep frying is done by

commercial operations such as: snack foods processors,

producers of convenience fried foods such as Chinese egg

rolls and frozen meals, and fast food vendors who prepare

French fries, fried chicken, and other products.

Industrial fryers generally are of two types: (1) those who

sell all the purchased oil with the product, and (2) those who

must recondition and occasionally dispose of oil.

Requirements for the selection and use of frying oils in

these applications differ [175]. Industrial snack food fryers,

designed to use all the oil, are equipped with clean-out

systems and inline filters. In theory, they should be able to

operate indefinitely, only adding make-up oil as needed. In

clean label, operations, company policy dictates that no, or

minimum, additives can be used. Typically, company per-

sonnel periodically inspect and monitor refinery operations

of self-certified suppliers. Antioxidants or silicone

defoamers are not permitted in these oils. Oils are received

in bulk, typically at less than 0.05% FFA,< 1.0 PV,< 4 ppm

phosphorous, and <0.75 ppm chlorophyll, and are kept in

stainless steel tanks under nitrogen [175].

Stability against oxidation of soybean oil has consistently

increased in frying trials as linolenic acid content decreases,

whether by plant breeding, mixing with other oils, or by

hydrogenation [176–178]. Less than 2% linolenic acid con-

tent has been a long-term industry goal, with the way by

which linolenic acid is reduced (hydrogenation or breeding)

appearing to have little effect on fried product stability

[179]. Oils with PVs higher than 2.5 are not used in well-

disciplined frying operations.

The freshness of fried snack foods is dependent on use of

packaging impermeable to moisture and oxygen, including

laminates of windowless aluminized films that block 99+

percent of the light to prevent photo-induced oxidation.

Additionally, the pouches are nitrogen flushed before

sealing, thus creating pillow packs that further protect the

product against crushing. The snacks often are delivered by

company delivery personnel, who place them on store

shelves or racks. Products may have shelf lives of 6–8

weeks, but inventories are carefully managed to ensure

rapid turnover and fresh products [175].

Normally, the warm surface oil serves as the binder

(“tacking agent”) for adsorbing salt and dry flavorings to

snack foods. The concept of reducing or entirely eliminating

oil from snack foods appeared during the early 1990s. Rather

than deep fat frying, snacks were dried at high temperatures

in fluidized bed continuous dryers. A far smaller amount of

oil was then sprayed onto the dried product for flavor. Where

a “fat-free” snack food was desired, solutions of edible gums

or specialty starches were sprayed onto the snack to serve as

tacking agents, for water-soluble flavors; the product then

required an additional drying step (to less than 1.5–2.0%

moisture content to ensure crispiness) [175].

Industrial fryers, who cannot turn the oil over completely,

have lengthened its life 3–10 times by using polydimethyl-

siloxane (methyl silicone), which is not allowed in some

countries. Levels as low as 0.2–0.3 ppm have been found

effective, with commercial usage of 0.5–5.0 ppm reported.

Users are advised to minimize levels of usage to 1.0–3.0 ppm.

Dispersion of polydimethylsiloxane in oil is difficult. The com-

pound operates by suppressing foaming and polymerization

and increasing smoke points of oils by up to 13.9�C/25�F.
Antioxidants steam distill out of the oil during normal frying.

Their initial inclusion essentially protects the oil only until the

time of use, but some operators insist on periodically adding

themto the fryer. For greater effectiveness, antioxidants in fresh

oil are best sprayed onto the product after frying, or included in

dry seasoning mixes [175]. Additional steps to prolong the use

of frying oil include: inline filters, periodic cleaning of fryers to

remove settled charred product, neutralization of fatty acids,

and refreshing the oil by passing through adsorbent earth filters

continuously, or at the end of the day. Numerous kits and

advisory services are available.

Large commercial frying operations, and fast food

franchises that prepare French fries and chicken, have

provisions and personnel trained to care for frying oils.

The greatest food safety concerns are about small restaurants

which do occasional frying during midday and evening

meals. Several countries have imposed standards on the

quality of frying oil in use. For example, Germany requires

that the smoke point be not lower than 170�C/338�F, and
total polar compounds not exceed 24% [180]. Products fried

in oils usually would be objectionable in taste to most

Americans long before they reach the unusable specifi-

cations. Yet, with exceptions of reduced digestibility and

depletion of vitamin E (which can be supplemented), labo-

ratory animals directly fed thermally degraded fats have not

done as poorly as anticipated from the history of the oil and

known presence of mutagens. Obviously, gaps exist in our

toxicology and nutrition knowledge. Many practical details

are presented in a new book [181].
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Specialty Oils

A variety of specialty oils exists. Pumpkin seed oil is popular

in Central Europe. Sesame oil is used throughout the Middle

East and the Orient; and roasted sesame oil is used in very

small amounts to flavor Asiatic foods. Nut oils, grape seed

oil, tomato seed oil, and herb-flavored oils are available.

The organic and “natural” foods markets demand

nonchemically treated oils. These often are made by hard

pressing the source and water degumming the oil, followed

by bleaching with “natural” (nonchemically treated) earths

and removing FFA by physical refining.

In 2004, ADM Kao LLC, a joint venture of Archer

Daniels Midland Company (United States) and Kao Soap

Company (Japan), launched a new type of cooking oil,

Enova™ Brand in the United States market. Enova™ is a

1,3 diglyceride (diacylglycerol, DAG) intended for use in

nutritional beverages/drinks, nutritional bars, salad

dressings, and general cooking [182]. Enova™ oil was

initially developed by the Kao Corporation and is the best-

selling cooking oil in Japan under the “Econa® Healthy

Cooking Oil” brand name. The manufacturer claims the

US product is made from all natural soybean and canola

oils, has the lowest saturated fat content of any cooking and

salad oil, contains zero grams of trans fat, and is metabolized

differently by the body: instead of being stored as fat, the

majority of DAG is burned as energy.

In the early 1970s, Triple “F” Incorporated, a feed man-

ufacturer in Des Moines, IA, developed a low-cost extruder

for on-farm use, which inactivated trypsin inhibitor in

whole soybean by heat produced by friction shearing.

This made soybean directly usable by cattle, pigs, and

poultry, without sending it to extraction plants and buying

back soybean meal. However, the oil content of the product

was too high for direct feeding, and purchase of defatted

soybean meal often was necessary. In the mid-1980s, the

INTSOY program at the University of Illinois developed a

procedure for hard-pressing the sheared soybean, reducing

fat content of the meal by about a half and producing

saleable crude soybean oil. As domestic livestock

operations increased in size, large farmers and cooperatives

installed the InstaPro International Company ExPress®

Extruder/Press System to process soybean, cottonseed,

and occasionally other oilseeds for feed. Production of oil

byproducts also increased. Research has shown many desir-

able properties in the crude hard-pressed (“expeller”) soy-

bean oil, including highly hydratable phosphatides content

which are easily water degummed and a high resistance of

the refined oil to oxidation. After physical refining, the oil

shows unexpectedly good stability as frying oil, without

hydrogenation or formation of trans fats while still

retaining its linolenic acid (omega-3) content. After 35-h

potato frying tests, soybean oil had a total polar compound

level of 17.7% (degradation), whereas the “expeller” oil

had 9.1%. Soybean oil with TBHQ antioxidant had 8.8%

and hydrogenated soybean oil had 9.7%. Potatoes fried in

the expeller oil had significantly higher flavor scores than

those fried in the other oils [183]. Test results have been

repeated in other laboratories [184]. The reason for the

good performance is not yet known. Some believe the

high heat (~130�C/266�F) generated in the process almost

instantaneously inactivates most of the destructive

enzymes (lipases, phospholipases, and especially

lipoxygenases) at the time the seed is first sheared [185].

Others believe the benefits come from physical refining

[186]. The industry is very excited about market potential

for expeller-produced oil.

Margarines and Spreads

Margarine is one of the major temperature-profiled fat

products. It was invented in France in 1869 intentionally as

a butter substitute and was first produced in the United States

in 1873. Originally, it was made from animal fat; coconut oil

became the lead fat in margarine in 1917, partially

hydrogenated cottonseed oil in 1934, and partially

hydrogenated soybean oil in 1956. Various legal principles

have been tested through margarine. Among the first was

protectionism for butter and the dairy industry, with a

requirement that a “Oleomargarine Sold Here” sign be

posted on the door of every store offering it. (In retrospect,

modern marketers might see this as the best free advertising

possible.) In response to dairy industry claims of product

inferiority, a law was passed in 1923 requiring that marga-

rine be fortified to the same level of vitamin A as butter;

vitamin D was added later. The principle that an intended

direct substitute be at least as nutritious as the replacement

had become part of the FDA’s expectations for new

products. Sales of colored margarine were approved on a

state-bystate basis in the 1950s and 1960s, and United States

per capita consumption of margarine surpassed butter in

1956.

The major enabling technical break-throughs were inven-

tion of the internal scraped surface heat exchanger (SSHE,

“Votator”) in 1937 for chilling the margarine oil mixture,

and the lifting of emulsifier restrictions in 1992, which

permitted development of a wide range of reduced-fat

spreads. Margarine typically has had the same fat content

as butter in most nations and is 80% in the United States.

Spreads contain less than 80% fat and have become the most

popular of the group. Some contain as little as 20% fat, the

minimum amount being technical rather than legal.

SFI profiles of several margarine types, an all-purpose

shortening, frying oil, and two shortenings are shown in

Fig. 34.33 [128]. The SFI profile of butterfat varies with
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the season and feed and typically is in the 40–50% solids

range at 10�C/50�F. Soft stick margarine is softer than butter

when taken from the refrigerator, and tub margarine is

spreadable.

The basic sequence for making margarines/spreads

includes:

• Formulation of an oil mixture from hydrogenated base

stock or interesterified fats, hard stock, and oil that has the

desired SFI or SFC profile.

• Ensuring that sufficient diversity occurs in the species and

fractions to provide a variety of TAG that will form small

b0 crystals.
• Compounding the margarine oil blend at the refinery;

final deodorization; shipping the melted blend to the

margarine plant; and storage under a nitrogen blanket.

• Preparing an oil-soluble additives mixture containing

mono- or diglycerides and other emulsifiers, flavorings,

oil-soluble vitamins, and yellow color at the margarine/

spread plant.

• Preparing a water-soluble additives mixture containing

water, salt, anti-microbial compounds, viscosity thickeners,

and water-soluble flavorings. Formula amounts of

thickeners and water-soluble flavorings increase as the fat

content of a spread is reduced. The water should be

microbiologically potable and deionized to remove cal-

cium, magnesium, iron, and copper.

• Blending the heated oil-soluble additives mixture into the

warm oil in a mixing tank. Slowly adding the warmed

water-soluble additives mixture into the blend to produce

a water-in-oil emulsion.

• Pasteurization; partial cooling.

• Chilling and working the emulsion in a series of (typi-

cally ammonia-chilled) internal scraped-surface heat ex-

changers (“A” units) and “picker bar” workers (“B”

units), with resting tubes interspersed to ensure adequate

time for establishment of the desired crystal structures.

• Filling.

• Holding under controlled temperature conditions for

establishment of the desired crystals.

• Shipping.

Much of the physical chemistry for making temperature-

profiled fats, including Figs. 34.1 and 34.2, has already been

reviewed. Additional references are available [53, 187]. We

cannot change the laws of thermodynamics, but can slow or

hasten arrival at equilibrium. The margarine literature often

shows a table similar to Table 34.13, but does not explain the

practical implications. Basically, the beta prime (b0) tending
oils contain a greater variety of fatty acids than the beta (b)
tending. A greater diversity makes it more difficult for iden-

tical TAG to align and crystallize. It is easier to make whole

cottonseed oil margarines/spreads than whole soybean oil

counterparts because the former contains about 2.5 times

more palmitic acid than soybean oil. For years it was com-

mon practice to include about 10% cottonseed hard stock in

soybean margarines. A reduction in TAG diversity increased

the problems of making margarine when erucic acid was

eliminated from canola (rapeseed); but increasing diversity,

as by rearrangement of lard and increased presence of trans

fats, has assisted in making smooth-textured margarines. A

similar lack of diversity is encountered in making palm oil

margarines, and addition of C 18 hard-stocks and lengthen-

ing pin working and resting times have been employed. The

newer high oleic acid oil varieties often present more

difficulties in texture development than the traditional

varieties in the same oil species. Crystals grow by aligning

Fig. 34.33 Solid Fat Index (SFI) profiles for hard stick, soft stick and

tub margarines, and for all-purpose shortening and heavy duty frying

oil. (Data plotted from Erickson and [128])

Table 34.13 Crystal forming tendencies of hydrogenated oils,

collected and updated from various sources

Beta prime (b0) type Beta (b) type

Cottonseed Soybean

Rapessed—HEARa Canola—LEARa

Lard—modifiedb Lard—nonmodifiedb

Palm Palm kernel

Rice bran Sunflower

Herring Olive

Menhaden Corn

Milk fat (butter fat) Peanut

Tallow Safflower

Cocoa butter

Coconut

Sesame

aBy elimination of erucic acid from traditional high erucic acid

rapeseed, the C22 fatty acid family also was eliminated. The replace-

ment canola (low-erucic-acid rapeseed) had one less variety of fatty

acids and became a b crystallizer
bA reverse situation occurred in lard, which has few predominant TAG

types. Rearrangement created additional types which led to b0

crystallization
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identical molecules side by side. Emulsifiers, such as mono-

or diglycerides, can align next to the crystal and be accepted

as part of the lattice. But, not being identical, they foul the

surface and stop crystal growth. Increasing the viscosity of

lower oil content spreads makes it more difficult for similar

TAG to align and crystallize, especially if temperature

cycling occurs during storage.

Margarine, like butter, and spreads, is a water-in-oil

emulsion. The water and all water-soluble ingredients are

encapsulated in a continuous phase of oil. This has many

practical advantages. Growth in individual droplets is lim-

ited by available nutrients, and bacteria cannot cross over to

a second nearby food supply. If the product is salted at 1.5%,

the water droplets will have a salt concentration of 7.5%,

which is inhibitory to many bacteria. If the emulsion has

been properly made and pasteurized, many droplets will be

small and not contain bacteria cells. Lecithin is included in

margarines/spreads at 0.1–0.5% as an antispattering agent

used for frying; it is introduced with the oil-soluble additives

initially added to the base oil.

The margarine/spread production flow sheet in Fig. 34.34

shows how these principles are applied. The figure represents

a multipurpose plant, in which various products can be made.

The legend in the upper right corner shows results of the

sequences employed. The emulsions are prepared in tanks

(A), although the provisions for pasteurization and cooling

before processing are not shown. Consumer margarines must

meet FDA Standards of Identity, which specify the permissi-

ble additives. Industrial buyers may arrange to have other

FDA-approved ingredients added as ameans to simplify their

dispersion in manufactured products. The emulsion is

pumped to an internal scraped-surface chiller and exits at

Fig. 34.34 Flexible Perfector

Plant™ for making stick, tub,

and pastry margarines, and

shortening. (Courtesy

of Gerstenberg Schröder,

Brondby, Denmark)

34 Animal and Vegetable Fats, Oils, and Waxes 1389



10–19�C/50–65�F as a soft glass (stiffening when held in the

hand). Because this is not the type of final crystal desired, the

chilled emulsion is then sent through a series of pin workers

(tubes through which the margarine is pumped while a shaft

with fingerlike pins mixes it), chillers, and resting stops to

craft the desired crystal. The final temperatures for table

margarines and margarine–butter blends are �18–�20�C/
0–14�F, and �5�C to �1�C/12–23�F) for low-calorie

spreads [188].

Figure 34.34 shows that tub margarine is pin-worked

considerably more to keep it more liquid until filling. The

solids content profile also is different from the stick marga-

rine, and a smooth-textured product with minimum stiffen-

ing is desired.

Some bakery products (“puff pastries,” phyllo) consist of

flaky layers, made by rolling the dough thinly, covering it

with shortening, folding, rerolling, and repeating the process

many times. On baking, they puff up. The gluten layers must

stay intact, and the shortening also must be flexible but not

give off free oil during the machining. Puff pastries such as

croissants, whose fat melt and clean-up in the mouth, can be

made from butter, but must be prepared at low temperatures

(10�C/50�F) in refrigerated rooms using chilled equipment.

A very flat SFI curve (30.0–33.5 at 10�C; 28.0–30.0 at

21.1�C; 24.5–26.5 at 33.3�C; and 19 minimum at 40.0�C)
is recommended for tallow–vegetable oil puff pastry

margarines. They melt slightly above mouth temperature,

but some people notice greasiness. Historically, puff pastry

margarine was made using chilling rolls, but processes exist

now for using scraped-surface heat exchangers, “B” units,

and large resting tubes [188].

Shortenings

Typically, the function of fats in baking is to “shorten” or

control development of wheat flour gluten and avoid or limit

toughness in the product. In doing so, starch becomes the

predominating matrix, and tenderizing complexes can be

established between the fat and carbohydrates. A fat with a

flatter solids temperature profile like the “All-purpose

shortening” in Fig. 34.33 can accomplish its “shortening

effect” during machining of the dough and baking even if

it does not melt substantially during eating.

Numerous emulsifiers are available for dough (continu-

ous gluten) and cake (sugar, corn sweetener, starch, and fat

emulsion) systems. Emulsifiers act as conditioners in dough

systems by: improving tolerances to variations in flour and

other ingredients; increasing resistance to mixing and

mechanical abuse; providing increased gas retention, shorter

proof times, and increased product volume in yeast-leavened

systems; improving uniformity of gas cell size, cell walls

strength, and grain texture; improving slicing; and extending

product freshness by delaying starch retrogradation and

staling [171].

Cakes essentially are emulsified slurries before baking.

Considerable use is made of sugar (with corn sweeteners

increasingly used), starch in low-protein content flours, and

fat. Emulsifiers have three functions in cake systems: to

improve air incorporation; to disperse shortening into

smaller particles to maximize the number of air cells; and

to improve moisture retention. Complexes occur between

fats, emulsifiers, and starches that result in smooth, tender,

moist cakes. Emulsifiers include broad classes of lecithin

and lecithin derivatives, mono- and difatty acid glycerol

esters, hydroxycarbocylic acid and fatty acid esters,

lactylated fatty acid esters, polyglycerol fatty acid esters,

ethylene or propylene glycerol fatty acid esters, ethoxylated

derivatives of monoglycerides, and Sorbitan™ fatty acid

esters [171]. Many oil processors sell proprietary brands of

shortenings containing emulsifiers, and large bakers can

arrange to have emulsifiers added to their melted fat

mixtures before shipping.

As shown in Fig. 34.34, nitrogen is injected into the first

scraped-surface chiller, with the shortening oil mixture, to

give an opaque white appearance and increase plasticity.

Some bakers prefer to use semi-plastic shortenings in

applications where oil may shorten the dough too rapidly,

and for “creaming” sugar and shortening as in making cake

frostings. Some small restaurants prefer semi-solid

“shortenings” and have fryers able to accept standard 18.2-

kg (40-lb) cubes. Care should be taken to avoid development

of large air spaces when melting cubes over the (electric)

heating rods to avoid burning the shortening.

Other Edible Applications

Cocoa butter (CB) has a challenging chemistry and has

attracted many efforts to develop lower cost, acceptable

alternatives. The following definitions provide a quick intro-

duction to this field: (1) cocoa butter equivalents (CBEs) are

compounded mostly from tropical oils other than palm.

Because their melting and crystallization properties closely

resemble CB, they are compatible as diluents at all levels of

substitution; (2) cocoa butter replacers (CBRs) are made

from nondairy oils (typically soybean, cottonseed, or palm)

partially hydrogenated for maximum trans-C18 isomer for-

mation to acquire a steep melting profile. They are best used

for enrobing bakery products, but their melting profiles can

be improved by chill fractionation; and (3) cocoa butter

substitutes (CBSs) are made primarily from lauric-type fats

(C8–C12 of palm kernel and coconut origin) and are

hydrogenated under conditions that favor trans formation,

but may contain a limited amount of hydrogenated C18

trigly-cerides. CBS limitations include: they must be used
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alone because of incompatibility with cocoa butter, they

require the use of cocoa for “chocolate” flavor, and all

ingredients with active lipase systems must be avoided to

prevent the development of a soapy flavor [189].

The reader is referred to the volume by O’Brien [172] for

other food applications of fats, including icings for sweet

goods; spray-dried nondairy creamers; coffee whiteners;

aerated whiteners with encapsulated air to produce a cappuc-

cino effect when added to coffee; dried powders designed to

be reconstituted, pasteurized, homogenized, and packaged

for restaurant use as creamers; vending machine dry

creamers; whipped topping shortenings, also used for

making bakery cream pie fillings and cake toppings, aerosol

toppings, powdered toppings, and frozen ready-to-use

toppings; cheese analogue shortenings, frozen mellorine

dessert shortenings, sour cream analogue, and dip base

fats; and sweetened milk and sweetened condensed milk

analogue fats.

Industrial Uses of Fats and Oils

Timeline

Industrial uses typically means nonfood-nonfeed

applications, although feed uses are not consistently

excluded. No one knows when man first used oils or fats

for lighting, medical, and cosmetic applications, lubricants,

or combined them with wood ashes to make soaps. The

following sequence has been published for soybean oil [21].

• <AD 980—China: soybean oil likely used for illumina-

tion in lubricating fluids and coatings.

• AD 980—China: documented use of soybean oil boat

caulking materials.

• 1908—Europe: soybean oils used in soaps; glycerin

sought for making explosives for Panama Canal project

and printer’s inks; oil additionally used in rubber

substitutes and linoleum flooring.

• 1910—United States: soybean oil classified as a drying

oil; used as cheap replacement for linseed oil in paints.

• 1914–1918—United States: largest soybean oil industrial

market is soaps, followed by paint, varnish, enamel, lino-

leum, oilcloth, asphalt, and other waterproofing

materials.

• 1919—Blowing warm air through heated soybean oil

found to increase viscosity by initiating oxidation and

polymerization; blown oil improves properties of printing

inks.

• 1926—Soybean oil used for plasticizing and increasing

the elongation of rubber.

• 1930s—United States: Kienle and Hovey of General

Electric developed soybean oil alkyd resins used in paints

to improve drying, adherence, endurance, and color; Ford

Motor Company used soybean oil and its derivatives in

enamel paints for automobiles; DuPont’s “four-hour

enamel,” based on soybean oil, is considered the most

important factor in furthering soybean oil usage in paint.

Japan also initiates programs.

– Quality of soybean oil first reported suitable for food

use and hydrogenation; replacement of cottonseed oil

begins.

– Strong chemurgic movement initiated; credited with

nearly 200 industrial uses during its ten-year exis-

tence. Ford Motor Company uses significant amounts

of soybean oil for enamel paint, glycerin for shock

absorbers, in 1937 automobiles.

• 1945—Chemurgic programs decline after World War II.

• 1950s—D. Swern, USDA scientist, develops epoxy

plasticizers from oils or monohydric fatty esters for use

in plastics.

• Late 1970s—Converting oil triglycerides to methyl or

ethyl fatty acid esters by transesterification

(“alcoholysis”) reduces injector fouling, carbon deposits,

and degradation of lubricating oils in diesel engines,

compared with direct use of vegetable oils or diesel

fuel–vegetable oil mixtures.

• Early 1980s—American Newspaper Publishers Associa-

tion develops first-generation soybean oil-based inks to

replace uncertain mineral oil supplies.

• Mid-1980s—Degummed, alkali-refined cottonseed and

soybean oils used in pesticide aerial spays.

• 1987—USDA Federal Grain Inspection Service allows

the use of soybean and other edible oil sprays to reduce

the risk of grain dust explosions in elevators. Use of one

to two percent soybean oil in livestock feeds reduces dust

in pig-rearing facilities, improves animal health, and

gives five to ten percent increase in weight gains.

Chemurgy Revisited

Chemurgy is the use of replenishable farm crops as

feedstocks for industrial processes. The concept became

very popular with onset of the Great Depression in the

early 1930s because it promised new uses for agricultural

crops and development of a self-sustaining national econ-

omy. Famous advocates of the era included Henry Ford,

industrialist, and George Washington Carver, crop scientist.

The movement was heavily subsidized by the federal gov-

ernment, slowed as World War II approached, and ended in

the prosperity of the postwar era. Currently, the United

States again has agricultural surpluses, especially soybean

oil. Naturally, the following question arises: Are business

prospects for chemurgy products different now than in 1937,

especially with the United States committed to an open

global trade policy? New factors include: (1) Replenishable
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materials offer the promise of biodegradability, which is

becoming increasingly popular with an environment-

concerned public. (2) The global politics of petroleum

carry many hidden costs, including threats of supply inter-

ruption, occasional price fixing, and potential involvement

in wars to keep trade sources and routes open. (3) The

petroleum companies are driven by economies of scale and

have limited flexibility in responding to small, although

reliable, markets.

(4) Biotechnology offers the promise of tailored crops,

able to produce high levels of specific chemical feedstocks,

previously unavailable. But (5) the portion of the public

engaged in agriculture and agribusiness is the smallest

ever, and federal subsidies may not be easily obtainable in

the future.

Nevertheless, current chemurgy research and applications

is the highest ever, and many products have been launched

by small entrepreneurs to regain markets previously lost

by vegetable oils to petroleum feed stocks (Table 34.14).

Several factors seem obvious. (1) Supplies of fossil carbon

sources (coal and petroleum) and minerals are limited and

access to new sources is increasingly expensive. It seems

almost certain that plastics and composites will become

more important as structural and manufacturing materials,

and people will have to increasingly replenish more of their

carbon needs through agriculture. (2) The question of where

replenishable resources will be grown and converted into

industrial and consumer products is heavily political and yet

to be answered as national policies compete with global

companies. (3) the transition will not occur smoothly.

Interests vested in the status quo are likely to first act to

preserve current positions as long as possible, but will pro-

vide capital when change becomes inevitable.

Industrial Oils Utilization

Estimates of recent domestic edible and industrial oils and

fats use are shown in Table 34.15, and industrial uses of

soybean oil in Table 34.16.

Fatty acids chemistry and processes have been

summarized by Johnson and Fritz [190] and oleochemicals

manufacture and use by Gunstone and Hamilton [191].

Pathways for converting oils and fats into various

oleochemicals are shown in Fig. 34.35 [21, 192].

Crude soybean oil has limited uses as sprays. Spray

nozzles are in danger of clogging by phospholipids, which

also leave repeatedly sprayed surfaces sticky. Generally,

once-refined oil (degummed, alkali-neutralized, water-

washed, and dried) is the minimum quality used for dust

control and aerial spraying of pesticides. Anticorrosion and

anti-polymerization agents are added in lubricants and also

in hydraulic fluids. Current industrial applications include:

inks, paints and coatings, biodiesel fuels and additives,

lubricants, ion exchange resins, adhesives, foams, fatty

alcohols, fatty amines, and associated processing [191,

193–196].

Fatty Acid Methyl Esters, Biodiesel

Fatty acid methyl esters (FAME) are the gateway to many

products. Use for glycerol, a byproduct of alcoholysis

interesterification. Current FAME uses include: cleaning

graffiti stains and sticky deposits, light lubricants, degreasing

baths, inclusion in penetrating oils, asphalt and concrete

Table 34.14 Examples of soybean oil and lecithin industrial usesa

Soybean oil

technical uses Oleochemicals from oil Soybean lecithin

Anti-corrosion

agents

Methyl esters Wetting agents

Anti-static agents Soy diesel fuel Dry powders

Candles Solvents Cosmetics

Caulking

compounds

Plant pigments

Composite

materials

Fatty acids

Concrete release

agents

Fatty alcohols Nutritional

Core oils Glycerin—industrial and

explosive uses

Medical

Crayons Vitamins—animal

feeds

Dust control agents

Electrical insulation Anti-foaming
agents

Epoxy resins Alcohol

Fungicides Yeast

Hydraulic fluids

Printing inks Dispersing agents

Linoleum backing Inks

Lubricants Pesticides

Metal casting/

working oils

Magnetic tapes

Oiled fabrics Paints

Paints Papers

Pesticide carriers Synthetic rubber

Plasticizers

Protective coatings Other

Putty Viscosity

modifications,

Soaps/shampoos/

detergents

concrete, drilling

muds

Solvents Softening and

curing leather

Vinyl plastics

Wallboard

Waterproof cement

aCourtesy of American Soybean Association, St. Louis, MO
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mold release agents, and adjuvants in various applications.

FAME are called methyl soyate if made from soybean oil.

Large investments in manufacturing facilities are beingmade

in expectation of rapid growth of this industry.

Vegetable oil fuels have been prepared by various

methods, including micro-emulsification, transesterification,

and pyrolysis. Tests during the mid-1970s and early 1980s

showed that diesel engines can initially run on vegetable oils

or animal fats, or their mixtures with diesel fuel; but, despite

various additives to the fuel and engine oil, problems

eventually were encountered with fuel injection valve clog-

ging, cylinder head carbon deposits, and engine oil fouling

by fuel blow-by.

The fuel properties of some vegetable oils and soybean

FAME are presented in Table 34.17. The heat of combustion

of various vegetable oils is nearly 90% that of No. 2 diesel

fuel, but engine viscosity is 10–20 times greater. Conversion

of soybean oil to methyl soyate reduces fuel viscosity to

approximately twice that of diesel fuel. Cetane numbers

(CN) indicate the comparative ignition delay time of fuels

in the combustion chamber: the shorter the ignition delay,

the higher the CN [195]. A flow sheet of a process currently

installed for making methyl or ethyl fatty acid esters is

shown in Fig. 34.36.

Problems encountered in handling vegetable oil-based

fuels include: higher viscosity and higher cloud and pour

points, which may require supplemental heating of fuel

tanks in cooler weather. Various techniques have been tried

to reduce cold temperature viscosity of methyl soyate. Win-

terization lowered the crystallization temperature by 7.1�C
[197]. Increasing the molecular diversity by the addition of

isopropyl and 2-butyl (branched alcohol) esters lowered the

crystallization temperature of soybean methyl esters by

7–11�C and 12–14�C, respectively [198]. But, molecular

diversity effect is reported significantly diluted in 20:80

mixtures of methyl soyate and No. 2 diesel fuel [195].

Domestically, methyl esters are made from soybean oil,

spent frying oils, and inedible animal fats. Palm oil is used in

Southeast Asia, and rapeseed in Europe. Although apprecia-

ble in quantity, supplies of such materials actually are small

compared with the amount of TAG that would be required if

significant quantities of methyl esters were used in fuels.

Governmental support of biodiesel development has

included funding of research and demonstration projects,

and reducing or eliminating state or federal taxes collected

for its fuel use. In turn, this funds the amount of methyl

esters that can be blended to make biodiesel competitive

with nonblended fuels.

Table 34.15 Reported fats and oils uses in the United States, 2002

(million pounds)a,b

Fat or off

Amount

(million pounds)

Percent of reported

Crop oil

Total edible

oils

Edible uses
Coconut oil, Total edible 294 100.0 1.3

Corn oil, Total edible 950 100.0 4.3

Cottonseed oil:
Baking or frying fats 200 37.1 0.9

Salad or cooking oil 317 58.8 1.4

Total edible 539 100.0 2.4

Lard:
Margarinec 14 5.9 0.1

Total edible 238 100.0 1.1

Palm oil, total edibled W – –

Peanut oil, total edibled W – –

Canola oil (Edible rapeseed):

Salad or cooking oil 732 81.0 3.3

Total edible 904 100.0 4.0

Soybean oil

Baking or frying fats 8,572 48.1 38.3

Margarines 1,242 7.0 5.6

Salad or cooking oil 7,880 44.2 35.2

Other edible 125 0.7 0.6

Total edible 17,818 100.0 79.7

Sunflower oil, total edible 269 100.0 1.2

Tallow, total edible 252 100.0 1.1

Nonidentified edible 1,101 – 4.9

Total fats and oils:
Baking or frying fats 9,704 – 43.4

Margarines 1,333 – 6.0

Salad or cooking oils 10,924 – 48.8

Other edible 403 – 1.8

Total edible uses 22,365 – 100.0

Selected Industrial Uses
Fatty acids 2,178 32.8 –

Animal feds 2,670 40.2 –

Soaps 374 5.6 –

Paints and varnishes 111 1.7 –

Resins and plastics 138 2.1 –

Lubricants and similar oils 112 1.7 –

Other inedible products 1,054 15.9 –

Total Industrial Uses 6,637 100.0 –

Total US uses 29,002 – –

aFrom Oil Crops Situation and Outlook Yearbook, Economic Research

Service US Department of Agriculture, October 2003, OCS-2003
bUS Census Bureau statistics
cIncludes lard and edible tallows
dW ¼ Withheld to avoid disclosing figures for individual companies

Table 34.16 Estimated uses of soybean oil in US industrial

applications, 2003.a

Market Soy oil (million lb)

Biodiesel 214.0

Solvents/specialty 1.8

Plastics/coatings 149.8

Paints/coatings 129.5

Other coatings/inks 99.5

Ttl. loss/metalwork lubes 10.7

Polyols (carpets, foams) 29.9

Soaps, fatty acids 80.2

Other uses 200.0

Total 915.4

aCourtesy of United Soybean Board, St. Louis, MO
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The attraction of biodiesel is reduced discharge of unde-

sirable combustion emission compounds into the air.

Undoubtedly, effectiveness is related to the degree of

petrochemicals replacement. Biodiesel is sold with a numer-

ical designation of the oil/fat-ester content. B20 is a frequent

blend, containing 80% petroleum diesel fuel and 20%

FAME. A major farm equipment manufacturer has

announced it will ship its new equipment with B2 in the

fuel tanks. A salt mine has begun using B 100 as a means to

improve air quality for its workers.

Progress on biodiesel development can be followed on the

National Biodiesel Board (NBB), Jefferson City, MO, Web

site (www.biodiesel.org), and the United Soybean Board

(USB) St. Louis, MO, Web site (www.unitedsoybean.org)

for soybean oil-based fuels; also Render Magazine, Camino,

CA (www.rendermagazine.com) has kept that industry’s

members informed on worldwide developments on biodiesel

development [199–205].

While a number of bio feedstocks are currently being

studied, algae (an autotrophic organism, ranging from uni-

cellular to multicellular forms) have emerged as one of the

most promising sources of biodiesel feedstock. Algae have

some important advantages over other oil producing crops. It

can be grown in almost any enclosed space and it requires

Fig. 34.35 Oleochemical

derivatization pathways.

(Modified from Zoebelein [192])

Table 34.17 Fuel properties of some vegetable oils and soybean estersa

Oil or ester Viscosity (mm2/s) Cetane no.

Gross heat of combustion

(kJ/kg) Cloud point (�C)
Pour

point (�C)
Oilsb

Castor 297.0 – 37,274 None �31.7
Corn 34.9 37.6 39,500 �1.1 �40.0
Cottonseed 33.5 41.8 39,468 1.7 �15.0
Crambe 53.6 44.6 40,482 10.0 �12.2
Linseed 27.2 34.6 39,307 1.7 �15.0
Peanut 39.6 41.8 39,782 12.8 �6.7
Rapeseed 37.0 37.6 39,709 �3.9 �31.7
Safflower 31.3 41.3 39,519 18.3 �6.7
High oleic safflower 41.2 49.1 39,516 �12.2 �20.6
Sesame 35.5 40.2 39,349 �3.9 �9.4
Soybean 32.6 37.9 39,623 �3.9 �12.2
Sunflower 33.9 37.1 39,575 7.2 �15.0

Soybean estersc

Methyl soyate 4.1 46.2 39,800 2 �1
Ethyl soyate 4.4 48.2 40,000 1 �4
Butyl soyate 5.2 51.7 40,700 �3 �7

No. 2 diesel fuel 2.7 47.0 45,343 �15.0 �33
aFrom: Foglia et al. [195], With permission
bViscosity determined at 38�C
cViscosity determined at 40�C
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very little support to grow such as sunlight, water, and

carbon dioxide. However, maintaining a pure culture is a

major challenge, including during the oil extraction process.

Currently, efforts are being focused on these two areas by

academicians and by the bio-industry. Algae contain any-

where between 2 and 60% of lipid oil by weight depending

on type of strain. Microalgae have been investigated for the

production of a number of different biofuels including

biodiesel, bio-oil, bio-syngas, and bio-hydrogen.

The global market for biodiesel is changing rapidly, creat-

ing both uncertainty and opportunity. The first-generation

biodiesel markets in the United States and Europe have

reached impressive production levels, but remain constrained

by feedstock availability (see Table 34.18). As a result, a surge

Fig. 34.36 Basic flow diagram

of Crown biodiesel ester process.

(Courtesy of Crown Iron Works,

Minneapolis, MN)

Table 34.18 Global Biodiesel Production, 2008-2010 (metric tons)a

Country 2008 2009 2010 % Change (10/09)

EU-27 7,752,825 9,046,000 10,296,033 14

Brazil 1,027,078 1,415,089 2,156,007 52

Argentina 756,802 1,179,204 1,848,006 57

United States 2,302,016 1,815628 1,049399 -42

Thailand 394,241 536,802 580,802 8

Colombia 70,400 290,401 369,601 27

Indonesia 96,800 308,001 352,001 14

Korea, South 158,400 264,001 352,001 33

Malaysia 195,000 222,000 275,000 24

Canada 118,800 164,561 167,201 2

Philippines 63,360 132,000 109,120 -17

Australia 47,520 86,240 52,800 -39

Paraguay 8,800 7,040 10,560 50

Uruguay 2,640 4,400 7,000 59

Turkey 24,992 6,952 6,952 0

Honduras 968 880 880 0

Total 13,020,643 15,479,198 17,633,364 15

aSource: USDA/Foreign Agriculture Service GAIN reports, National Biodiesel Board, European Biodiesel Board. (Render April 2011)
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in demand for alternative feedstock is driving new growth

opportunities in this sector. Biodiesel fromnon-food feedstock

is also gaining attention around the world. For example,

jatropha plantations in India and China. In Brazil and Africa,

there are significant programs underway dedicated to produc-

ing non-food crops such as jatropha and castor for biodiesel.

Also, an increasing number of second-generation biodiesel

projects are now emerging in anticipation of growing

sustainability concerns by governments, and in response to

market demands for improved process efficiencies and greater

feedstock production yields. A great deal of research is under

way on reducing the cost of feed-stocks such as algae,

jatropha, castor, used vegetable oils, tallow. Given recent

efforts in these areas, it is reasonable to expect significant

advances at the industrial scale in the near future.

Other Industrial Applications

Essential oils, used in perfumes and cosmetics, are extracted

in several ways by perfusion into fat, distillation, batch

solvent extraction, and critical CO2. The oldest method,

used today only for extremely valuable essential oils, is enf

eurage–def eurage. This consists of layering blossoms of

plants to be extracted between lard-coated glass plates and

allowing the essential oil to perfuse into the fat. The

blossoms are renewed daily. At the end of the season the

fat is scraped from the plates, melted, poured into containers,

and sold as pomade or is batch-extracted with cold ethanol

and sold as extraits. Another technique consists of

macerating the material and extracting with hot fat. The

most common extraction process for essential oils is steam

distillation of a mash of the leaves or seeds to be extracted.

Selective solvent batch extraction also is used.

New oilseed crops, currently studied as potential sources

of specialty fatty acids, include Crambe abyssinica for

erucic acid, Limnanthes alba for very long-chain fatty

acids, Dimorphotheca pluvialis for dimor-phecolic acid,

Lesquerella fendleri for lesquerolic acid, Calendula
officinalis for calendic acid, and Euphorbia lagascae and

various Vernonia species for vernolic acid.194 The lowest

cost sources (inedible fats and oils and palm oil fractions)

are most likely to be exhausted first as world trade in

industrial applications grows. Cornstarch is becoming a

major feedstock for plastics production. This may compete

with potential oil uses, but also will increase production of

corn oil.

Other current areas of soybean oil industrial applications

research include plastics, coatings, lubricants, and hydraulic

fluids. Potential applications are only limited by imagina-

tion, economics, and the business skills of the respective

entrepreneur. The United Soybean Board maintains a Web

site (www.unitedsoybean.org) of current soybean oil-based

industrial products manufacturers, listed under the

categories of adjuvants, alternative fuels and fuel additives,

building and construction, cleaners, concrete, dust

suppressants, engine oils, hydraulic fluids, ingredients,

metal working fluids, printing, and miscellaneous. The

categories list suppliers and as many as several hundred

products each. In many cases, suppliers list their Web sites

for interested persons to learn more about uses and

specifications of their products.

Analytical Methods

Selected analytical methods, adopted by the American Oil

Chemists’ Society (AOCS) [22] for characterizing the com-

position, structure, physical properties, and stability of fats

and oils, are summarized below. Prescribed equipment must

be used and conditions followed. Some of these techniques

are limited to specific oil species, but adaptations are avail-

able for other species. Procedures for sample drawing and

preparation also are specified.

AOM for fat stability (Cd 12–57): determines the time (in

hours) for a sample of fat or oil to attain a predetermined

peroxide value (PV) under the conditions of the test. The

method is used to estimate the comparative oxidative stabil-

ity of fats and oils. The method has been placed in surplus, in

favor of Cd 12b-92 (Oil Stability Index), but retains official

status and is still used in domestic industry. p-anisidine value

(AV) (Cd 18–90): determines the amount of aldehydes (prin-

cipally 2-alkenals and 2,4-dienals) in animal and vegetable

fats and oils. These are degradation products of peroxides,

which are not removed by bleaching. Some fats and oils

chemists propose increased use of this method in purchase

specifications.

Bleaching Test for Soybean Oil (Cc 8e-s63): determines the

color of a sample of soybean oil after treatmentwith a specified

bleaching earth. Specific methods exist for other oil species.

Boemer Number, Foreign Fats in Lard (Cb 5–40): estimates

the presence of tallows and similar fats, based on differences

in melting points of foreign glycerides and fatty acids as

compared with pure pork fat. Cloud Point Test (Cc 6–25):
determines the temperature at which a cloud first forms in

cooling a sample of melted fat to the first stage of

crystallization

Cold Test (Cc 11–53): measures the relative resistance of a

sample to crystallize at an established temperature in terms

of time. The 5.5-h test at 0�C is used as an index of stearin

removal in the winterization of salad oils.
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Color Measurement by Lovibond–Wesson (Cc 13b-45):
determines the color of clear oil samples by comparison

with glasses of known color characteristics.

Fatty Acid Composition by Gas Chromatography (Ce 1–62):

quantitatively determines saturated and unsaturated fatty

acids with 8–24 carbon atoms in animal fats, vegetable

oils, marine oils, and fatty acids after conversion to their

methyl ester forms.

Fatty Acid Composition by GLC (Ce Ic-89): measures the

fatty acid composition and levels of trans unsaturation and

cis, cis methylene-interrupted unsaturation of vegetable oils

using capillary gas liquid chromatography.

Flash Point–Pensky–Martens Closed Cup for Fats and Oils

(Cc 9b-55): determines the temperature at which an oil

sample will flash when a test flame is applied. This tech-

nique sometimes is used to estimate levels of residual

hexane and to ensure the safety of workers handling the

oil. Some refineries use gas chromatography methods

instead.

Free Fatty Acids in Crude and Refined Fats and Oils (FFA)
(Ca 5a-40): determines FFA, as oleic acid, by ethanolic

sodium hydroxide titration.

Halphen Test for Detecting Cottonseed Oil (Cb 1–25):

estimates the presence of cottonseed oil in vegetable

or animal fats or oils as the result of a pink color

formed between the reagent and cyclopropenoic fatty

acids (sterculic and malvalic) normally present in cotton-

seed oil.

Hexane Residues in Fats and Oils (Ca 3b-87): determines,

by gas chromatography, the “free” volatile hydrocarbons

remaining in fats and oils after extraction with hydrocarbon

solvents. The results are expressed in terms of hexane.

Insoluble Impurities in Fats and Oils (Ca 3a-46): determines

dirt, meal, and foreign substances that are insoluble in kero-

sene and petroleum ether.

Iodine Value of Fats and Oils—Cyclohexane Method (IV)

(Cd lb-87): measures the unsaturation of fats and oils in

terms of centigrams of iodine absorbed per gram of sample.

The method is applicable to all normal fats that do not

contain conjugated double bonds. It often is used to estimate

the degree of hydrogenation of oils.

Melting Point–Capillary Tube Method (Cc 1–25):
determines the temperature at which a sample of fat in a

closed capillary becomes completely clear and liquid;

broadly applicable; popular for tropical fats.

Melting Point–Mettler Dropping Point (Cc 18–80):
determines the temperature at which a sample becomes suffi-

ciently fluid to flow in a specified apparatus; the major melt-

ing point determination method used by domestic industry.

Melting Point–Open Tube-Softening Point (Cc 3–25):
determines the temperature at which a solidified fat, in an

open capillary tube, softens sufficiently to slip and rise to the

top of the heating bath. This method is applicable to fats such

as coconut oil, stearin, hydrogenated fats, and hard tallows.

The results sometimes are reported as the “melting slip

point,” but the method is different from the AOCS Slip

Point (Cc 4–25).

Melting Point–Wiley Method (Cc-38): determines the tem-

perature at which a sample disk of solidified fat assumes a

spherical shape while suspended in a heating bath with an

alcohol–water density gradient. A seldom-used method, pri-

marily replaced by the Mettler Dropping Point.

Moisture-Distillation Method (Ca 2a-45): determines only

moisture in triacylglycerols and emulsions by distillation

with an immiscible solvent (toluene).

Moisture and Volatile Matter —Air Oven Method (M&V)

(Ca 2c-25): determines the moisture and volatile matter by

heating in a hot air oven. This method is applicable to animal

and vegetable fats, but not to drying oils, coconut group fats,

or oils with added monoacylglycerols.

Oil (Aa 4–38): determines oil content in a dried sample of

oil-bearing material by extraction with petroleum ether. This

method is specific for cottonseed, which first must be fumed

with hydrochloric acid to prevent oil adsorption to the fiber.

Additional methods exist for other oilseeds.

Oxygen Stability Index (OSI) (Cd 12b-92): measures the

oxidation induction period of fat sample (essentially the

time for a sample to exhaust its antioxidant properties)

under conditions of the test.

Peroxide Value, Fats and Oils (PV) (Cd 8–53): determines

all substances, in terms of milliequivalents of peroxide per

1000 g of sample that oxidize potassium iodide (KI). These

substances generally are assumed to be peroxides or

products of fat oxidation.

Phosphorus in Oils (Ca 13–55): estimates the phospholipid

content of crude, degummed, and refined vegetable oils in

terms of phosphorus. Refineries often use ICP spectrographs

to analyze divalent cations rapidly in aspirated crude oil. The

calcium and magnesium measured are mainly responsible

for NHP and are determined directly. An AOCS method for

analysis by ICP is being developed.
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Refining Loss, Vegetable Oils, Crude (Ca 9a-52): determines

the loss of free fatty acids and impurities when crude oils are

refined under specified procedures.

Residual Lint (Aa 7–55): determines the lint content of

cottonseed by fuming (digesting) with hydrochloric acid.

Saponification Value of Fats and Oils (Cd 3–25): determines

the number of milligrams of (alcoholic) potassium hydrox-

ide necessary to saponify a 1-g sample of a fat or oil.

Schaal Test (Schaal Oven Method): an accelerated test for

determining the oxidative stability of a fat or a fat-containing

food product. Results are reported as the time elapsed until a

rancid odor is detected. This is not an AOCS method; see

American Association of Cereal Chemists’ Method Manual.

Modifications, using OSI apparatus, have been reported.

Smoke, Flash, and Fire Point—Cleveland Open Cup Method

(Cc 9a-48): determines the temperatures at which fats and

oils smoke, flash, or burn. Smoke point determinations

sometimes are used to follow degradation of frying oils

with use.

Solid Fat Content of Fats and Oils by NMR (SFC) (Cd

16–81): estimates the percentage of solids in a semi-solid

fat on the basis of the pulsed NMR signal of hydrogen in the

liquid fraction. The method is used in the palm oil industry

and widely throughout the world.

Solid Fat Index—Dilatometric Method (SFI) (Cd 10–57):

estimates the percentage of solids in a semi-solid fat on the

basis of changes in volume with temperature. This method

utilizes glass dilatometers and is the primary method in the

United States. Totox Value: an estimate of the degree of

oxidation of a fat or oil, calculated as:

Totox ¼ 2� ðPV)þ AV:

Triglycerides by GLC (Ce 5b-86): quantitatively determines

triglycerides (triacylglycerols) in liquid vegetable oils in

terms of molecular weight and degree of unsaturation as a

function of their equivalent carbon number using high-

pressure liquid chromatography.

Unsaponifiable Matter in Fats and Oils, Including Marine

Oils (Ca bb-5, 3): determines substances dissolved in fats

and oils that cannot be saponified (turned into sodium salts)

by the usual caustic treatment, including higher aliphatic

alcohols, sterols, pigments, and hydrocarbons. This method

is not suitable for marine oils or feed grade fats.
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Sugar and Other Sweeteners 35
Mary An Godshall

Introduction

Sugar and starch are among the most abundant plant products

available, and large industries exist worldwide to extract and

process them from agricultural sources. The world produc-

tion of sugar (sucrose from cane and beet) in 2007/2008 was

170.4 million metric tons, raw value [1], with 20.7% being

beet sugar and 79.3% cane sugar. The proportion of beet

sugar to cane sugar has fallen steadily since about 1971,

when it constituted 42.8% of total sugar production [2]. The

decline in beet sugar proportion represents not so much a

decline in beet production, which has remained in the range

of 33–39 million metric tons, but rather a continued increase

in cane sugar production from around 72 million metric tons

in 1991 to 134 million metric tons in 2008. The total produc-

tion of world sugar has risen dramatically since 1971/1972,

when it was 71.7 million tons [3].

Although cane and beet are physically very different from

one another, the factory processes for extracting and produc-

ing sugar are similar. Two major differences are the types of

color produced during beet processing compared to cane

processing, which allows direct processing of beets into

white sugar; and the fact that cane factories are essentially

self-sufficient in fuel because they can burn bagasse, the

cane plant residue, whereas the beet factory does not pro-

duce a consumable by-product fuel.

Sugar is primarily used as a sweetener in the manufacture

of food and in household use.When used for such purposes in

industrialized nations, most of it is highly refined or purified,

but considerable quantities are consumed in less

industrialized areas of the world as a less refined

sugar, called plantation white sugar or mill white sugar. In

India, crude sugar products such as gur (also known as

jaggery), khandsari, and cane juice are popular and represent

asmuch as 29% of consumption [4]. Sugar is used to a limited

extent in the production of other chemicals, such as sucrose

esters, and in the form of by-product molasses, as a substrate

for fermentation processes and to produce alcohol, both for

consumption and power, usually mixed with gasoline.

Starch is widely used in the textile and paper industries,

as well as for food. A major use of starch is its hydrolytic

conversion to glucose and enzymatic conversion to fructose

for use as a sweetener in the food industry. Technological

developments and governmental price-support programs for

the domestic (United States) cane and beet sugar industries

begun in the mid-1970s greatly magnified the importance of

starch as a source of nutritive sweeteners [5]. Starch-derived

sweeteners compete directly and successfully with sugar in

the United States, and increasingly in other countries.

The sugar industry has been characterized by steady,

small incremental improvements in technology and produc-

tion over the years, with subsequent improvements across

the process, from field practices to new products [6, 7].

Sugar

History [8]

The ancestry of sugarcane and its use as a food have been

traced to the island of New Guinea. An interesting legend by

Hugill [9] associated sugarcane with the origin of the human

race. Around 8000 BC, the plant started on its migration from

New Guinea to many areas of southeastern Asia, Indonesia,

the Philippines, Malay, Indochina, and eastern India, with

humans probably acting as its main dispersal agent [10].

Sugarcane was first cultivated in Bengalese India as a field

crop and the juice manufactured into various solid forms.

A general knowledge of sugar was prevalent throughout

India by 400 BC. By the tenth century AD, sugar cultivation

andmanufacturing had become important industries in Persia

and Egypt. The early Islamic movement spread knowledge

of the sugar industry throughout the Mediterranean area.
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On the second voyage of Columbus to America, in 1493,

sugarcane was introduced in Santo Domingo. It spread rap-

idly through the West Indies and Central America. Cortez

brought cane to Mexico, and Pizarro introduced it in Peru.

By 1600, the sugar industry was the largest industry in tropi-

cal America [11].

The modern sugar industry dates from the end of the

eighteenth century, when steam replaced animal energy and

made possible the development of larger and more efficient

production units. The vacuum pan appeared in 1813, bag

filters in 1824, multiple-effect evaporators in 1846, filter

presses in 1850, centrifugals in 1867, dryers in 1878, and

packaging machines in 1891 [12]. Cultivation of the sugar

beet plant and the manufacture of sugar from the beet devel-

oped in the industrial nations of Europe during the eighteenth

and nineteenth centuries. In 1747, the German chemist,

Marggraf, established that sugar from beets was the same as

sugar from cane. His pupil, Achard, in 1799, demonstrated

that sugar can be commercially prepared from beets. During

the Napoleonic wars, a short-lived beet sugar industry was

established in France [13]. Today, beet is the major source of

sugar in Europe.

Raw Sugar Production

Traditionally, raw sugar is produced at the cane mill and

refined sugar is produced at a refinery, usually far removed

from the source of the raw sugar, and close to areas of

consumption. Figure 35.1 is a generalized flow diagram for

the manufacture of raw cane sugar. In summary, the juice is

extracted from the harvested cane stalks, the juice is purified

(clarified), concentrated by vacuum evaporation, and

crystallized. The several steps are described in the sections

that follow.

Agriculture. The sugarcane is a large perennial tropical grass
belonging to the genus Saccharum. Three basic species,

S. officinarum, S. robustum, and S. spontaneum, make up

the sugarcane complex, with a large number of varieties.

Sugarcane is propagated commercially by cuttings, each

cutting consisting of portions of the cane plant having two

or more buds, or “eyes.” The buds sprout into shoots from

which several other shoots arise below the soil level to form

a clump of stalks known as a “stool.” From 12 to 20 months

are required for the crop to mature from new plantings and

about 12 months for ratoon crops (i.e., cane stalks arising

from stools that have been previously harvested). Most of

the field operations have been mechanized, but planting is

still done by hand in some cane-producing areas. Fields are

replanted after two to five or more ratoons (cuttings made

from the original planting). As cane grows, its foliage is

largely limited to the upper one-third of the plant, as the

lower leaves die off from shading as the stalk grows taller.

The cane stalk is round and jointed, and grows to more than

10 ft when mature (Fig. 35.2). It is covered with a hard rind

that varies in color from light brown, green, yellowish green,

purple, or striped, depending on the variety. There is usually

a fine film of waxy material on the surface of the rind,

heavier in some varieties than others. The stalk is divided

into a series of internodes, from 3 to 10 in. in length,

separated by nodes. The internodes contain the pithy
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material from which most of the sucrose-containing cane

juice is obtained. The nodes, somewhat woody in nature,

contain one bud or “eye” on alternating sides, which sprout

when planted.

Breeding programs throughout the world develop cane

varieties that are suited to their particular climatic

conditions, to give the highest yield, balanced with disease

resistance and other desirable agronomic traits. In Louisiana,

for example, cane varieties are bred for cold tolerance,

among other traits, because of the short growing season

and the possibility of freezing weather during the harvest.

Varieties retain vigor for 10–15 years and then need to be

replaced by new varieties. There is ongoing research in

genetic manipulation of sugarcane for herbicide and disease

resistance, but no commercial varieties exist to date.

Harvesting. Sugarcane is cut by hand with machete-type

knives in a few producing areas. In hand-cutting, the tops

and leaves are removed, and the cane is cut at ground level.

In more industrialized areas, cane is harvested by

machines. Two types of machine harvesting are in wide-

spread use: whole-stalk harvesters, also known as soldier

harvesters, and chopper harvesters, also known as combine

harvesters, in which the cane is cut into smaller pieces,

known as billets, about 8–12 in. in length. Combine

harvesters exist as single-row (Fig. 35.3) and two-row

Fig. 35.2 Sugarcane in the field

Fig. 35.3 Cameco single-row

harvester
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models (Fig. 35.4). The whole stalk cane may be

transported immediately to the mill where it is dumped in

large cane yards for future processing, or left in the field

for future pick-up. Billeted cane should always be

processed as soon as possible because of the faster deteri-

oration rate of the juice quality caused by the shorter

pieces. In many areas, cane is burned before harvesting to

help remove leaves and trash. The practice of burning has

become less environmentally and socially acceptable in

recent years, and, in spite of many efforts by the industry

to control adverse effects, the practice is in decline. The

practice of harvesting unburned cane is called green cane

harvesting, and it introduces a host of challenges to the

processor because of the heavier load of impurities, such as

color-producing molecules and polysaccharides, that are

expressed into the juice [14, 15]. Cane may be transported

to the mill by railcars, trucks, trailers, and carts.

A new development in harvest control for better quality

of cane and beet has been the use of global positioning

systems (GPS) based on satellite navigation facilities [16].

Preparation of cane for milling. Because of the presence of

adhering soil, rocks, and field trash, mechanically harvested

cane usually must be washed before milling. In some care-

fully controlled situations, when the weather has been dry,

washing can be eliminated. Washing systems range from a

simple spraying with warm water on the carrier or cane table

to an elaborate system consisting of conveyors with water

jets, stripping rolls, and baths for the removal of stones.

In most mills, a biocide is added to prevent bacterial growth

in the cane. Mill sanitation is important to control bacterial

activity, which can result in direct sucrose loss as bacteria

consume the sugar, and in the production of undesirable by-

products, such as dextran, a polysaccharide that has delete-

rious effects in the production of sugar, or lactic acid. With

the advent of billeted cane, more sucrose can be lost in the

wash water due to the multitude of cut ends, resulting in

some reduction in yield.

The cane is prepared for milling by mechanically knifing

or shredding or a combination of the two to chop the cane

into smaller pieces. It is important for the mill to pay atten-

tion to good cane preparation, in as much as this is one of the

most important parameters affecting extraction of the juice

[17]. The Unigator, developed in the late 1970s, combines

the action of the chopper and the shredder into a single unit

[18]. The advantages gained are a greater increase in juice

extraction by the mills, an increase in the grinding rate, and,

in some cases, a decrease in power consumption by the

milling operation. The preparation index (PI) is a measure

of how well the cane has been prepared for juice extraction,

and represents the percentage of cane plant cells that are

ruptured by the cane preparation equipment. It is measured

as brix (percent of sucrose) in the ruptured cells as a propor-

tion of the total brix in the cane.

A novel approach to the preparation of sugarcane for the

extraction of sugar was demonstrated in a machine called a

Tilby separator. Cane stalks, cut into 8–12-in. segments, are

fed into the separator, split in half, and depithed by a

depithing wheel, resulting in a clean, sucrose-containing

pith and rejected rind segments (Fig. 35.5). This approach

has not been adopted on any large scale, but is used in some

tropical countries to produce edible cane juice and also has

some uses for research purposes.

Juice extraction. The shredded cane passes through a series

of three horizontal rollers (mills) arranged in a triangular

pattern, with the top roll rotating counterclockwise and the

bottom two rollers clockwise. A series of three-roller mills,

numbering 3–7, is called a tandem. The pressure on the top

roll is regulated by hydraulic rams and averages about 300 t.

Below each mill is a juice pan into which expressed juice

flows. The crusher and first mill extract 60–70% of the cane

Fig. 35.4 Cameco two-row

harvester
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juice, and the remaining mills take out 22–25%. The fibrous

cane residue remaining after juice is extracted is called

bagasse. When the fiber content of the bagasse reaches

about 50%, extraction by conventional milling approaches

zero. Because the juice remaining with the fiber contains the

same proportion of sucrose as the original cane juice, the

yield of sugar would be substantially lowered if extraction

were terminated at this point. Consequently, a process called

“compound imbibition” is used to reduce the sucrose in the

bagasse by repeated dilution and milling. In a five-mill

tandem, water is added to the fourth mill, and the expressed

juice from that mill is brought back to the second mill. The

expressed juice from the third mill is recirculated to the first

mill and the fifth mill to the third mill. In this way, the juice

in the bagasse is always diluted ahead of each mill.

The amount of imbibition applied at each mill is approxi-

mately equal to the amount of water applied to the fourth mill

or to the penultimate mill in a differently numbered tandem.

The expressed juice is screened through perforated metal

screens with 1-mm diameter openings. Additional screening

may be provided by stationary or vibrating metal cloths.

The capacity of cane factories can vary from as little as

1,000 t of cane per day (tcd) up to 25,000 tcd. Factories

operate only during the harvest, which may last for only

3 months or all year long, depending on the location.

Diffusion. Diffusion represents an alternative way to obtain

juice from the cane. In diffusion, the cane is carefully shred-

ded to disrupt the cells for maximum expression of juice.

Diffusers have capacities ranging from 200 to 500 t of cane

per hour (newer ones have capacities up to 875 t/h) and may

be used alone or in conjunction with part of a milling

tandem, the crusher and the first mill. Preparation of the

cane for diffusion is essential for good extraction. In the

diffuser, the shredded cane is countercurrently washed with

imbibition water at an average temperature of 85�C. The
high temperature helps to prevent microbial growth in the

cane juice, but also increases the color of the juice. The last

stage of a diffuser, the bagasse exit, receives water that

gradually increases in sugar content as it proceeds to the

final stage. Most of the sugar is extracted in the first four or

five stages by simple displacement of sucrose from the

ruptured cane cells. In later stages, diffusion appears to

take place in unruptured cane cells. One or two mills are

used to express water from the bagasse after discharge from

the diffuser [19]. Chainless diffusers were introduced by

Bosch Projects in 2006. The chainless diffuser eliminates

the need for chains to move the cane, consisting instead of

modules that move independently, actuated by hydraulic

cylinders [20].

In comparing diffusers and milling, it is observed that

sucrose extraction by a diffusion system averages 97–98%,

whereas milling will produce 95–97% extraction. Diffusion

provides a clearer juice (due to the filtering effect of the

bagasse mat) with lower starch and gums but with about

25% higher color. Power requirements for diffusers are less

than for mills and less filter cake is produced, as the mat of

shredded cane in the diffuser acts as a primary filter, but

more steam is needed to heat the juice [21, 22]. Cane

diffusers have been installed in cane mills throughout the

world and are manufactured by a number of companies.

Many large cane mill installations have diffusers, the major

exception being in the United States, where only one mill

has a diffuser.

Biocides. Microbial inhibitors, or biocides, mentioned

briefly above, are important for control in both beet and

cane processing, as the juice contains sucrose and other

Fig. 35.5 Tilby separator process (Courtesy Ander-Cane, Inc.,

Naples, FL)
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nutrients in the right concentration for promoting microbial

growth. The biocides in most common use around the world

are dithiocarbamates, glutaraldehyde, and ammonium bisul-

fite. Combinations of these may act synergistically [23]. The

use of natural products as antibacterials has received atten-

tion in recent years. Hop acids, rosin acids, and palm kernel

fatty acids, especially myristic acid, have shown promise

[24, 25]. They are recommended to be used in mixtures in

rotation to prevent adaptation by microorganisms. These

have the advantage that they are biodegradable and used in

human food. Additionally, myristic acid is precipitated by

lime during clarification [25].

Dextran. The major microbiological losses in sugar

processing are caused by the common soil bacterium

Leuconostoc mesenerioides, which uses sucrose as a food

source, producing a long-chain polysaccharide, known as

dextran, as a waste product. Dextran is composed of linear

a-1,4-glucose with branches of a-1,6-glucose. In high

enough concentration, dextran causes gummy solutions and

difficulties in processing, along with sucrose loss. It also

interferes with the polarimetric analysis of sucrose because,

having a positive rotation, it is interpreted as sucrose,

resulting in false high estimates of the sugar content in the

cane or beet juice. Various methods exist for dextran mea-

surement, all with some limitations.

Juice purification (clarification). The first stage of purifying

the juice, designed to remove the maximum amount of

impurities, is called clarification, or defection, and employs

lime and heat. Clarification affects the juice filterability,

evaporator scale composition, sucrose crystallization, and

the quality of raw sugar produced [26]. The cane juice

obtained from milling or diffusion is acidic (pH around

5.5–5.7), turbid, and dark brown in color. It contains

12–18% by weight sucrose (depending on the maturity of

the cane), in addition to soluble and insoluble impurities,

such as soil, protein, waxes, polysaccharides, starch, fine

bagasse (bagacillo), organic and phenolic acids, soluble

salts, and pigments. Cane juice also contains from 0.5 to

3% reducing sugars (glucose and fructose in approximately

equal quantities). Lime serves the dual purpose of raising the

pH and stabilizing the juice against hydrolysis of the sucrose

in the acid juice and forming a precipitate to remove

impurities. The heat helps to disinfect the juice of harmful

bacteria and improves coagulation and precipitation of the

impurities.

In simple lime defection, lime is added to the juice to

raise the pH to 6.7–7.5 and to react with inorganic phosphate

present in the cane juice to form a calcium phosphate floc,

which entraps insoluble impurities from the cane juice, as it

settles. The lime is added either in the form of milk of lime,

lime-juice mixtures, or lime saccharate. Lime addition

may be batchwise or continuous, and the addition of

the lime may be to cold juice (35–40�C), to intermediate

juice (72–76�C), or to hot juice (100�C) [26]. Polyacryl-

amide flocculants are added to aid in the coagulation of the

precipitate.

In cold liming, milk of lime is added to the cold juice, and

the limed juice is then pumped through heaters in which the

juice is heated to 90–115�C. Many modifications to this

process exist, especially with respect to the heating of the

juice. Fractional liming with double heating involves liming

the cold juice to pH 6.4, heating, liming to pH 7.6, and

heating again before sending the juice to the clarifiers. Stud-

ies have shown the advantage of hot or intermediate liming

over cold liming, resulting in less sucrose loss through

inversion, less dextran formation, and better control of pH

and turbidity with intermediate and hot liming [27, 28].

The combination of lime and heat forms a flocculent

precipitate with various components in the juice, consisting

mostly of insoluble lime salts, coagulated protein, and

entrapped colloidal and suspended matter. The precipitate

is removed by sedimentation or settling in continuous

closed-tray clarifiers. The juice leaving the clarifier is a

clear brown liquid. The flocculent precipitates that settle on

the clarifier trays are called “muds.” They contain about 5%

solid matter. Entrained sugar is recovered from the mud by

means of rotary vacuum filters equipped with a perforated

metallic screen cloth. The turbid filtrate is returned to the

clarification system, and the press cake or filter mud is

usually sent to the fields as fertilizer. Good clarification

depends upon the formation of a stable flocculent precipitate

that settles rapidly. Juices low in natural phosphates (less

than 300 ppm P2O5 on juice solids) tend to be difficult to

clarify and phosphate may need to be added. Very fine silty

soil carried in from the field may also interfere with

clarification. The main change in clarifiers over the last 20

years has been the development of the trayless SRI-type

clarifier, which can handle much higher throughputs than

the older-type clarifiers [29].

Syrup clarification. In some factories, a process known as

syrup clarification is used to produce a higher-quality raw

sugar and better yield. Evaporator syrup is treated with

phosphoric acid, lime, and a polymer flocculent; insoluble

impurities are floated to the surface of the syrup with aera-

tion and removed by skimming. The clarified syrup goes to

the vacuum pan for crystallization. Syrup clarification

reduces the color and turbidity of the sugar produced, and

can also be used in conjunction with sulfitation to produce an

off-white, edible sugar [30].

Sulfitation. Sulfitation (alternate spelling, sulphitation) is the
practice of adding sulfur dioxide (SO2) to cane juice and

syrup for the purpose of color control. In many parts of the
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world, sulfur dioxide is used to process cane juice into a

semi-refined white sugar, known as plantation sugar or mill

white sugar, used for domestic consumption (see the section

“Direct Consumption Sugars”). Sulfitation is not generally

used in the manufacture of raw sugar, which is produced for

export to refineries, and is never used in the US cane sugar

industry. Sulfur dioxide gas is produced by burning elemen-

tal sulfur. The gas is added to the cane juice during

clarification, in the presence of lime, and many of the com-

plex, little understood reactions that produce color in cane

juice are inhibited by the presence of SO2 gas. For example,

enzymes responsible for the enzymatic browning reaction

are inhibited, and reducing sugars (glucose and fructose) are

blocked by sulfur addition at the aldehyde group and cannot

react with amino acids to form browning polymers in the

Maillard reaction.

Double sulfitation is practiced in many mills in India and

China. In this process, a second dosage of sulfite and lime is

added to the evaporator syrup at a solids content of 55–65%

[31]. Double sulfitation provides a better quality white sugar.

There are many variations for the addition of SO2 to

juice, based on temperature, order of addition, and pH levels.

These include liming first, sulfiting fist, simultaneous addi-

tion of lime and sulfite, and fractional procedures, as well as

sulfiting cold or hot or stepwise heating of juice. If sulfitation

is done first, because it lowers the pH of the juice, it is

important to add the lime (about 0.20% on juice) in as

short a time as possible to prevent sugar loss [31, 32]. The

advantage of using SO2 is a much lower color in the pro-

duced sugar. Disadvantages include increased scaling

problems in the evaporators, high sulfite content in the

final product, higher sugar loss due to lower pH, and second-

ary color formation (color return) on storage. Recently, the

use of liquid SO2 has been shown to have advantages over

the gas, especially in a significant reduction in gas consump-

tion (up to 69%) and a better quality of product [33]. There is

a trend to decrease the use of SO2 in the cane sugar industry

in favor of alternative color control methods, such as

polyaluminum coagulants and hydrogen peroxide.

Evaporation. The clarified juice (about 85% water) is

pumped to evaporators where it is concentrated to a clear

heavy syrup containing about 65% solids. Evaporation is

carried out in multiple-effect evaporators in order to achieve

maximum steam economy. Each effect is arranged in series

and operated so that each succeeding one operates under a

higher vacuum (lower pressure). This arrangement allows

the juice to be drawn from one vessel to the next and permits

it to boil at progressively lower temperatures. The

concentrated juice (final evaporator syrup) is removed from

the last effect by a pump. Triple, quadruple-, and quintuple-

effect evaporators are used, with the quadruple-effect

type plus a preevaporator being a common configuration.

In a four-effect (quadruple) evaporator, 1 lb of steam

evaporates 4 lb of water.

Several types of evaporators exist [34]. The older, more

traditional, evaporators are the Roberts and the Kestner, both

rising film, tubular evaporators. The Roberts, first introduced

in the 1800s, is known as a short tube, natural circulation,

vertical tube evaporator. The tubes, inside which the evapo-

ration takes place, are in the range of 1.5–3 m in length. The

Kestner evaporator consists of numerous long vertical tubes,

6–7.5 m long, inside a cylindrical shell. In both, the juice to

be concentrated is fed to the bottom of the tubes and heated,

causing the juice to boil and rise through the tubes. At the

top, concentrated juice and vapor are separated in separators.

The Kestner evaporator has a short residence time and a high

heat transfer coefficient, but is more subject to scale

deposits. The Roberts evaporator does not have a juice/

vapor separator.

Newer types of evaporators are the falling film tubular

evaporator and the plate evaporator, either rising film or

falling film configuration. The falling film tubular

evaporators have long tubes, like the Kestner, but the juice

is fed at the top and flows down the tube wall as a thin film,

resulting in higher heat transfer coefficients and reduced

contact times. However, the tubes require feeding equal

quantities of juice and must be kept wet at all times, as even

a short time without adequate wetting can lead to severe

fouling. Advances and innovations in evaporation are driven

by the need for energy efficiency and to improve heat transfer

coefficients. The goal in evaporation is to move the liquid

through as quickly as possible at the highest temperature

without causing degradation of the sucrose. The newest

of the evaporators is the falling film plate evaporator

(e.g., Balcke–Dür, Niro, Inc., GEA Ecoflex GmbH), the first

one being installed in 1992. Recently, technology has become

available that allows the retrofitting of existing Robert

evaporators with falling film plate packs and some peripheral

equipment, allowing the total steam demand of a cane sugar

factory to be decreased by almost 30% on cane [35]. Plate

evaporators are more common in the beet industry.

Evaporator scaling. A severe problem in cane sugar

processing is the deposition of scale on the evaporator tubes

or plates. Scale deposits consist of calcium and silicate salts,

enmeshed in a matrix of organic material that can accumulate

very rapidly, causing a severe drop-off in heat transfer and

efficiency of evaporation [36, 37]. Cane mills are forced to

clean their evaporators on the order of every 10–15 days,

using mixtures of acid and alkali and mechanical cleaning.

Various antiscalants are available, with some, though not a

great deal, of efficacy. Evaporator scaling is a problem in

cane sugar refining and beet sugar production as well, but not

to the extent that it is in raw sugar production. Good control

of clarification will help to minimize evaporator scale.
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Crystallization. The final evaporator syrup is pumped to a

vacuum pan, in which it is evaporated to supersaturation to

cause sugar crystallization. The vacuum pan is a single-

effect evaporator designed to handle viscous materials. It is

a vertical cylinder with its bottom designed to allow easy

removal of the crystallized mass. The heating elements used

in vacuum pans either are short, large-diameter vertical

tubes (calandria pans) or coil around the inner surface of

the truncated cone of the pan (coil pans). A typical vacuum

pan with a “catchall” or entrainment separator for separating

syrup from vapors measures approximately 25 ft in height

and 15 ft in diameter. The working capacity is about

1,000 ft3 of massecuite (mixture of crystals and syrup or

mother liquor). The shape of the pan and the positioning of

the heating elements within the pan are important design

factors in maintaining good circulation of the massecuite.

For example, floating calandrias (calandria not attached to

the shell of the pan), horizontal pans, and pans having

mechanical circulators are used. The process of crystalliza-

tion is called boiling or pan boiling in the industry.

The move toward continuous processing has resulted in

the development of continuous vacuum pans, and low-grade

continuous pan boiling is well established [38], and raw

sugar boiling with continuous pans is increasing as well.

The benefits of continuous pan boiling include control sim-

plicity, improved product quality, low product losses, steam

savings, steadier demand, and energy savings [39]. Most

continuous pans are a variation of the original 1931

Werkspoor patent, of a horizontal cylindrical pan divided

by 8–18 stationary partitions or compartments, each heated

by steam. Continuous vacuum pans are used in both the cane

and beet sugar industries.

It should be noted that batch pans are still required for the

production of high-quality refined sugar. One version of the

continuous vacuum pan is a horizontal cylinder with

compartments in its lower part. The pan is provided with

an additional evaporator called the concentrator, where the

density of the syrup is raised to 78–80� Brix.1

Seed is added in the first compartment, and the resulting

massecuite moves progressively through the compartments

of the pan. Additional syrup is added to each compartment to

control the fluidity of the massecuite. Approximately 20% of

the syrup is introduced at the concentrator, and 80% of the

syrup is fed to the various compartments through special

feed headers.

The crystallization of sucrose in vacuum pans is called

“sugar boiling” and each boiling is termed a “strike.”

Because a single crystallization does not recover all the

sucrose from the syrup, mother liquor from a strike is

recycled for recovery of additional sugar. There may be as

few as two and as many as four strikes to recover the

maximum amount of sugar. A three-boiling system is the

most popular. The strikes are designated by letters. Thus, the

first strike is the A boiling, and the products of the A

massecuite after centrifugation are A sugar and A molasses.

The boiling systems are based on “purity,” the amount of

sucrose remaining in solution, and usually are expressed as

the ratio of the polarization value to the total solids as

measured by a Brix refractometer. In a three-boiling system,

the purity of the A massecuite is set between 80 and 85 by

blending syrup with A molasses; the purity of the B

massecuite is set between 70 and 75 by blending with

syrup and A molasses; the purity of the C massecuite is set

between 55 and 60 by blending with syrup and B molasses.

Other variations are possible.

The A and B massecuites, after being discharged from a

vacuum pan, are sent to centrifugals for separation. The A

and B sugars are combined to become commercial raw

sugar, the principal product of a cane sugar factory. The C

massecuite is a low-purity, highly viscous material that is not

immediately sent to the centrifugals because of the large

amount of recoverable sucrose remaining in solution.

Instead, it is placed in crystallizers, U-shaped horizontal

containers equipped with coils attached to a hollow rotating

shaft through which water circulates. The massecuite

remains in the crystallizer from 1 to 4 days to allow addi-

tional crystallization to take place. Centrifugation of the C

massecuite yields a final molasses (blackstrap molasses) and

a C sugar that is used for seeding the A and B boilings.

Centrifugation. Massecuite from the vacuum pans is sent to

centrifugal machines in which the crystals are separated from

the mother liquor. A centrifugal consists of a cylindrical

perforated basket lined with a screen of perforated sheet

metal. The basket, enclosed in a metal casing, is mounted

on a vertical shaft that rotates the basket, imparting centrifu-

gal force to the massecuite. In a batch centrifugal, hot

massecuite is fed into the basket through a short chute from

the holding vessel. As the basket rotates, the massecuite

forms a vertical layer on the screen lining.When the machine

reaches operating speed (1,000–1,800 rpm), the syrup flows

through the perforations lining the basket and is removed

through an outlet at the bottom of the casing. The sugar on the

lining is washed with a spray of water to decrease the amount

of molasses adhering to the crystals. The basket continues to

rotate until the sugar is fairly dry, at which time the machine

is switched off and brakes applied. The sugar is discharged by

an automatic plough.

In continuous centrifugals, the machines do not stop, but

continue in motion while receiving fresh supplies of

1 The Brix scale is a density scale for sugar (sucrose) solutions. The

degrees Brix are numerically equal to the percentage of sucrose in

solution (wt/wt). The term Brix solids refers to the solids in solution

as determined by a refractometer.
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massecuites. The rate of feed must be carefully regulated to

obtain the optimum separation of molasses from crystals,

while at the same time not abrading or breaking too many

crystals.

Raw sugar. The final product of the mill is raw sugar, about

98.0–98.5 purity, a bulk commodity shipped around the world

to be refined by importing countries. All raw sugar produced

in the United States is refined within the United States; none

is shipped offshore. The quality of raw sugar is determined

by its polarization (i.e., purity), color, moisture, ash, dextran,

invert (i.e., glucose and fructose content), crystal uniformity,

and proportion of color on the crystal surface. These

parameters determine the commercial price of raw sugar.

Control. Factory control is based on temperature, pH, and

polarization. Cane is tested by various means as it comes to

the mill to determine its characteristics and to determine the

amount to pay the farmer. Control of microbial infection,

discussed above, is important. The starch content of juice

from immature cane can be significant (e.g., in Louisiana

and South Africa), and amylase enzyme may be added

continuously to the clarified juice to reduce it. Starch will

cause severe viscosity problems if not removed. If there is a

problem with dextran, dextranase enzyme can be added, but

it is expensive and not as effective as desired [40].

Molasses exhaustion.Molasses contains a significant amount

of sucrose and its maximum exhaustibility (removal of

sucrose) has always been a priority for the sugar industry.

Well-exhausted cane molasses contains about 33–35%

sucrose. Many factors contribute to poorly exhausted molas-

ses, besides inefficiency of process, and these include the

impurities present in the cane juice.Many of these impurities,

such as polysaccharides, ash components, and organic acids

are melassigenic (i.e., they increase the solubility of sucrose),

making sucrose more difficult to crystallize, and therefore

going preferentially into the molasses [41].

Crystal Quality

Sucrose forms anhydrous monoclinic crystals of the

sphenoidic class [42]. In appearance, the ideal sugar crystal

is a slightly asymmetrical square with 8–14 faces or planes

(Fig. 35.6). Certain impurities in the mother liquor can affect

the growth of the sugar crystal and change its morphology.

Figure 35.7 shows the elongating effect that dextran and

certain oligosaccharides have on the crystal shape. Sucrose

also can form twinned crystals. Figure 35.8 shows refined

sugar crystals.

Bagasse

Bagasse is the fibrous portion of the cane stalk that remains

after extraction of the cane juice. When discharged from the

milling train, bagasse contains about 50% byweight of water.

Fig. 35.6 Plantation sugar

crystals, showing the ideal shape

of sugar crystals

Fig. 35.7 Raw sugar crystals elongated in the presence of dextran

and/or oligosaccharides
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The average fuel value of ash-free dry bagasse is

8,300 BTU/lb (gross calorific value 19,400 kJ/kg dry, ash

free). It is a valuable by-product because it is used to fire the

boilers in cane mills, making cane factories essentially

energy-sufficient. Sometimes excess energy is produced

which can be sold to the power companies. A sugar mill

that processes one million tons of sugarcane per year

produces in bagasse fuel the equivalent of about 420,000

barrels of imported crude oil, more than enough to operate

the sugar mill and co-generate electricity [43]. Excess

bagasse is used for paperboard and wallboard and as a chem-

ical feedstock for conversion to furfural [44]. It is made into a

number of paper products in China [45].

Direct Consumption Sugar

Many cane sugar mills in tropical countries produce white

sugar by using combinations of sulfitation, syrup

clarification, or carbonation. These edible sugars are

known as mill white sugar or plantation white sugar. When

compared to refined sugar, mill sugars are higher in color,

ash, moisture, and reducing sugars. Because sulfur is used in

production, the finished product may have sulfite in it.

Talodura. The Talodura process, used in syrup clarification,

consists of using a combination of sulfite clarification

followed by subsequent clarification of the evaporated

liquor with lime and phosphoric acid to which a flocculant

is added. It has led to improvements in the color of the mill

white sugar, boiling house recovery, and chemical costs per

ton of sugar [46].

Blanco Directo. Blanco Directo is a trademark of Tate &

Lyle Process Technology. The process and similar processes

(as described above) are used at sugarcane factories to pro-

duce a high-grade white sugar suitable for use in food and

beverages. This product is economically competitive with

imported refined sugars. Although the term “Blanco Directo”

is the trade name for one particular process, it appears to be

used somewhat generically for similar processes.

Carbonation. In this process the mixed juices from the mills

are heated, clarified with lime, and evaporated to about 35�

Brix. The syrup is relimed and treated with carbon dioxide,

filtered, recarbonated, reheated, and refiltered. After carbon-

ation, the syrup is given a double sulfur treatment and

filtered. The resulting syrup is subjected to a three- or four-

boiling system with the A and B sugars used as the white

sugar product.

Edible Products from the Mill

Raw sugar is not considered an edible food in the United

States, but in many other countries it is. There has been a

growing trend to produce food-grade sugar at the cane mill

(see discussion about plantation white sugar above). The

growing societal interest in “unrefined” or “natural”

products has led to a huge growth industry for products

from sugar mills [47]. These include such products as

demerara, Barbados, muscovado, and turbinado sugar,

which are various grades of brown/raw sugar. Turbinado

sugar is raw sugar that has been washed (centrifuged in the

presence of steam) to remove some of the colored molasses

coating on the surface of the crystal, resulting in a light

golden sugar with large crystals and a mild cane taste.

Organic sugar. The largest area of growth for edible mill

products is organic sugar. This sector is growing at 25–30%

per year [48]. There are many regulations and restrictions in

place for a mill to be certified to produce organic sugar; these

deal with land preparation and the use of herbicides,

fertilizers, and chemicals. The yields from organic production

are decreased 30–60% from conventional sugar production,

resulting in a product which is about four times more expen-

sive than refined sugar. Brazil is the largest producer of

organic sugar.

New Technology

In recent years, a number of new technologies have been

explored for the production of raw sugar, refined sugar, and

Fig. 35.8 Refined sugar crystals
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beet sugar, including ultra- and membrane filtration,

ion-exchange, juice softening (the use of weakly cationic

resin to remove calcium [49]), and chromatographic

methods, which are, in the words of one author, “beginning

to blur the demarcation of steps like clarification” [50].

These techniques are not limited to raw sugar production

but are also being explored in the beet industry, although less

so in cane refining. The goals in the use of these technologies

are to reduce or eliminate the use of lime and/or sulfur, to

produce a better quality sugar, or to produce refined sugar

directly from cane juice at the mill.

Membrane filtration technology has not yet proven eco-

nomically feasible in the industry, but continued research

may eventually lead to viable commercial products [51, 52].

Carousel chromatographic systems, such as the continuous

ion-exchange separation (ISEP) and continuous chro-

matographic separation (CSEP) systems, offer some promise

in the sugar industry. They have been used successfully in

other industries, and may be tailored to obtain a number of

different fractions or products [53, 54].

Cane Sugar Refining

The raw sugar produced at the factory is light brown in color

and contains about 98% sucrose. As described above, in

most instances this product is not considered an edible

food, but rather is a bulk commodity. The process of

purifying raw sugar to make a white sugar is called refining,

and the sugar produced is called refined sugar. Refining

traditionally involves several unit stages, as shown in

Fig. 35.9. Because of the increased quality of the raw sugar

produced in some areas, not all the stages are used, and

various combinations of processes are used at different

refineries.

Affination and Melting

The first step in refining raw sugar is called affination

(or washing), and consists of removing the film of molasses,

which contains a large portion of the impurities in the sugar,

from the surface of the raw sugar crystal. The raw sugar is

mixed with saturated sugar syrup (72–75� Brix) at about

50�C in a U-shaped trough called a mingler. Saturated

syrup is used to avoid dissolving the raw sugar. The mingler

has a rotating agitator to maintain maximum contact

between the sugar and the syrup. The mixture is centrifuged

to separate the crystals from the syrup, and the crystals are

then washed with a small spray of hot water or steam. The

“washed” or “affined” sugar is “melted” or dissolved in

water to a density of 55–60� Brix. Potable water, steam

condensate, and “sweet waters” are used for dissolution.

The liquor from the melter is screened to remove insoluble

matter, such as sand, stones, wood, cane fibers, and lint.

Screening is done by vibrating screens, cyclonic separators,

or centrifugal screens.

Today, most refiners have eliminated the affination stage

by buying very high-purity, low-color raw sugar, in effect,

requiring the raw sugar mill to do the affination at the mill.

Fig. 35.9 General flow diagram

of sugar refining (adapted from

Clarke [104])
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Purification

The melted liquor is then purified by any of several

combinations that include clarification and decolorization.

In clarification, the liquor is treated chemically to remove

suspended matter, colloids, and other impurities that con-

tribute to turbidity. Clarified liquor is optically clear, but is

still highly colored. Decolorization procedures include

treating the clarified liquor with various filtration media,

such as bone char, granular activated carbon (GAC), or ion

exchange resin, either alone or in some combination. It is

necessary to clarify the liquor before the filtration medium

because the particulate impurities will quickly “blind” or

foul the filtration material and render it useless.

Clarification. All clarification treatments include the addi-

tion of lime. Lime increases the pH, stabilizing the sucrose

against hydrolysis at high temperatures, and the calcium

forms insoluble precipitates with many of the impurities in

the raw liquor. Simple liming is rarely used in refining. The

important clarification processes are phosphatation and

carbonatation, which include combinations of lime with

either phosphoric acid or carbon dioxide.

Phosphatation. In phosphatation, the screened liquor is

heated to 60–70�C and mixed with phosphoric acid

(0.005–0.025% P2O5 on solids). The mixture is immediately

limed to pH 7.0–8.0, aerated with compressed air, and sent to

a clarifier, a tank equipped with heating coils. The liquor

enters the clarifier at one end and is heated to 88�C while

flowing to the outlet at the opposite end. A flocculent pre-

cipitate of calcium phosphate forms, reacting with or

entrapping colloids, organic acids, some coloring matter,

and suspended particles. Air flotation is used to separate

the precipitate from the liquor, causing it to rise to the top

of the clarifier as a blanket of scum, which is skimmed off by

moving paddles. (This process is sometimes known as

phosflotation.) About 25–30% of the color is removed in

this process.

Talofloc process (color precipitation). The addition of

flocculants and surfactants has greatly improved the simple

phosphatation process. The Talofloc process (developed by

Tate & Lyle) consists of adding a cationic surfactant

(Talofloc) to the raw melt liquor in concentrations ranging

from 0.02 to 0.07% on solids. This is followed by the

addition of lime and phosphoric acid and the incorporation

of air. Just before the liquor enters the clarifying chamber, a

polyacrylamide flocculant (Taloflote) is added that induces

aggregation of the calcium phosphate precipitate, causing a

faster and more complete separation of the impurities.

As much as 60% of the color can be removed by this process.

Other similar additives are commercially available.

Carbonatation. In carbonatation (sometimes also known as

carbonation), the melter liquor, heated to about 60–80�C, is
limed to about pH 10 (0.4–0.8% CaO on solids), gassed with

carbon dioxide, heated to about 85�C, and regassed until the

pH drops to between 7.7 and 8.5. Because of the two-stage

gassing, carbonatation requires two clarifiers, a primary and

a secondary. Washed flue gases are the source of carbon

dioxide. The carbonated liquor resides in tanks called

saturators for about 3 h to allow growth of the calcium

carbonate. The calcium carbonate precipitate that forms

entraps some colored matter, colloids, organic acids, and

inorganic compounds. The precipitate, known as mud, is

removed by filtration, such as Sweetland presses.

Carbonatation alone achieves about 50% decolorization

and, with the addition of polycationic additives, can achieve

as much as 70% [55].

There are continuing discussions about the merits of one

type of clarification over the other, phosphatation vs.

carbonatation. In summary, the consensus appears to be

that carbonatation reliably removes more color and colloidal

material and is more flexible in handling different types of

raw sugar, but is more expensive to operate, generates more

waste, and may have slightly higher levels of sucrose loss to

molasses than phosphatation. Environmental restrictions on

disposal of phosphate-containing waste are a consideration

for phosphatation refineries.

Filtration. The liquor from phosphatation and carbonatation

contains small amounts of finely dispersed particulate mat-

ter that require filtration for removal. The filtration process

is similar for both types of clarified liquor. A precoat of

filter aid (diatomaceous earth or perlite) is first deposited on

the filter surfaces of the press. Additional filter aid is added

to phosphate-clarified liquors to improve press runs. Liquor

at 70–85�C is fed to the press at a pressure of about

60 psig until the flow rate drops below a predetermined

level, ending the filtration cycle. The calcium carbonate

particles in carbonated liquor act as a fairly good filter

aid medium, as long as the particles are developed to

optimum size during carbonatation. Large quantities of

sugar polysaccharides (starch, dextran, and others) in the

melt liquor will restrict the growth of calcium carbonate,

requiring the use of diatomaceous earth. A filter cycle may

last from 2 to 12 h depending upon the quality of the

feed liquor.

New developments. At least one refinery has, in recent years,

been able to omit all chemical clarification by using only

very high-purity, low-color raw sugar. Clarification is

accomplished by a two-stage coarse filtration, followed

by a finer filter-aid filtration. Again, this development is

possible only because of the high quality of the incoming

raw sugar.
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Scums and muds. Both phosphatation and carbonatation

produce scums or muds that have a moderate level of

entrained sucrose, which must be recovered. Various

schemes exist for removing the sugar, such as secondary

clarification of phosphatation scums and sluicing of carbon-

ation muds with dewatering on rotary vacuum filters.

Decolorization. Filtered clarified liquor is a clear brown

liquid having a solids content between 55 and 65%, pH of

6.7–7.2, and temperature between 65 and 85�C. The next

stage of refining involves removing this color to produce a

clear, nearly colorless solution from which white sugar can

be crystallized. During decolorization, the liquor is passed

through one or a combination of decolorizing adsorbents,

such as bone char, GAC, or ion-exchange resins. Bone char,

consisting of the sintered long bones of cattle, is composed

of calcium hydroxyapatite (80–85%) in a carbon matrix.

It removes colorants, colloidal material, and a considerable

amount of the ash components. GAC by itself only removes

color; it is usually treated with magnesium oxide in order to

buffer the sugar liquor and may remove a small amount of

ash. Ion exchange resins absorb color and change the com-

position of the ash.

Bone char and granular carbon generally are used in

cylindrical columns 20–25 ft high and about 10 ft in diame-

ter. Liquor flow through bone char is about 1,500 gal/h over

30–60 h. Liquor flow through GAC is 3,000 gal/h for 20–30

days. After the decolorizing cycle is completed, the adsor-

bent is sweetened off (sugar removed) by displacing the

liquor with water. After washing, the spent carbonaceous

adsorbent (bone char or GAC) is transferred to regenerating

equipment consisting of dryers, kilns, and coolers. Bone char

is regenerated at 540�C in a controlled amount of air. GAC is

revivified at 950�C in a limited oxygen and steam atmo-

sphere. After regeneration, the adsorbent is returned to the

system for a new decolorizing cycle.

Ion-exchange resins are used in columns 8–10 ft high and

6–10 ft in diameter, holding between 100 and 300 ft3 of

resin. Flow rates are rapid (3,000–4,500 gal/h), and the

cycle is short (8–16 h). Regeneration is accomplished

in the column with a 10–15% salt solution at 45–60�C.
The chloride form of a strong anionic resin decolorizes the

liquor. Resins can be either acrylic or styrenic in composi-

tion. Acrylic resins have a higher capacity for color removal,

especially for high molecular weight color bodies, and good

resistance to organic fouling. Styrenic resins, although hav-

ing less capacity, can remove the remaining small molecular

weight colorants. Because styrenic resins will foul more

easily, acrylic resins are usually placed ahead of them to

protect from fouling, and they are used mainly for

“polishing” the fine liquor to remove the final traces of

color. Both types of resins have ion exchange as the primary

mechanism for color removal; styrene resins also exhibit an

adsorption mechanism for color removal [56]. The sugar in

the sweet water from washing the various adsorbent columns

is recovered by returning it to the melter. In recent years ion

exchange systems have made use of fractal technology to

improve flow and prevent excess pressure drop.

Crystallization

Decolorized liquor is a pale yellow liquid (International

Commission for Uniform Methods of Sugar Analysis

[ICUMSA] color 200–300) with solids content of 55–65%

(see section “Process Control and Instrumentation” for fur-

ther information on ICUMSA). This liquor goes to multiple-

effect evaporators to be concentrated to a solids content of

about 72� Brix, and is then pumped to the “white pans” for

crystallization. There are four stages in the crystallization

process: (1) seeding or graining; (2) establishing the seed;

(3) growth of crystals; and (4) concentration. Crystallization

is governed by the degree of supersaturation, which is the

state in which more solids are in a solution than can be

dissolved by water at a given temperature. (The supersatura-

tion coefficient is defined as the mass fraction of sucrose in

water divided by the mass fraction of sucrose in water in a

saturated solution at a given temperature.) There are three

phases of supersaturation: [57]

1. The metastable phase—existing crystals grow in size, but

no new ones form.

2. The intermediate phase—existing crystals continue to

grow and new ones form.

3. The labile phase—crystals form spontaneously without

the presence of others.

Sugar-boiling for proper crystallization is done in

the metastable and intermediate phase; below the metastable

zone, crystals dissolve and inefficiencies result; above the

intermediate phase, uncontrolled “false grain” or extra,

small, and agglomerated crystals form, resulting in poor-

quality crystals. When the syrup is in the metastable phase,

it is “seeded”; that is, a predetermined amount of very small

crystals is added, which act as nuclei for crystal growth.

A sufficient quantity of evaporated liquor is drawn into the

pan to cover the heating elements, and water is evaporated

from the syrup until its supersaturation coefficient

approaches 1.25. At this point, the steam pressure is lowered,

and seed crystals are added. The seed consists of finely

pulverized sugar dispersed in isopropyl alcohol or sugar

liquor. This method is called shock seeding because addition

of the seed induces an immediate formation of crystal nuclei

throughout the supersaturated syrup. The nuclei are grown to

a predetermined size or grain. Once the grain is established,

the crystals are grown to size by maintaining supersaturation
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between 1.25 and 1.40 through control of the steam pressure,

vacuum, and the feed rate of the evaporated liquor. Adequate

circulation during crystal growth is important.

When the volume of the massecuite reaches the maxi-

mum working capacity of the pan, the syrup feed is shut off,

and evaporation is allowed to proceed until a thick

massecuite is formed. When the massecuite concentration

is considered “tight,” the steam and the vacuum are shut off,

and the massecuite is dropped into a holding tank equipped

with agitators, where it is kept in motion until discharged

into the centrifuges.

The boiling system in a refinery is straightforward.

The first strike is boiled from evaporator liquor; the second

strike is boiled from the runoff syrup of the first strike,

continuing on to three or four strikes. These strikes are

blended to form the final white sugar product. The runoff

of the last strike, which is quite high in color and ash, can be

used in a variety of ways: as syrup for affination, as syrup for

remelt, or as syrup for producing brown sugar, also called

“soft” sugar in the industry.

Centrifuging. Refined sugar crystals are recovered from the

mother liquor by centrifuging the massecuite in equipment

similar to that used for affining raw sugar. However, at this

point, the crystals are washed with a greater quantity of hot

water. The washed crystals are discharged into a holding bin

supplying a dryer.

Drying and conditioning. Sugar from the centrifugals

contains 1–2% moisture and is too wet to be placed in

storage or packaged. The wet sugar is fed to drying equip-

ment called granulators, which are large rotating drums,

15–35 ft long and 6–7 ft in diameter, inclined slightly for

gravity discharge. Screw conveyers, scrolls, vibratory

“grasshoppers,” or linear belts are used to transport wet

sugar from the centrifuge to the drier, where heated air is

blown through the dryer, concurrent with the flow of the

sugar. Sugar exiting the granulators has a moisture content

of about 0.03%.

Remelt Sugar

The sugar contained in affination syrup must be recovered

for economy, which is accomplished by crystallizing the

sugar in a vacuum pan. The area of the refinery where

various “low-grade boilings” take place is called the remelt

house. The resulting sugar is “raw” in composition and is

returned to the refinery at the affination station, hence it

is “remelted.” The residual syrup from the remelt station is

known as refiners’ blackstrap, from which no further sugar

can be recovered. Various grades or streams of remelt are

produced, depending on the refinery.

Packaging and Storing Refined
Granulated Sugar

Sugar leaves the dryer at around 52–55�C and is allowed to

cool to about 45�C. Sugar leaving the dryer still contains

enough moisture to cause problems with caking on storage,

and the proper bulk storage and conditioning of sugars in

silos is a widely discussed topic [58, 59]. One of the most

important considerations for refined sugar is its ability to

store well, without caking or darkening in color.

Granulated sugar remains free flowing for a longer period

of time if it is “conditioned,” as conditioning further reduces

the moisture level, which is necessary to prevent caking.

Conditioning takes place in large vertical silos, with up to

three million pounds capacity. Conditioned dehumidified air

is percolated into the sugar from the bottom of each silo.

Residence times in silos vary, from about 24 to 72 h. Proper

control of air flow, humidity of the air, and temperature are

essential for good conditioning. Sugar leaves the silos with a

moisture content of 0.025% or less. Following conditioning,

the sugar is screened to meet the particle size requirements

of customers. Screened sugar is then sent for packaging or

for transport in bulk.

Sugar that is not immediately used is placed in storage

silos for periods that can be as long as 2 months. Sugar

storage is another area where problems with caking and

solidification can occur due to moisture migration, and

newer systems are beginning to appear where sugar in stor-

age is treated with a slow stream of conditioned air.

Granulated sugar is packaged in 1, 5, 10, 25, 50, and

100 lb bags, 2,000 lb sacks, as well as cartons and heat

seal packets. Other packaging configurations are possible.

Specialty Sugars

Refineries produce a number of specialty sugars and syrups

designed to meet the needs of customers. These include

sugars with various crystal sizes, powdered sugars, brown

sugars, and liquid sugars [60].

Liquid sugars. Liquid sugars (sugar dissolved in water) are

economically important because food manufacturers often

prefer to use sugar in the form of syrup because of the ease of

handling a liquid product. Liquid sugars are prepared by one

of two methods: dissolving refined sugar in water; or further

purification of in-process liquors by ion-exchange treatment

to remove minerals, and further decolorization using bone

char and pulverized or granular carbon. Liquid sugar can

consist only of sucrose, as a mixture of sucrose and invert

sugar, or as a blend with various glucose syrups from starch

hydrolysis. Sucrose liquid sugars are usually distributed at a

67% sugar concentration, whereas invert sugar and mixtures
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of invert and sucrose are distributed at concentrations of

72–77% sugar. Partially inverted sugar syrups are commer-

cially preferable because of the higher solids content and

greater microbiological stability.

Partially inverted sugar syrups are made by one of three

hydrolytic methods: acid hydrolysis with mineral acids (sul-

furic or hydrochloric), hydrolysis by cation ion-exchange

resin, or inversion by enzymes. Acid hydrolysis by mineral

acids has the disadvantage that the resulting syrups have a

high ash content because the solution is neutralized with

sodium or potassium hydroxide. Enzymatic conversion has

the disadvantage of being expensive and not very efficient at

the high temperature and densities of the solutions being

hydrolyzed. Cationic resin treatment offers the best alterna-

tive, resulting in nearly ash-free invert syrup. The most popu-

lar invert syrup is a 50% mixture of sucrose and invert [61].

Liquid brown syrups are also available, known as refiners

syrups, and can be adjusted in color, flavor, ash level, and

sucrose content according to the specifications of the customer.

Brown or soft sugars. Brown sugars range in color from light

to dark brown. They have very small crystals and high

moisture content, ranging from 0.5 to 3%. The combination

of very small crystals and high moisture gives the sugars the

“soft” appearance and texture. Brown/soft sugars also con-

tain higher ash, invert sugar, and an array of compounds that

contribute to the characteristic flavors [62]. They are made in

two ways. The traditional method is to boil them from a low-

purity process liquor to obtain the desired color, flavor, and

composition. The newer and more common method is to

“paint” or coat a lesser quality (third or fourth strike) refined

sugar with refiner’s syrup or molasses to produce a product

with similar appearance and characteristics. A typical brown

sugar composition is 85–90% sucrose, 2–5% invert, 2–4%

moisture, and 1–3% ash.

Screened sugars. These are sugars that have been separated

on various sieves to give a narrow defined range of particle

size. Baker’s special, known as caster sugar in England, has

a fine grain size, about 75–150 mm, and is desirable because

it mixes, blends, and dissolves evenly. Fruit sugar is another

screened sugar with a slightly larger grain.

Pulverized sugars. A range of products are manufactured by

milling granulated sugar to a desired size. Examples include

powdered or confectioner’s sugar, with particle sizes

45–75 mm, and characterized by the proportion of the sugar

passing through certain sieve sizes. In the United States,

these sugars usually are mixed with 3% corn starch to pre-

vent caking. Elsewhere, tricalcium phosphate may be added

for the same purpose.

Fondant sugar. Fondant sugar is a special form of pulverized

sugar, which exists as a blend of sugar (in the 90–95% range)

and another ingredient, such as maltodextrin, invert, glucose,

or starch. It may be dry and free-flowing or a paste. It is also

called icing sugar or glazing sugar. Dry fondants usually are

agglomerated forms.

Agglomerated sugars. The agglomeration of sugar crystals

helps to prevent caking, so products, such as soft sugars that

are subject to caking, can be converted into a free-flowing

dry product. Several companies manufacture “dry fondant”

by agglomerating mixtures of invert sugar and very fine (less

than 40 mm) sucrose particles. Particles below 40 mm cannot

be distinguished by the tongue, so the product is perceived as

a smooth paste.

Compound products. Compound products are made by

manipulating the crystal size and shape and incorporating

another ingredient in a process called co-crystallization.

A very hot (120�C), supersaturated sucrose solution is

allowed to cool with agitation in the presence of a second

ingredient, resulting in a dry, free-flowing, agglomerated,

porous granule, shown in Fig. 35.10 [63]. Typical products

include granulated brown sugar, powdered brown sugar,

molasses granules, honey granules, and some fondants.

Flavors, such as apple or peanut butter, may be co-

crystallized with sugar. The process is said to protect the

flavors from loss of volatiles and from oxidation.

Fig. 35.10 Example of a co-crystallized sugar product. The ball

represents many microsized sugar crystals agglomerated into a porous

granule, which allows inclusion of a second ingredient throughout the

structure
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Beet Sugar

Like cane sugar processing, the main stages in the extraction

and production of sugar from sugar beets have remained

basically unchanged for the last 100 years, with cumulative

improvements in sucrose yield and processing taking place

over the years. Unlike cane sugar manufacture, white sugar

is made directly from the sugarbeet. The process is a simple

one, with many variations: beets are harvested, stored

until needed, washed, sliced, and the sugar-laden juice

extracted by diffusion. The juice is purified using lime and

carbon dioxide, sometimes also sulfur dioxide, filtered,

concentrated, and crystallized. The goal is to produce a

good quality white sugar in the highest possible yield.

Europe and the United States are the major beet sugar

producing areas of the world. Sugar beets are grown in ten

states, with Minnesota, North Dakota, Idaho, and Michigan

the major producers [64].

Agriculture

The sugar beet, Beta vulgaris, is a temperate-zone root crop

grown largely in the Northern hemisphere (Fig. 35.11). It is

adapted to a wide range of climatic conditions, growing, for

example, in the short cold summers of Finland and the hot

dry climates of the Imperial Valley of California and south-

ern Spain. Sugar beet agriculture began in earnest in Europe

around 1830 and in the United States around 1880. Better-

yielding beet varieties, mechanization of the harvest, and

increasing efficiency in processing have helped the beet

sugar industry grow to the extent that it competes in parts

of the world with cane sugar.

The original sugar beet seed is of the multigerm type,

which results in several plants germinating in one spot,

necessitating laborious hand thinning. In 1950–1952, two

Russian scientists, V.F. and Helen Savitsky, working in the

United States, developed two lines of monogerm seeds.

These seeds develop only one plant per seed, which reduced

or eliminated the need to thin the young beet plants. Today

all sugar beet cultivation uses monogerm hybrids.

Harvesting and Beet Handling

After the plants have reached maturity in late fall, they are

harvested by machines that remove the top growth of leaves,

lift the roots from the ground, and deliver them to a holding

bin or a truck.

Storage. Because the harvesting season is shorter than the

processing season, beets are stored in piles or “clamps”

at the factory or at outlying points near transportation.

Proper storage of sugar beets is very important to prevent

deterioration of the beets. Frequently, storage piles are

ventilated to lower the temperature of the beets, thus reduc-

ing sugar loss due to respiration during storage. Sucrose

losses inevitably occur if the temperature fluctuates widely

and if there are freeze–thaw cycles.

In the Red River Valley area of Minnesota and North

Dakota, storage sheds for sugar beets were constructed in the

mid-1980s that measure 210 ft wide by 520 ft long and hold

50,000 t of beets. The temperature in these storage facilities

is controlled at not much above freezing to minimize degra-

dation of the sucrose content.

Washing. Beets are transferred from storage to the factory in

water flumes. These flumes lead directly into a rock-catcher,

which allows rocks to settle out, and then on into a trash-

catcher and a rotary washer. A large amount of soil usually is

entrained with the beet roots, and processes for recovering

and returning the soil to the field are in use.

Slicing. The washed beets are sliced into thin V-shaped

cossettes by means of specially shaped knives set in frames

mounted around the periphery of a rotating drum. Good

removal of rocks and trash is essential for a reasonable life

for the knives.

Fig. 35.11 A sugar beet (Courtesy of American Sugarbeet Growers

Association)
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Extraction of the Juice

Diffusion. The process of extracting the juice from the beet

is called diffusion. The cossettes are weighed and trans-

ferred continuously into a diffuser where water passes

countercurrent to the movement of the cossettes and

where, by diffusion, sugar and some of the nonsugars of

the beet are extracted. For optimum extraction of juice, the

sucrose-containing plant cells need to be fully disrupted to

allow the escape of the juice. This is done mechanically

(5–15% of cells are disrupted by the slicers) and with heat.

A balance between temperature and the time of heating is

necessary: it should be high enough to maximally extract

the juice, but not so high as to cause extraction of undesir-

able nonsugars, such as pectins, or to cause color formation

and sugar degradation. The temperature of the juices dur-

ing diffusion is around 70�C. Retention time is around 1 h.

Antifoam agents are used to control foam in continuous

diffusers, and bactericides are added for microbiological

control. Continuous diffusers have largely replaced batch

diffusers. Continuous diffusers come in a variety of forms

and shapes, but all employ the same principle, namely the

movement of juice countercurrent to the movement of the

cossettes.

The RT-type diffuser is a large revolving drum with an

internal helix that separates the drum into moving

compartments. As the drum revolves, the cossettes travel

by the action of the moving helix from one end of the

drum to the other end, while the juice moves in the opposite

direction. The BMA diffuser is a cylindrical tower with a

conveyor mechanism attached to a central rotating shaft.

Guide plates on the shaft direct the cossettes upward, while

the juice exits through screens at the bottom.

Beet pulp. Beet pulp is the solid residual portion remaining

after diffusion, and is a valuable by-product. Wet pulp,

containing 85–90% moisture, is dewatered in horizontal

double-screw presses, reducing the moisture content to

about 75%. Pulp is further dried to about 8–10% moisture

in pulp dryers, direct-fired horizontal rotating drums. Newer

pulp-drying technology, utilizing a pressurized fluid bed,

results in 40% more capacity and better energy efficiency

[65]. Beet pulp is mainly used as a pelletized animal feed,

either alone or mixed with molasses.

In the 1980s, several beet companies developed edible

fiber from beet pulp to take advantage of interest in the

health benefits of dietary fiber [66]. The fiber has a high

water-holding capacity and other interesting properties, but

the market has remained small and specialized, with uses as

a fiber additive in both human and pet food.

Juice Purification

The diffusion juice (also called raw juice) is a turbid liquid

ranging in color from lavender to nearly black, containing

15–18% sucrose and 1–3% nonsugars, including proteins,

nitrogenous bases, amino acids, amides, inorganic material,

and pectinaceous matter. It also contains 0.25% sodium

and potassium. These impurities are removed by a series of

purification processes using lime and carbon dioxide

(carbonation), and sulfur dioxide (sulfitation). In recent

years, there has been some use of ion exchange resins to

produce high-quality refined granulated sugar.

Knowledge of the chemistry of the raw beet juice is

important in controlling the phases of juice purification.

The addition of increasing amounts of lime and carbon

dioxide should precipitate pectinaceous materials and insol-

uble anions such as phosphate, sulfate, oxalate, and others,

as calcium salts, cause alkaline degradation of invert sugar

into lactic and other acids, and flocculation of colorants.

Lime is also essential for promoting good filtration.

Classic juice purification consists of preliming, main

liming, first carbonation, first sludge separation

(clarification), second carbonation, second sludge separa-

tion, sulfitation, and filtration. Control of pH is very impor-

tant throughout the process and depends on the quality of the

beet juice, which is determined in the lab.

Preliming. A small amount of lime (0.12–0.3%) CaO is

added to the juice, increasing the juice pH from about 6.2

to 10.8–11.4. The lime reacts with nonsugar impurities in the

juice to make insoluble precipitates and soluble products.

Calcium carbonate in the form of recycled first carbonation

sludge is added to provide colloid adsorption and stabiliza-

tion. Temperature may be cool (50�C) or hot (80�C)
depending on the factory design. Insoluble precipitates are

formed quickly. Retention time is 15–30 min.

Main liming. The addition of more lime (main liming) to an

alkalinity of 0.8–1.5% CaO on juice results in a second set of

reactions that produce soluble products. During these

reactions, the small amount of invert sugar present in the

raw juice is destroyed and amides are saponified. These

reactions help to stabilize the juice. A great deal of color is

formed during this stage, but this type of alkaline-derived

colorant is fairly easy to remove in crystallization.

First and second carbonation. In this process, heated, limed

juice is sent to a carbonator for gassing with carbon dioxide.

The carbon dioxide reacts with the lime to form calcium

carbonate, which helps to absorb the insoluble impurities,
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and some of the soluble impurities as well. The resulting

mixture, containing insoluble lime salts, is pumped to

subsiders (thickeners, clarifiers) to remove the insolubles

by settling (sludge separation), and clarified juice is

decanted. From the subsider, the partially clarified filtrate

is recarbonated (second carbonation) to lower the pH further,

and the residual lime is precipitated. The juice is then treated

with about 150 ppm sulfur dioxide gas (sulfitation), which

helps to inhibit further color-forming reactions in the juice,

removes any remaining traces of calcium, and provides the

final pH adjustment, to a pH of around 8–8.5. This treatment

is followed by press filtration. The sludge from the subsiders

is filtered on rotary-drum filters, and the sugar-containing

filtrate is returned to the first carbonation step. The carbon-

ation process can be either continuous or batch. In some

factories the clarified juice is also sent to softeners (cation

resins) to remove any remaining calcium.

Beet processing uses a large amount of lime (2–2.5% on

beet) and efforts are being made to reduce the usage by

effective control of temperature, pH, and other parameters

[67], which can bring down usage to about 1.0–1.2% and

inclusion of innovative processes, such as membrane filtra-

tion [68], which can further reduce lime usage to around

0.8% on beets. The recovery of lime by reburning is also

being studied. The clarified juice is called “thin juice” and

contains about 15% solids.

Evaporation and Standard Liquor

The thin juice discharged from the filter presses after

clarification is evaporated to “thick juice” or evaporator

syrup (50–65% solids) in multiple effect evaporators,

containing five, six, or even seven effects. If decolorizing

absorbents are used, they are usually added to the thick juice.

Granular and powdered carbons have been used for this

purpose. Thick juice that has been treated with powdered

carbon usually must be double filtered to remove all the

carbon.

Low raw sugars (sugars with purities below that of refined

sugar) and white centrifugal wash water are added to the

thick juice in the melters to make “standard liquor” from

which white sugar is crystallized. Standard liquor is

usually filtered with diatomaceous earth before going to

the vacuum pan.

Extending the Processing Cycle:
Thick Juice Storage

Depending on location, sugarbeet harvesting begins as early

as August or as late as October. At least one American

company has extended the season by allowing beets to

freeze naturally so that they can be processed over the

winter. Many other companies in the United States and

Europe store excess thick juice over the winter, which can

extend production time an additional 40–80 days. Proper

storage conditions are critical to maintaining the integrity

of the thick juice to prevent sugar loss or microbial contami-

nation, including pH of 9.2, a high solids content of 67–69%,

cooling to below 30�C, and addition of soda lye or hop b
acid in the upper layer [69].

Crystallization, Centrifuging, and Drying

Crystallization practices in the US beet sugar factories are

similar to those in a cane sugar refinery and result in a white

granulated sugar comparable in quality to refined cane sugar.

White sugar centrifuge stations as well as drying operations

are comparable with those operations described earlier for

cane sugar factories.

Amajor difference between cane and beet sugar refining is

that beet refining is done in one stage, with refined sugar

produced directly from the sugar beets, whereas refined cane

sugar is produced first as a raw sugar and then refined. It is

possible for beet sugar to be produced directly because the

nature of the coloring material in beet sugar is fundamentally

different from that of cane. A beet evaporator syrup with

color over 3,000 ICUMSA color units produces a white

sugar with an ICUMSA color of 25–40. However, for a

cane white sugar of the same color to be produced, the

color of the evaporator syrup must be only 200–300 color

units. The nature of these differences appears to be associated

with lower molecular weight colorants in beet, lower poly-

saccharide content in beet, and colorant mainly composed of

alkaline degradation products of invert sugar [70].

Molasses Desugarization

Sugar Recovery from Beet Molasses

Molasses is the viscous, dark-colored material that remains

when no more sugar can be economically extracted by

crystallization. Beet molasses is generally high in sucrose,

60% dry basis, and represents considerable value. Sugar is

routinely recovered from beet molasses by various ion

exclusion chromatographic systems.

Historically, recovery of sucrose from molasses was

accomplished by the Steffen process, in which sucrose is

precipitated from dilute molasses at low temperature

(9–14�C) as the tricalcium saccharate by adding finely

ground burnt lime. The process uses an excess of lime

(100–130% on molasses sugar) and does not work if there

is more than 0.4% invert sugar, and other impurities, such as
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raffinose, which inhibit crystallization [71]. Molasses

desugarization today is accomplished by various forms of

ion exclusion. Chromatography is no longer done in batch

form, which is inefficient, and commercial operations utilize

any one of several procedures involving moving beds,

simulated moving beds (SMBs), or coupled loops. These

are discussed in detail in the literature [72, 73]. Up to 90%

of the sucrose in the molasses can be recovered and other

valuable products, such as betaine, can also be recovered.

Most beet factories today desugarize molasses.

Desugarization is accomplished using cross-linked strong

cationic resin in the potassium form. Sucrose is preferen-

tially absorbed by the ion exchange resin and separates by

lagging behind the majority of the nonsucrose components.

Continuous processes are based on countercurrent technol-

ogy. The SMB process avoids mechanical movement of

resin, keeping the whole resin bed stationary while changing

product inlets and outlets with an internal circular flow.

Typically, molasses SMB systems have 8–20 resin compart-

ments (or cells) in series. The countercurrent resin move-

ment is simulated by changing the inlet and outlet ports

forward in the direction of the liquid flow. In coupled loop

technology, developed by Amalgamated Sugar in the 1990s,

a cascade of several loops is provided instead of connecting

several individual cells. This allows recovery of additional

nonsucrose components, such as betaine, and provides a

purer sucrose fraction. For proper operation of a molasses

desugarization plant, the molasses must be low in calcium

and magnesium ions (this is usually achieved by thin juice

softening), free of suspended solids, and free of oxygen,

which irreversibly damages the resin [74]. The sucrose frac-

tion, called “extract,” goes to pan crystallization, is mixed

with thick juice, and crystallized, or is further purified with

activated carbon or ion exchange resin and sold as liquid

sugar. The waste fraction, called the “raffinate,” is

concentrated and sold as fodder molasses.

Desugarization of Cane Molasses

Desugarization of cane molasses is more difficult and less

economical for several reasons: it has a lower content of

sucrose (about 35%) and a higher content of invert sugar

(about 10%); it is more viscous because of higher

concentrations of polysaccharides; it has a lot more

suspended material; and it has a higher salt and calcium

concentration which has to be “softened” before it can be

put on a resin. Therefore, cane molasses must be clarified to

remove suspended matter and gums, and prior softening is

necessary to extend the life of the resin. The resulting prod-

uct fraction from cane molasses contains a mixture of

sucrose and reducing sugars. There has been little adoption

of this process in the cane sugar industry [75].

Process Control and Instrumentation

The sugar industry has always been in the forefront of chem-

ical control. The most important areas of control include

measurement of sugar content (done by polarization), pH

control (because sugar is unstable at low or high pH, and

more so when high temperatures prevail), color measure-

ment, and control of vacuum pans (for good crystallization).

At the end of the nineteenth century, the ICUMSA was

formed. This organization, which continues today, is dedi-

cated to all aspects of sugar analysis, validation of methods,

and promulgating official methods that are scientifically

valid. A good early history of ICUMSA, covering the first

session in 1897 up to 1936, can be found in Bates [76].

Raw sugar quality characteristics that are measured

include polarization, color, grain size, moisture, invert, dex-

tran, starch, and surface color (color that could be removed in

affination). New techniques, such as gas chromatography,

enzymes, high-pressure liquid chromatography (HPLC),

and near infrared (NIR) analysis are in use for determining

various parameters, particularly sucrose, glucose, and fruc-

tose. NIR is particularly promising because it is nondestruc-

tive and can theoretically measure a wide range of

parameters, such as moisture in bagasse and polarization of

juice. These methods are coming to the forefront because the

older method of determining sugar content, polarization, has

several drawbacks. Originally, lead acetate was used to clar-

ify solutions for polarization measurement; with lead use

restricted in most countries, aluminum and zinc salts have

replaced it, but these are not as effective clarifiers. Polariza-

tion is also not a direct measurement of sucrose, so it can be

inaccurate in low-purity materials, such as molasses.

Instrumentation is used extensively in sugar boiling to

control the process of crystallization. Some of the principles

used to provide control of vacuum pans for boiling a strike of

sugar are listed below [57].

1. Boiling point rise (BPR): thermometers are used to mea-

sure the temperature of the massecuite and its vapors (the

difference between these two temperatures is the

observed BPR).

2. Electrical conductivity of the massecuite, based on the

principle that conductivity is inversely proportional to

the viscosity of the solution, which in turn has a similar

relationship to the water content and thus the degree of

supersaturation.

3. Fluidity of the massecuite: An ammeter is used to mea-

sure the current used by the motor of a mechanical circu-

lator; changes in current indicate changes in the fluidity of

the massecuite.

4. Soluble solids measured by a refractometer.

5. Radiofrequency.

6. Microwave density probe [77].
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Cane and Beet Sugar Production

Sugar (cane and beet) is produced in 119 countries. Cane

sugar is produced in tropical and subtropical areas, and beet

sugar is produced in temperate zones. The United States is

fourth among the world’s sugar-producing countries and is

the only country with significant sugarcane and sugar beet

acreage [78]. Cane sugar production is approximately 79%

of the world sugar production and beet sugar is 21%. The

major producers of cane and beet sugar are shown in

Table 35.1. The biggest change to occur in world sugar

production is the ascension of Brazil as the major producer

[79]. Brazil, India, and China alone account for 41.0% of

world sugar production, but only Brazil is a major exporter.

Sugar Consumption and Usage

Per capita consumption of sugar varies widely from country

to country and is often a measure of the affluence and level

of industrial development of a country, except in Asia,

where dietary customs do not include high sugar intake.

Table 35.2 shows the per capita consumption of selected

areas [80]. Sugar usage patterns, particularly in developed

countries, have not changed markedly over the years except

in the United States, where high fructose corn syrup (HFCS)

has replaced sugar in the manufacture of beverages (see

Table 35.3). Nonfood uses of sucrose constitute a small

portion of total use [81].

Derivatives of Sucrose: Sucrochemistry

Because of its high purity and wide availability, sucrose has

been viewed as an attractive feedstock for organic chemical

synthesis. Sucrochemistry has been pursued for many years,

and many products have been produced [82–84]. However,

the economics of production have not been good and the

reactivity of sucrose is difficult to control. Among the

derivatives of sucrose are ethers, fatty and other esters,

acetals, and reduction products. Successful products from

Table 35.1 Major sugar-producing countries, 2008/2009 (in units of

one million metric tons) [78, 105]

Total sugar production Observations

Brazil 33.900 Cane

India 16.100 Cane

China 13.510 Cane

United States 7.847 57% beet; 43% cane

Thailand 7.472 Cane

Mexico 5.244 Cane

Australia 4.834 Cane

France 3.624 Beet

Germany 3.515 Beet

Pakistan 3.473 Cane

Table 35.2 Per capita consumption of sugar (cane and beet) in

selected countries, 2003/2004 [80]

Country (lb/year)

Australia 133

Brazil 121

Canada 97

China 19

Cuba 130

Germany 87

India 41

Indonesia 35

Japan 42

Mexico 110

Russia 103

United Statesa 66

aDoes not include US consumption of corn sweetener, which is about

63 lb/year

Table 35.3 US sugar deliveries to industrial and nonindustrial users, selected years (1,000 short tons, raw value) [81]

Use 1990 1993 1995 2000 2005 2009

Bakery and cereal products 1,608 1,785 1,905 2,264 2,297 2,286

Confectionery products 1,279 1,292 1,372 1,328 1,131 1,082

Ice cream and dairy products 462 424 452 499 587 577

Beverages 228 158 169 168 237 351

Canned, bottled, and frozen foods 332 336 279 330 336 427

All other food uses 642 725 864 817 606 572

Nonfood use 102 85 64 85 92 83

Total industrial use 4,660 4,805 5,103 5,491 5,286 5,377

Hotels, restaurants, and institutions 108 108 103 71 115 127

Wholesale grocers, jobbers, sugar dealers 2,130 2,075 2,173 2,241 2,401 2,352

Retail grocers, chain stores 1,077 1,235 1,236 1,242 1,262 1,241

All other deliveries 76 171 189 339 248 179

Total nonindustrial use 3,391 3,589 3,701 3,893 4,020 3,899

Total United States 8,051 8,394 8,804 9,383 9,312 9,276
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sucrose include surfactants, surface coatings, food and feed

additives, polymers, textile chemicals, pharmaceuticals, and

pesticides. A promising development is the conversion of

sugar-based feedstocks into conventional liquid fuels and

chemicals using a patented catalytic aqueous phase

reforming process [85]. Other sucrose-based products in

successful commercial distribution include olestra, a liquid

sucrose polyester fat substitute, sucrose acetate isobutyrate,

and sucrose-based detergents [86]. Sucralose, a sucrose

derivative containing three chlorine molecules, was devel-

oped in 1976 by Tate & Lyle, and received approval for food

use in the United States in 1998. It is 600 times sweeter

than sucrose, is noncaloric, and stable to high temperature

and low pH.

Sweeteners Derived from Starch

Starch is hydrolyzed to produce a range of sweeteners,

including syrups and crystalline products. The bulk of

starch-derived sweeteners comes from corn (maize) starch.

Other starchy products are also used to produce starch-

derived sweeteners, and small specialty markets exist for

syrups from rice, barley, wheat, tapioca, and cassava.

The United States is the largest producer of corn

sweeteners and the largest market for high-fructose corn

syrup. The major use of HFCS is in beverages and soft

drinks, which account for 75–80% of usage. Important

milestones in the development and growth of HFCS are

shown below [87].

• Late 1950s—Discovery that glucose isomerase enzyme

converts glucose into fructose

• 1967—First commercial US production

• 1972—Immobilization of glucose isomerase for continu-

ous production of HFCS-42

• 1977—Commercial production of HFCS-55

• 1980—HFCS approved as 50% of the sweetener in Coca-

Cola

• 1983—HFCS approved as 50% of the sweetener in Pepsi-

Cola

• 1984—100% level of HFCS approved in Coca-Cola and

Pepsi-Cola

The 1984 approval of 100% HFCS as a sweetener in soft

drinks resulted in phenomenal growth in the HFCS industry.

In 1985, HFCS production was 5.3 million short tons (dry

weight) and in 2000, it was 9.3 million short tons, with 9.6

million forecast for 2002 [87, 88]. In 2001, consumption of

sugar and HFCS was almost equal in the United States.

In Europe, where other starch sources, such as wheat and

potato, are used, these are referred to as high fructose syrups

(HFS) or high fructose starch-based syrups (HFSS).

The corn industry makes widespread use of enzymes for

carbohydrate conversion. The advent of enzyme technology

in the corn industry in the 1960s dramatically changed the

starch industry and allowed the development of new

products. Today, enzyme hydrolysis of starch has largely

replaced acid hydrolysis, which is used as an adjunct in

starch conversion. Enzymes used to make corn syrups and

HFCS include the following.

• Alpha amylase—Converts starch into dextrin; used in the

manufacture of glucose syrup.

• Glucoamylase—Converts dextrin into glucose; specific

for amylose.

• Pullulanase—Converts the amylopectin fraction of starch

into linear segments.

• Beta amylase—Releases maltose units from the nonre-

ducing end of a polysaccharide.

• Glucose isomerase—Converts glucose into fructose; used

to make HFCS.

Starch Conversion

Starch conversion refers to the process of converting starch

into other products. It involves gelatinization, liquefaction,

and saccharification. Liquefaction refers to the acid- or

enzyme-catalyzed conversion of starch into maltodextrin.

Starch, usually from wet milling of corn, is pumped in a

slurry to the conversion plant, where it undergoes one or

more hydrolytic processes to yield mixtures of various

carbohydrates in the form of syrups. The kind and amount

of the various carbohydrates obtained depend upon the type

of hydrolysis system used (acid, acid–enzyme, or

enzyme–enzyme), the extent to which the hydrolytic reac-

tion is allowed to proceed, and the type of enzyme(s) used.

The fact that most starches consist of two different kinds of

polymers (amylose and amylopectin) also influences the

nature of the products obtained.

The extent to which starch is converted into simpler

carbohydrates is indicated by the dextrose equivalent (DE),

a measure of the reducing sugar content calculated as dex-

trose and expressed as a percentage of the dry substances.

Hydrolyzates having dextrose equivalents ranging from 5 to

100 are produced. Those having a low dextrose equivalent

frequently are referred to as dextrins and are not sweet. They

are produced by minimal acid hydrolysis or roasting.

Starchhydrolyzate syrups commonly are produced as “low,”

“intermediate,” “high,” or “very-high” conversion products,

as more or less standard products, as shown in Table 35.4.

HFCSs are classified according to the fructose content, as a

percent of solids (i.e., 42%, 55%, 90%), rather than by DE.

Table 35.5 shows the composition of various corn syrups. In

addition to carbohydrates, the syrups contain some sodium

chloride and traces of nitrogenous substances. Maltodextrin

is a dried corn syrup having a DE below 20, whereas the dry

dextrins with a DE above 20 are called corn syrup solids.

35 Sugar and Other Sweeteners 1423



Acid Hydrolysis of Starch

As mentioned above, this process now serves mainly as an

adjunct to enzymatic conversion of starch and is rarely used

alone. A starch slurry containing 35–45% solids is acidified

with hydrochloric acid to about pH 1.8–1.9. The suspension

is pumped into an autoclave (converter) where live steam is

gradually admitted to a pressure of 30–45 psi. The conver-

sion time largely determines the DE of the hydrolyzate; for

example, 8 min may produce 42 DE syrup, and 10 min may

produce 55 DE [89]. Converted liquors are neutralized with

sodium carbonate to a pH of 5–7, with coagulation of insol-

uble protein, fats, and colloidal matter. The scum is removed

by centrifugation.

The dark-colored clarified liquor is pressure-filtered and

concentrated to 60% solids in multiple-effect evaporators.

The concentrated liquor is decolorized with granular carbon

in columns 12 ft in diameter and 30 ft high in a countercur-

rent manner; that is, liquor flows upward in the columns,

while a portion of the carbon is removed from the bottom

periodically. Carbon is used at a rate of 2.5% of dry solid

processed, and approximately 5% of carbon is lost during

revivification [90]. In some cases, granular carbon has been

replaced by synthetic polymeric adsorbents to decolorize the

syrup. “Low ash” syrups usually are deionized with ion-

exchange resins. The processed liquor is evaporated to a

final solids content of 75–85% in a single-effect evaporator.

Acid–Enzyme Hydrolysis

Starch is first liquefied and hydrolyzed to specific dextrose

equivalents with hydrochloric acid. After evaporation to 60%

solids, a saccharifying enzyme (fungal a-amylase) is added

to continue hydrolysis to the desired level. By choosing two

or more types of enzymes (such as a-amylase, b-amylase,

glucoamylase, pullulanase) and adjusting the initial acid

hydrolysis, syrups with different ratios of dextrose, maltose,

and higher saccharides can be obtained [91].

Enzyme–Enzyme Hydrolysis

Enzyme–enzyme conversion employs heat and an enzyme

for starch liquefaction in place of acid. This is the most

common form of corn processing today. Subsequent hydro-

lysis is by enzymes, as above. The choice of hydrolytic

system depends upon economics and the kind of endproduct

desired. Enzymes are usually inactivated by heating the syrup

to 75–80�C, with the exception of the heat-stable a-amylases

that have come on the market in the last 10–15 years.

A starch slurry of 30–40% dry matter is gelatinized and

liquefied in a single dose jet-cooking process. Heat-stable

a-amylase enzyme is metered into the starch slurry after pH

adjustment to 6.0–6.5, and the slurry pumped through a jet

cooker. Steam is injected to raise the temperature to 105�C
and held for about 5 min, which is sufficient to gelatinize the

starch (break up the starch granules). The partially liquefied

starch is then cooled to 95–100�C and the enzyme is reacted

at this temperature for 1–2 h, until the required DE is

obtained [91]. Following liquefaction, the starch undergoes

saccharification (conversion to sugars) using glucoamylase

and pullulanase enzyme, resulting in maltose syrups, glucose

syrups, and mixed syrups, as described above. Two enzymes

are required at this point because starch is made up of two

types of glucose polymers—amylose, which is a linear poly-

mer, and amylopectin, a branched polymer—and each

requires a different enzyme to break it up. Glucoamylase

hydrolyzes the linear chains of amylose, and pullulanase

specifically attacks the amylopectin at the branching points.

The proper combination and time of hydrolysis will result in

the desired range of products, all the way to syrups with as

much as 97% glucose content. The glucose syrup may also

undergo isomerization with immobilized glucose isomerase

to make fructose syrups.

Crystalline Dextrose

Highly purified, high-dextrose syrup is crystallized to

produce crystalline dextrose. The high-purity liquor is

pumped to insulated crystallizers fitted with slowly moving

Table 35.4 Conversion groups for starch hydrolyzates

Conversion DE

Low (Type I) 20–38

Intermediate (Type II) 38–58

High (Type III) 58–73

Very high (Type IV) 73 and above

Table 35.5 Carbohydrate composition of glucose syrups (saccharides as a percent of total carbohydrates) [106]

DE Glucose Maltose Tri-a Tetra-a Penta-a Hexa-a Hepta-a Higher

15 3.7 4.4 4.4 4.5 4.3 3.3 3.0 72.4

35 13.4 11.3 10.0 9.1 7.8 6.5 5.5 36.4

45 21.0 14.9 12.2 10.1 8.4 6.5 5.6 21.3

55 30.8 18.1 13.2 9.5 7.2 5.1 4.2 11.9

65 42.5 20.9 12.7 7.5 5.1 3.6 2.2 5.5

aRefers to the number of glucose units in the oligosaccharide: tri maltotriose; tetra maltotetraose; penta maltopentaose, etc.
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agitators for crystallization of dextrose monohydrate.

A heavy seed base (about 25%) from a previous batch is

mingled with the syrup and cooled to about 38�C. The

seeded liquor is held at this temperature for several days

until about 60% has crystallized. The mixture then is

centrifuged to separate the crystals from the mother liquor.

The wet sugar is dried in rotary dryers or recrystallized into

anhydrous dextrose. The monohydrate also may be

converted to anhydrous dextrose by drying in hot air.

A second crop of crystals is taken from the mother liquor,

and the runoff syrup from this step is final molasses or

“hydrol.”

Crystalline Fructose

The newest sweetener from the corn industry is crystalline

fructose, which came on the market around 1987, and is now

available in retail outlets as a sweetener as well as used in

commercial products.

High Fructose Corn Syrup

HFCS is produced from very pure glucose syrup using

glucose isomerase. Commercial glucose isomerase is pro-

duced from a variety of microorganisms: Bacillus
coagulans, Actinplanes missourensis, and several Strepto-

myces species. Glucose isomerase is always used in

immobilized form because it is an intracellular enzyme.

Immobilization is generally done by cross-linking with glu-

taraldehyde after the cells have been disrupted by passing

through a homogenizer. The isomerization reaction is car-

ried out at 60�C at pH 7–8. Reaction time is limited to

prevent degradation of the fructose. All isomerization

reactions today are done in continuous mode, rather than

batch mode. The operating lifetime of a column of

immobilized enzyme can be as long as 200–360 days,

depending on the robustness of the enzyme used [91].

The basic feature of the isomerization process is a series

of reactors containing the immobilized enzyme fixed in a

packed bed. The feed material is of the highest practical

purity possible because enzymatic activity is closely related

to the purity of the glucose syrup. Glucose syrup of about 94

DE is filtered, treated with activated carbon to remove resid-

ual color, and deionized with ion-exchange resin to lower the

ash content, particularly the calcium ion, which interferes

with the magnesium enzyme activator. The dissolved oxy-

gen is reduced by flash evaporation, which also concentrates

the feedstock to 40–45% glucose and raises the temperature

to 60–65�C. At this point, prior to entering the reactors,

magnesium ions are added as enzyme activators. The pH is

adjusted to about 8. Isomerized liquor is removed from the

process when the equivalent of 42% fructose on a dryo basis

is reached. After isomerization, the pH of the syrup is

lowered to 4–5, and it is purified by ion-exchange resin

and activated carbon. This results in a 42% HFCS. For use

in soft drinks, it is converted to 55% HFCS by passing

through large chromatographic columns of zeolites or the

calcium salts of cation-exchange resins, which absorb and

separate the fructose from the other components. This

produces a stream of about 90% fructose, which is then

blended with 42% fructose syrup to produce the desired

55% fructose syrup product.

HFCS technology and products have spread to Canada,

Japan, and several western European nations.

Molasses

Molasses, defined as the residual mother liquor from which

little or no additional sugar can be recovered economically, is

a by-product of the cane, beet, and dextrose industries. Each

type of manufacturer has designated this liquid by-product

with its own name. The molasses from both raw cane sugar

production and cane sugar refining is commonly called

blackstrap molasses. In the cane mill, it is also called final

molasses, and in the refinery it is sometimes called refinery

molasses. Molasses from beets is simply called beet molas-

ses, and that from starch hydrolysis is known in the United

States as hydrol. The composition of molasses varies

depending on location, varieties harvested, and the efficiency

of the operation. The amount of sugar remaining in molasses

is a measure of its “exhaustion.” The amount of refinery

molasses is usually small, because as much as possible is

recycled and a lot of it goes into the manufacture of brown

sugar. Some cane refineries have no molasses output at all.

The general composition of each type of molasses is shown in

Table 35.6.

Blackstrap molasses from the cane mill contains signifi-

cant quantities of sucrose and reducing sugars, some of it

produced during the processing of the cane juice, caused by

hydrolysis of sucrose, and some of it from the native cane

juice. Refinery blackstrap has fewer impurities because

the raw sugar starting material has fewer impurities than

the cane juice but more sucrose. Beet molasses contains

primarily sucrose and little or no reducing sugar because of

the lower content of reducing sugars in beet juice and

because the highly alkaline processing conditions destroy

most of the reducing sugars. Hydrol contains no sucrose.

Higher saccharides result from incomplete hydrolysis of

starch. Cane and beet molasses contain polysaccharides

that come from the plant (starch and cell wall poly-

saccharides) as well as some oligosaccharides that either

occur naturally or are formed during processing.
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The main uses of molasses are for cattle feed, production

of some fermentation products, such as citric acid, and

ethanol production. The sucrose in beet molasses is recov-

ered by chromatographic processes described earlier. Cane

molasses can also serve as a fermentation substrate for rum

and “power” or fuel ethanol and for the production of

baker’s yeast.

Brazil has been in the forefront of producing fuel ethanol

from cane sugar. Brazil unveiled the world’s first alcohol-

powered car after the 1970s oil crisis, using its abundant

supplies of sugarcane. In spite of some difficulties in the

1990s, this innovative program was very successful. Brazil

is the major producer of alcohol from sugarcane, with a total

production in 2009 of 5.67 billion gallons. The United States

is the major producer of alcohol in the world, with a total

production in 2009 of 10.6 billion gallons [92]. US

bioethanol is made from corn. Profitability is enhanced by

the fact that the sugarcane mills produce both sugar and

ethanol and can decide at any time on the product mix that

gives the best return.

Other Sweeteners

Several carbohydrate-based sweeteners exist on the market

today.Although sucrose is the “gold standard” for sweeteners,

other sweeteners gain commercial viability because they are

less expensive (such as corn-based sweeteners), have fewer

calories, or are better suited for diabetic diets. Unlike the

synthetic sweeteners, most of the carbohydrate-based

sweeteners are less sweet than sucrose, with the notable

exception of sucralose, which is 600 times sweeter than

sucrose and is nonnutritive. Fructose and xylitol are reported

to be sweeter than sucrose. Table 35.7 shows the relative

sweetness of the carbohydrate-based sweeteners [93, 94].

An important group of carbohydrate-based sweeteners

are the polyols, also known as sugar alcohols. These are

not considered sugars for labeling purposes, so foods

containing them as sweeteners can be called “sugar free.”

The polyols are usually 15–30% sweeter than their

corresponding sugar. Some of the polyols give a cooling

sensation on the tongue. Several of the new carbohydrate

sweeteners are described below.

Erythritol, 70% as sweet as sucrose, is a polyol (sugar

alcohol), currently used as a bulk sweetener in reduced-

calorie foods. It has only 0.2 cal/g (sucrose has 4 cal/g).

It was given Generally Recognized As Safe (GRAS) status

by the Food and Drug Administration (FDA) in 1997, which

allows it to be used in foods in the United States [95].

Erythritol is produced by fermentation with the fungus

Moniliella pollinis [96].

Tagatose, a monosaccharide similar to fructose, received

GRAS status from the FDA in April 2001. This sugar, 92%

as sweet as sucrose, with 1.5 cal/g, is produced from galac-

tose obtained from whey, using immobilized enzymes [97].

It has similar bulking properties to sucrose.

Trehalose, a disaccharide sweetener, 45–50% as sweet as

sucrose, was given GRAS status in 2000. It is naturally

found in mushrooms, honey, lobster, shrimp, and foods

made with yeast. It has been used in Japan for decades, and

Table 35.6 Composition of molasses from various sourcesa

Constituent Cane final molasses Refinery blackstrap Beet molasses Hydrol

Sucrose 31–40 50–60 60–63 0

Reducing sugars 20–30 5–10 0.5–1.5 55.0

Higher saccharidesb 1.5–4.0 0.5–1.0 1.0–2.0 1

Ash 10–14 5–10 8–10 7.2

Nitrogen 0.4 0.1–0.3 2.0 0.07

aValues are on a dry basis
bIncludes polysaccharides

Table 35.7 Relative sweetness (RS) of carbohydrate-based

sweeteners

Sweetener RS

Crystalline fructose 180

Fructose in solution (5–15 %) 115–125

High fructose corn syrup 100–130

Invert syrup 105

Sucrose 100

Tagatose 92

Xylitol (10 % solution) 85

Xylitol (10 % solution) 100

Xylitol (10 % in solution) 120

Glucose (2 % solution) 50

Glucose (8–10 % solution) 60–70

Glucose (50 % solution) 90–100

Erythritol 70

Sorbitol (hydrogenated glucose) 70

Maltitol (hydrogenated maltose) 68

Maltose 50

Trehalose 45–50

Mannitol 40

Lactitol (hydrogenated lactose) 30–40

Lactose (milk sugar) 15–30
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is commercially produced from starch by bacterial enzymes

[98]. Besides its mild sweetening power, it maintains cell

structure during freezing and dehydration of foods. It is a

nonreducing sugar, so it does not participate in the Maillard

reaction (will not brown) and helps to protect the color of

processed foods [99].

Other naturally occurring sweeteners include palm

sugars, maple sugar, honey, and agave syrups (composed

of about 90% fructose).

Regulation and Trade in Sugar

Raw cane sugar, refined sugar, sugar syrups, specialty

sugars, and sugar-containing products enter the United

States under a variety of tariff-rate quotas (TRQs). Low

within-quota tariff rates facilitate access to the US market.

The minimum sizes of the TRQs and the corresponding

duties reflect obligations made by the United States. When

Congress ratified the NAFTA and WTO (Uruguay Round)

treaties, these TRQs became part of the US Harmonized

Tariff Schedule.

Most of the sugar produced in the world (about 70%) is

used for local or domestic consumption. The remaining 30%

is in excess of local demand and makes up the global trade in

sugar. In recent years, the trend has been toward the export

of more white sugar instead of raw sugar. The European

Union (EU-25) exports around 5.5 million tons of white

sugar, and Britain, France, and Finland continue to import

raw cane sugar for refining. Brazil is currently the largest

exporter of sugar, at 27.4 million tons in 2008/2009 [78, 79].

Trade in sugar throughout much of the world is controlled

by agreements and special trading arrangements. The United

States regulated sugar production, distribution, and importa-

tion by means of the Sugar Act of 1948 as amended (US

Congress, Public Law 339), but the act was allowed to expire

in 1974. From 1981 to the present, the United States has had

a price support program, connected to farm legislation.

In 1982, an import quota system went into effect to supple-

ment the price support program. In 1988, Australia filed a

complaint against the United States, charging that the import

restriction on sugar violated the General Agreement on

Tariffs and Trade (GATT) rules. When the United States

was found to be in violation on some of these rules, it

implemented a change from an absolute quota to a tariff

rate quota. The United States also has a program called the

General System of Preferences (GSP) that exempts countries

(mostly in the Caribbean area) from any duty. The EU

countries import raw sugar within a special agreement with

ACP (Africa, Caribbean, and Pacific) countries.

Raw cane sugar prices are based on the price of sugar

delivered to New York and is quoted on the New York

Coffee, Sugar, and Cocoa Exchange as Sugar Number 14

Contract (domestic). There is no futures market for US

refined sugar. The world refined sugar price is based on the

Number 5 Contract on the London International Financial

Futures and Options Exchange (LIFFE), which is based on

the London daily spot market price for refined sugar in free-

on-board ships in European ports [100]. Copies of the Num-

ber 11 (world sugar) and Number 14 contracts (domestic) for

raw sugar can be found in issues of F.O. Lichts World Sugar

and Sweetener Yearbook prior to 2002.

The USDA’s Sugar-Containing Products Re-Export

Program is designed to put US manufacturers of sugar-

containing products on a level playing field in the world

market. The Refined Sugar Re-Export Program is designed

to facilitate the use of domestic refining capacity to export

refined sugar into the world market. The program establishes

a license against which a refiner can export domestically

produced refined sugar and later import world raw sugar,

import world raw sugar for refining and distribution into the

domestic market, and later export refined sugar, or import

raw sugar, refine it and export it into the world market. The

program was implemented to mitigate the imposition of

restrictive quotas, which reduced the quantity of raw sugar

allowed to enter the US domestic market.

Environmental Concerns and Sustainability

The sugar industry, in common with all other sectors of the

food and chemical processing industries, is charged with

protecting the environment. This means that close attention

must be paid to all gaseous and liquid effluents, with the aim

of minimizing their production and ensuring that they

meet all minimum standards before being discharged into

the environment. The goal of the sugar industry is to be

ecologically sustainable and economically viable and effi-

cient [101]. It also must take into account community

concerns, such as the question of whether to continue the

preharvest burning of sugarcane in various areas. Another

factor of community concern is the odor produced by beet

factories, and odor abatement programs are in place. It is

certain that present standards will not be relaxed and that

they can be expected to become more restrictive as time goes

on [102]. Lead usage in polarization analysis was discussed

earlier; most sugar producers now use alternatives (alumi-

num salts) or newer methods of analysis such as high wave-

length polarimetry, NIR, or HPLC.

Issues of Genetic Engineering

In the United States, herbicide-tolerant genetically

engineered sugar beet was approved in 1998, and has been

available to the market since 1999. However, farmers have

been wary about planting it because soft drink, food, and
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other industrial users are concerned about the growing con-

sumer doubts and the inability to export such foods to the

European Union. As of this writing, no genetically

engineered commercial cane exists, but research in various

countries has developed modified varieties. Brazil developed

the first transgenic canes in 1994 and continues an intense

program, with at least three varieties developed for herbicide

tolerance, cold tolerance, and flowering control. The intro-

duction of GMO cane is not foreseen for at least 5 years in

Brazil due to social factors and strong regulations [103].

Successful introduction of modified cane or beet sugar

varieties will depend on public opinion rather than scientific

factors. Modified corn has been grown in the United States

for many years, and several of the enzymes used are from

modified organisms. Because these have been in place for

some years, there is more acceptance of the products.
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ABS Alkylbenzene sulfonate

AE Alcohol ethoxylate

AES Alkyl ether sulfonate

AOS Alpha olefin sulfonate

APE Alkyl phenol ethoxylate

APG Alkyl polyglycoside

AS Alkyl sulfate

BAB Branched alkylbenzene sulfonate

BAC Benzalkonium chloride

CAPB Coco amido propyl betaine

CPC Cetyl pyridium chloride

CTAB Cetyl trimethyl ammonium chloride

HEQ Hydroxyethyl quat

LAS Linear alkylbenzene sulfonate

MEE Ethoxylated methyl ester

MES Methyl ester sulfonate

NPE Nonylphenol ethoxylates

PE Phosphate ester

Soap and Fatty Acids

Introduction

The origin of the word “soap” is traced to sacrificial Mount

Sapo of ancient Roman legend. The mixture of fat and wood

ashes that reacted to form soap was carried by rain to the

banks of the Tiber River and was found as a clay deposit

useful for cleaning clothes [1].

The boiling of fats with ashes was recorded as early as

2500 B.C. Commercial soap-making was a widespread art in

the Middle Ages in Europe. The invention of the soda ash

process by LeBlanc in 1791, and the discovery by Chevreul in

1811 that soapwas composed of a mixture of fatty acids paved

the way to modern soap-manufacturing processes [1, 2].

Chemistry

The modern definition of soap relates to cleansing agents

derived from fats, oils, and other fatty derivatives: the soaps

are alkali and ammonium salts of fatty acids containing 8 to

22 carbon atoms. These fatty acids are generally a mixture of

saturated, unsaturated, and polyunsaturated moieties:

(36.1)

In general, two types of chemical reactions are utilized in

the manufacture of soap: the saponification of triglycerides

(fats and oils) and the neutralization of fatty acids (which

themselves are produced from the triglycerides by a variety

of methods, most notably splitting or hydrolysis of fats and

oils with steam under high pressure). Sodium hydroxide (the

predominant alkali employed in the manufacture of soaps),

potassium hydroxide, sodium carbonate, and triethanol-

amine are the most commonly utilized alkaline moieties in

these processes (Fig. 36.1) [3, 4].

In recent years, soap manufacture by an alternate route,

the saponification of fatty methyl esters, has been under

development, most notably in Japan (Lion Corporation)

and Italy (Ballestra). The fatty methyl esters are obtained

from the methanolysis of triglycerides; inorganic alkali,

quaternary ammonium salts, and enzymes (lipase) have
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been used as catalysts for methanolysis in commercially

practiced processes (Fig. 36.2). The methyl ester process

for soap manufacture is typically more capital and cost

intensive vs. the more traditional fats/oils saponification

and fatty acid neutralization (FAN) processes.

Manufacturing Technology

Several designs of commercial equipment, based on the two

processes described in Fig. 36.1, are available for the manu-

facture of soap.

Neutral fat saponification Fatty acid neutralization

Kettle processes Mazzoni SSCT and Binacchi CHBS
Semi-boiled Alfa Laval
Boiled Sato

Modern processes
Mazzoni SCNT-N, SCT
Dial Saponiflex
Binacchi CSWE, CSFA
Alfa Laval Centipure Hitachi

A critical review of these processes is beyond the scope of

this chapter. However, the processes themselves are

described in a subsequent section.

Raw Materials
The triglycerides (triesters of fatty acids with glycerin) are

the basic raw materials for the manufacture of soap utilizing

a variety of processes. These triglycerides, as a renewable

resource, occur widely throughout the plant and animal

kingdoms.

Soap products in the United States are produced almost

exclusively from tallow (beef) fat and palm kernel oil or their

fatty acid derivatives. The utilization of palm oils, and other

all vegetable oil soaps, along with palm derivatives for soap

manufacture ismore commonly practiced inmany other parts

of the world, especially in Asia. More recent trends in lauric

oil pricing have driven the purchase and use of palm kernel

oil and palm kernel olein as cost-effective alternatives to the

previously more commonly used coconut oil. The frequent

substitution of coconut oil with palm kernel oil is done

primarily for cost optimization of soap-manufacturing

feedstocks. More recently, concerns have been escalating

regarding the environmental impact of palm oil usage.

Many manufacturers have active programs and have joined

industry coalition groups working to ensure that the palm oil

used in their products are grown and harvested in a sustain-

able manner. Among other triglycerides, cottonseed oil, rice-

bran oil, castor oil, neem oil, sunflowerseed oil, fish oil, and

olive oil have also been used as indigenous feedstocks in

many developing nations. Palm stearin, the by-product of

palm oil fractionation, is increasing in use as a substitute

for tallow outside of tallow-producing markets. Depressed

pricing in 2000 and continuing fears of Bovine Spongiform

Fig. 36.1 The chemistry of soap

manufacture

Fig. 36.2 Fatty methyl ester process for soap manufacture
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Encephalopathy (BSE) or Mad Cow disease have driven this

use trend in Europe. Fatty acid composition and analytical

characterization data of some of the key fats and oils utilized

for soap production are given in Table 36.1.

Most of the fats and oils utilized for soap manufacture

require a combination of steps: degumming, deodorization,

refining, and bleaching, which are further discussed in the

section on fatty acids.

For both saponification and neutralization reactions,

sodium hydroxide is the most commonly used base. In

some special situations, such as the manufacture of transpar-

ent and translucent soaps, potassium hydroxide and

triethanolamine are also employed.

Functional Properties of Soap

Almost as a rule, the solubility of soap in water increases with

an increase in the size of the monovalent cation (base); how-

ever, an increase in the size of a divalent cation (Mg+2, Ca+2)

results in a decrease in the solubility. An increase in the chain

length of the fatty acid moiety of soap results in a decrease in

the solubility of soap, whereas the presence of unsaturation

results in an increase in its solubility. In general, an increase in

the water solubility is accompanied by an increase in the

softness and use-up properties of soap. Adequate solubility

results in good performance in soft water, although in hard

water, lather decreases due to the formation of insoluble Ca+2

and Mg+2 salts. Cleansing bars formulated with various levels

of synthetic detergents (combars or syndets) provide improved

performance in hard water conditions.

Consumer-acceptable lather requires the consideration of

a variety of lathering attributes, such as the speed with which

lather is generated, volume, quality (i.e., loose or creamy),

and the stability of the lather. In general, the use of fatty

acids of C10-C12 chain length provides voluminous lacey

foam and fatty acids of longer chain length, from C16 to

C18, contribute to a richer, creamier foam.

Thus, a combination of lauric oil (C10–C12) and tallow

(C16–C18) fatty acids is most suitable from the viewpoint of

providing a balance in lathering attributes to deliver consumer-

acceptable lather. Commonly accepted ratios of these soap

feedstocks are 80–90% tallow and 10–20% lauric oil for

standard purpose bars, and 60–75% tallow and 25–40% lauric

oil for the higher lathering bar-soap products. Cleansing bars

formulated with free fatty acids (superfatting) improves the

quickness of lather generation and provides open bubbly foam.

Commonly accepted levels of superfatting range from 1 to 7%

for various types of bar soaps. Various methods are employed

to evaluate bar lather attributes [5].

Manufacturing Processes
The following describes neutral fat/oil saponification and

FAN as is commonly available from the two main equip-

ment manufacturers (Binacchi and Mazzoni). These pro-

cesses revolve around a continuous stirred tank reactor

(CSTR) type of soap making reactor and neutralizer, and

subsequent intermediate cooling and separating stages to

produce soap and lye of a desired composition. There are

many alternate processes available in the world today which,

while operating with the same general theories, branch out to

various plug flow reactions, improved efficiency high solids

based reactors, optimized equipment and operating

Table 36.1 Fatty acid distribution and analytical characterization of soap base fatty acids

Fatty acid distribution Coconut Stripped coconut Palm kernel Palm Tallow

Caprylic (C8H16O2) 7 1 4

Capric (C10H20O2) 6 1 5

Lauric (C12H24O2) 48 55 50

Myristic (C14H28O2) 19 22 15 2 2.5

Palmitic (C16H32O2) 9 11 7 42 27

Stearic (C18H36O2) 2 2 2 5 20

Oleic (C18H34O2) 8 7 15 41 42

Linoleic (C18H32O2) 1 1 1 10 5

Linoleic (C18H30O2) 1

C20/C22 isomers 1 2.5

Characterization data

Titer, C 26 29 25 40 40

Iodine value (IV) 10 5 18 55 55

Color, Gardner, max. 5 1 5

Acid value (AV) 270 255 205

Saponification value (SV) 270 255 205

Color, Lovibond, 5� 1
4

00
10Y/1R 4.5Y

0.6R
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condition configurations, and combination processes which

link the soap making and drying processes. This chapter

provides the reader with knowledge of the more standard

saponification process as it relates to the standard Binacchi

and Mazzoni soap making designs.

Neutral Fat Saponification. In the saponification of

triglycerides with an alkali, the two reactants are rather

immiscible. Because saponification is a bimolecular nucle-

ophilic substitution (SN2), the kinetic rate enhancement is

achievable by both a high-shear mixing and an increase in

the reaction temperature during the processing. Increasing

the pressure of the reaction assures that vaporization does

not occur at the high reaction temperatures and helps to

accelerate conversion of the fatty feedstocks and of alkali

to soap as well. The saponification reaction is self-

catalyzed to some extent: the formation of soap product

affects the emulsification of the two immiscible reactants,

causing an acceleration of the reaction rate by providing

increased surface area for the saponification reaction

to occur.

The amount of alkali required to saponify a triglyceride

blend is calculated by the following equations:

Triglycerideþ 3NaOH! 3ROONaþ Glycerin

NaOH ¼ weight oil� ½SV� 0:000713�
� 100/NaOHð%Þ in solution

¼ weight oil� SV ð1 g/1; 000 mgÞ
ðMW NaoH/MW KOHÞð100%=%NaOHÞ (36.2)

where SV ¼ saponification value (mg KOH/g triglyceride)

and MW ¼ molecular weight. In general, the most com-

monly used soap feedstocks have these saponification

values:

(g NaOH/100 g triglyceride)

(continued)

Beef tallow 14.09

Coconut oil 18.32

Palm kernel oil 17.81

Palm oil 14.19

Palm stearin 14.26

The use of these values simplifies the calculation of the

stoichiometric alkali equivalent, for example:

100 g beef tallow� 14:09 gNaOH/100 g tallow

� 1 g 50% NaOH caustic/0:5 g NaOH

¼ 28:2 g 50% NaOH caustic required

The process for a typical triglyceride saponification

plant is shown as a flow diagram in Fig. 36.3 [6]. In general

continuous soap making processes have replaced the kettle

process in most large scale soap making operations. The

driving forces for this change include economies in

utilities, simplification of manpower training, elimination

of operator bias in process control, and more consistent,

high quality soap base. In most locations, the continuous

process of choice is the continuous saponification of fat/oil

(neutral fat) with caustic soda. It must be understood how-

ever, that for a given level of finished soap color and odor

quality, the “natural” color and odor quality of fats and oils

to be continuously saponified must be better than the color

and odor of materials for kettle saponification. Also, the

saponification color must be lower. This is because in

continuous saponification a significant portion of the oil

and alkali soluble color components are not removed,

representing roughly 5–10% of a typical fats/oils charge

to saponification in the kettle process. This quantity of

poorer quality soap is not reprocessed and returned as a

cleaner base to the primary soap making system. In con-

trast, a small quantity (1–2%) of poorer quality soap is

degraded from the kettle process as slurry soap thereby

Fig. 36.3 Flow diagram of the general continuous saponification process with generic cooling area and standard neutralizer (Courtesy of Colgate

Palmolive)
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removing a greater amount of these color bodies as well as

odor in the full boiled kettle process.

Also, smooth continuous saponification processing

requires frequent standard analyses of all raw materials and,

in addition, a number of simple analytical determinations of

minor ingredients in raw materials.

Saponification Reactor
As the title of the process step implies, the purpose of the

step is to saponify fat/oil. Fat/oil, caustic soda, aqueous salt

solution (brine), water and Column Lye from a later process

step, are metered into a pressurized reactor equipped with a

recycle loop and a high-shear recycle pump. The point of

injection of raw materials is at the pump suction, where they

are immediately mixed with a large mass of recirculating

reaction mass from the reactor, under conditions of elevated

temperature and pressure, and high-shear mixing (from the

pump). While the elevated pressure is important as it

prevents vaporization, it is the elevated temperature and

high shear mixing, combined with the effects of the

recycling soap mass which cause the immediate homogeni-

zation and emulsification of the raw materials. This in turn

results in the rapid saponification rate associated with the

continuous soap making process.

Recycle takes place during the entire process. As long as

the reactor and recycle loop are full, the metering of raw

materials into the Reactor is continued as an equal weight of

reaction mass is withdrawn and passed on to the next process

step, Cooling.

The rate of addition (metering) of raw materials into the

Reactor is governed by four requirements:

• That the fat/oil be almost completely saponified before it

leaves the Reactor.

• That complete saponification takes place by the time the

continuous process mass passes through the next process

step, Cooling.

• That the Spent Lye by-product contains a minimum of

alkali, and sufficient salt to keep the process mass in the

Neat Soap/lye phase configuration, and to promote opti-

mum separation of soap and Spent Lye during Separation.

• That the required soap production rate be met.

The design considerations of the saponification autoclave

center around considerations for residence time, recycle rate,

and mixing capability of the entire reactor design. Residence

time and mixing efficiency determine the uniformity of the

mixture exiting the reactor, as well as the required control

efficiency and reaction time required to assure completeness

of reaction and absorb various process deviations. The recy-

cle ratio is studied to maximize the quantity of already

reacted soap present during the saponification of the newly

entering fats/oils and/or fatty acids as the reaction is auto-

catalytic, meaning that the more soap that is present, the

faster the reaction can proceed.

A typical chart used to determine required recycle rate of

a saponification reactor can be found in Fig. 36.4. This figure

illustrates the dramatic effect of recycle ratio on emulsifica-

tion, as measured in terms of % soap at the pump discharge

of the recycle loop. Recycle ratios of about 13–25 have been

found sufficient to achieve nearly complete saponification in

the Reactor. Utilizing these design criteria, the small

changes in process flow due to viscosity assure that the

quantity of soap at the point of initial reaction can be held

relatively constant.

Cooling

Because the temperature of the saponified soap/lye mixture is

elevated, effective separation is made possible by passing this

mass through a cooling stage and then to a static separator for

separation of the unwashed soap from the spent lye solution.

The cooling process can be achieved in a number of ways

depending on the desired process design. The most common

in older plants is to pass the soap through a cooling vessel in

which the soap is cooled utilizing water as the cooling

medium. The most common form is the mixer type cooler

where the soap is passed over a series of cooling coils while

being constantly agitated. The water through these coils can

be at various temperatures, and can have heat recovery so as

to aid in reducing total energy required for process operation.

Improving on process optimization Mazzoni offers a flash

cooler as its standard design which allows for process water to

be flashed off from the saponification mixture. The theory

Fig. 36.4 Recycle ratio vs. per cent soap. This graph shows the change

in the quantity of recycling soap in the reactor as compared to recycle

ratio for a typical continuous saponification reactor (Courtesy of

Colgate Palmolive)
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behind the operation is like that of a pot boiling on the stove,

where for a givenpressure the soapwill alwaysboil at a constant

temperature. At atmospheric pressure the pot of water on the

stove will maintain 100�C regardless of how much water is in

the pot, or how much heat is applied. At an absolute pressure

near 0.5 atmospheres a flash cooler will maintain soap between

85 and 92�Cwith near constant temperature, an ideal condition

for soap and lye separation. Exact pressures required will

depend on solids and electrolyte content (Fig. 36.5).

The flashing of steam also increases the concentration of

the components in the remaining soap and lye, including the

glycerin. This allows the Mazzoni process mass balance to

be altered so as to allow spent lye glycerin concentrations in

excess of 40% glycerin where the solubility of soap in lye

can often be lower, further increasing total process effi-

ciency, reducing total required raw materials required per

ton of soap produced as well as costs associated with

subsequent glycerin recovery. The flashed steam can also

be recovered to reduce water feed required, and can at the

same time be used to preheat raw materials or other process

streams to save on total energy requirements.

Another option to consider is a process design offered by

Binacchi, which seeks to reduce total process capital by

eliminating the cooler. This can be achieved by directly

injecting cooled lye into the saponification mixture after it

exits the saponification reactor. The lye can be sourced from

the separator, which is the next process step. While making

for a slightly bigger separator to accommodate the increased

recycling lye flow, the reduction in capital can be quite

attractive. The lye can be withdrawn from the separator

and cooled, with a portion of the heat removed used for

reheating a portion of the raw materials, further increasing

process efficiency. Finally in eliminating the need for

the cooling vessel Binacchi has eliminated the need for the

cooler discharge pump and has reduced process footprint,

further reducing capital and energy costs.

Soap Separator

No matter which cooling route is chosen, the process mass

exiting the soap cooling process will require separation of the

soap from the spent lye. This is accomplished in a soap

separator.

The purpose of this process step is to provide sufficient

residence time and sufficiently lowered process flow

velocities to promote the gravity separation of the cooled

process mass into an upper layer of crude Neat Soap and a

lower layer of Spent Lye.

Static separation of the soap mass from the cooling

process is accomplished in a simple insulated, cylindrical

tank. However, because of the small density difference

between Neat Soap and Spent Lye, approximately 0.97 vs.

1.05 g/cc, phase separation during this process step is far

from complete; from 15 to 25% of the mass of the soap

exiting the separation process is entrained spent lye. This

entrainment is not a serious problem because in the next

process step, Glycerin Extraction, entrained lye combines

with lye passing down through the extraction column, and is

recycled back to the saponification reactor as part of the

Column Lye.

The Spent Lye that does separate from the soap mass

must be clear, that is, free of visible soap, suspended or

otherwise.

The soap mass, crudely separated from lye in the separa-

tion process is then fed to Glycerin Extraction. The clear

separated Spent Lye is sent to glycerin recovery.

The soap separator is a vessel where the soap and lye

mixture enter near the center of the vessel, with soap exiting

from the top, and lye being withdrawn from the bottom.

Spent lye discharge rates are then controlled so as to

maintain a constant-level soap/lye interface, which provides

for a constant, specified flow rate of soap from the top of the

Separator to a holding tank at a specified temperature, and on

to the Glycerin Extraction Column. Interface position is

generally monitored using a sight glass with some processes

also expanding to electronic level detection for improved

process control.

The separator itself is most commonly an atmospheric

tank with dimensions determined based on soap velocity and

residence time for the soap and lye phases. In this design the

soap and lye are fed to level control tanks to aid in

maintaining a stable process, and in keeping discharge

rates constant for both soap and lye. Alternatively the sepa-

rator can be a pressurized device where the soap continues to

separate as before, but the driving force for pushing the soap

and lye is from a pump such as the Mazzoni cooler discharge

pump, or the dosing pumps feeding the Binacchi reactor. In

this case the pressure in the separator eliminates the need for

the constant level tanks, the soap discharge pump, and in

many cases the spent lye discharge pump as well.

Fig. 36.5 Relative boiling point diagram showing boiling points for

water at atmospheric pressure and soap at typical process pressure. The

teapot provides reference to the constant temperature regardless of the

amount of heat applied (Courtesy Colgate Palmolive)
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Significant to the separation process in the temperature

of the process mass to be separated, and the electrolyte

composition. Lower temperatures generally increase sepa-

ration efficiency, but usually required increased operating

cost, and can in turn increase the viscosity of the process

mass, making flow and pocketing of the lye within the soap

an issue.

The electrolyte content (or content of salt and alkali) in

the soap and lye is kept relatively high (as compared to the

rest of the process) from the saponification stage up until

separation. Electrolyte is defined in reference to a lye limit

concentration (LLC), and the percentage above the LLC that

the spent lye electrolyte is maintained. The Reactor Lye is

usually tested to make sure the correct electrolyte content is

maintained for good separation and flow, but will may ana-

lyze slightly higher than target because water flashes off

analysis samples taken as the reactor is at elevated

temperature.

From a practical viewpoint, the required total electrolyte

levels of Spent Lye are functions of:

• The viscosity of the soap mass in the Reactor.

• The soap content of Spent Lye.

• The clarity of Spent Lye.

Changes in the tallow/lauric oil ratio affect the exact elec-

trolyte requirement but all soaps generally have an elevated

viscosity and poor separation with too high or too low an

electrolyte, with an ideal intermediate electrolyte level which

maintains the resulting wet soap in the Neat or Wax phase.

Also important is a general thought that Spent Lye should

be as low as possible in caustic soda to minimize the quantity

of acid required to neutralize the lye during glycerin recov-

ery, while at the same time assuring near complete reaction.

Salt concentrations therefore are the only electrolyte vari-

able that can be adjusted to minimize the concentration of

soap in the Spent Lye and to clarify it “to the appearance of

fresh-brewed tea.” The color intensity of this lye (and its

glycerin content) is a function of Lye Bulk (and of course

raw material quality, especially fat/oil).

Soap Extraction

The purpose of this process step is to extract glycerin from

the soap mass that is fed continuously from the separation

process. The glycerin extracted is the glycerin from the soap

which is also the glycerin that did not partition into the Spent

Lye during the previous process steps.

Extraction is accomplished in a countercurrent extraction

column in which the soap mass from separation and Fresh

Lye is brought into intimate continuous countercurrent con-

tact. The soap mass enters the bottom of the column while

Fresh Lye enters the top. Droplets of lye trickle downward

through a continuous phase of soap, become enriched in

glycerin (more soluble in lye than in soap), and form a

continuous lye phase at the bottom of the column. The lye

from the bottom of the column, Column Lye, is then metered

back to the saponification reactor so as to maintain both

column interface level and reactor composition.

The soap mass that collects at the top of the column

overflows into a constant level tank from which it is pumped

to Centrifuging.

Also during Glycerin Extraction the lye-soluble color and

odor bodies are extracted from the soap mass.

The column lye, as stated previously, is a mixture of the

lye that has passed through the soap in the column, as well as

the entrained spent lye which has entered the bottom of the

column with the separated soap. The entrained lye has a

density greater than the soap in the column, and also is

contacted by the lye falling down the column, preventing

the entrained spent lye from rising through the column.

Electrolyte composition for the extraction process is very

important. The concentrations of salt, caustic soda, and

glycerin in the Fresh Lye provide for:

• The final adjustment of the alkali and salt concentrations of

the soap so as tomeet desired soap electrolyte composition.

• The concentration of caustic soda required in the Column

Lye (the lye exiting the bottom of the Glycerin Extraction

Column and pumped back to Saponification in the

Reactor).

• The glycerin extraction efficiency of the Fresh Lye in the

Extraction Column (it must be noted also that the glycerin

content of the Fresh Lye must be low enough so that the

soap in equilibrium with the lye can satisfy its glycerin

specification).

• Separation efficiency at the Centrifuge, where lye is

separated from soap.

The concentrations of salt and caustic soda in this process

step also must be such that the soap phase maintains its

required phase configuration—Neat Soap.

With attention paid to all this detail, a multi-equilibrium,

glycerin extraction equilibrium process is established within

the Column between the two phases (soap and lye) as they

pass through each other—the glycerin-laden crude soap

from Static Separation passing up through the Column, and

the Fresh Lye passing down.

The lye flowing down through the Column joins with the

entrained Spent Lye from soap entering the bottom of the

Column and exits as Column Lye. This lye flows back to

Saponification. This resulting final Column Lye mixture is

elevated in glycerin, and as the continuous saponification

plant has a glycerin by-product stream, the glycerin rich

Column Lye stream is sent to the reactor. Within the reactor

the reaction of the fats/oils produces added glycerin further

enriching the glycerin content of the lye. Also important to

note is that column lye is also termed Half lye, where the

caustic content is at an intermediate level between the Fresh
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and Spent Lye. The Column Lye or Half Lye is sent to the

reactor to also utilize the remaining alkali in the lye to

saponify a portion of the incoming oils.

The soap at the top of the column first passes through a

small separation zone within the column to allow a portion

of the lye to separate from the soap in a manner similar to the

separation process, to minimize the quantity of lye sent to

the next step, centrifugation. The soap, having passed

through the separation zone at the top of the column, now

stripped of most of its glycerin, flows from the top of the

extraction column at specified temperature, composition,

and rate to a constant level holding tank and on to Centrifu-

gation. This lye and soap are at near-equilibrium with

respect to salt, caustic soda, and glycerin.

While temperature of the separation process is governed

by the previous soap cooling process, temperature within the

column is controlled by two factors. The first is the incoming

soap temperature and the second is by the temperature of the

incoming Fresh Lye to the top of the extraction. The Fresh

Lye controls not only the temperature of the soap at the top

of the extraction column, but also the temperature of the

soap at the next process, Centrifugation, where input soap

temperature is a critical parameter in maintaining proper

machine performance.

Flow rates to and from the Column are controlled to

maintain a constant-level soap/lye interface near the bottom

of the Column. This provides for a constant, specified over-

flow rate of soap from the top of the Column for optimum

centrifuge performance, and a constant specified flow rate of

Column Lye from the bottom of the extraction column to

minimize required electrolyte adjustments at the Reactor,

and to maintain a constant desired spent lye glycerin

concentration.

Centrifugation

The purpose of this process step is to separate as much

entrained Fresh Lye as possible from the soap mass exiting

from the extraction column, thus producing Neat Soap ready

for Neutralizing or direct consumption by the soap plant.

This is accomplished via the elevated gravitational forces

produced in a centrifugal separator.

The separated Centrifuge Lye exiting the centrifuge pro-

cess is returned back to the extraction column where it enters

near the top of the column. The centrifuged Neat Soap is sent

for Neutralizing. Centrifugal separators remove entrained lye

from the soap directly after extraction. This centrifuging step,

accomplished from one or several centrifuge units operating

in parallel, reduces moisture and electrolyte content from the

soap that is required in downstream processing stages.

Pressureswithin the centrifugation system aremanipulated

to adjust for interface position within the machines as well

as for downstream pressure so as to optimize separation

efficiency.

Important factors in the centrifugation process include:

• A controlled electrolyte level in Fresh Lye flowing into

the extraction column, and thus the electrolyte level of the

extracted soap flowing from the extraction column into

the Centrifuge.

• Constancy of temperature and feed rate of soap into the

Centrifuge.

• Centrifuge operations within prescribed parameters to

maintain a stable soap–lye interface utilizing correct

and constant soap and lye discharge pressures.

Given equilibrium in centrifuge operations, constant-

composition Centrifuge Lye flows from the Centrifuge and

back to the Extraction Column, and high quality centrifuged

soap flows out and on to Neutralization.

Neutralization

In theproductionofmost toilet soap, residual-free alkali inNeat

Soap fromCentrifuging is adjusteddownwardcontinuously in a

CSTR type neutralization reactor equippedwith a recycle loop.

This reactor is generally designed to operate at or below 1 bar

pressure, and at 80–90�C, so as to produce soap at a temperature

suitable for atmospheric operations or soap storage.

The neutralizing agents are various, all capable of

reacting with the residual alkali, and are often combined

with a preservative to also start the preservation of the

neutralized soap as early as possible to minimize degrada-

tion of the newly formed soap. The degree of neutralization

is determined by measuring pH in-line or alkalinity by direct

titration of a representative sample. Ultimately the need is to

determine the concentration of caustic soda and salt. Salt

concentration is also determined to make sure that the fresh

lye is providing for a soap/lye equilibrium satisfactory for

properly satisfying specifications for salt in soap drying, and

that potential changes in brine to not subtract from the

separation efficiency of the centrifugation process.

This finished base soap, once confirmed as meeting

desired composition is then dried (typically on vacuum

spray-type dryers) to produce soap as pellets (70–82% total

fatty matter), ready for processing into finished product on

finishing lines.

Soap Drying. The soap mass obtained after the completion of

saponification (neat soap) is most commonly dried nowadays

on vacuum spray dryers (Fig. 36.6). The moisture content of

soap is thus reduced from 30 to 35% in neat soap to 8–18% in

soap pellets (soap flakes or chips are produced on APV-type

dryers, after milling). A variety of vacuum spray-dryers,

from single-stage to multistage designs, are available from

several manufacturers. The operation of a single-stage
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vacuum spray-dryer involves the pumping of neat soap at

80–90�C through a shell-and-tube heat exchanger where the

soap is heated by high-pressure (6–10 bar) steam passing

through the outside tube in a countercurrent manner.

The soap is preheated to 135–155�C and sprayed onto

the walls of a cylindrical vacuum chamber through either a

stationary or revolving nozzle. The thin layer of dried and

partially cooled soap deposited on the walls of the vacuum

chamber is removed by rotating scrapers and falls to the

bottom of the chamber onto a discharge plodder. This plodder

extrudes the dried soapmass in the form of noodles or pellets.

The excess moisture from the incoming soap is either

flashed off directly in the spray chamber of the dryer or first

sent to a vapor liquid separator following the final soap heat

exchanger. In the case of the vapor liquid separator the

steam generated by the heating of the soap is removed

under controlled pressure prior to the spray chamber so as

to reduce the quantity of fines generated, the load on the

barometric condenser, as well as to potentially create a

valuable source of steam that can be used to drive the

dryer booster, or provide heating to an intermediate process

stream. In certain circumstances the steam can also be

atmospherically vented to gain the fines reduction and baro-

metric condenser benefits if the steam generated is not

needed in the booster operation. With or without the

vapor liquid separator the heated soap will be sent to the

spray chamber, where it will be under 40–60 mmHg vac-

uum and the remaining moisture will be removed as vapor.

This vapor will be passed through one or two cyclone

separators to remove the majority of soap fines produced,

and then potentially to a wet scrubber for added fines

removal, and then on to the booster (if installed) and baro-

metric condenser system. Proper control of moisture, tem-

perature, vacuum, flow rate, vapor liquid separator level,

and pressure if installed, spray chamber entry pressure and

scraper function ensure the drying of acceptable quality

soap pellets. Typically these soap pellets are conveyed

pneumatically to storage bins/silos that act as surge for

Fig. 36.6 Typical soap dryer configuration including vapor separator and wet scrubber (Courtesy Colgate Palmolive)
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the soap finishing process. Soap storage silos are

constructed of stainless steel and have angled bottoms

that direct soap pellets toward centrally located single or

twin discharge screw conveyers for efficient transfer to the

finishing lines.

Fatty Acid Neutralization. The hallmark of soap making by

the continuous FAN process is simplicity relative to the

complexity of soap making by the continuous saponification

of fat/oil. Consider for example the fundamental steps of the

two processes:

• In FAN (the Direct Neutralization process variant) there

are three process steps: raw material dosing, neutralizing

with caustic soda, and post-addition of minor finished

soap ingredients.

• In fat/oil saponification, there are seven process steps:

raw material dosing, saponification with caustic soda,

cooling, static phase separation, glycerin extraction,

centrifuging, and neutralizing.

Four of the fat/oil saponification steps have to do with the

requirement to separate large quantities of by-product glyc-

erin from the process mass—cooling, static phase separa-

tion, glycerin extraction, and centrifuging.

The continuous neutralization process mass need not be

cooled to separate phases; the process mass is a single phase,

Neat Soap. The process mass need not be allowed to quies-

cently separate into two phases, Spent Lye and Neat Soap;

again, it is a single phase, Neat Soap. Large quantities of

glycerin need not be extracted from the process mass and the

process mass does not need to be centrifuged.

A consequence of the process simplicity of FAN is its

contribution to the relative economics of soap making

through reduced initial required capital and floor space.

There are two FAN processes, namely:

• The so-called Direct Neutralization Process in which fatty

acids are neutralized with sodium hydroxide (caustic soda).

• The Carbonate Neutralization Process in which fatty

acids are first partially neutralized with sodium carbonate

and then the neutralization process completed with

sodium hydroxide (caustic soda).

The chemical reactions of the above-mentioned pro-

cesses are:

• Direct Neutralization:

RCOOHþ NaOH! RCOONaþ H2Oþ heat

• Carbonate Neutralization:

RCOOHþ 1

2
Na2CO3 ! 70� 85% RCOONaþ CO2

þ H2Oþ heat

RCOOHþ NaOH! 30� 15% RCOONaþ H2Oþ heat

where NaOH for reaction ¼ weight of fatty acid� AV�
0.000713

with AV (acid value of fatty acid blend) ¼ mg of KOH

required to neutralize 1 g of fatty acid.

AV ¼ acid value (mg KOH/g of fatty acid), and the

remaining portion of the equation being derived as in (36.1).

The average molecular weight of a fatty acid blend is

calculated from the following equation:

MW fatty acid ¼ 56:1� 1;000/AV

¼ ðMW KOH/AVÞ � ð1;000 mg/gÞ
� ð1 mole KOH/1 mole fatty acidÞ (36.2)

A typical Mazzoni FAN soap plant is illustrated in

Fig. 36.7 [6]. The principal raw materials for the Continuous

Neutralization processes are fatty acids, alkali (caustic soda

or soda ash/caustic soda), and brine (salt and water). These

raw materials must be of rather high quality because:

• The soap mass is not “fitted” as in kettle saponification—

to remove a quantity of lower quality soap from the in-

process soap mass. There is no lye for “fitting.”

• The soap mass is not in contact with lye as in both kettle

saponification and continuous saponification—to remove

water-soluble impurities from the in-process soap mass.

The impurities that go into the process in raw materials

exit the process in the product, Neat Soap, ready for drying.

Direct Neutralization

In Direct Neutralization, caustic soda, brine, and any

required additional water are premixed in-line and dosed

into the high shear mixer simultaneously with fatty acid.

This procedure produces heat (the heat of dilution of sodium

hydroxide with water and the heat of neutralization of fatty

acids with sodium hydroxide). Depending on raw material

temperatures and required throughput rate, it may be neces-

sary to preheat or precool one or more raw materials to

maintain the process mass at 85–98�C during the entire

short process. In both instances, only caustic soda/water

mixtures should be directed through the heat exchanger.

Brine should be added after heat exchanging to minimize

heat exchanger corrosion (and required metallurgy) and

fouling.

Neutralizing takes place in the high shear mixer and draft

tube mixer shown in Fig. 36.7 With the positive displace-

ment recycle pump, the equipment is a closed recycle loop

neutralizer operating under sufficient agitation and recycle

rate to ensure homogeneity in the process mass. Dosed raw
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materials enter the recycling process stream just prior to the

shearing zone of the high shear mixer. Neutralization is

essentially instantaneous.

Relative to the conditions for the previously described

Continuous Saponification Reactor, operating conditions for

Direct Neutralization are considerably less severe.

In summary, the paths of rawmaterials and process mass in

the Neutralizer during this second process step are as follows:

• Raw materials are dosed into the recycling soap stream

just prior to the shearing zone of the high shear mixer.

Within the mixer the raw materials are almost instanta-

neously emulsified and the fatty acids and almost instan-

taneously neutralized by caustic soda.

• From the high shear mixer, the soap mass passes on to the

draft tubemixerwhere neutralizing is brought to completion.

• From the draft tube mixer, the process mass moves on to a

positive displacement pump for pumping back to the high

shear mixer where it receives fresh raw material and is

recycled through the several elements of the system—the

high shear mixer, the draft tube mixer, and the positive

displacement recycle pump.

A pH probe can be mounted in the recycle loop prior to

raw material entry to monitor the alkalinity of the recycling

soap mass. Alternatively, samples can be taken, usually just

prior to raw material entry, and titrated with acid (i.e.,

phenolphthalein indicator). As necessary, adjustments are

made in the quantity of either caustic soda or fatty acid

being dosed into the system.

Neutralizing is brought to completion as the process mass

passes through the neutralizing equipment in the above-

described path. A typical Na2O specification for process

mass exiting the Neutralizer is 0.03–0.07%.

Carbonate Neutralization

The Carbonate Neutralization Process consists of five pro-

cess steps—Raw Material Dosing (for Carbonate

Neutralizing); Partial Neutralizing With Soda Ash; Carbon

Dioxide Separation; Raw Material Dosing (for Caustic Soda

Neutralizing); and Completion of Neutralizing With Caustic

Soda; See Fig. 36.8 for a process flow diagram.

It might seem that, with five steps, the Carbonate Neu-

tralization process could never be preferred over Direct

Neutralization with only three steps. However, in some

locations the availability, cost and/or purity of soda ash

relative to caustic soda may make Carbonate Neutralization

the preferred process. Appreciate however that operationally

and with currently available equipment Carbonate Neutrali-

zation is relatively problematic. The viscosity of the process

mass is the major issue. See later remarks on viscosity.

Soda ash alone cannot be used effectively in FAN pro-

cesses for two reasons.

• First, after 70–85% of the fatty acid has been neutralized

with soda ash, the viscosity of the process mass becomes

so high that pumping the mass becomes difficult.

• Second, since fatty acids are weak acids and soda ash is a

weak base, the neutralization reaction rate falls off dra-

matically as the process proceeds, making impractical a

process based on soda ash alone.

Hence, the need for the fourth and fifth process steps of

Carbonate Neutralization.

Raw material dosing equipment (proportioning pumps

and mass flow meters) and dosing processes are similar to

those for Continuous Saponification.

Fig. 36.7 Flow diagram of the

general Direct Neutralization

process with post-addition option

and standard neutralizer

(Courtesy of Colgate Palmolive)
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Soda ash purchased in granular form is pre-dissolved in

water to make a 20–22% solution. The aqueous solution of

soda ash, fatty acid, and any extra required water are dosed

into the high shear mixer at whatever temperature is required

to maintain the neutralizer process mass at 85–98�C.

Partial Neutralizing with Soda Ash
As shown in Fig. 36.8 above, this partial neutralizing is

accomplished in a high shear mixer, without recycle. The

progress of the reaction is estimated by analysis of the

process mass for unreacted fatty acid and by measuring

pressure drop in the process mass transfer pipe between the

high shear mixer and the CO2 Separator. Alternatively, and

crudely, it can be estimated by monitoring the pump speed

required to transfer the process mass through the pipe at the

required throughput rate.

The viscosity increase is very large, the result of the

intimate dispersion of CO2 into the process mass.

Viscosity can be reduced if necessary by diluting with

water the soda ash solution being dosed into the Neutralizer

or by reducing the targeted degree of Neutralization with

soda ash. Both of these process modifications of course

negatively affect production rate and efficiency.

As shown in Fig. 36.8, the continuous stream of process

mass exiting the high shear mixer passes on to the CO2

Separator.

Carbon Dioxide Separation
The Carbon Dioxide Separator is a tall, jacketed column

equipped with a high-viscosity pump at the bottom. CO2 is

eliminated from the process mass and passes out of the top of

the Column as the reduced-viscosity CO2-free process mass

moves downward in the Separator and is pumped from the

bottom and onward to the second Neutralizer for completion

of neutralizing with caustic soda. In some columns a screw

impeller is mounted at the bottom of the Column to force

process mass into the pump. As with process equipment for

the other process steps, the Carbon Dioxide Separator is

jacketed and insulated so as to maintain the process mass

temperature within the range 85–98�C.

Raw Material Dosing, Caustic Soda Neutralizing
The raw materials are caustic soda in sufficient quantity to

complete the neutralization of fatty acid and brine in suffi-

cient quantity and concentration to bring the process mass

into the desired Neat Soap phase configuration.

Completion of Neutralizing with Caustic Soda
At this point the process mass passes through a neutralizer

identical to Direct Neutralization, and once combined with

the correct raw materials in the desired flow ratios, the

process mass consists of a single phase, Neat Soap.

Neutralization Soap Viscosity

The viscosity (flowability) of the soap through the neutrali-

zation process, be it direct neutralization or carbonate neu-

tralization, is highly important as it provides insight as to

composition and governs pressure drop through the process.

Three factors affect viscosity—soap phase configuration,

temperature, and electrolyte content. To elaborate:

• The process must always be Neat Soap as the target. None

of the alternative phase configurations is satisfactory.

Fig. 36.8 Flow diagram of the

general Carbonate Neutralization

process with post-addition option

and standard neutralizer

(Courtesy of Colgate Palmolive)
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Slurry Soap is very low in soap content (and high in

water). Middle Soap and Kettle Wax are too high in

viscosity for satisfactory throughput rates.

• Process mass temperature must be suitable for required

throughput rates. The lower the temperature the higher the

viscosity and vice versa. The solidification temperature of

the soap in process is about 70�C. However, at

temperatures approaching the boiling point of water,

steam forms and becomes dispersed in the soap mass,

thus increasing viscosity.

• The process mass must contain a concentration of elec-

trolyte within prescribed limits. Concentrations both

above and below the limits increase viscosity.

Having kept the soap at the correct composition and

temperature, a uniform quality soap product can be produced

ready for drying or for use in other areas of the soap making

system. The soap drying process can be accomplished by

vacuum spray-dryers, as described earlier, to produce soap

pellets ready for finishing into soap bars.

Soap Finishing. The starting point for soap finishing is

usually the amalgamator, a horizontal mixer that coarsely

blends soap pellets with minor ingredients such as color and

fragrance. The soap mix from amalgamation is conveyed to

subsequent processing stages like milling and refining to

provide satisfactory homogenization and working of the

soap before extrusion. A mixer/refiner process is also avail-

able for blending of soap pellets with minor ingredients on a

more continuous basis. Sufficient working of the soap

through fine-mesh screens in the refining stages provides

uniformity and frictional heat necessary to produce

acceptable-quality billets for pressing into bars. The finished

product is extruded from the last plodder as a continuous

slug. Vacuum is provided at the final extrusion chamber to

evacuate entrained air. This step ensures the extrusion of a

uniform slug that will not separate or exhibit surface

bubbles/deformities. A multiblade chain cutter or uniblade

cutter with blades separates the extruded slug into individual

“billets” that are stamped with a press into soap bars of the

desired size and shape.

The wrapping, cartoning, and end packaging machinery

complete the bar finishing lines. The schematic diagrams of

a variety of soap finishing configurations are illustrated in

Fig. 36.6.

Soap Aesthetics. The soap finishing stage is also critical in

defining the final appearance of the bar, an important factor

in the consumer appeal of the product. Aside from the bar

color, several options are available to the soap manufacturer

in developing unique soap aesthetics. A widely used look,

pioneered by Colgate-Palmolive and others, is bar striation.

Here, a liquid mixture of contrasting color is injected into the

soap pellets in the final finishing stages just prior to

extrusion. By preventing the liquid mixture from fully

blending into the soap, a randomized striping effect is cre-

ated. A similar process with minor modifications can be used

to achieve a marbleized look. Another example of multi-

phase look has recently been introduced by Unilever’s Lux

in Latin America. Here relatively large, discrete particles of

a second soap of slightly different color and composition are

dispersed within the bar. Sometimes it is possible to incor-

porate soap performance enhancers such as skin conditioners

into the aesthetic features of the bar. Other commercial

examples of soap-aesthetics are exfoliating soaps where

micron-sized particles of exfoliants such as polyethylene

beads are added to the soap pellets in the plodder hopper.

A bar with a shimmery of pearlescent effect can also be

produced by dosing a low level of mica into the soap pellets

generally in a mixing device such as an amalgamator.

Fatty Acids

The fatty acids are produced industrially from triglycerides.

This process involves the steps shown in Fig. 36.9 [7, 8].

Refining involves the purification of triglyceride to

remove impurities (phosphatides, polyethylene, chlorophyll,

heavy metals, off-odors, color bodies) by a combination of

acid/alkali washing, clay/activated silica bleaching, deodor-

ization, and hydrogenation steps.

Splitting, or the hydrolysis of triglycerides, is usually

performed with high-pressure steam, resulting in the forma-

tion of split crude fatty acids and glycerin. The production of

fatty acids by more sophisticated “splitting” processes, such

as hydrolysis of fatty methyl esters, ozonolysis of unsatu-

rated fatty acids, and chemical oxidation is practiced in

special situations.

Distillation of split fatty acids results in the improve-

ment of chemical, color, and odor quality of the finished

product.

Fractionation and Physical Separation

Distilled fatty acid streams are separated to obtain individual

components of those fatty acid streams in a higher state of

chemical purity. Fractionation is performed to separate the

more volatile lower molecular weight fatty acids (C8-C14

chain length). Physical separation is practiced to obtain

higher molecular weight, less volatile, or thermally unstable

fatty acids (C16-C18 chain length).

Hydrogenation is utilized to reduce the unsaturation and

poly-unsaturation of fatty acids. Hydrogenated fatty acids

can also be produced by the hydrogenation of triglycerides

followed by splitting of the resulting fat/oil blend. The
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selective reduction of di- and poly-unsaturation is accom-

plished frequently by the use of nickel-based specialized

catalysts in a process often called “touch” hydrogenation.

In the partial hydrogenation of the unsaturated moities the

isomerization of the double bonds of mono-unsaturated

components is a common occurrence; it results in the trans-

formation of the cis to the corresponding trans stereoisomer.

As the physical properties of these isomers may vary signifi-

cantly, their impact on the properties of the final product

should be evaluated rather carefully, for little information is

available on this subject at present.

Fat Refining

A typical fat refining plant (Alfa-Laval process) for the acid

washing of fats and oils is illustrated in Fig. 36.10 [9]. The

triglyceride is degummed to remove phosphatides and other

impurities such as mucilage, proteinaceous matter, and trace

metals by acid washing with citric or phosphoric acids, and

then is sent to a bleaching plant where it is dehydrated and

treated with an activated clay for the removal of color bodies,

heavy metals, chlorophyll, and polyethylene (Fig. 36.11) [6].

Because odor is a key quality attribute in bar soaps, a

deodorization step is commonly used following earth

bleaching to remove objectionable odor bodies from fats/

oils. The base odor of the refined triglyceride affects the

fragrance character of the finished bar and needs to be

minimized for optimum fragrance delivery in product use.

Deodorization is typically accomplished with 0.2–0.5%

stripping steam at 1–3 mmHg and 200–250�C. The material

of construction for refining processes should be stainless

steel, 316L preferred, to avoid contamination with trace

metals that are common to the use of mild steel.

Fat Splitting Processes

The direct reaction of triglycerides with alkali followed by

acidification or the treatment of triglyceride with water (with

or without an acid catalyst) results in the splitting of fats/oils

into fatty acids and glycerin. The splitting, or hydrolysis of fats/

oils with water, can also be performed by using various lipase

enzymes as catalysts. The enzyme process is still in the devel-

opmental stages. The inter-esterification of triglycerides with

methanol followed by acid or alkali cleavage of the resulting

fatty methyl ester is used for the production of certain molecu-

lar weight (C8-C10) fatty acids; those methyl esters are gener-

ally the by-products of fatty alcohol production (Fig. 36.12).

The splitting of fats/oils can be done either in a batch

(Twitchell process) or in a continuous (Colgate-Emery pro-

cess) mode; the enzyme-based processes are still under

development for commercial applications. A comparison of

these processes follows [10, 11].

Process Hydrolysis time (h) Conversion (%)

(continued)

Fig. 36.9
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Process Hydrolysis time (h) Conversion (%)

Twitchell batch 8–24 95

Continuous 1–3 98–99

Enzyme 72 98

The manufacture of fatty acids from triglycerides via

their reaction with alkali followed by acidification is not

used commercially. However, the recovery of fatty acids

from alkali refining of fats/oils (to produce acid soaps) and

soap reboiling operations (the recovery of fatty acids from

the acidification of soap waste streams) are practiced still in

special situations, for example, in edible oils refining where

soap-stock that is generated from chemical (alkali) refining

Fig. 36.10 Acid degumming plant for acid washing of fats and oils (Courtesy Alfa-Laval, Tumba, Sweden)

Fig. 36.11 Continuous fatty matter bleaching plant (Courtesy G. Mazzoni S. p. A., Busto Arsizio, Italy)
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requires acidulation to produce acid oils with commercial

value.

Industrially, the fatty acids are produced predominantly by

the high-pressure, high-temperature splitting of triglycerides.

Both batch and continuous processes are available, the con-

tinuous process being in greater worldwide use today.

Batch Process. The triglyceride is heated with water at

150–250�C and 10–25 bar pressure. The splitting is achieved

in 6–10 h, depending on the nature of the triglyceride feed,

for example, the higher the molecular weight of the triglyc-

eride, the slower the splitting reaction. The reaction can be

accelerated by increasing the temperature; under high pres-

sure and at 225–260�C, no catalyst is required.

A typical commercial batch splitting plant (Lurgi) operates

at 230�C/400 psigwith over 96% split yields after two changes

of water to remove the glycerin by-product. The sweetwater

(glycerin/water mixture) is circulated continuously from the

base to the top of the autoclave in this process [12].

A number of other batch fat splitting plants are also

available.

Continuous Fat Splitting Process. Currently, continuous fat

splitting is the most widely used process in the industry. In

the single-stage splitting process, fat and water are fed coun-

tercurrently into a continuous flow column at up to 260�C/60
bar pressure conditions. The glycerin by-product generated

in the splitting process is removed by water (sweetwater),

thus accelerating the reaction equilibrium toward comple-

tion (Fig. 36.13) [12]. The high splitting temperature ensures

Fig. 36.12 Fat splitting

processes

Fig. 36.13 Single-stage countercurrent fat splitting plant (Courtesy
Lurgi GmbH, Frankfurt am Main, Germany)
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adequate dissolution of the water phase in the fat to the

extent that mechanical forces for contacting the two

reactants are not required. The fat phase passes from bottom

to top through the tower, with the void volume of the tower

acting as a reaction chamber. The water phase travels down-

ward through the mixture of fat and fatty acid, concentrating

the glycerin by-product in the sweetwater phase. The top and

bottom sections of the tower are also designed to effect the

transfer of heat from the products to the incoming reactant

streams. Split yields of up to 99% can be achieved by the use

of prepurified fat/oil feedstocks.

In summary, the continuous high-pressure splitting of fats

and oils involves:

1. The use of excess water to drive the reaction to completion

and for the removal of glycerin from the reaction zone.

2. The use of a proper combination of temperature and

pressure conditions to increase the solubility of water in

the fat phase while maintaining the boundaries of the fat/

water interface. These conditions also result in an

increase in the rate of splitting.

3. The possible use of an acid catalyst to accelerate the

reaction rate.

Saponification/Acidification Process. The recovery of fatty

acids from soapstocks and soap reboil operations is of com-

mercial value:

Triglyceride
ðunrefinedÞ
�!caustic refining

Triglycerideþ RCOONa
ðsoapstockÞ
�!ðH2SO4Þ

RCOOH

RCOONa
ðimpuresoapÞ
�!reboiling

RCOONa
ðpurifiedneatsoapÞ
�!ðH2SO4Þ

RCOOH
ðpurifiedfattyacidÞ

The recovery of fatty acids from soapstocks by a contin-

uous process has been described: soap-stocks obtained from

degumming and alkali refining operations are subjected to a

saponification step followed by controlled acidification for

cost efficiency and pollution control [13, 14].

The saponification/acidification route is used for the man-

ufacture of fatty acids that are sensitive to excessive heat.

The splitting of castor oil with NaOH at 100–220�C
followed by acidification has been used to produce castor

fatty acids [15].

Enzymatic Processes. The enzyme hydrolysis of

triglycerides is catalyzed by lipases:

Triglycerideþ 3H2O �!enzyme
3RCOOHþ Glycerin

Enzyme-based splitting of triglycerides is under active

development and offers the following advantages over mod-

ern steam hydrolysis plants.

• The hydrolysis occurs under mild conditions (35–37�C,
ambient pressures).

• The color quality of the products is superior.

• The capital investment may be lower.

• The split yields are equivalent.

The selection of a suitable lipase for a commercially

viable process is based on the following criteria.

• It should be nonspecific and nonselective as to the struc-

ture of the triglyceride.

• It should be stable at above ambient processing

temperatures, typically 45–65�C.
• It should be economically viable. (This aspect has

initiated a number of ongoing studies on the recycling

and immobilization issues of lipase utilization for triglyc-

eride hydrolysis.) [16, 17]

Fig. 36.14 Fatty acid production

via methyl esters
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Methyl Ester-Based Processes. The fatty methyl esters are

produced predominantly by the transesterification of fats and

oils with methanol in the presence of an alkaline catalyst

under very mild reaction conditions [18, 19]. They are used

in the production of lauric-type (C12) alcohols. The short-

chain fatty methyl esters (C8-C10), produced as by-products

via the fractional distillation of crude lauric-type (coconut,

palm kernel) methyl esters, are converted to fatty acids via

acidic or alkaline hydrolysis (Fig. 36.14). The hydrolysis of

short-chain fatty methyl esters by stream splitting or

Twitchell-type processes is not very efficient because of

unfavorable equilibrium constants [20, 21].

Fatty Acid Distillation

The removal of contaminants (unreacted triglycerides, odor

and color bodies, polymerized matter, and decomposition

products) from split fatty acids is achieved by simple distil-

lation [22, 23]. The products obtained from such straight

distillations are called “whole cut” fatty acids (e.g., whole

coconut fatty acid).

The separation of individual fatty acid components from

whole fatty acid distillates is achieved by fractional distillation

[24, 25]. However, fractional distillation cannot efficiently

separate C16-C18 saturated from the corresponding unsaturated

Fig. 36.15 Continuous fatty

acid distillation plant (Courtesy
Lurgi GmbH, Frankfurt am Main,
Germany)
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fatty acids. In such cases, the melting points vary considerably

with the degree of unsaturation and this property is used for

their separation via a number of industrial processes [26, 27].

Distillation. Straight distillation is used for the removal of

low-boiling (top cuts) and high-boiling (pitch or bottoms)

impurities from the crude split fatty acid stock. The distil-

lation can be done either in a batch or a continuous manner.

Generally batch distillation is employed for small-capacity

manufacturing; continuous distillation is utilized for large-

scale manufacturing and is highly automated (Fig. 36.15)

[12].

The split fatty acid (deaerated and preheated) is sent to a

distillation column (Fig. 36.15) where it is vaporized rapidly

by flowing over heated trays under high vacuum (10 mbar)

with the addition of live steam (for fatty acid circulation and

reduction of the partial pressure). The high boilers are

removed by two stages of entrapment: the high boilers and

bottoms from the distillation column pass through additional

heated trays and a reboiler section to vaporize residual fatty

acids from the bottoms; the light end condenser traps the low

boilers and the distilled product. The heavy “bottoms” dis-

tillate is collected at the bottom section of the still.

The distillation process is not used for the narrow-cut

fractionation. However, by passing a second time through

the distillation tower themain-cut distillates may be separated

into a light and heavy fraction; the light end is collected at the

top products section and the heavy end is collected at the

bottom residue section of the still. The separation of light

and heavy fractions in the first pass is possible for high

lauric-type split fatty acids, for example, coconut and palm

kernel fatty acids where the lower molecular weight C6–C10

fraction is “topped” from the heavier C12–C18 fraction.

The operation of a Lurgi fatty acid distillation system [12]

proceeds as follows. The crude fatty acid is dried and degassed

under vacuum. This dried and deaerated crude fatty acid is

pumped into the distillation chamber (vacuum of 10–12 mbar)

that is divided into 5–10 chambers by vertical plates. Each

chamber is equipped with a heating element and a baffle. Live

steam is passed into the system to effect recycling of the liquid

between the heating elements and the baffles by the principle

of an air-lift pump. The fatty acid is sprayed on the baffles as a

finemist to allow it to evaporate easily; non-vaporized liquid is

recycled from the bottom. The fatty acid passes through each

chamber, from which it is discharged continuously. The fatty

acid vapor is condensed in the surface condensers. Typical

yields from the fatty acid distillation process are:

Tops or head cut 1–5%

Refined product 85–91%

Residue 7–11%

Fractionation. The separation of individual components of a

fatty acid mixture into high purity fractions (98% +) is

achieved by fractional distillation. In a continuous fraction-

ation still the fractionation column can be equipped

with trays, in the “Thormann” system, or with the traditional

packing to effect contact between the upward-moving

vapors and the downward-flowing condensing liquid states.

A typical high-efficiency fractionation system (Fig. 36.16)

consists of one continuous straight distillation and one, or

preferably two fractionation columns [12, 22, 23]. This system

is very efficient for the separation of low-boiling fatty acid

components [6, 12], a C12 fraction of 99.5% purity from

coconut fatty acid or a C22 fraction of 95% purity from rape-

seed fatty acid is readily obtained.

Fig. 36.16 Fatty acid

fractionation (Courtesy Lurgi
GmbH, Frankfurt am Main,
Germany)
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From an operational perspective, in rectification column 1

of Fig. 36.16, crude fatty acid is dried and vaporized with the

addition of live steam under a vacuum of 8–40mbar. Amixed

fraction is withdrawn from the column top. The product from

the bottom of column 1 is vaporized in rectification column

2 with live steam under a pressure of 6–8 mbar. The low-

boiling fraction is collected in downstream scrubbers after

the vapor has been condensed in surface condensers.

The separation scheme for coconut fatty acid is shown in

Fig. 36.9. A variety of alternate fractionation schemes can

readily be devised.

Fatty acid distillation has been done for over 100 years

[22, 23]. However, most of the currently practiced art has

originated in the past several years [24, 25]. The majority of

the recent work falls in the following areas.

• Designs with gentle heating

• Improvements in the column design to reduce residence

time

• Enhancements of system design to minimize pressure

drops

• Demister designs for better air/effluent water pollution

control

Special Separation Methods

The separation of long-chain saturated fatty acids (C16–C18)

from the corresponding unsaturated fatty acids by distillation

is not practical because of the proximity of their boiling

points. However, both the melting points and the solubility

(in organic solvents) of these two types of fatty acids are

vastly different [28]. These properties are used to advantage

for separating mixtures of saturated and unsaturated fatty

acids into fractions that are rich in either saturated (stearin)

or unsaturated (olein) components [26, 27].

Tallow fatty acid�!separation Stearic acid
ðStearinÞ

þOleic acid
ðOleinÞ

The following processes are used commercially for the

separation of such fatty acids: mechanical pressing, solvent

crystallization, and hydrophilization.

Mechanical Pressing. This method, also called panning or

pressing, is the simplest and oldest method, and is still

practiced in many developing countries. In this method,

fatty acids are melted in shallow pans and then allowed to

cool. The material transforms into a crystalline solid with a

liquid phase trapped between the crystals of the solid phase.

The liquid portion (olein) is pressed, or squeezed out by the

application of mechanical force, separating it from the solid

(stearin) component.

The pressing can be done by hydraulic presses in either a

batch or a continuous mode. A multiple number of melting/

crystallization/pressing cycles are utilized for obtaining

fractions of increased purity:

Tallow fatty acid�!first pass

Single press
ðstearicacidÞ
�!second pass

Double press
ðStearicacidÞ
�!third pass

Triple press
ðStearicacidÞ

The unsaturation, as determined by the iodine value (IV),

decreases from an IV of 10.0 for a single press to an IV of 1.0

for a triple press stearic acid grade.

Solvent Crystallization. Two processes, one utilizing acetone

(Armor) and the other employing methanol (Emery), are well

known. Using the latter, fatty acid is dissolved in 90% aque-

ous methanol in a 1:2 acid/solvent ratio by the application of

heat. The resulting solution is then cooled to �15�C in a

multi-tubular crystallization chamber equipped with scrapers

for efficient heat transfer. The crystallized fatty acids are

removed by filtration. The filter cake is melted and stripped

Fig. 36.17 Hydrophilization

process for separation of olein

and stearin (Courtesy Lurgi
GmbH, Frankfurt am Main,
Germany)
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of any residual solvent to yield the refined stearin fraction,

and then the liquid stearin is converted to flakes or powder by

a variety of processes, for example, chill roller, and the like.

The mother liquor from the filtration is stripped to obtain the

olein fraction. The separated stearin and olein fractions have

a variety of commercial applications in both the chemical and

food processing industries.

Hydrophilization Process. In this process, olein and stearin

are separated by forming a suspension of the stearin moiety in

water with the aid of a surfactant followed by filtration to

remove the stearin (Fig. 36.17). The mixture of fatty acids is

melted and then partially crystallized by cooling. The resulting

slurry, which is a mixture of liquid olein and crystalline solid

stearin, is mixed with water containing a wetting agent

(sodium dodecylbenzene sulfonate, sodium lauryl sulfate).

After mixing for a specified period, the slurry is centrifuged;

the light fraction provides the liquid olein moiety, the middle

fraction is a suspension of solid stearin in water and the lower

fraction is a water/surfactant solution [12].

Synthetic Detergents

In the beginning there was soap, and soap was used for

thousands of years to wash virtually everything. After the

First World War, much of the European economy was

destroyed. Edible fats and oils, the basic raw material for

soap production, were in very short supply. Synthetic

detergents were developed to replace soap but it was soon

discovered that the new synthetic compounds were more

surface active and provided better hard water tolerance and

improved cleaning performance. The term “synthetic deter-

gent” has been shortened to “syndets” to describe detergent

compositions comprising surfactants, hard water control

agents (builders), and other detergent additives. Since their

introduction in the 1940s, synthetic detergents have

continued to grow in both total volume and the percentage

of detergent use as shown in Table 36.2.

Modern detergent products are complex mixtures of many

different ingredients. Typical formulations consist of

surfactants, builders, and other additives designed to maxi-

mize performance for the consumer while maintaining rea-

sonable raw material and manufacturing costs. Typical

detergent formulations contain multiple surfactant types to

optimize performance and product stability [29, 30]. Perfor-

mance additives such as bleaches, bleach activators, enzymes,

enzyme stabilizers, antiredeposition polymers, fluorescent

whitening agents, dye transfer inhibitors, and fabric softeners

are commonly used to increase overall performance. Regard-

less of the product format or formulation type, surfactants

play a critical role in the cleaning process.

Characteristic Features of Surfactants

Surfactants have a characteristic molecular structure

consisting of one structural unit that has very little attraction

for the solvent (lyophobic group) combined with a group that

has a strong attraction for the solvent (lyophilic group). This

duality is known as an amphipathic structure. When a sur-

factant is dissolved in a solvent, the presence of the

lyophobic group distorts the solvent liquid structure,

resulting in an unfavorable increase in the Gibbs free energy

of the system. This acts to force the molecules out of solution

in an attempt to decrease the free energy of the system.

However, the presence of the lyophilic group prevents the

surfactant from being completely expelled from the solvent.

The opposing forces give the surfactant molecule their sur-

face active properties. In aqueous solution, the lyophilic

group is known as the hydrophile and the lyophobic group

is called the hydrophobe.

Table 36.2 US consumption of soap and synthetic detergenta

Year Soap (MM lbs) Synthetic detergent (MM lbs) Total

1940 2,306 30 2,336

1950 2,882 1,443 4,325

1960 1,230 3,940 5,170

1970 1,050 5,650 6,700

1980 1,300 6,400 7,700

1990 1,625 9,000 10,625

1996 – 18,214b 0

aCEH Marketing Report, “Specialty Chemicals,” Chemical Economics

Handbook, SRI International, Aug. 1988. A personal Communication

from SRI (08/14/02) states that because of the variety of forms and

concentrations in which detergent products now appear, such data are

no longer available
bColin A. Houston & Associates, “Surfactants for Consumer Products,

North America Forecast for 2008”

Fig. 36.18 Representation of surfactant amphipatic structure
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Surfactant molecules are typically depicted using a stick

and ball representation as shown in Fig. 36.18. The stick

portion represents the hydrophobic group or “tail” whereas

the ball represents the hydrophilic “head group.” Examples

of common hydrophobes include alkylphenol, fatty alcohol,

paraffin, olefins, and alkylbenzene. Examples of common

hydrophiles include ethylene oxide (EO), sulfates,

sulfonates, phosphates, and carboxylic acid groups.

Depending on the charged nature of the head group,

surfactants are classified as:

1. Anionic. The head group bears a negative charge.

Examples: linear alkylbenzene sulfonate (LAS), AS,

alkyl ether sulfonate (AES), PE, alpha olefin sulfonate

(AOS), methyl ester sulfonate (MES)

2. Cationic. The head group bears a positive charge.

Examples: cetyl trimethyl ammonium chloride (CTAB),

cetyl pyridium chloride (CPC), hydroxyethyl quat

(HEQ), benzalkonium chloride (BAC)

3. Zwitterionic. The head group has either a positive or nega-

tive charge depending on solution pH. Examples: betaines,

amine oxides, amine propionates, amphoacetates

4. Nonionic. The head group bears no formal ionic charge.

Examples: AE, alkyl phenol ethoxylate (APE), alkyl

polyglycoside (APG), EO/PO Block Copolymers,

ethoxylated methyl esters (MEEs)

Aside from their ability to adsorb at interfaces, the most

important aspect of surfactants is their ability to form

colloidal-sized aggregates in solution. In dilute solution,

the surfactant is present as individual molecules. Increasing

the concentration promotes the formation of surfactant

aggregates or “micelles” as shown in Fig. 36.19. The con-

centration at which micelles start to form is referred to as the

critical micelle concentration (CMC). Micelle formation is

an important phenomenon because interfacial effects such as

detergency and solubilization depend on the existence of

micelles in solution. Over the years, the term “surface active

agent” has been shortened to “surfactant.”

Surfactant molecules can be tailored for use in either

aqueous or nonaqueous systems, depending on their solubil-

ity characteristics. The most common way to describe sur-

factant solubility is the hydrophile–lipophile balance (HLB).

In the HLB method, a number is assigned (0–40) related to

the balance between the water-loving (hydrophile) and lipid-

loving (lipophile) portions of the molecule. In some cases

the HLB number is calculated from the structure of the

molecule, in others it is based on experimental emulsifica-

tion data. In general, there exists an optimum HLB for

different applications as shown in Table 36.3. Matching the

HLB of the surfactant to that of the application generally

gives the best performance.

For example, alkylbenzene is slightly surface active in

nonaqueous media but is insoluble in water. Addition of a

single SO3H group to the molecule imparts solubility and

excellent surfactant characteristics in water but insolubility

in petroleum solvents. If alkylbenzene is di- or tri-

sulfonated, the compound becomes more and more water-

soluble and loses much of its surface activity. In both cases,

the hydrophile balance is exceeded with insufficient

lipophilic influence to cause micelle formation. However,

neutralization of the SO3H group of a highly water-soluble

alkylbenzene sulfonic acid with a long chain amine produces

an effective nonaqueous surfactant. A similar effect of

decreasing water solubility and increasing nonaqueous

detergency can be achieved by increasing the alkylbenzene

carbon chain length from C12 to C18 or higher.

Commercially available surfactants typically consist of a

complex mixture of homologues. For instance, “lauryl sul-

fate” is a generic designation for a mixture of sulfates whose

largest fraction is derived from the C12 alcohol but also

contains higher and lower alkyl chain lengths. The homo-

logue distribution depends upon the alcohol source and

degree of fractionation. Alcohol ethoxylates are also com-

plex mixtures of homologues. Not only is there a distribution

of different alkyl chain lengths, but EO adds to the alcohol

according to a normal distribution of adducts. Although it

might seem that highly purified products would show a

competitive advantage, mixtures are frequently more effec-

tive than pure compounds.

Raw Materials for Surfactant Production

Surfactants are produced by various chemical routes, using

either natural or synthetic raw materials as shown in

Fig. 36.20. Natural raw materials include fats and oils

Table 36.3 Typical HLB values for different applications

HLB range Typical application

1–3 Reverse micelles

3–6 W/O emulsifier

7–10 Wetting agent

8–18 O/W emulsifier

11–15 Detergent

>15 Solubilizing agent

Fig. 36.19 Micelle formation in aqueous solution
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derived from vegetable and animal sources. Synthetic raw

materials include coal, crude oil, and natural gas. Regardless

of their origin, raw materials are chemically modified to

produce a wide variety of surfactant intermediates. Because

chemical processing is required to produce the surfactant

intermediate, the distinction between natural and synthetic

is a bit fuzzy. In general, raw material prices increase with

the number of processing steps.

The current world production of fats and oils is around 65

MM metric tons of which 30% is from animal sources and

70% is of vegetable origin. Fats and oils are composed of

long chain fatty acid esters of glycerin called triglycerides.

Plant-derived oils are composed of fatty acids with an even

number of carbon atoms from 8 to 22 and can be either

saturated or unsaturated. Oils with a high content of C12

and C14 fatty acids are most commonly used by the detergent

industry and are readily obtained from coconut and palm

kernel. Other important oils include soya, rapeseed, and

palm stearin, The most important animal fats are lard and

tallow which are rich in C16 and C18 fatty acids. The carbon

chain distributions of common fats and oils are shown in

Table 36.4.

Common natural-based raw materials for surfactant pro-

duction include fatty acids and methyl esters. After purifica-

tion to remove phospholipids and sterols, fats and oils are

treated with alkali to produce soap which is acidified with

inorganic acids to give the corresponding fatty acid. To

produce methyl esters, fatty acid can be reacted with metha-

nol. Alternatively, the oil is treated with methanol using

a base catalyst to give the corresponding methyl ester.

Both processes generate one mole of glycerin for every

three moles of fatty acid or methyl ester.

Common synthetic-based raw materials for surfactant

production include ethylene, and propylene. Crude oil

consists of a complex mixture of long chain hydrocarbons

and aromatic molecules. Natural gas is a mixture of short

chain hydrocarbons rich in methane, ethane, propane, and

butane. The exact composition of both depends on its source

and how it has been processed. Ethylene and propylene are

produced by thermal or catalytic cracking of natural gas or

aromatic rich petroleum streams.

Fig. 36.20 Raw materials for

surfactant production

Table 36.4 Carbon chain distributions

Coconut

Palm

kernel Soybean

Canola/

rapeseed

Palm

stearin

Inedible

tallow

C6 1 1

C8 8 4

C10 7 4

C12 48 48

C14 18 16 1 1 3

C16 8 8 12 5 57 26

C16 ¼ 1 3

C18 2 2 4 2 5 21

C18 ¼ 1 6 15 25 60 30 41

C18 ¼ 2 2 3 52 22 7 3

C18 ¼ 3 7 10 1
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Intermediates for Surfactant Production

Fatty Alcohols. Surfactant raw materials and intermediates

are used to produce a wide variety of different surfactant

types. One of the major factors leading to the development

of modern synthetic detergents was the industrial manufac-

ture of fatty alcohols. This was first achieved in Germany in

the 1930s using the sodium reduction process. Although this

process was commonly used until the 1950s, it has been

largely replaced by less costly processes. Today, there are

three important technical processes for the manufacture of

detergent grade fatty alcohols: high-pressure hydrogenation,

the Ziegler process, and the oxo-synthesis [31].

The most important process for the manufacture of natu-

ral fatty alcohols is the high-pressure hydrogenation of fatty

acids or their corresponding methylesters. Common raw

materials for the production of detergent-range alcohols

include coconut, palm kernel, palm stearin, soya, tallow,

and lard. In the methyl ester process, the crude oil is reacted

with an excess of methanol at 50–70�C to give three moles

of methyl ester and one mole of glycerin as shown in

Fig. 36.21. The reaction can be accelerated using sodium

methoxide as a catalyst. The glycerol separates at the bottom

of the reactor after an appropriate reaction time. The

transesterification is complete when the methylester no lon-

ger contains glycerol.

The hydrogenation reaction is run at 200–350�C and

hydrogen pressures of 250–300 bar using an appropriate

catalyst. A variety of different metal oxide catalysts can be

used; however, copper chromite is the most common. Under

these relatively extreme reaction conditions, the ester group

is reduced to the primary alcohol. Any unsaturation in the

Fig. 36.21 Methyl ester process

for production of natural fatty

alcohols

Fig. 36.22 Oxo-process for production of synthetic fatty alcohols
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starting raw material is also destroyed under these conditions

although it is possible to produce unsaturated fatty alcohols

using various zinc catalysts. A number of different process

designs have been developed including the fixed bed, the

trickle bed, and the suspension process which differ primar-

ily in the way in which the catalyst contacts the feedstock.

The oxo-process is based on petrochemical feedstocks.

The oxo- or hydroformylation reaction was first discovered

in Germany in the late 1930s, but was not used commercially

until 1948, by what is now Exxon Chemical. The oxo-

process uses a-olefins obtained from oligomerization of

ethylene, which are reacted with carbon dioxide and hydro-

gen at 200–300 bar and 130–190�C, to give a mixture of

linear and branched aldehydes as shown in Fig. 36.22.

The resulting aldehydes are hydrogenated at 50–200 bar

pressure and 150–200�C using copper, zinc, or nickel cata-

lyst to give the primary alcohol. Oxo-alcohols contain both

even and odd carbon numbers and are more highly branched

than natural or Ziegler alcohols. Using a conventional cobalt

catalyst, the amount of branching exceeds 50%.

The Ziegler process based on chemistry discovered in the

1950s produces linear primary alcohols with an even number

of carbon atoms. The main reaction steps are shown in

Fig. 36.23. Aluminum metal is reacted with hydrogen gas

and ethylene to form triethyl aluminum which is then reacted

with additional ethylene to form trialkyl aluminum using a

one-step or two-step process. In practice, the one-step pro-

cess yields more by-products and is seldom used. The distri-

bution of chain lengths follows a Poisson distribution with

only slight deviations due to competing side reactions.

The aluminum alkyls are oxidized to the corresponding

alkoxides using dry air and hydrolyzed using water or sulfu-

ric acid to yield fatty alcohol. The Ziegler process produces

alcohol similar to that obtained from natural sources.

Olefins. Olefin is a key surfactant intermediate produced by

thermal or catalytic cracking of paraffin or alternatively

from oligomerization of ethylene. Olefins suitable for sur-

factant production are primarily linear with either terminal

(a-olefins) or internal (i-olefins) double bonds.
Thermal cracking is not very selective and produces a

mixture of products including n-olefin, i-olefin, di-olefin,
aromatics, and paraffin wax. The major challenge associated

with the cracking process is separation of the desired olefins

from the other by-products.

Since the mid-1960s, n-paraffins have been used as

starting materials for the manufacture of n-olefins. Today,

n-paraffins are obtained from the distillation of paraffin rich

oils with the use of molecular sieves.

The PACOL® process (paraffin conversion to olefin)

produces n-olefins by dehydrogenation of paraffin over a

heterogeneous platinum catalyst. The Pacol process is

more selective than thermal cracking and produces smaller

amounts of by-products.

Oligomerization of ethylene can be performed in a num-

ber of different ways. Reaction of ethylene with triethyl

aluminum using the Ziegler process produces normal

olefins by a three-step process. The first step consists of

reacting ethylene with triethyl aluminum to give long

chain trialkyl aluminum. Transalkylation of the trialkyl

aluminum with ethylene (Alfol process) or a long chain

olefin (Ethyl process) produces a mixture of olefins and

regenerates the triethyl aluminum. The third step consists

of separating the olefin from the undesired by-products.

Another commercial process to produce n-olefins is based

on the Shell Higher Olefins Process (SHOP). The oligomeri-

zation reaction is carried out on a nickel phosphine complex

which is separated and recycled by means of a solvent.

The reaction product consists of a-olefins and i-olefins of

different carbon chain lengths.

Recently there has been renewed interest in the use of the

Fisher–Tropsch process to produce olefins. The process is

named after F. Fischer and H. Tropsch, the German coal

researchers who discovered it in 1923. Detergent-range

olefins are produced by treating white-hot coal with a blast

of steam to produce syngas, a mixture of carbon monoxide

and hydrogen. Syngas is reacted in the presence of an iron or

cobalt catalyst to produce a mixture of products including

methane, synthetic gasoline, olefins, and waxes.

Ethylene and Propylene Oxide. Ethylene oxide (EO) and

propylene oxide (PO) are commonly used raw materials for

surfactant production. Both are highly reactive compounds

Fig. 36.23 Ziegler process for production of synthetic fatty alcohols
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that will react with alcohols, amines, carboxylic, and water.

EO and PO will also self-polymerize to form high-molecu-

lar-weight polymers.

Ethylene oxide has been produced commercially by two

basic routes: the ethylene chlorohydrin and direct oxidation

processes. The chlorohydrin process was first introduced

during World War I in Germany by BASF. The process

involves the reaction of ethylene with hypochlorous acid

followed by dehydrochlorination of the resulting chlorohy-

drin with lime to produce EO and calcium chloride. This

process has now been replaced by direct oxidation which

utilizes the catalytic oxidation of ethylene with oxygen over

a silver-based catalyst.

PO is produced by one of the two commercial processes:

the chlorohydrin process or the hydroperoxide process. The

chlorohydrin process involves reaction of propylene and

chlorine in the presence of water to produce the two isomers

of propylene chlorohydrin. This is followed by dehydrochlo-

rination using caustic or lime to produce PO and salt. The

hydroperoxide process involves oxidation of propylene to

PO by an organic hydroperoxide.

Alkylbenzene. Alkylbenzene is an intermediate for the pro-

duction of alkylbenzene sulfonate (ABS). Alkylbenzene

consists of a mixture of phenyl substituted n-alkanes of

9–14 carbon atoms. Prior to 1965, alkylbenzene was

synthesized from propylene tetramer, obtained by oligomer-

ization of propylene. The resulting “hard” alkylate was a

highly branched chain compound. However, the slow biode-

gradability of propylene tetramer-based materials soon

became apparent and by 1965, most of the detergent industry

had switched over to linear alkylbenzene. Extensive research

has demonstrated biodegradation effectiveness in sewage

treatment plants in excess of 95% [32–35].

Today, there are two main routes for producing linear

alkylbenzene as shown in Fig. 36.24. The most prevalent

route to alkylbenzene uses partial dehydrogenation of

paraffins, followed by alkylation of benzene with a mixed

olefin/paraffin feedstock using liquid hydrogen fluoride (HF),

aluminum chloride (AlCl3), or solid alkylation (DETAL) cat-

alyst. A second older process, which has largely been discont-

inued, uses partial chlorination of paraffins, followed by

alkylation of the chloroparaffin feedstock in the presence of

an aluminum chloride catalyst. Distillation is used in all the

processes to separate alkylation reaction products into the

targeted detergent alkylate homologue distribution. A coprod-

uct stream of high molecular weight linear alkylbenzene and

dialkylbenzene is also produced for use in lubricant detergents

and industrial applications.

Products with low 2-phenyl isomer content (13–22%) are

produced by HF alkylation of internal olefins obtained from

paraffin dehydrogenation. High 2-phenyl products (25–35%)

are produced using AlCl3 or solid alkylation catalyst

(DETAL). Super high 2-phenyl (>80%) products have been

reported in the literature using shape-selective catalysts, but

are not commercially produced at this time. Generally, high

2-phenyl products are preferred for use in liquid detergents

due to increased solubility. Low 2-phenyl products are typi-

cally used in powder detergents but can be used in liquid

formulations with the appropriate choice of hydrotrope.

Alkylphenol. Alkylphenol is a common surfactant intermedi-

ate used to produce alkylphenol ethoxylates. Phenol reacts

with an olefin thermally without a catalyst but with relatively

poor yields. Catalysts for the reaction include sulfuric acid p-

toluene sulfonic acid (PTSA), strong acid resins, and boron

trifluoride (BF3). Of these, strong acid resins and BF3 are

mostly widely used for the production of surfactant-grade

alkylphenols. The most common alkylphenols are

octylphenol, nonylphenol, and dodecylphenol. Mono nonyl-

phenol (MNP) is by far the most common hydrophobe. It is

produced by the alkylation of phenol with nonene under acid

conditions. All commercially produced MNP is made with

nonene based on propylene trimer. Because of the skeletal

rearrangements that occur during propylene oligomerization,

MNP is a complex mixture of branched isomers.

Fig. 36.24 Commercial alkylbenzene production

Table 36.5 2003 world surfactant consumptiona

Surfactant Billion lbs

Soap 19.8

LAS 6.4

BAB 0.4

AES 1.8

AS 1.3

AES 2.4

APE 1.3

Quats 1.1

Amphoterics 0.2

Othersb 5.3

Total 40.1

aH.G. Hauthal, SÖFW-Journal, 10, 130, 2004
bIncluding lignin, petroleum sulfonates, and tall oil derivatives
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Fatty Amines. A variety of different fatty amines is used as

intermediates for surfactant production. Primary amines

are used to prepare alkoxylated amines. The primary

amine is produced by reacting fatty acid with ammonia to

form the nitrile followed by hydrogenation. Tertiary

amines are used as an intermediate for producing betaine,

amine oxide, and HEQ. The tertiary amine is produced by

reacting olefin with HBr followed by substitution with

dimethylamine.

World Surfactant Consumption

The worldwide consumption of surfactants in 2003 is

shown in Table 36.5. In many parts of the world, soap is still

the primary surfactant for textile washing and personal

care. Synthetic detergents are widely used in the devolved

regions of the world including North America, Western

Europe, and Japan. Anionic surfactants dominate the

world surfactant market. Common anionic surfactants

include LAS, AS, and AES. The second largest class of

surfactants is the nonionics of which AE and APE are most

common. The use of APE is in decline because of concerns

with biodegradability and endocrine disruption. Quats are

commonly used in antibacterial formulations because of

their ability to lyse the cell membrane of harmful bacteria

and pathogens. Amphoterics are typically used in personal

care products because they are relatively mild to the skin

compared to typical anionics. The molecular structure of

Fig. 36.25 Common anionic

surfactants

Fig. 36.26 Common nonionic

surfactants



common surfactant types is shown in Figs. 36.25, 36.26,

36.27, and 36.28.

Anionic Surfactants

Alkylaryl Sulfonates. ABS has been the workhorse of the

detergent industry for more than 40 years and accounts for

approximately 50% of the total synthetic anionic surfactant

volume. LAS has largely replaced branched alkylbenzene

sulfonate (BAB) in most parts of the world due to its superior

biodegradability. Products are typically sold as the free acid

or neutralized with a strong base such as sodium hydroxide

to give concentrated slurry, typically referred to as “paste.”

The major use of paste is in the production of spray-dried

powder detergents. Paste can also be drum-dried to a powder

or flake, or spray dried to light-density granules. Dried forms

of LAS are used primarily for industrial and institutional

cleaning applications.

To be useful as a surfactant, alkylbenzene must first be

sulfonated. Oleum and sulfur trioxide (SO3) are commonly

used for sulfonation, with the latter growing in popularity in

recent years. Oleum sufonation requires relatively inexpen-

sive equipment and can be run as batch or continuous pro-

cesses. However, the oleum process has major disadvantages

in terms of cost compared to SO3; the need for spent acid

stream disposal and the potential corrosion problems due to

sulfuric acid generation. The chemical reactions involved in

oleum sulfonation are shown in Fig. 36.29. The oleum

Fig. 36.28 Common

amphoteric/zwitterionic

surfactants

Fig. 36.27 Common cationic

surfactants
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process typically yields around 90% ABS, 6–10% sulfuric

acid, and 0.5–1% unsulfonated oils.

A typical batch oleum sufonation process is shown in

Fig. 36.30. There are four basic unit operations prior to

neutralization: sulfonation, digestion, dilution, and phase

separation. In the sulfonation stage, alkylbenzene and

oleum are mixed under an inert atmosphere. The sulfonation

reaction is highly exothermic and heat removal is achieved

by reactor jacketing and/or recirculating heat exchanger

loops. Key variables in controlling the extent of reaction

and product color are the temperature, acid strength, reaction

time, and the ratio of oleum to alkylate. The product leaving

the sulfonation zone is digested 15–30 min to allow for

reaction completion. Following digestion, the mixture is

diluted with water to quench the reaction. The reaction

product is then fed to a separator to allow for gravity settling

of the spent sulfuric acid layer from the lighter sulfonic acid.

The separation time is dependent upon the separator vessel

configuration, sulfonic acid viscosity, temperature, and the

degree of aeration in the feed streams.

The gaseous air/SO3 sulfonation process normally

generates a product composed of 95–98% ABS, 1–2% sul-

furic acid, and 1–2.5% unsulfonated oils. Although the ini-

tial capital costs are much higher than those for an oleum

process, relative sulfonic acid yields and spent acid disposal

costs are substantially lower. The chemical reactions

involved in air/SO3 sulfonation are shown in Fig. 36.31.

The SO3 sulfonation reaction differs from oleum in that the

crude reaction product consists of a mixture of ABS and

anhydride. At the end of the reaction, the anhydride is

reacted with water to produce two moles of sulfonic acid.

A typical continuous air/SO3 sulfonation process is

shown schematically in Fig. 36.30. Sulfur trioxide is pro-

duced from vaporization of liquid SO3 or generated on-site

Fig. 36.29 Oleum sulfonation

process

Fig. 36.30 Batch oleum

sulfonation process
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by burning sulfur and then catalytically converting SO2 to

SO3 over a vanadium catalyst. Increased shipping

regulations and sensitivity to storage of the highly hazardous

liquid SO3 has increased the trend toward on-site sulfur

trioxide generation. The vaporized SO3 is diluted to 4–8

weight percent in dry air prior to entering the sulfonation

reactor. Air serves as both a diluent and heat sink for the

highly exothermic sulfonation process. In the sulfonation

reactor, the molar ratio of SO3/alkylate is controlled between

1.03 and 1.0 to achieve optimum conversion to sulfonic acid

without increased side reaction or color degradation.

The Chemithon [12, 13], Ballestra [15], and Mazzoni [36,

37] reactor designs each have unique falling film designs to

provide intimate mixing of the alkylate and the air/SO3

streams. The reactor temperature is controlled between 110

and 150 �F, depending on the desired production rates and

product quality requirements. The digestion and hydrolysis

temperatures are controlled between 110 and 125 �F. During
hydrolysis, approximately 2 parts of water per 100 parts of

reaction product are added to convert acid anhydrides to sul-

fonic acid. Both the oleum and SO3 sulfonation processes are

quite exothermic and almost instantaneous. In order to prevent

decomposition and maintain optimum product color, an effi-

cient reactor heat removal system is necessary (Fig. 36.32).

The Chemithon Corporation has patented a novel venture

reactor [38, 39]. The organic to be sulfonated is injected into

a stream of gas containing SO3 at a venture. The reaction

mixture is quenched and recycled downstream until

sulfonation is complete. The reactor design can be used for

highly viscous, high molecular weight specialty surfactants

for industrial applications such as lubrication oil additives.

Cold sulfonation is also practiced using SO2 as a solvent

and refrigerant [40, 41]. The product color is extremely good

due to the low reaction temperature and rapid removal of the

reaction exotherm via SO2 vaporization. Equipment consists

of fairly simple glass-lined reactors equipped with gaseous

SO2 recovery. Purging of SO2 from the reaction product and

control of SO2 recovery are key to achieving a high-quality

Fig. 36.31 Sulfur trioxide

sulfonation process

Fig. 36.32 Alkylbenzene

sulfonation process
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product. As in the case of air/SO3 sulfonation, this process

can be used to produce all detergent-grade surfactants

including alkylbenzene, alcohol, and alcohol ethoxylates.

Neutralization of sulfonic acid is similar regardless of

sulfonation process. ABS acid can be neutralized with an

aqueous solution of NaOH, KOH, NH4OH, or amines.

Sodium salts are commonly used in spray-dried powders

for household laundry detergents. Ammonium and amine

salts are commonly used in light-duty liquid (LDL)

detergents and in high foaming personal care products such

as hair shampoos and body wash. ABS acid can also be

processed to a dry powder form by in situ neutralization

with a base salt, such as sodium carbonate. The neutralized

sodium salt can be dry blended with other detergent

additives to produce a free flowing powder detergent

(Fig. 36.33).

Alkyl and Ether Sulfates. The second largest class of anionic

surfactants is sulfated alcohols and ethoxylates. Falling film

reactors are also used to sulfate these materials, however,

cooling water and sulfation temperature are adjusted to

lower values for these materials. The digestion and hydra-

tion steps are not required in sulfation and these systems are

bypassed. The acids are neutralized immediately to mini-

mize degradation and side reactions in storage. Typical SO3

sulfation reactions for alcohols and alcohol ethoxylates are

shown in Fig. 36.31.

Methyl Ester Sulfonates. MESs are an old product whose

time may be coming. MES is produced by reacting

detergent-range methyl esters with SO3 to produce a mixture

of a-sulfonated methyl ester and di-salt as shown in

Fig. 36.34. The crude product is highly colored and must

be bleached to produce acceptable products.

Alpha Olefin Sulfonates. The direct reaction of alpha-olefins

with a strong sulfonating agent yields a mixture of alkane

sulfonates, hydroxyllalkane sulfonates, and disulfonated

products. These are known commercially as AOS. AOS

manufacture is generally more complex than ABS because

Fig. 36.34 Synthesis of methyl

ester sulfonates

Fig. 36.35 Synthesis of a-olefin
sulfonates

Fig. 36.33 Sulfation of alcohols

and alcohol ethoxylates

36 Soap, Fatty Acids, and Synthetic Detergents 1461



the initial reaction product is a mixture of sultones as shown

in Fig. 36.35.

Nonionic Surfactants

Nonionic surfactants are increasingly popular active

ingredients. The majority of nonionic surfactants are ethylene

or propylene oxide derivatives of alkylphenols or fatty

alcohols, although fatty acids, fatty amines, and alkanolamides

are also used. In general, one ethylene oxide unit is required to

solubilize each methylene unit in the hydrocarbon tails. By

changing the ratio of ethylene oxide to fatty groups, the nature

of the surfactant can be modified from oil-soluble to water-

soluble products. This versatility makes applications possible

in numerous areas, such as detergents, agricultural products,

corrosion resistance, emulsion polymerization, textile

applications, and de-inking to name a few.

Fatty alcohols are one of the most useful intermediates for

the production of nonionic surfactants, some of which are

listed in Fig. 36.36. A detailed discussion on all the

Fig. 36.36 Surfactants obtained from fatty alcohols

Fig. 36.37 Fatty alcohol ethoxylation chemistry
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commercially available nonionic surfactants is beyond the

scope of this work and only the major surfactant types are

covered. A more complete discussion of different surfactant

classes and their properties is available elsewhere [42].

Ethylene and propylene oxide are highly reactive spe-

cies that will react with any molecule containing an active

hydrogen. The alkoxylation reaction is best described as a

two-step process. In the first step, the catalyst forms a

charged complex with the initiator. In practice, the reac-

tion is usually run using a base catalyst such as NaOH or

KOH to avoid creating a large amount of polyethylene

glycol (PEG) and other by-products. Alcohol

and nonylphenol ethoxylates (NPE) are two of the most

common types of nonionic surfactant. The reaction chem-

istry for the alcohol ethoxylate is shown in Fig. 36.37.

The degree of ethoxylation follows a normal Poisson

distribution.

To produce ethoxylated nonionics, the initiator and base

catalyst are charged to a pressure reactor and purged with an

inert gas to removemoisture. The reactionmixture is heated to

115–200�C and the oxide is added until the desired pressure is

reached. The reaction is highly exothermic and heat removal

rates control the rate of reaction. The reaction temperature and

pressure are controlled until the desired quantity of oxide has

been added. The batch is then cooled and the catalyst

neutralized with a Lewis acid or removed by filtration.

Ethoxylated Methyl Esters. Even though methyl esters do

not have active hydrogen, it is possible to insert EO into the

ester group using calcium- or magnesium-based catalysts.

The oligomer distribution is typically narrower than that

obtained using a conventional base catalyst. The reaction is

thought to take place by a complex series of transesteri-

fication reactions as shown in Fig. 36.38.

Alkyl Polyglycosides. A new type of nonionic surfactant has

recently been developed that is not based on ethylene oxide.

APG are prepared by reacting an excess of fatty alcohol with

dextrose using a strong acid catalyst as shown in Fig. 36.39.

The unreacted fatty alcohol is removed using a wiped film

evaporator and the crude reaction product bleached to give

light colored products. APG is readily biodegradable and

nonirritating to human skin. APG is widely used in personal

care and hard surface cleaning products but has not found

wide acceptance in laundry detergents due to its poor cost/

performance vs. other nonionics.

Amphoteric Surfactants

These surfactants contain both cationic and/or anionic groups

on the same molecule. Amphoteric surfactants are relatively

expensive due to the raw material and processing costs.

Fig. 36.38 Synthesis of methyl

ester ethoxylates

Fig. 36.39 Synthesis of alkyl

polyglycosides

Fig. 36.40 Synthesis of coco

amido propyl betaine
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Typical applications include liquid dishwashing detergents,

shampoos, body wash, and other personal care applications.

In general, amphoteric surfactants detoxify and mitigate the

irritation of anionic surfactants in the formulation. A typical

reaction scheme for coco amido propyl betaine (CAPB) is

shown in Fig. 36.40. Other examples of amphoteric surfactants

include amine oxides, amphoacetates, and amino propionates.

A detailed discussion of amphoteric surfactants and their

properties is available elsewhere [43, 44].

Cationic Surfactants

Cationic surfactants tend to be specialty items that are tailored

for diverse uses such as germicides, textile applications, cor-

rosion inhibitors, and fabric softeners. Their primary growth

has been in fabric softeners for home laundry detergents.

Because cationics are antistatic agents, they perform well in

removing static charges associated with synthetic fabrics.

Cationic surfactants have at least one hydrophobic group

attached directly to a positively charged nitrogen atom.

Cationic surfactants may be formed from nitriles, amines,

amidoamines, or quaternary nitrogen bases. Significant liter-

ature reviews cover this subject in great detail [29, 30].

Detergent Additives

In addition to surfactants, modern detergent formulations

contain many different additives to increase performance

or assist in the detergent manufacture.

Detergent Builders. Builders are typically added to a

detergent formulation to extend or improve the cleaning

performance of a formulation across a wide range of use

conditions. The combination of builders and surfactants

exhibits a synergistic effect to boost total detergency and

cleaning efficacy, as compared with an equal amount of

either compound alone. The major properties and charac-

teristics that are desirable for a compound to be considered a

detergent builder include:

1. The ability to control water hardness and other metal ions

2. A contribution to final product alkalinity

3. Buffer capacity in the desired pH range

4. Deflocculation capability

5. Compatibility with other formulation ingredients and

detergent additives

6. Consumer safety

7. Environmental acceptability

8. Processibility

9. Adequate cost/performance

In today’s detergent products, a variety of builder

materials is used singly or in combination with other

builders to contribute unique properties for final product

performance enhancement.

Phosphates. Tetrasodium pyrophosphate (Na4P2O7, TSPP)

became commercially available in the mid-1930s and soon

gained acceptance as the preferred builder for soap-

formulated products. The combination of TSPP and soda

ash was more effective than either ingredient used sepa-

rately. By the mid-1940s, sodium tripolyphosphate

(Na5P3O10, STPP) was commercially available and had

supplanted TSPP as the preferred builder because of superior

detergent processing, solubility, and hard-water sequestering

properties. Sequestration is defined as the reaction of a

cation with anion to form a soluble complex. The sequestra-

tion of Ca++ and Mg++ ions leads to softened water which

results in better surfactant solubility and improved cleaning

performance. STPP was the major builder ingredient in

heavy-duty laundry detergents until the 1970s when

phosphates were blamed for eutrophication of lakes and

streams and thus have been almost completely removed

from commercial laundry detergents. STPP is still widely

used in automatic dishwashing detergents and in I&I

cleaning applications.

Other possible builder salts include tetrapotassium pyro-

phosphate, sodium trimetaphosphate, trisodium and tripo-

tassium phosphates, and sodium acid pyrophosphates.

Significant literature reviews cover this subject in great detail

[31, 45].

Silicates. Both sodium and potassium silicate solids or

solutions have valued functionality including emulsification,

buffering, deflocculation, and antiredeposition ability.

Silicates also provide corrosion protection to metal parts in

washing machines, as well as to the surfaces of china

patterns and metal utensils in automatic dishwashers.

Silicates are manufactured in liquid, crystalline, or pow-

dered forms and with different degrees of alkalinity. The

alkalinity of the silicate provides buffering capacity in the

presence of acidic soils and enhances the sequestration abil-

ity of the builder system in the formulation. The silicate/

alkali ratios of the silicates are selected by the formulator to

meet specific product requirements. Silicate ratios of 1/1 are

commonly used in dry blending applications with silicate

ratios of 2/1 and higher commonly used in laundry and

autodish applications.

Carbonates. In most areas of the United States, phosphates

have been legislatively banned from use in home laundry

detergents. Sodium carbonate, commonly called soda ash

(Na2CO3), or a combination of soda ash and zeolite has

replaced STPP as the builder in granular laundry products.

Sodium carbonate softens water by precipitating hardness

ions as insoluble carbonate salts. It is one of the most
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economical sources of alkalinity for detergents and provides

some degree of soil dispersion and suspending action.

Sodium carbonate is commonly used in powder laundry

detergents, autodish powders, and hard surface cleaners.

Sodium Citrate. Sodium citrate (Na3C6H25O7) has builder

characteristics due to its ability to sequester hard-water ions

and deflocculate soils. Sodium citrate’s principal use is in

liquid detergents and personal care products.

Zeolites. Zeolites are an important alternative builder for

powdered laundry detergents and structured surfactant

systems. Zeolites are crystalline hydrated aluminosilicates

of Group I and Group II elements. They are a complex

mixture of sodium, potassium, calcium, and magnesium

salts, and appear in natural and synthesized forms. Zeolite

4A (Na2�Al2O3�2SiO2�4.5H2O, commonly called Zeolite A)

is the most widely used form of laundry detergents.

Zeolites are not water-soluble but they reduce calcium

water hardness by ion exchange. The calcium ion passes

through the zeolite pore openings and exchanges with the

sodium ion. Magnesium ions are not significantly removed

by zeolites because of the large atomic radium of the Mg++

ion. Zeolites are commonly used in combination with other

builders such as sodium carbonate to control magnesium and

other ions present in the wash water.

Sodium Nitrilotriacetate. One of the first compounds devel-

oped as a replacement for STPP was sodium nitrilotriacetate

(N(CH2CO ONa)3�H2O—NTA), which has excellent

sequestration and/or chelating properties. This product was

quickly accepted by the detergent industry as an alternative

builder. However, its use in detergents was suspended in the

United States in 1970, when three major detergent

manufacturers voluntarily agreed to discontinue its usage

due to preliminary data suggesting that the compound

could be teratogenic. Subsequent assessment by the EPA

indicated that the risk to persons exposed to NTA from

detergents is not significant. However, the EPA stated that

NTA should not be used in products such as shampoos,

hand-dishwashing detergents, foods, or other consumer

products designed for direct dermal or oral exposure.

Although NTA has not been used in the US household

laundry products since the voluntary ban, it has been widely

used as a detergent builder in Canada since 1970, and in the

United States in I&I cleaning products. NTA is normally

used in liquids as the primary builder or in combination with

phosphates in spray-dried detergents.

Sodium Sulfate. Although considered a weak builder by

some manufacturers, sodium sulfate (Na2SO4) contributes

little to detergent performance. It is commercially available

from natural sources and as a by-product from rayon

processing. In dry mix and agglomerated type products,

sodium sulfate is used to improve finished product flow

characteristics. In spray-dried products, sodium sulfate acts

as an inert filler and aids in density control.

Sodium Chloride. Sodium chloride (NaCl) is used by some

detergent manufacturers, its main function being as an inert

filler or diluent. In spray-drying operations, NaCl is used to

control Crutcher slurry viscosity and the density of the

spray-dried bead or granules. In liquid formulations, NaCl

is used to control product viscosity through the salt effect.

Although salt is used to some extent in autodish

formulations, it is not recommended because of potential

machine and dishware corrosion.

Antiredeposition Polymers. The surfactants employed in

synthetic detergents are effective in removing soil and stains

from the surface of the washed fabric. Under heavy soil

loading, there is a tendency for these soils to redeposit on

the fabric. Various charged polymers have been found to

prevent soil redeposition. Sodium carboxymethylcellulose

(NaCMC) is effective in reducing soil redeposition at a

formulation level of 0.1–0.5%. The sodium salt of

polyacrylic acid is also an effective antiredeposition poly-

mer. Molecular weights of 5,000 g/mole give a good combi-

nation of performance-handling characteristics. Copolymer

of styrene and maleic anhydride are also commonly used,

although the optimum molecular weight is approximately

45,000. The polyacrylates are typically used at 0.5–1% in the

formulation.

Optical Brighteners. Although the surfactant system in

formulated detergents is effective at cleaning clothes, white

fabrics tend to gray or lose their white appearance after

multiple wash cycles. Optical brighteners are added to deter-

gent formulations to visually improve the whiteness or

brightness of the fabric.

All major liquid or powdered detergent products contain

one or more fluorescent whitening agents [32]. Substantive

to most fabrics, these materials absorb ultraviolet radiation

and convert it to visible blue-white light that masks the

natural yellowing or graying of the fabric. Most brightener

systems are more effective on cotton than on synthetic

fabrics. The usage range varies from 0.05 to 0.2% in the

detergent formulation.

Hydrotropes. Hydrotropes are used primarily in liquid

detergents to increase the solubility of sparingly soluble

ingredients and improve storage stability. They are also

used occasionally as viscosity modifiers in the slurry phase

of manufacturing spray-dried detergent powders. Reduction

of the detergent slurry viscosity improves its processing

characteristics, reduces product bulk density, and insures
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crisp, free-flowing granules. The most common hydrotropes

are the ammonium, potassium, or sodium salts of toluene,

xylene, or cumene sulfonates.

Enzymes. A number of different enzymes have been devel-

oped for use in detergent systems to remove common soils

and stains. Protease enzymes are used to cleave the protein-

based soils into smaller pieces more easily removed by the

detergent system. Lipase enzymes are used to cleave lipid

bonds resulting in fatty acid and glycerol. Lipase enzymes

work better at elevated temperature and tend to become

active in the drying operation. Noticeable removal of stains

occurs after multiple wash cycles. Amylase enzymes tend to

break carbohydrate bonds in sugar-based soils. Cellulase

enzymes are designed to remove microfibulas in cotton

fabric to help retain color intensity and appearance.

Enzymes are available in liquid and powder form. Care

must be taken when handling solid enzymes that the powder

does not become airborne where it can be breathed in by

production workers. Enzymes are used in both liquid and

powder laundry detergents.

Pearlescent, Opacifying, Thickening Agents. These

compounds are used in liquid detergent systems to produce

a specific aesthetic effect. Pearlescent compounds, such as

mica or ethylene glycol distearate (EGDS), are added to give

a luxurious appearance to liquid formulations. Opacifying

agents include water-soluble salts of styrene and maleic

anhydride and are used to reduce translucence, modify the

viscosity characteristics of liquids, and provide a creamlike

texture to the product. Polymeric thickeners and clays are

used to modify the rheological properties of liquids for

various applications where cling to vertical surfaces is

beneficial.

Anticaking Agents. The use of nonphosphate builders in

laundry powders has changed the flow characteristics and

caking tendencies. Products formulated with increased

anionic surfactant levels and higher sodium carbonate con-

tent tend to exhibit compaction in storage. Anticaking agents

have been added to the formulation to reduce this tendency,

especially in warm humid climates. A wide variety of

products is available, including sodium benzoate, tricalcium

phosphate, colloidal aluminum oxide, silicon dioxide, mag-

nesium silicate, calcium stearate, and microcrystalline

cellulose.

Production of Synthetic Detergents

Modern detergent products come in a variety of different

formats including liquids, powders, tablets, sachets, and

wipes. Product format preferences change with different

regions of the globe. Liquid laundry detergents account for

70% of the market in North America whereas powders are

preferred in Europe and Japan. Tablets and sachets are a

relatively new format which is very popular in the United

Kingdom and other countries in the European Union.

Recently, wipes have become popular especially for hard-

surface cleaners. The following is a brief description of the

common manufacturing processes.

Spray Drying. A major portion of powdered laundry

detergents is spray-dried. In this process, the detergent raw

materials are mixed with water to form a thick paste or slurry,

atomized into spherical droplets, and dried to produce a free-

flowing granular product. The art of spray drying was first

patented in 1883, but was not practiced to any extent until the

1930s. With the advent of synthetic detergents in the 1940s,

spray drying became the dominant method of detergent

processing. The advantages of spray drying are numerous:

the product density can be varied from 0.20 to 0.80 g/cm3, the

detergent granule solubility is significantly improved, very

high production rates are easily achieved, and multiple

formulations can be prepared using the same equipment.

The major disadvantages of spray drying are the initial capi-

tal investment required and the energy-intensive nature of the

process. A modern spray-drying operation consists of several

unit operations: slurry preparation, atomizing, drying and

conditioning of the product, post-additions, packaging,

waste reclamation, and pollution control.

Spray-dried powders are formulated to give the best

overall cleaning performance and flow characteristics at

the lowest possible formulation costs. Typical spray-dried

detergent formulations are shown in Table 36.6. Slurry

preparation is considered to be the single most important

factor in spray drying. Control of the raw material order of

addition, slurry solids level, slurry temperature, viscosity,

Table 36.6 Spray-dried detergent formulation

Ingredients

Phosphate built

detergent wt%

Nonphosphate built

detergent wt%

Sodium

tripolyphosphate

20–35 0

Sodium carbonate 5–10 5–10

Zeolite A 0 0–20

NaLAS 0–15 0–20

Alcohol

ethoxylate

0–15 0–20

NaAES 0–5 0–5

Sodium silicate 3–6 3–6

Sodium sulfate 10–30 10–30

NaCMC 0 0.1–1

Enzymes 0.1–1 0.1–1

Optical brightener 0.1–0.3 0.1–0.3

Bleach 0–5 0–5

Water 3–8 3–8
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and aeration enable manufacturers to deliver the desired final

product characteristics. The spray tower itself is simply a

contained heat source that removes moisture at a uniform

rate dependent upon the quality and the quantity of feed to

the dryer. If feed variables are not controlled, variability in

the density and moisture levels of the powder will vary. For

example, if the slurry solids level is not constant (�2%), the

evaporative load, production rate, particle sizing, and mois-

ture levels of the spray-dried granules will vary. Compen-

sating for nonuniform feed to the spray tower is difficult

because of the interaction of control variables such as tower

temperature, pump pressure, and gas velocity. Although

some minor tower adjustments are possible, the major con-

trol for routine production is consistent and uniform prepa-

ration of the detergent slurry.

Slurries are prepared via batch, semi-continuous and con-

tinuous crutching units. Solids levels are normally kept as

high as possible (64–72%) to reduce the heat requirements

and maximize the tower throughput. After the detergent raw

materials are mixed, the slurry is charged to a homogenizer

and any large lumps or gritty particles are desized and

screened to prevent plugging of the spray nozzle. The slurry

is then charged to a booster pump, deaerated, and sent to a

high pressure pump (300–1,200 psig) for atomization.

Most detergent slurries are atomized into spherical

droplets via high pressure nozzles. The nozzles produce a

hollow conical pattern with a spray angle of 45–90�. The
slurry emerges from the nozzle as a film, which is sheared

into droplets by the centrifugal force developed by specially

grooved cores inserted into the nozzle before the discharge

point. A series of spray nozzles (2–25) is placed near the top

of the spray tower and angled so that one edge of the desired

spray pattern is vertical to the spray tower side walls. Some

spray towers use two or three rings of nozzles, depending

upon the formulation and drying capacity of the unit. Pro-

duction rates of detergent spray towers range from 5,000 to

80,000 lbs/h. In most cases, the rates are controlled by the

slurry feed facilities, solids levels, and the drying capacity.

A schematic of a typical spray drying facility is shown in

Fig. 36.41. Spray towers vary in size from approximately 10

to 35 ft in diameter and range from 40 to 200 ft in height.

The majority of detergent spray towers use countercurrent

airflow patterns although some use a concurrent in design.

In general, a countercurrent tower will produce a more high-

density particle than the concurrent type. In countercurrent

systems, the heated gas stream (250–270�C) is uniformly

dispersed into the lower section of the tower through a series

of plenum chambers or baffles equally spaced around the

unit’s periphery. The hot gases are cooled as they exhaust

the top of the tower by the drying of atomized detergent

droplets upon contact with the hot air stream. Because of the

relatively low temperature (110–140�C) at this point in the

tower, the particles do not expand to their full capacity as

water evaporates. This lower expansion rate results in a

bead with increased bulk density and thicker shell. If a

similar formulation were dried in a concurrent spray

tower, the higher temperature (250–270 �F) and increased

drying rate would increase the evaporative rate and result in

a thin-walled bead of lighter density.

In most spray towers, the air flow rate and the temperature

are adjusted at the inlet ports to maintain balanced air/tem-

perature patterns. When the atomized slurry is sprayed into

the drying chamber, the air flow pattern is disturbed and

becomes very turbulent. This effect can cause localized

temperature gradients (hot or cold spots) and affect the

particle drying characteristics. It is possible to have both

over- and under-dried particles discharged at the same time

from the tower because of poor adjustment of the air flow in

the tower. Adjustment of the airflow patterns, as well as

sending a balanced spray into the tower, can help counteract

this situation. Increased impingement of the product on the

tower walls is another negative effect of excessive turbu-

lence and of excessive spray nozzle velocity. A ring of

product may form approximately 10 to 20 ft below the

Fig. 36.41 Spray tower and slurry preparation
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spray nozzles and build in size until it cracks or scales off the

walls. Ring removal methods, such as periodic cleaning

using air or water lances, vibration, sonic shocks, or mechan-

ical cleaning rings, sometimes are used to prevent a buildup

that could result in blockage of the tower discharge.

After drying in the spray tower, the detergent granules are

conveyed to storage silos prior to packaging. In some pro-

cesses, product storage is preceded by fluid-bed conditioning.

The product for the tower is very warm (75–120�C) and

typically contains moisture levels of 1–3%. Conditioning is

employed to prevent caking or product flow problems due to

either the high temperature or excessive free moisture content.

Following conditioning, perfume and other heat-sensitive

ingredients (enzymes, surfactants, bleaches) may be added to

the product. Post-addition is accomplished by metering the

additives into the spray-dried base in a rotary drum or other

mixing device. The post-additions normally comprise 2–15%

of the total detergent formulation. An excellent review of

spray drying and key patents is available. [32, 33]

Agglomeration

Agglomeration is a technique of binding a mixture of granu-

lar and/or dry powdered raw materials into an attractive

granular form with enhanced aesthetic and flow

characteristics. The majority of granular automatic-

dishwashing compounds and some laundry powders are

manufactured using the agglomeration process. The

advantages of agglomeration are low capital costs relative

to spray towers and reduced energy consumption. Agglom-

eration also yields a higher-density product, which results in

reduced packaging costs. The major disadvantage of

agglomeration is the limited surfactant loading due to raw

Fig. 36.42 Unit operations

for batch agglomeration

Fig. 36.43 Ribbon blender
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material absorption characteristics, particularly in laundry

applications. As energy costs have assumed increasing

importance, and higher-density products have gained in

popularity, agglomerated or combinations of agglomerated

and spray-dried powders have found wider use.

The typical process steps for formulating a laundry or

autodish detergent usually are defined in the laboratory prior

to continuous plant processing; however, they generally

follow the scheme shown in Fig. 36.42. Frequently the dry

raw materials are premixed and then metered into the

agglomeration equipment. In the agglomerator, the surface

of the dry raw materials is exposed to atomized sprays of

surfactant or silicates to begin building the agglomerated

particle. Following addition of liquids to the dry raw

materials, the product has a wet or pasty texture and requires

conditioning to remove excess water prior to storage or

packaging. Conditioned agglomerates are screened to

remove oversize particles and then blended with other

additives (bleaches, enzymes, dyes, and perfumes) that

would not be stable under agglomeration conditions.

Numerous equipment types can be used for agglomera-

tion, including horizontal ribbon and vertical mixers, rotary

drums, zig-zag mixers, and pan agglomerators. Horizontal

ribbon mixers as shown in Fig. 36.43 are used primarily for

dry mix formulating, where only limited agglomeration

occurs. They comprise a U-shaped trough and a ribbon or

paddle-type agitator. Liquids are sprayed onto the surface of

the dry material and slowly dispersed into the mix. Mixer

operations can be either batch or continuous.

Vertical mixers have become more commonly used due

to low space requirements and high efficiency of operations.

The vertical mixer shown in Fig. 36.44 utilizes high speed

agitation to intimately mix and uniformly blend liquids and

dry raw materials prior to discharge. The contact time is

reduced to less than 5 s. The rotary drum units generally

contain baffles that roll or lift the product for uniform dis-

persion or liquid feeds. Pan and zig-zag agglomerators gen-

erally are used for limited, specialty product manufacture.

The vertical and the rotary drum agglomeration equip-

ment find most widespread use in the detergent industry

because of improved agglomeration, increased liquid feed

dispersion levels, and optimized product uniformity. In

addition to agglomeration of detergent and autodish

detergents, these units can be used for hydration of STPP,

dry neutralization of sulfonic acids, post-addition of raw

materials and fines to spray-dried products and particle

encapsulation. An excellent review of detergent agglomer-

ation is available [46, 47].

Liquid Detergent Processing

Liquid heavy-duty products account for approximately 60%

of the 2001 US laundry detergent market [48]. The growth of

heavy-duty liquids began in 1974, as the result of the phos-

phate ban in home laundry. Unbuilt liquids based on non-

ionic and anionic/nonionic surfactant combinations

gradually increased in volume for various reasons including

convenience, solubility, and improved performance vs. non-

phosphate containing powdered detergents. In the mid-

1980s the introduction of higher-performance liquids

accelerated growth in this segment, with the market share

essentially doubling from 1984 to 1990 [49].

Liquid products are approximately 50–60% water, with

the remainder being a combination of surfactants, builders,

foam regulators, enzymes and enzyme stabilizers,

hydrotropes, antiredeposition polymers, optical brighteners,

corrosion inhibitors, dye, and perfume. Two-in-one

formulations also contain antistatic and fabric softening

ingredients. Liquid systems require careful selection and

blending of raw materials to achieve a stable product. Spe-

cial attention is necessary for the following items.

• Viscosity. The product must be pourable and must retain

the same viscosity characteristics from batch to batch.

This variable can be controlled by proper solvent or

hydrotrope selection.

• Clear-cloud point. The composition should have suffi-

cient solubility to prevent hazing or separation of the

product when subjected to storage in cool temperatures.

Fig. 36.44 Shugi Flex-o-Matic agglomerator
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• Freeze–thaw stability. The formulation must be

compounded to prevent phase separation or solidification

at freezing temperatures.

Most LDL detergents are formulated using a combination

of LAS and AES with various amphoteric foam stabilizers

(CAPB, amine oxides, etc.). Heavy-duty liquid detergents

often use a combination of actives such as LAS, AES, AE,

and AOS. The manufacture of liquid products requires rela-

tively basic equipment for mixing the various ingredients.

The raw materials are added batchwise to a large mixing

vessel or proportionated to in-line mixers before being fed to

the filling lines. In 1986, liquid autodish detergents were

introduced. These products were based on thixotropic slur-

ries of STPP and soda ash. The rheology helped to solve

issues with product dispensing rate and product physical

stability. The slurries were generally viscous enough to

prevent premature dispensing into the dishwasher prior to

the wash cycle. The thixotropic nature of the product was

achieved using natural clays of high molecular weight

polymers. High-shear mixing equipment such as

homogenizers is used to manufacture these products in

batch or continuous stirred tank systems.

Detergent Trends

In the United States, liquid detergent sales continue to grow

at the expense of powders. The trend is largely due to

convenience as cost per load for liquids is significantly

higher than for powders. In the United States, liquid products

are clear and isotropic with vibrant colors. In Europe, liquid

products have a lower market share and are typically based

on structured surfactant systems with suspended STPP and/

or zeolites. These systems tend to be opaque products and it

remains to be seen if the US market will accept these

products. The performance of liquid laundry detergent per-

formance has been increased through the use of multiple

enzyme and ancillary ingredients.

Recently, unit dose laundry tablets and liquid sachets

have been introduced in the United States, which take cus-

tomer convenience to the next step. Presently, the market

share for these products is small and it also remains to be

seen how these products will fare in the US market.

The machines used to wash clothes are also changing.

The DOE has mandated energy efficiency standards on new

washing machines. In order to meet these efficiency

standards, most manufacturers are offering horizontal-axis

washing machines similar to those that have been available

in Europe for many years. The H-axis machines use less

water and energy than conventional top-loader machines;

however, they are currently more expensive than

conventional washing machines. The new machines gener-

ate more mechanical actions, which in turn generates more

foam. Detergent manufacturers now must formulate lower

foam detergents for use in these machines.

The environmental movement, which began in Europe, is

nowbeginning to appear in theUnitedStates. Theuse ofNPE in

household products is declining. To a large extent, NPEs have

been replaced with alcohol ethoxylates. The use of environ-

mentally acceptable surfactants continues to grow. Surfactants

based on natural, regrowable raw materials are commercially

available. APG based on sugar and fatty alcohol, MESs, and

MEEs are examples of naturally derived surfactants. This trend

can be expected to continue into the next decade.
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Chemical Explosives 37
Don H. Cranney and Walter B. Sudweeks

Introduction

The average citizen in today’s world gives little thought to

the important role that commercial explosives play in their

lives and how their use is linked to our standard of living and

our way of life. Explosives provide the energy required to

give us access to the vast resources of the earth for the

advancement of civilization. In 2010, the Mineral Informa-

tion Institute estimated that the average baby born in Amer-

ica will need the following quantities of minerals, metals,

and fuels in their lifetime: copper—932 lb; salt—31,779 lb;

clays—12,121 lb; zinc—544 lb; stone, sand, and gravel—

1,100,000 lb; petroleum—72,499 gal; lead—777 lb; other

minerals and metals—43,822 lb: natural gas—5.93 million

ft3; cement—41,181 lb; iron ore—14,530 lb; bauxite (alumi-

num)—4,040 lb; coal—542,968 lb; phosphate rock—

15,152 lb; and gold—1.383 troy oz [1]. Availability of all

of these materials, which total 2.9 million lb/individual,

depends on the use of explosives.

Without explosives, the steel industry and our entire trans-

portation system would not be possible. The generation of

electricity has been largely dependent on coal, and coal

mining today is still the largest consumer of industrial

explosives. Rock quarrying for road building and cement

production, excavations for skyscrapers, tunnels, roads,

pipelines, and utilities are direct beneficiaries of the labor-

saving use of explosives. Exploration for oil and gas involves

the use of explosives in seismic studies to map underground

strata to find structures that may have these resources present.

Our food supply depends on the use of phosphate based

fertilizers. Significantly, the industrialization cycle being

experienced in several areas of the world, such as in China

and other parts of Southeast Asia, is greatly ramping up the

use of explosives worldwide to supply the needed materials

for the massive building and infrastructure improvements.

Commercial Explosives Market

The use of commercial explosives in the United States over

the last 10 years shows some cyclical behavior that basically

follows the economic cycles. This is illustrated in Fig. 37.1,

which indicates explosives usage by year as reported by the

U.S. Geological Survey (USGS) [2] from 2000 to 2009. The

data compiled in this figure show fairly level explosives

sales for the years 2000 through 2004, hovering around 2.5

million metric tons/year. The years 2005 through 2008 show

a distinct step up to volumes over three million metric tons

consistent with the world wide commodities boom period

and the booming U.S. economy during that period. This was

followed by a sharp drop to below 2.5 million tons as the

world wide recession of 2008/2009 sharply dropped

explosives demand. Figure 37.1 also separates the volumes

by industry use. The open-pit coal mining industry continues

to be the largest user, as it has been for many years.

Table 37.1 shows the commercial explosive usage by the

ten leading states for 2008 and 2009 [3]. These ten states

represent 75% of the total explosive use in the U.S. In the

year 2009 (the latest statics available at the time of this

update), the four states consuming the most explosives

(in decreasing order) were: Wyoming, West Virginia,

Kentucky, and Indiana; all coal mining states. These states

alone accounted for over 50% of the total U.S. market. The

coal market continues a shift from the eastern states to the

western states with lower BTU, but more importantly, lower

sulfur coal. This trend is congruent with the shift to large

open-pit mining operations, both in the west and in other

regions, in order to increase production and competitiveness.

The dramatic effect of the economic downturn was indicated
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by the drop of Nevada from the 6th position in the leading

explosives consumers in 2008 to the 20th position in 2009

(not shown in Table 37.1). This was due to the slump in gold

mining, which at the time of this update is recovering

strongly. Other metal and commodity mines are also in a

positive upswing, while construction and quarry (aggregate)

operations remain in a slump.

Chemistry of Combustion and Explosion

For a simple understanding of explosives, it is helpful to

compare an explosive reaction with the more familiar com-

bustion or burning reaction. Three components are needed to

have a common fire: fuel, oxygen from the air, and a source of
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Fig. 37.1 Total sales of U.S. Industrial Explosives from 2000 to 2009. Relative volumes within major market segments indicated (Compiled from

United States Geological Survey [2])

Table 37.1 Industrial explosives and blasting agents sold for consumption in the United States, by state and classa

Top ten consuming states only, in descending order (2009 compared to 2008) (Metric tons)

State

2008 2009

Fixed high explosives Blasting agents

and oxidizers Total

Fixed high explosives Blasting agents

and oxidizers TotalPermissibles Other Permissibles Other

Wyoming – 517 675,000 377,000 29 240 377,000 378,000

West Virginia 290 1,240 423,000 348,000 154 758 348,000 349,000

Kentucky 308 2,010 386,000 292,000 206 1,330 292,000 293,000

Indiana – 975 187,000 189,000 70 980 189,000 190,000

Virginia 348 945 166,000 114,000 299 1,560 114,000 116,000

Alabama 25 301 87,300 95,900 14 257 95,900 96,200

Pennsylvania 64 1,290 102,000 90,400 36 1,390 90,400 91,800

Utah 19 321 94,800 64,100 43 219 64,100 64,400

Texas (3) 1,470 118,000 62,700 18 699 62,700 63,500

Montana – 1,880 73,500 55,200 – 2,010 55,200 57,200

Total 1,053 10,950 2,312,600 1,688,300 869 9,444 1,688,300 1,699,100

Total, all states 1,200 35,800 3,380,000 2,240,000 1,610 23,700 2,240,000 2,270,000

Source: Apodaca [3]
Data Source: Institute of Makers of Explosives
aData are rounded to no more than three significant digits
(3)Less than 1/2 unit
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ignition. The process of combustion is basically an oxidation–-

reduction (redox) reaction between the fuel and oxygen. Once

initiated, this reaction can become self-sustaining, producing

large volumes of gases and heat. The heat given off further

expands the gases and provides the stimulus for the reaction to

continue by heating and igniting surrounding fuels.

The basic burning reaction is a relatively slow, diffusion-

controlled process that occurs within the flames or near the

surface of glowing embers. The size of the fire depends upon

how much fuel is involved and on the rate of the combustion

reaction. The rate of the combustion reaction depends on how

finely divided the fuel is and how rapidly the oxygen reaches

the flame, that is, the intimacy of contact between the fuel and

the oxygen in the air. Burning rate is greatly increased when

convection of the air, natural (wind) or man-made (fanning

the flame), joins diffusion in supplying oxygen to the flame.

Another result of an intimate mixture of the fuel and air is

the completeness or efficiency of the reaction. In a complete

combustion all the fuel elements are oxidized to their highest

oxidation state. Thus, burning of wood, being mainly

cellulose and gasoline being generally a hydrocarbon

(e.g., octane), produces primarily carbon dioxide and water

vapor upon complete combustion. Once initiated, these

burning reactions give off heat energy, which sustains the

reactions. Heat is released because the oxidized products of

the reaction are in a lower energy state (more stable) than the

reactants. The maximum potential energy release can

be calculated from the respective heats of formation of the

products and reactants. Actual heats of combustion can

be measured experimentally by causing the reaction to

occur in a bomb calorimeter. The calculated energy values

for the above reactions are 3,857 cal/g for cellulose and

10,704 cal/g for octane.

In the case of an inefficient burn, some less stable or

higher-energy products are formed so that the resultant

heat energy given off is lower than that for complete com-

bustion. In the above examples, inefficient combustion could

result from lack of accessible oxygen, producing carbon

monoxide or even carbon particles instead of carbon diox-

ide. A smoky flame is evidence of unburned carbon particles

and results from inefficient combustion where fuel particles

are so large or so dense that oxygen cannot diffuse to the

burning surface fast enough. If this inefficiency is great

enough, insufficient heat is given off to keep the reaction

going, and the fire will die out.

All chemical explosive reactions involve similar redox

reactions; so the above principles of combustion can help

illustrate, in a very basic way, the chemistry involved in

explosions. As in a fire, three components (fuel, oxidizer,

ignition source) are needed for an explosion. Figure 37.2

shows an explosion triangle, which is similar to a fire trian-

gle. In general, the products of an explosion are gases and

heat, although some solid oxidation products may be

produced, depending upon the chemical explosive composi-

tion. As in normal combustion, the gases produced usually

include carbon dioxide and water vapor plus other gases

such as nitrogen, again depending upon the composition of

the chemical explosive.

It should be noted that an explosion differs from ordinary

combustion in two very significant ways. First, oxygen from

the air is not a major reactant in the redox reactions of most

explosives. The source of oxygen (or other reducible spe-

cies) needed for reaction with the fuel—the oxidizer—may

be part of the same molecule as the fuel or a separate

intermixed material. Thus, an explosive may be thought of

as merely an intimate mixture of oxidizer and fuel. This high

degree of intimacy contributes to the second significant

difference between an explosion and normal combustion—

the speed with which the reaction occurs.

Explosives in which the oxidizer and fuel portions are

part of the same molecule are called molecular explosives.

Classical examples of molecular explosives are

2,4,6-trinitrotoluene (TNT), pentaerythritol tetranitrate

(PETN), and nitroglycerin (NG) or, more precisely, glycerol

trinitrate. The chemical structures of these explosives are

shown in Fig. 37.3.

As can be seen in the structures, the oxidizer portions of

the explosives are the nitro (–NO2) groups in TNT and the

nitrate (–ONO2) groups in PETN and NG. The fuel portions

of all three explosives are the carbon and hydrogen

(C and H) atoms. Comparison of the ratios of carbon to

oxygen in these explosives (i.e., approximately 1:1 for

Fig. 37.2 An explosion triangle

Fig. 37.3 Chemical structure of three molecular explosives
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TNT, approximately 1:2 for PETN, and 1:3 for NG) shows

that TNT and PETN are deficient in oxygen; that is, there is

insufficient oxygen present in the molecule to fully oxidize

the carbon and hydrogen. Consequently, products such as

carbon monoxide, solid carbon (soot), and hydrogen are

produced, as well as carbon dioxide and water vapor. Pre-

diction of the exact products of explosion is complex, espe-

cially for the oxygen-deficient explosives, because the

amounts of CO2, CO, H2O, and H2 will vary as will a host

of trace products such as residual hydrocarbons, depending

upon reaction conditions (explosive density, degree of con-

finement of the explosive, etc.) [4, 5]. The following

equations show typical ideal reaction products along with

calculated heats of reaction for these molecular explosives:

TNT: C7H5 N3O6 ! 1:5CO2

þ 0:5COþ 2:5H2Oþ 1:5N2 þ 5Cþ 1; 290 cal=g

PETN: C5H8N4O12 ! 4CO2

þ 4H2Oþ 2N2 þ Cþ 1; 510 cal=g

NG: C3H5N3O9 ! 3CO2

þ 2:5H2Oþ 1:5N2 þ 0:25O2 þ 1; 480 cal=g

Explosives in which the oxidizer and fuel portions come

from different molecules are called composite explosives

because they are a mixture of two or more chemicals.

A classic industrial example is a mixture of solid ammonium

nitrate (AN) and liquid fuel oil (FO). The common designa-

tion for this explosive is the acronym, ANFO. The oil used

(typically #2 diesel fuel) is added in sufficient quantity to

react with the available oxygen from the nitrate portion of

AN. The redox reaction of ANFO is as follows:

3NH4NO3
AN

þ�CH2�
FO

! CO2 þ 7H2Oþ 3N2 þ 880 cal=g

“Oxygen balance” (O.B.) is the term applied to quantify

either the excess oxygen in an explosive compound or mix-

ture (beyond what is needed for complete combustion of the

fuel elements) or oxygen deficiency (compared to the

amount required for complete combustion). It is expressed

as either a percentage or a decimal fraction of the molecular

weight of the oxygen in excess (+) or deficiency (�) divided
by the molecular weight of the explosive or the ingredient

being considered. Individual components of an explosive

mixture have O.B. values that may be summed for the

mixture. Shown below are the O.B. calculations for AN

and FO:

NH4NO3

AN
Mol: wt:¼80

! 2H2Oþ N2 þ 1
2
O2

O2
Mol: wt:¼32

O.B: ¼ ð1=2Þð32Þ
80

¼ 0:20

�ðCH2Þn�
FO

Mol: wt:¼�14n

þ3n
2
O! nCO2 þ nH2O

O.B: ¼ �ð3n=2Þð32Þ
14n

¼ 3:43

From the O.B. values, one can readily determine the ratio

of ingredients to give a zero O.B. mixture for optimum effi-

ciency and energy. Thus, the weight ratio for ANFO is 94.5

parts of AN and 5.5 parts of FO (94.5 � 0.20 ¼ 5.5� 3.43).

For the molecular explosives shown previously, the respec-

tive oxygen balances are: TNT, �0.74; PETN, �0.10; and
NG, �0.04. Thus, NG is nearly perfectly oxygen-balanced;

PETN is only slightly negative; but TNT is very negative,

meaning significantly deficient in oxygen. Therefore, combi-

nations of TNT and AN have been employed to provide

additional oxygen for the excess fuel, as, for example, in the

Amatols developed by the British in World War I [6].

Modern commercial explosives react in a very rapid and

characteristic manner referred to as a detonation. Detonation

has been defined as a process in which a combustion-induced,

supersonic shockwave propagates through a reactivemixture

or compound. This high pressure shock wave compresses and

interacts with the reactive material it contacts, resulting in

very rapid heating of the material, initiation of chemical

reaction, and liberation of energy. This energy, in turn,

continues to drive the shock wave, thereby sustaining the

detonation. Pressure in a detonation shock wave may reach

millions of pounds per square inch. Once initiated, molecular

explosives tend to reach a steady-state reaction with a char-

acteristic detonation velocity. Composite or mixture

explosives also have steady-state detonation velocities, but

these velocities are more variable than those of molecular

explosives and are influenced by such factors as diameter of

the charge, temperature, density, and confinement.

Historical Development

The first known explosive material was black powder, a mix-

ture of potassium nitrate (saltpeter), charcoal, and sulfur. As

such it is a composite explosive whose properties are depen-

dent upon how finely divided each of the ingredients is, and

how intimately they are mixed. The exact origins of black

powder are lost in antiquity. Publications referring to it seem

about equally divided between those that attribute its origin to

third- or fourth-century China [7, 8] and those that place it
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closer to the thirteenth century, at about the time of Roger

Bacon’s written description in 1242 [9–13]. Nevertheless, its

use did not become very popular until the invention of the gun

by Berthol Schwartz in the early 1300s; and its first recorded

use in mining did not occur for over 300 years after that. First

used for blasting in 1627, the production and application of

black powder played a critical role in the rapid expansion of

the United States in the early nineteenth century as canals were

dug and railroads built to span the continent.

For over 200 years black powder was the only blasting

agent known, but the 1800s brought a number of rapid

developments that led to its demise, replacing it with safer

and more powerful explosives. Table 37.2 presents a chro-

nological summary of some of the significant discoveries of

the 1800s. Credit for the first preparation of NG is generally

ascribed to Ascanio Sobrero in Italy in 1846.

Swedish inventors Emmanuel Nobel and his son Alfred

took an interest in this powerful liquid explosive and pro-

duced it commercially in 1862. However, its transportation

and its handling were very hazardous, and eventually Alfred

Nobel discovered that NG absorbed into a granular type of

material (kieselguhr) was still explosive, but was much safer

to handle and use than the straight liquid. This new inven-

tion, called “dynamite,” was difficult to ignite by the usual

methods used for pure NG. Therefore, also in 1867, Alfred

Nobel devised the fuse initiated blasting cap using mercury

fulminate. With this development dynamite became the

foundation of the commercial explosives industry.

For military and gun applications, black powder

continued to be the only explosive of choice as a propellant

or bursting charge until the inventions of the late 1800s, when

smokeless powder, based on nitrocellulose, proved to be a

cleaner, safer, and more effective propellant than black pow-

der. The synthesis of picric acid (2,4,6-trinitrophenol)

followed by TNT and PETN gave solid, powerful, molecular

explosives of more uniform performance for use in bombs

and artillery shells. The main explosives used inWorldWar I

were TNT, Tetryl (2,4,6-trinitrophenylmethylnitramine),

and Hexyl (hexanitrodiphenylamine), and in World War II

they were TNT, PETN, and RDX (1,3,5-trinitro-1,3,5-

triazacyclohexane) [14].

In the industrial arena the production of black powder in

the United States dropped precipitously after reaching a peak

of 277 million lb in 1917 [15]. By the mid-1960s, it had

ceased to be of commercial significance in the explosives

industry, but during the same time period dynamite produc-

tion rose from 300 to 600 million lb.

In 1947, a spectacular accident of catastrophic

proportions ushered in the next revolution in explosives.

Fertilizer-grade AN, in the form of prills (small spherical

particles coated with paraffin to prevent caking), was being

loaded into ships in Galveston Bay, TX. Along with other

cargo, one of these ships, the partially loaded SS

Grandcamp, contained 2,300 tons of this material. On the

morning of April 16, soon after loading was resumed aboard

the Grandcamp, a fire was discovered in one of the holds

containing AN. Efforts to extinguish the fire were unsuc-

cessful, and an hour later the bulk of the coated fertilizer

detonated, killing 600 people and injuring 3,000 [16].

This tragedy, along with several other large-scale

accidents involving AN explosions, finally led researchers

to the conclusion that inexpensive, readily available,

fertilizer-grade AN could be used as the basis for modern

industrial explosives.

Soon after the advent of porousAN prills, introduced in the

early 1950s, investigators realized that these prills could

readily absorb just the right amount of FO to produce an

oxygen-balanced mixture that was both an inexpensive and

effective blasting agent, in addition to being safe and simple

to manufacture. This technology was widely adopted and

soon constituted 85% of the industrial explosives produced

in the United States [17]. With ANFO’s cost and safety

characteristics, it became practical for surface miners to drill

larger boreholes and to utilize bulk ANFO delivery systems.

Nevertheless, ANFO had two significant limitations: AN is

very water soluble, so wet boreholes readily deactivated the

explosive; and ANFO’s low density of 0.85 g/cc limited its

bulk explosive strength. Cook [18] hit upon the idea of

dissolving the AN in a small amount of hot water, mixing in

fuels such as aluminum powder, sulfur, or charcoal, and

adding a thickening agent to gel the mixture and hold the

slurried ingredients in place. As this mixture cooled down,

the AN salt crystals would precipitate, but the gel would

preserve the close contact between the oxidizer and the

fuels, resulting in a detonable explosive. Other oxidizers

also could be added, and the density could be adjusted with

chemical foaming agents to vary the bulk explosive strength

of the product. With the addition of a cross-linking agent, the

slurry could be converted to a semisolid material, generally

called a water gel, having some water resistance. The latest

significant development in industrial explosives actually was

invented only a few years after slurries [19, 20]. Water-in-oil

Table 37.2 Nineteenth century explosive discoveries

1800 Mercury fulminate

1831 Safety Fuse

1846 Nitrocellulose

1846 Nitroglycerin

1847 Hexanitromannite

1862 Commercial production of nitroglycerin

1866 Dynamite

1867 Blasting cap, fuse initiated

1867 Ammonium nitrate explosive patented

1875 Blasting gelatin and gelatin dynamite

1884 Smokeless powder

1886 Picric acid

1891 2,4,6-Trinitrotoluene (TNT)

1894 Pentaerythritol tetranitrate (PETN)
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emulsion explosives involve essentially the same ingredients

that slurry composite explosives do, but in a different physical

form. Emulsion explosives are discussed fully under the sec-

tion titled “Explosives Manufacturing and Use.”

The main developments in military types of explosives

since World War II have been trends toward the use of

plastic bonded explosives (PBXs) and the development

of insensitive high explosives. Driving these trends are

desires for increased safety and improved economics in

the process of replacing aging TNT-based munitions and

bomb fills. PBXs involve the coating of fine particles of

molecular explosives such as RDX and HMX (1,3,5,7-

tetranitro-1,3,5,7-tetrazacyclooctane) with polymeric

binders and then pressing the resultant powder under vac-

uum to give a solid mass with the desired density. The final

form or shape usually is obtained by machining. Explosives

such as triaminotrinitrobenzene (TATB), nitroguanidine

[21], and hexanitrostilbene (HNS) [22] are of interest

because of their high levels of shock insensitivity and

thermal stability. The development of new, explosive

compounds and compositions is an ongoing area of

research [23, 24], including interest in composite

explosives similar to those used by industry. Examples

are EAK, a eutectic mixture of ethylenediamine dinitrate,

AN, and potassium nitrate [25], and nonaqueous hardened

or cast emulsion-based mixtures [26].

Classification of Explosives

The original classification of explosives separated them into

two very general types: low and high, referring to the rela-

tive speeds of their chemical reactions and the relative

pressures produced by these reactions. This classification

still is used, but is of limited utility because the only low

explosives of any significance are black powder and smoke-

less powder. All other commercial and military explosives

are high explosives.

High explosives are classified further according to their

sensitivity level or ease of initiation. Actually sensitivity is

more of a continuum than a series of discrete levels, but it is

convenient to speak of primary, secondary, and tertiary high

explosives. Primary explosives are the most sensitive, being

readily initiated by heat, friction, impact, or spark. They are

used only in very small quantities and usually in an initiator

as part of an explosive train involving less sensitive

materials, such as in a blasting cap. They are very dangerous

materials to handle and must be manufactured with the

utmost care, generally involving only remotely controlled

operations. Mercury fulminate, used in Nobel’s first blasting

cap, is in this category, as is the more commonly used lead

azide. On the other end of the spectrum are the tertiary

explosives that are so insensitive that they generally are

not considered explosive.

By far the largest grouping is secondary explosives,

which includes all of the major military and industrial

explosives. They are much less easily brought to detonation

than primary explosives and are less hazardous to manufac-

ture. Beyond that, however, generalizations are difficult

because their sensitivity to initiation covers a very wide

range. Generally, the military products tend to be more

sensitive and the industrial products less sensitive, but all

are potentially hazardous and should be handled and stored

as prescribed by law. Table 37.3 lists some of the more

prominent explosives of each type, along with a few of

their properties.

For industrial applications, secondary explosives are

subdivided according to their initiation sensitivity into two

classes: Class 1.1 and Class 1.5. Class 1.1 explosives are

sensitive to initiation by a blasting cap and usually are used

in relatively small-diameter applications of 1–3-in.

boreholes. Class 1.5 (historically known as blasting agents)

are high explosives that are not initiated by a Standard #8

electric blasting cap under test conditions defined by the U.S.

Department of Transportation (DOT) and that pass other

defined tests designed to show that the explosive is “so

insensitive that there is very little probability of accidental

initiation to explosion or of the transition from deflagration to

detonation” [27]. Being less sensitive, blasting agents are

generally used in medium- and large-diameter boreholes

and in bulk applications. Dynamites are always Class 1.1,

but other composite explosives made from mixtures of

oxidizers and fuels can be made either Class 1.1 or 1.5,

depending upon the formulation and the density. Density

plays a significant role in the performance of most

explosives, and this is especially true for commercial, com-

posite explosives such as slurries and emulsions where the

density may be adjusted by air incorporation, foaming agents

or physical bulking agents, irrespective of the formulation.

The Class 1.5 explosives (blasting agents) are of interest

because regulations governing transportation, use, and stor-

age are less stringent than for Class 1.1 explosives.

(Propellants and fireworks are classified by the DOT as

Class 1.2 or 1.3 explosives, and blasting caps and detonating

cord as Class 1.4.)

Structural Characteristics of Explosives

The number of potentially explosive compounds is virtually

unlimited. A listing by the U.S. Bureau of Alcohol, Tobacco

and Firearms of explosive materials under federal regulation

[28] numbered 225, and many of the items listed were broad,

general categories. The ten-volume Encyclopedia of

Explosives and Related Items compiled by the U.S. Army
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Table 37.3 Some properties of common explosives

Common name Symbol Composition

Molecular

weight

Density

(g/cc)

Detonation

velocity (km/s)

Detonation

pressure

(kbar)

Explosive

energy

(cal/g)

Primary explosives
Mercury fulminate Hg(CNO)2 284.7 3.6 4.7 220 428

Lead azide Pb(N3)2 291.3 4.0 5.1 250 366

Silver azide AgN3 149.9 5.1 6.8 – 452

Lead styphnate C6H(NO2)3O2Pb 468.3 2.5 4.8 150 368

Mannitol hexanitrate

(nitromannite)

MHN C6H8(ONO2)6 452.2 1.7 8.3 300 1,420

Diazodinitrophenol DDNP C6H2N4O5 210.1 1.5 6.6 160 820

Tetrazene C2H8N10O 188.2 1.5 – – 658

Secondary explosives

Nitroglycerin NG C3H5(ONO2)3 227.1 1.6 7.6 253 1,480

Pentaerythritol tetranitrate PETN C(CH2ONO2)4 316.2 1.6 7.9 300 1,510

Trinitrotoluene TNT CH3C6H2(NO2)3 227.0 1.6 6.9 190 900

Ethyleneglycol dinitrate EGDN C2H4(ONO2)2 152.1 1.5 7.4 1,430

Cyclotrimethylenetrinitramine

(hexogen or cyclonite)

RDX C3H6N3(NO2)3 222.1 1.6 8.0 347 1,320

Cyclotetramethylenetetranitramine

(octogen)

HMX C4H8N4(NO2)4 296.2 1.9 9.1 393 1,350

Trinitrophenylmethylnitraminc

(tetryl)

(NO2)3C6H2N(CH3)NO2 287.2 1.4 7.6 251 950

Nitroguanidine NQ CH4N3NO2 104.1 1.6 7.6 256 721

Nitromethane NM CH3NO2 61.0 1.1 6.2 125 1,188

Nitrocellulose NC Variable – 1.4 6.4 210 950

Triaminotrinitrobenzene TATB C6H6N3(NO2)3 258.2 1.8 7.9 315 829

Diaminotrinitrobenzene DATB C6H5N2(NO2)3 243.2 1.6 7.5 259 993

Ethylenediamine dinitratc EDDN C2H10N4O6 186.1 1.5 6.8 – 948

Ethylenedinitramine (haleite) EDNA C2H6N2(NO2)2 150.1 1.5 7.6 266 1,080

Picric acid C6H3O(NO2)3 229.1 1.7 7.4 265 1,000

Ammonium picrate (explosive D) C6H6NO(NO2)3 246.1 1.6 6.9 – 800

Picramide C6H6N(NO2)3 228.1 1.7 7.3 – 1,070

Hexanitrostilbene HNS [C6H3C(NO2)3]2 450.2 1.7 7.1 200 1,005

TACOT-Z C12H4N8O8 388.2 1.6 7.2 181 980

Azobishexanitrobiphenyl ABH C24H6N14O24 874.4 1.8 7.6 –
Dinitrotoluene DNT CH3C6H3(NO2)2 182.1 1.5 5.0 – 700

Composition B 49/50/1 TNT/PDX/wax – 1.7 8.0 294 1,100

Pentolite 50/50 TNT/PETN – 1.6 7.7 245 1,100

Amatol 50/50 TNT/AN – 1.6 6.5 – 950

Dynamite Variable NG and various

oxidizers and fuels

– 0.8–1.6 1.8–7.6 30–160 675–1,090

Prilled AN-fuel oil ANFO 94/6 AN/FO – 0.8–0.9 1.5–4.0

(depends on

diameter)

– 880

Slurries or water gels Variable mixtures of

oxidizers, fuels, and

water

– 0.9–1.4 3.5–5.0 – 600–1,200

Emulsions Variable solutions of

oxidizers in water and

fuels

– 0.9–1.4 4.5–6.0 – 700–1,100

Heavy ANFO 50–75 % AN with

50–25 % emulsion

– 1.1–1.3 4.0–4.5 4.0–4.5 755–815

Tertiary explosives

Mononitrotoluene MNT CH3C6H4NO2 137.1 1.2
Ammonium perchlorate AP NH4ClO4 117.5 1.9 3.4 187 488

Ammonium nitrate AN NH4NO3 80.1 1.4 3.2 – 346
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Picatinny Arsenal over a 25-year period contains several

thousand entries. New organic molecular explosives are

still being synthesized; composite explosives, such as cur-

rent commercial products that are mixtures of oxidizers and

fuels, present an infinite number of possible combinations.

The complexity of trying to comprehensively list the chemi-

cal structures of explosives is shown by a 1977 reference that

listed 13 separate categories just for primary explosives [29].

However; the majority of the most important explosives can

be grouped into a few classes sharing common structural

features that are of value to researchers in understanding and

predicting explosive properties.

The following seven categories [30, 31], updated to

include the relatively recent fluoroderivatives [23], appear

to be the most encompassing. Many explosives may contain

more than one category, but not every compound that

contains one of these chemical groups is necessarily an

explosive.

–NO

–N–N–, –NN–, and –N�N
–C�N– and –C�N
–C�C–
–ClO

–N–X, where X ¼ Cl, F, I

–O–O–

Category 1 is by far the largest. It includes nitro groups,

both aliphatic and aromatic; nitrate esters; nitrate salts;

nitramines; and nitrosamines. Nearly all of the explosives

listed in Table 37.3 fall into this category. Prominent

examples are: nitromethane, an aliphatic nitro compound;

TNT, an aromatic nitro compound; NG and PETN, nitrate

esters; EDDN and ammonium nitrate, nitrate salts; and RDX

and HMX, nitramines. Category 2 represents the hydrazine,

azo, diazo, and azide compounds, both organic and inor-

ganic. Hydrazine, tetrazene, and lead azide are examples of

this group. Category 3 is represented by the explosives

mercury fulminate and cyanogen, respectively. Acetylene

and metallic acetylide salts constitute category 4. Category

5 consists mainly of inorganic and organic ammonium salts

of chloric and perchloric acid, but would also include vari-

ous chlorine oxides. Category 6 is generalized to include

most of the amine halogens, nitrogen triiodide being a clas-

sic example. Also, considerable synthetic work has focused

on inserting the energetic difluoroamine groups into various

organic molecules to form explosives that fall into this

category. Category 7 includes organic peroxides and

ozonides as well as hydrogen peroxide itself.

Commercial industrial explosives such as dynamites,

slurries, and emulsions are included in these categories

because their major components, nitrate esters and nitrate

and perchlorate salts, are listed. However, mixtures of fuels

and oxygen or other gases that may be explosive at certain

ratios are not covered, including the liquid oxygen

explosives that saw limited application earlier in the twenti-

eth century.

Explosives Manufacturing and Use

Details of the synthesis and larger-scale production of a

number of molecular explosives including dynamites are

given in the four-volume series by Urbanski (Chemistry

and Technology of Explosives, Pergamon Press,

1964–1984) and in various military books such as Engineer-

ing Design Handbook: Explosive Series. Formulations of

commercial slurries and emulsions generally are considered

proprietary and are described mainly in the patent literature.

Some specific examples of prominent explosives with gen-

eral preparation methods are given below.

TNT

TNT is no longer manufactured in the United States for

either commercial or military use. It is produced commer-

cially in other countries and is imported into the United

States for use in cast boosters to initiate industrial blasting

agents. TNT use in military applications is still significant,

but starting to decline as other higher technology munition

and bomb fills come into use. Current TNT military needs

are supplied from off-shore sources as well as through

recycling from demilitarized weapons. A lot of the

demilitarized TNT is also used commercially in the U.S. in

cast boosters. In a relatively straightforward process, TNT is

made by the direct tri-nitration of toluene with nitric acid.

Most modern processes are set up for continuous production

in a series of nitrators and separators with the nitrating acid

flowing counter-currently. This procedure avoids having to

isolate the intermediate mono- and dinitration products and

may also employ continuous purification and crystallization,

being carried out simultaneously with production.

Mixed nitric and sulfuric acids sometimes are used with

the addition of SO3 or oleum. The sulfuric acid or oleum

helps drive the reaction to completion by removing the water

produced by nitration and by dehydrating nitric acid to form

the more reactive nitronium ion (NO2
+). Because toluene is

not very soluble in the acid, powerful agitation is required.

The spent acid is removed in successive separation steps, and

the sulfuric acid is reused after the addition of more nitric

acid. The molten TNT product is purified with multiple water

and sodium sulfate washes, which produce significant

quantities of “yellow water” and “red water” waste streams,

respectively, that must be properly handled to avoid environ-

mental problems. The lowmelting point of TNT (80–82�C) is
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ideal for melt casting, and TNT usually is employed as a

mixture with other higher-melting explosives such as PETN,

RDX, HMX, and Tetryl. This feature and the excellent chem-

ical stability of TNT have made it, historically, the most

popular and widely used military explosive in the world.

RDX and HMX

Both RDX and HMX are cyclic nitramines made by nitrolysis

of hexamethylene tetramine (HMT). Their good thermal

stabilities, high melting points (7200�C), and high energy

properties make these crystalline compounds popular as pro-

jectile and bomb fills and for use in cast boosters and flexible,

sheet explosives. HMXhas superior detonation properties and

a higher melting point than RDX, but it is more difficult and

more expensive to manufacture. Reaction 1 shows the forma-

tion of RDX by the action of nitric acid on HMT.

Schematically, RDX formation can be pictured as nitration

of the three “outside” nitrogen atoms of HMT (in more accu-

rate, three-dimensional representations all four nitrogens are

equivalent) with removal of the “inside” nitrogen and methy-

lene (–CH2–) groups. AN (NH4NO3) and formaldehyde

(CH2O) are produced as by-products, but can be used to

form more RDX with the addition of acetic anhydride, as

shown in Reaction 2. In actual practice these two reactions

are run simultaneously, as shown in the combined reaction to

produce approximately 2 mol of RDX for each mole of HMT.

HMX was discovered as an impurity produced in the

RDX reaction. It is composed of an eight-membered ring

rather than the six-membered ring of RDX. The latter is

more readily formed than the eight-membered ring, but

with adjustment of reaction conditions (lower temperature

and different ingredient ratios), HMX formation can be

favored. Schematically, its formation can be pictured by

nitration of all four nitrogens in HMT and removal of two

methylene groups as indicated in Reaction 3. To obtain pure

HMX, the RDX “impurity” must be removed by alkaline

hydrolysis or by differential solubility in acetone.

Reaction 2

3CH2O
Formaldehyde

þ 3NH4NO3
AN

þ 6ðCH3COÞ2O
Acetic anhydride

! ðCH2 � N � NO2Þ3
RDX

þ 12CH3COOH
Acetic acid

Combined Reaction

ðCH2Þ6N4 þ 4HNO3 þ 2NH4NO3 þ 6ðCH3COÞ2
! 2ðCH2 � N � NO2Þ3 þ 12CH3COOH

HNS (2,2,4,4,6,6-Hexanitrostilbene)

This explosive was prepared unequivocally for the first time

in the early 1960s [32, 33]. It is of interest primarily for two

reasons: (1) its high melting point (316�C) and excellent

thermal stability, and (2) its unique crystal-habit-modifying

effects on cast TNT. The former makes HNS useful in

certain military and space applications as well as in hot,

very deep wells, and the second property is used to improve

TNT castings. It can be manufactured continuously by oxi-

dative coupling of TNT as shown below. This relatively

simple process from readily available TNT and household

bleach (5% NaOCl solution) has been shown to involve a

series of intermediate steps that give HNS in only low to

moderate yields (30–45%) with many by-products.

Although it also involves the use of expensive organic

solvents that must be recovered, this synthesis is used com-

mercially [34, 35].
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TATB (1,3,5-Triamino-2,4,6-Trinitrobenzene)

This highly symmetrical explosive molecule has even higher

thermal stability than HNS (greater than 400�C) and has

ongoing interest because of its extreme insensitivity

[36–38]. Because accidental initiation is highly unlikely,

TATB has been used in nuclear warheads and has been

explored for use in plastic bonded systems for a number of

military and space applications [21]. It is manufactured in

large-scale batch processes that are little changed from its

original synthesis over 100 years ago. The two-step process

involves tri-nitration of trichlorobenzene followed by

amination to displace the chlorine groups as shown below.

Cl

NO2 NO2

NO2

NH2

NH2

O2N O2N

H2N

NO2

Cl

ClCl

NaNO3

NH3
Toluene

H2SO4

150°C
4hr

150°C
6hr

(SO3)

Cl Cl

Trichlorobenzene

Trinitrotrichlorobenzene TATB

Both steps require high temperature and considerable

reaction time but give 80–90% yields. The major problem

areas are chloride impurities in the final product and the

excessively fine particle size of the final product. Because

TATB is highly insoluble in most solvents, it is difficult

to purify the product or to change its particle size by recrys-

tallization. Also the starting material is expensive and not

very readily available. More recently, a similar synthetic

procedure starting with 3,5-dichloranisole was reported [39].

DDNP

This yellow-to-brown crystalline material (melting point

188�C) is a primary explosive used as the initiator charge

in electric blasting caps as an alternative to lead azide. It is

less stable than lead azide but much more stable than lead

styphnate and is a stronger explosive than either of them

because it does not contain any metal atoms. 2-Diazo-4,

6-dinitrophenol (DDNP) is also characterized as not being

subject to dead pressing (tested at pressures as high as

130,000 psi). It was the first diazo compound discovered

(1858) and was commercially prepared in 1928. It is

manufactured in a single-step, batch process by diazotizing

a slurry of sodium picramate in water.

The structure shown in this reaction is convenient for

visualization purposes, but DDNP actually exists in several

tautomeric forms as shown below with form (2) apparently

predominating. The sodium picramate starting material is

itself explosive, but is commercially available as a chemical

intermediate. It can be made by the reduction of picric acid

with reducing agents such as sodium sulfide. The key to

making useful DDNP is to control the rate of diazotization

so that relatively large, rounded crystals are formed instead

of needles or platelets that do not flow or pack well.
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PETN

Although known as an explosive since 1894, PETN was used

very little until after World War I when the ingredients to

make the starting material became commercially available.

The symmetrical, solid alcohol starting material, pentaery-

thritol, is made from acetaldehyde and formaldehyde, which

react by aldol condensation under basic catalysis followed

by a crossed Cannizzaro disproportionation to produce the

alcohol and formate salt. Although the reaction takes place

in a single mixture, it is shown below in two steps for clarity.

For PETN manufacture the pentaerythritol starting mate-

rial can be readily purchased as a commodity chemical from

commercial suppliers. The nitration is relatively simple,

involving only nitric acid (96–98%) and the solid alcohol

added slowly with mixing and cooling. PETN is not very

soluble in nitric acid or water and is readily filtered directly

from the acid or after dilution of the acid with water. Water

washing and recrystallization from acetone–water mixtures

give the desired particle size ranges and the desired purity.

PETN can be made either batchwise or continuously for

large-scale production.

Pure PETN is a white, crystalline solid with a melting

point of 141.3�C. Because of its symmetry, it is said to have

higher chemical stability than all other nitrate esters [40].

Relatively insensitive to friction or spark initiation, PETN is

easily initiated by an explosive shock and has been described

overall as one of the most sensitive, non-initiating, military

explosives [41]. As with most explosives, the detonation

velocity of PETN varies with the bulk density of the explo-

sive. Most military applications of PETN have been

converted to RDX because of its greater thermal stability.

However, in industry PETN is widely used as a major

component in cast boosters for initiating blasting agents, as

the explosive core in detonating cord, and as the base load in

detonators and blasting caps. For safety in handling, PETN is

shipped in cloth bags immersed in water–alcohol mixtures

and dried just before use.

NG (Nitroglycerin or Glyercol Trinitrate)

This nitrate ester is one of only a very few liquid molecular

explosives that are manufactured commercially. It is a clear,

oily liquid that freezes when pure at 13�C. As seen in the

historical section, the first practical use of NG was in

dynamites, where it is still used today more than 140 years

later. It also is used as a component in multi-based

propellants and as a medicine to treat certain coronary

ailments. This latter usage is attributed to NG’s ability to

be rapidly absorbed by skin contact or inhalation into the

blood, where it acts as a vasodilator. (At high exposure

levels such as in dynamite manufacture and handling, this

property is responsible for the infamous powder headache.)

NG is undoubtedly the most sensitive explosive

manufactured in relatively large quantities. Its sensitivity to

initiation by shock, friction, and impact is very close to that

of primary explosives, and extreme safety precautions are

taken during manufacture. Pure glycerin is nitrated in very

concentrated nitric and sulfuric acid mixtures (typically a

40/60 ratio), separated from excess acid, and washed with

water, sodium carbonate solution, and water again until free

from traces of acid or base. Pure NG is stable below 50�C,
but storage is not recommended. It is transported over short

distances only as an emulsion in water or dissolved in an

organic solvent such as acetone. Traditionally, it has been

made in large batch processes, but safety improvements

have led to the use of several types of continuous nitrators

that minimize the reaction times and quantities of explosives

involved. Because of its sensitivity, NG is utilized only when

desensitized with other liquids, combined with absorbent

solids or compounded with nitrocellulose.

Packaged Explosives

Packaged explosives dominated the explosives market from

the time dynamite was invented in 1867 until the middle of

the twentieth century. At that time, other composite type

packaged technologies began appearing, particularly in the

1960s and 1970s, concurrent with increasing market pene-

tration of bulk explosives. During those years of rapid tech-

nology development, two packaged product types emerged,

first water-gel explosives, followed in the 1970s and early

1980s by packaged emulsion explosives. All of these
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packaged product technologies remain active in parts of the

world as of the date of this edition, but in the U.S., emulsions

are pre-eminent followed by dynamites. Both are discussed

below.

Dynamite

Dynamite is not a single molecular compound, but a mixture

of explosive and non-explosive materials formulated in

cylindrical paper or cardboard cartridges for a number of

different blasting applications. Originally Nobel simply

absorbed NG into kieselguhr, an inert diatomaceous mate-

rial, but later he replaced that with active ingredients—

mixtures of finely divided fuels (including absorbent

combustibles) and oxidizers called dopes. Thus, energy is

derived not only from the NG, but also from the reaction of

oxidizers such as sodium nitrate with the combustibles.

The manufacture of dynamite involves mixing carefully

weighed proportions of NG and various dopes to the desired

consistency and then loading preformed paper shells through

automatic equipment. Because dynamites represent the most

sensitive commercial products produced today, stringent

safety precautions such as the use of non-sparking and

very-little-metal equipment, good housekeeping practices,

limited personnel exposure, and barricaded separations

between processing stations are necessary for manu-

facturing. Today, the “NG” used in dynamite is actually a

mixture of EGDN (ethylene glycol dinitrate) and NG formed

by nitrating mixtures of the two alcohols (ethylene glycol

and glycerin), in which NG is usually the minor component.

Table 37.4 lists the common general types of dynamites with

their distinguishing features. The straight dynamites and

gelatins largely have been replaced by the ammonia

dynamites and ammonia gelatins for better economy and

safety characteristics.

The use of NG-based dynamite continues to decline

throughout the world. For example, by 1995 there was only

one dynamite manufacturing plant left in North America,

and in 2010 the dynamite production at this plant had

dropped to about one-third the amount produced in 1990.

The reasons for the declining use of dynamite are its

unpopular properties of sensitivity to accidental initiation

and the headache-causing fumes. However (despite its

higher cost), for some difficult blasting applications it

remains the product of choice due to its high density and

high energy and sensitivity.

Packaged Emulsions

The first major non-dynamite package product technology

was water gels. These were composite mixtures of hot,

concentrated, dissolved oxidizer solution slurried with

other ingredients including soluble and insoluble liquid

fuels, particulate fuels, solid oxidizer salts, and thickeners

consisting of natural and synthetic water soluble polymers.

The thickened solution could be gelled by addition of cross-

linking agents, typically inorganic salts of certain metals.

The gelled structure gave significant, but not excellent water

resistance.

Packaged water-in-oil emulsions are made from essen-

tially the same oxidizer solutions as used for water-gel

products, but are fueled with an organic external liquid

hydrocarbon phase that provides much better water resis-

tance. These products are basically formed with the same

manufacturing equipment as the bulk emulsions (see next

section). The fuel component usually contains waxes and

other thickeners to give the emulsions a thick, putty-like

consistency, and the oxidizer solution often contains both

AN and a second oxidizer salt to produce optimum energy,

physical stability, and improved after-blast fumes. After

manufacture, the hot, thick emulsion is extruded into pack-

aging material, normally a plastic film. The final product is

then clipped together with metal clips forming firm,

sausage-like chubs and is cooled which further thickens

the product. Some packaged emulsions are also available

in paper cartridges, designed to simulate dynamite packag-

ing. To obtain reliable detonability in small diameters, the

density of packaged emulsions must be maintained at a

relatively low value, typically 1.10–1.20 g/cc. On the

other hand, some dynamites are available with densities in

excess of 1.40 g/cc. Figure 37.4 shows some commercial

packaged emulsion cartridges in both plastic and paper

wrappings.

Table 37.4 General types of dynamite

Straight dynamite Granular texture with NG the major source of energy

Ammonia dynamite (“extra” dynamite) AN replacing part of the NG and sodium nitrate of the straight dynamite

Straight gelatin dynamite Small amount of nitrocellulose added to produce soft to tough rubbery gel

Ammonia gelatin dynamite (“extra” gelatin) AN replacing part of the NG and sodium nitrate of the straight gelatin

Semigelatin dynamite Combination of types 2 and 4 within-between properties

Permissible dynamite Ammonia dynamite or gelatin with added flame retardant
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Bulk Explosives

Ammonium Nitrate and ANFO

Ammonium nitrate (AN) continues to be the most widely

used component of commercial explosives. It is used in

nearly all of the packaged and bulk explosives on the market.

Ammonia is the main raw material needed to manufacture

AN. Some of the AN manufacturers make their own ammo-

nia and some purchase it on the open market. It is obvious

that the cost of manufacturing AN will depend on the price

of ammonia and, even more basically, natural gas from

which ammonia is made. Figure 37.5 shows the volatility

of natural gas over the last decade. This volatility translates

into volatility in the cost of explosives, although significant

natural gas development in the U.S. over the past few years

seems to be suppressing some of the price fluctuation.

There are many producers of AN in North America

making both AN solution and explosive-grade AN prills.

The AN solution is used in the manufacture of packaged

and bulk emulsion and water-gel explosives, and explosive-

grade AN prills are used to make ANFO, a composite explo-

sive described in an earlier section. These low density AN

prills are made by a specialized process, in which internalFig. 37.4 Commercial packaged emulsion cartridges (Courtesy Dyno

Nobel)
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voids are created, making the prills porous and able to

absorb the required 5.5–6% FO. ANFO remains the largest

volume commercial explosive in use today around the

world. Because of this, ANFO is commonly used as a refer-

ence when defining and comparing explosive properties.

Some of these important explosive properties include den-

sity, detonation velocity, and energy release.

The crystal density of AN is about 1.72 g/cc, and the

particle density of explosive-grade AN prills ranges from

about 1.40 to 1.45 g/cc depending upon the manufacturing

process. This difference in crystal and particle density

reveals the volume of pores or voids created by the

specialized prilling process. The porosity of AN prills is

the property desired in the manufacture of ANFO, since

this determines how much FO can be absorbed. This inti-

mate mixture of AN with FO is critical to the efficient

detonability of ANFO. The AN prill particle density and

inherent void-space value also become important when

predicting and calculating the densities of ANFO blends

with water-gel and emulsion explosives.

The bulk density of ANFO ranges from about 0.80 to

0.87 g/cc. So, clearly about half of the ANFO is air or void

space. Most commercial explosives require a certain amount

of entrained void space in order to detonate optimally. These

void spaces play a major role in the detonation reaction by

creating reaction sites, “hot spots,” under adiabatic compres-

sion and interaction with the shock wave in the detonation

front [42]. The amount of void space in any given explosive

and the resultant change in density have a significant impact

on the detonation properties like detonation velocity, sensi-

tivity, and even energy release.

Generally speaking, the detonation velocity of a compos-

ite explosive will increase with density until a failure point is

reached. This failure point is commonly referred to as the

critical density of that particular explosive in that particular

diameter or other configuration. The density at that point is

so high and the void space so low that the detonation cannot

be sustained and failure occurs.

Other important parameters that affect the detonation

velocity and performance of ANFO are charge diameter

and confinement. The detonation velocity of commercial

composite explosives such as ANFO will drop dramatically

as the diameter of the charge nears the failure diameter. At a

given density, the diameter below which a charge fails to

propagate a detonation is called the critical diameter. As a

charge diameter is increased from this point, the detonation

velocity increases asymptotically to a maximum value for

that particular explosive formulation. The detonation veloc-

ity of ANFO will also increase noticeably when the charge

confinement is changed, such as from a PVC tube to a

Schedule 40 steel pipe. A summary of test data on ANFO

velocity vs. confinement and diameter is shown in Fig. 37.6.

The temperature of composite explosives also affects sensi-

tivity and critical properties.

The basic chemical reaction of ANFO can be described

with the following equation:

3NH4NO3 þ CH2 ! CO2 þ 7H2Oþ 3N2 þ 880 cal=g

Using CH2 to represent FO is generally accepted, but it

really is an over-simplification, since it is a mixture of

hydrocarbons. The heat energy release of 880 cal/g is the

theoretical maximum value based upon the heats of forma-

tion of the reactants and products. Of course, all of the

products of detonation are gases at the detonation tempera-

ture of about 2,700 �K.
The theoretical work energy that is released from an

explosive reaction can be calculated using a variety of

equations of state and computer programs [43]. Explosive

energy can also be measured by a variety of techniques

including underwater detonation of limited size charges

with concurrent measurements of the shock and bubble

energies [44]. Each explosive manufacturer has an energy

measurement and equation of state that is used to calculate

and report their product properties. This often leads to con-

fusion and controversy when explosive consumers try to

compare product lines when given only technical informa-

tion sheets. Since theoretical calculations must of necessity

be based on a number of assumptions, the most valid

comparisons are done in the field with product testing and

detailed evaluation of results.

Bulk Emulsions

During the past 50 years, the commercial use of bulk deliv-

ered explosives, including ANFO and other composite

explosives, has continued to increase while the use of pack-

aged explosives continued to fall on a percentage basis. Due

to low cost and superior sensitivity compared to earlier

water-resistant technologies such as water gels, bulk
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emulsions have been leading this trend over the last 25–30

years. Bulk products initially became very popular in large

volume open-pit mining operations and this accelerated with

the advent of bulk emulsion products and blends with

ANFO. More recently, bulk emulsions have increasingly

replaced packaged products in underground mining and par-

ticularly in quarry operations.

Emulsions are made by combining an oxidizer solution

and a fuel solution using a high-shear mixing process. The

oxidizer solution is normally 90–95% by weight of the

emulsion. It contains AN, water, and sometimes a second

oxidizer salt such as sodium or calcium nitrate. The solution

must be kept quite hot, since the water is minimized for

increased energy, and the crystallization temperature is typi-

cally 50–70�C. The fuel solution contains liquid organic

fuels, such as FO and/or mineral oils, and one or more

emulsifiers. An emulsifier is a surface active chemical that

has both polar and nonpolar ends of the molecule. In the

high-shear manufacturing process, the oxidizer solution is

broken up into small droplets, each of which is coated with a

layer of fuel solution. The droplets in this meta-stable,

water-in-oil emulsion are basically held together with the

emulsifier molecules, which migrate to the surface of

the dispersed droplets and form a link between the hydro-

phobic external (continuous) oil phase and the hydrophilic

phase within the droplets. In today’s explosives industry,

much of the research work is directed towards developing

better and more-efficient, emulsifier molecules that will

improve the storage life and handling characteristics of the

bulk and packaged emulsions. The emulsifiers currently

used in commercial explosives range from relatively simple

fatty acid esters with molecular weights of 300–400 to the

more complex polymeric emulsifiers having molecular

weights in excess of 2,000.

Figure 37.7 shows a photomicrograph of an emulsion

explosive at 400 power with the typical distribution of the

fuel-coated oxidizer solution droplets (nominally 1–5 mm in

diameter). Figure 37.8 shows a bulk emulsion exiting a

loading hose and displaying the soft ice cream-like texture

typical of bulk emulsions. The viscosities of bulk emulsions

can range from nearly as thin as 90 weight oil to thicker than

mayonnaise, depending upon the application requirements.

Emulsion viscosity increases with product cooling, but most

emulsions continue to remain stable at temperatures well

below 0�C, dramatically below the crystallization tempera-

ture of the oxidizer solution. The oxidizer solution droplets

in the emulsion are therefore held in a supersaturated state.

Over time, the surface layers created by the emulsifier

molecules can become less stable due to chemical degrada-

tion (oxidation) of the emulsifier or other spontaneous phys-

ical and chemical processes. Movement of the emulsion is

also stressful to these systems, which in reality are thermo-

dynamically unstable, tending towards crystallization and

coalescence. Crystals can begin to form that break though

the emulsifier layer and the emulsion begins to “break

down” and further crystallize, thereby diminishing some of

the desirable physical and detonation properties. For this

reason emulsion compositions must be optimized for a par-

ticular application in terms of product stability and usable

storage life.

The intimate mixing of oxidizer and fuel in emulsions

gives these explosives much higher detonation velocities

when compared to ANFO. For example, in 150 mm diameter

PVC, ANFO at a density of ~0.82 g/cc has a velocity of

about 4,000 m/s, and a sensitized emulsion would have a

velocity closer to 6,000 m/s at a density of 1.20–1.25 g/cc.

Fig. 37.7 Photomicrograph of a bulk emulsion

Fig. 37.8 Bulk emulsion exiting a loading hose
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Also, the layer of oil surrounding each oxidizer solution

droplet protects the emulsion from extraneous water intru-

sion and subsequent deterioration of the explosive. Many

studies have shown that when mining operations use emul-

sion explosives rather than ANFO, which has basically no

water resistance, the amount of nitrate salts in mine ground

water is reduced considerably. This can be a very important

factor in today’s environmentally conscious mining and

explosives industry.

Bulk emulsions are generally non-detonable per se and

are typically sensitized with some type of density control

medium to become usable blasting agents. These voids

interact with the shock wave, creating “hot spots,” which

are required to sustain the detonation front. The two most

commonly used density control methods are hollow solid

microspheres and gas bubbles created by an in situ chemical

reaction. Both glass and plastic hollow microspheres are

commercially available and used by explosives

manufacturers. The in situ chemical gassing techniques

require considerably more expertise and generally utilize

proprietary technology. Emulsion blended with ANFO,

with its internal and interstitial air voids, is also widely

used as a less efficient but effective sensitizer in larger

diameter boreholes.

Underground Bulk Emulsions

In the past decade the use of sensitized bulk emulsions has

continued to increase in underground mining. In addition to

the necessary small diameter sensitivity of emulsion based

explosives in these applications, much of this trend has been

due to the development of innovative loading equipment and

techniques. One example of this is shown in Fig. 37.9a,

which shows a small-volume pressure vessel that can be

used for development and tunnel rounds utilizing horizon-

tally drilled boreholes. The bulk emulsion blasting agent is

pressurized inside the vessel and literally squeezed through

the loading hose into the boreholes. A continuous column of

explosives is assured by inserting the loading hose to the

back of the hole and extracting it as the product is loaded.

A more recently designed air-powered pumper unit for

underground delivery of bulk emulsion is shown in

Fig. 37.9b. This unit typically uses compressed air, available

in most underground mines, to power a pump that delivers

the bulk explosive. Much more complex underground load-

ing units are available for loading bulk emulsion into

boreholes drilled at any angle to the horizontal from straight

up to straight down.

The emulsion explosives used in these specialized load-

ing units were specifically designed for underground use

nearly 30 years ago and remain essentially the same today.

They are manufactured in central plants, either sensitized

with microballoons to form as a 1.5 explosive or as

a gassable matrix that can be transported and stored as a

non-explosive, thence sensitized with gas bubbles at the

point of use. They have been successfully used in under-

ground mining operations around the world. The fuel and

oxidizer contents are carefully balanced, and this, combined

with the excellent water resistance and detonation efficiency,

Fig. 37.9 (a) Underground pressure vessel loader. (b) Compressed-air, powered pumper for underground bulk emulsion (Courtesy Dyno Nobel)
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results in the near elimination of after-blast toxic fumes,

such as CO, NO, and NO2. The fume characteristics of this

product have been shown to be considerably superior to

either dynamite or ANFO. For example, a series of tests in

an underground chamber in Sweden compared the after-blast

fumes of this emulsion to ANFO. The CO was reduced from

11 to less than 6 L/kg of explosive, and the NO plus NO2 was

reduced from about 7 to less than 1 L/kg of explosive [45].

Surface Bulk Emulsions

Many open-pit quarries also use bulk emulsions for their

blasting operations. As the size of the quarry increases, the

size of the explosive loading trucks also must increase.

Truck payloads can range from 5,000 to 30,000 lb of prod-

uct. Figure 37.10 shows an emulsion pumper truck in

a quarry in south Florida. These particular trucks, with a

payload of about 20,000 lb, are specially designed for a site-

mixed system, in which each truck is an emulsion

manufacturing unit. Combining non-explosive raw materials

directly on the truck maximizes safety and minimizes

requirement for explosive storage. This particular bulk

emulsion is manufactured at a rate between 300 and

500 lb/min and sensitized to the desired density with a

chemical gassing system as it is loaded into the boreholes.

Figure 37.11 shows a Florida blast in progress. Note the

ejection of cardboard tubes from some holes. These tubes

must be used in most areas to keep the boreholes from

collapsing in the layered, coral limestone formation.

Other surface, bulk delivery trucks use emulsions that are

manufactured in central plants, then shipped to a surface

depot, off-loaded into a bin or overhead silo, and loaded as

needed into delivery trucks by pumping or gravity flow. The

products can be shipped pre-sensitized with microballoons

or as a non-sensitized, gassable matrix. The application of

the product can be as a pumped straight emulsion or as a

pumped or augured emulsion/ANFO blend.

Many of the large volume metal and coal mining

operations around the world have both bulk emulsion and

AN prills stored either on site or nearby so that any combina-

tion of these two products can be used. Figure 37.12 shows a

typical explosive staging area in a large open-pit coal mine in

Wyoming. The explosive truck in the foreground has

compartments on board for emulsion, AN prills, and FO, so

any combination of products ranging from straight emulsion

to straight ANFO can be loaded. The truck has a capacity of

about 50,000 lb and can deliver product to the boreholes at up

to a ton per minute. Each borehole can contain as much as 5

tons of explosive, and some of the blast patterns can contain

as much as ten million total pounds.

The emulsion/ANFO explosive blend selection to be used

in any given mining application depends upon many factors.

Typically, ANFO is the least expensive product, but it also

has the lowest density and no water resistance. As emulsion

is added to ANFO, it begins to coat the AN prills and fill the

interstitial voids between the solid particles. This increases

the density, detonation velocity, and water resistance com-

pared to ANFO. The density increases nearly linearly with

percent emulsion from about 0.85 g/cc with ANFO to about

Fig. 37.10 Bulk emulsion loading truck in a Florida quarry (Courtesy Dyno Nobel)
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1.32 g/cc with a 50/50 blend. This range of emulsion/ANFO

blends is commonly referred to as Heavy ANFO. As the

density increases, the amount of explosive that can be loaded

into each borehole increases, and either drill patterns based

on ANFO can be spread out or better blasting results can be

obtained.

It is commonly accepted in the explosive and mining

industry that at least 45–50% emulsion is required to protect

the Heavy ANFO blend from borehole water intrusion.

Pumped explosive blends with 60–80% emulsion can be

used for even better water resistance when severe water

conditions are encountered. These products can be pumped

through a loading hose, which can be lowered to the bottom

of the borehole and displace the water during loading.

Trucks similar to that shown in Fig. 37.10 can be used for

these products. Most Heavy ANFO products are more sim-

ply mixed through an auger and discharged into the top of

boreholes by trucks similar to the one shown in Fig. 37.12.

For Heavy ANFO products, especially those with less than

~45% emulsion, the holes should be either dry or dewatered

using pumps.

The basic chemical composition of a typical all-AN

oxidizer emulsion explosive would be: AN plus about 16%

water plus about 5% fuels. The fuels may contain fuel oil,

mineral oil, and emulsifiers; the majority of which can gen-

erally be described as CH2 hydrocarbon chains. Therefore, a

very simplified chemical reaction for a basic emulsion is

similar to that for ANFO shown earlier.

By adding 16% water to the ANFO reaction described

earlier, the theoretical heat energy release is reduced from

880 to 680 cal/g. The difference is the energy price paid for

using water due to converting it to steam in the detonation

reaction plus the energy loss in diluting the ANFO with a

non-energy producing additive (water). The advantages and

disadvantages of using ANFO or emulsions begin to become

clear. ANFO is easily mixed and is probably the least expen-

sive form of explosive energy, but it has no water resistance

and has a relatively low loading density. Emulsions are

considerably more complicated to formulate and manufac-

ture, but they have excellent water resistance and more

flexibility in terms of density, velocity, and higher bulk

energy to match rock types and blasting applications.

Fig. 37.11 Florida quarry blast in progress (Courtesy Dyno Nobel)
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Initiation Systems

History of Initiation Systems

The first reliable initiation system for commercial explosives

could probably be traced back to Alfred Nobel’s invention of

the blasting cap in 1864. These early caps had to be initiated

with a strong shock, limiting their safety and convenience. In

1867, Nobel developed a cap that could be initiated with a

fuse, a more convenient system that allowed an element of

timing (length of the fuse) to the initiation of a blast, and

hence, some increase in safety and predictability. This, com-

bined with his invention of dynamite in 1866 [46], basically

ushered in the modern era of blasting. The fuse cap and

dynamite dominated the emerging blasting industry for sev-

eral decades. In the century that followed, the initiation

systems became more and more sophisticated and safe.

The electric blasting cap which could be initiated by electri-

cal current was developed around the turn of the century,

adding further safety to blasting. Detonating cord, a flexible

cord made of cloth or plastic with a core load of high

explosives—usually PETN, was developed in Europe

around the same time. Strings or circuits of detonating cord

could be utilized to initiate several explosive charges with

only one blasting cap. Electric caps were introduced in 1946

equipped with built-in, variable-delay elements (pyrotech-

nics that burn reproducibly) [46]. This allowed long rows of

boreholes to be initiated in a sequential manner, optimizing

blasting effectiveness as well as better controlling ground

vibration and air blast damage to the surroundings. With

caps having delays ranging from a few milliseconds to

many hundreds and eventually thousands of milliseconds,

the number of sequentially fired boreholes in a row depended

only on the desired timing and the amperage capability of

the electric blasting machine or other firing circuit. Sequen-

tial blasting machines were developed that could be used to

control firing times between a number of rows of blastholes,

greatly expanding the timing possibilities and size of blast

patterns.

Fig. 37.12 Typical bulk

explosives staging area in

a large opt-pit mine
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Boosters

Prior to about 1950, most of the commercial explosives in

the market were reliably detonable with just a blasting cap or

detonating cord as the initiator. However, the use of non-

cap-sensitive explosives (blasting agents) began emerging

into the explosives market in the 1930s and 1940s. These

products really took off with the advent of ANFO in the mid

1950s and water gels, invented by Melvin A. Cook in 1957

[47]. Emulsion based blasting agent products, which began

significant commercialization in the mid 1970s, became the

dominant non-ANFO product by the late 1980s and remains

so to the present day. All of these blasting agents were

adaptable to larger diameter packaged products and particu-

larly to bulk loading.

These blasting agent explosive products were consider-

ably less sensitive than dynamites and required larger

“booster” charges for reliable detonation. At first, a high

density and high velocity dynamite was used as the booster

charge. Later, TNT-based cast boosters came into themarket.

Cast TNT by itself is not reliably detonable with a blasting

cap or detonating cord, and so 40–60% PETN is normally

added to the TNTmelt and subsequent cast. The combination

of TNT and PETN is called Pentolite. TNT has a melting

point of about 80�C, which makes it an excellent base explo-

sive for casting into forms. The military has used this concept

for decades for filling bomb casings. Once the TNT has

melted, other material can be added to give the final cast

explosive composition the desired properties. Additives used

for military purposes have included such as aluminum,

ammonium nitrate, RDX, and also PETN, but Pentolite

been dominant in commercial cast boosters. Cast boosters

are available in a variety of sizes from about 10 to 800 g, as

shown in Fig. 37.13, and continue to be predominant today in

nearly all large mining operations and other blasting

applications. Cap-sensitive composite explosives such as

emulsion cartridges, dynamite, etc. are also used in less

demanding situations. Coupled with the flexibility of blasting

caps with variable delays to initiate the booster charge which

then initiates themain charge, large patterns containingmany

thousands of pounds of explosive can be blasted.

Non-electric Initiation

In 1967, Per-Anders Persson of Nitro Nobel AB in Sweden

invented a non-electric initiation system, designated Nonel®,

that eventually revolutionized the explosives industry [46].

The Nonel system consists of an extruded hollow plastic

tube (shock tube) that contains an internal coating of a

mixture of powdered molecular explosive and aluminum.

The plastic tube is inserted into and attached to a specially

designed detonator or blasting cap. The Nonel tubing can be

initiated by a number of starter devices, one of which uses a

simple shotgun shell primer. The explosive/aluminum mix-

ture explodes down the inside of the tube at about 2,000 m/s

and will run at this velocity until all the interconnected

tubing reacts, including initiating all the blasting caps. The

tubing is about 3 mm outside diameter and 1 mm inside

diameter, and the explosive core load is only about

18 mg/m, not even enough to rupture the tubing. The

Nonel product is not susceptible to the hazard associated

with electric blasting caps wherein premature initiation by

extraneous electric sources can occur. Figure 37.14 is a

photograph of both an electric blasting cap with the two

electrical wires and a typical Nonel unit with the plastic

tubing.

During the 1980s and 1990s, Nonel products continued to

replace both electric blasting caps and detonating cord down

lines around the world. It has long been known that detonating

cord down lines disrupt and partially react with blasting agents

causing some degree of energy and sensitivity loss. Also, the

useof surfacedetonatingcords to initiate blasts can lead tonoise

complaints. Using a range of long-lead delay caps down the

borehole, a surface trunk-line of shock tubing, surface

connectors to tie the tubing together, and surface delayelements

that are available with this technology, huge and complex

blasting patterns can be laid out and blasted with a multitude

Fig. 37.13 Variety of commercial cast boosters (Courtesy Dyno Nobel)
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of possibilities as to timing and sequence. As delay elements

were perfected for theNonel blasting caps, their application and

use grew even further, especially in undergroundminingwhere

a large percentage of blasting caps is used.

Electronic Detonators

The development of detonators with delay periods that were

based on pyrotechnic elements (timing controlled by the

burn rate and length of the element) had a dramatic effect

on the explosives industry, enabling much of the size and

complexity of modern blasting, as well as reducing off-site

blast effects caused by ground vibration and air blast. When

a blasting pattern is properly timed, the detonation of indi-

vidual holes is such that damage from air blast and ground

vibration is greatly reduced. This is a result of destructive

wave interference, i.e., the ground vibration waves from

detonation of each hole combine with each other and the

air blast waves from the detonation of each hole combine

with each other in such a way that the resulting wave

patterns propagating from the blast have lower amplitudes

and higher frequencies. This is key to controlling off-site

structural damage. Over many years of development, the

accuracy and repeatability of pyrotechnic delays was

improved dramatically. However, delay times can still vary

from detonator to detonator and from the target delay time

by a few milliseconds to tens of milliseconds depending on

the delay period of the detonator. There are also occasional

fliers that occur well outside the normal scatter for a given

delay detonator that can upset the blasting pattern. It was

surmised that these variations could result in less than

optimum blasts, considering not just air blast and ground

vibration but also ground movement, fragmentation, ore

dilution, fly-rock, etc.

In the late 1980s and early 1990s, several companies

began developing and testing detonators wherein the delay

timing was controlled with an integrated electronic circuit.

These were initially very expensive and, by today’s

standards, were crude devices. However, they did demon-

strate the promise of very accurate caps. As electronics

technology improved into the 1990s, testing and field eval-

uation of such caps increased. However, cost and complex-

ity in assembling the caps, the development of user friendly

controllers to program and initiate them, and the unfamiliar

equipment and technology on the blasting patterns slowed

widespread implementation. It wasn’t until mounting com-

mercial experience began to demonstrate improved

blasting results that the tide began to turn. This in turn

resulted in accelerated improvements in manufacturing

technology to make the caps less expensive, more reliable,

improve ease of use, and increase expertise available to

blasters in the field. By the 2000s, the technical case for

electronic detonators had been well established. Despite

the significant cost differences that remain between electric

or non-electric detonators and electronic detonators,

amounting to factors of perhaps five to ten times more

costly per unit, there are dramatic increases in the use

of electronic detonators in the blasting industry today.

As of the date of this edition, they are still a minor part of

the total global detonator market, but the market share is

increasing. Several manufacturing companies with inde-

pendent detonator technologies are involved and use is

occurring in all segments of mining, construction, and

other commercial blasting applications.

The construction of an electronic detonator has some

features in common across all manufacturers. The timing

and programmability features depend on an integrated cir-

cuit. One or more capacitors are included to store the elec-

trical energy necessary to run the circuitry and to initiate the

detonator via bridge or igniter elements. The detonator can

be built to have a preset delay time or can be programmable

as to delay period at the point of use. Electrical and elec-

tronic communication with the detonators is established via

two or four lead wire connections, depending on the system

chosen and the blast design, flexibility, control, and

programmability features desired or needed by the blasters.

The lead-wires are connected to the blasting machine which

enables all of the features in the particular technology cho-

sen, including programming (if needed), arming, and even-

tually initiating each line of detonators. The timing accuracy

is on the order of only 1 to a few milliseconds depending on

delay times, and variability is typically reduced by an order

of magnitude compared to pyrotechnic detonators [48, 49].

Figure 37.15 shows the components of a four wire system

Fig. 37.14 An electric blasting cap showing electrical wires, typical

Nonel unit with plastic tubing
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and includes the cap, connectors, tagger (identifies and tags

each detonator as it is placed in the borehole), and blasting

machine (herein called the base station).
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Electrochemical Energy Storage:
Applications, Processes, and Trends 38
Gerardine G. Botte and Madhivanan Muthuvel

Introduction

Energy consumption in the world has increased signifi-

cantly over the past 20 years. In 2008, worldwide energy

consumption was reported as 142,270 TWh [1], in contrast

to 54,282 TWh in 1973; [2] this represents an increase

of 262%. The surge in demand could be attributed to the

growth of population and industrialization over the years.

In 2009, energy consumption was reported as

140,700 TWh, a slight decrease (1.1%) when compared to

2008 due to the world financial crisis [1], while in 2010

there was a rise in the consumption to 149,469 TWh, due to

the recovery of the economy at that time [3]. Conversely,

the total supply of energy in the world had caught up with

the consumption as shown in Table 38.1 [2, 4]. Approxi-

mately 10–14% of the total energy supply in the world is

delivered as electric energy. In addition, the amount of

power supplied by renewables had increased over the

years, from 37 TWh in 1973 to 612 TWh in 2008 (as

shown in Table 38.1), which represents a growth of 94%.

However, the total amount of energy available from

renewables based on current technology could reach up to

834,280 TWh (distributed as: 53.2% solar, 20.0% wind,

16.7% geothermal, 8.4% biomass, and 1.7% hydropower);

[5] that is, 5.7 times the world energy supply in 2008.

Nevertheless, renewable sources of energy such as solar

and wind are intermittent and only abundant in certain

regions, which causes a limitation on the use and distribu-

tion of such sources of energy. An undersized world energy

surplus (based on a total energy balance including supply,

consumption, and losses) is usually reported annually; a

comprehensive analysis is presented in the literature [2].

Given the increase in energy consumption as the world’s

population grows, the scarcity of traditional energy supplies

(i.e., petroleum, oil, and gas), and the environmental impact

caused by conventional power generation systems, it has

become imperative to utilize unconventional energy sources

and renewables, and to redesign traditional processes to

make them more energy efficient. Within this context,

energy storage and conversion play a significant role. Energy

storage refers to devices, or physical media, that collect

different types of energy to be used at a later time. Perhaps

the use of devices to accumulate energy is the most popular

way, as it brings to mind the term “batteries,” which has

become extremely important with the spiraling growth of

modern electronic applications. Indeed, batteries are a way

to store energy. Batteries are unique devices, as the energy

that is stored is chemical, but delivered as electrical. That is,

batteries play a dual role: they store chemical energy, which

is then delivered or converted directly into electrical energy

when needed (we will return to this definition later). The

definition of energy storage also includes physical media,

which can be easily related to fuels (e.g., gasoline, diesel,

hydrogen). Fuels are ways to store chemical energy that

needs to be conventionally converted into electrical energy

quite differently than the way batteries do it. Traditional

power generation involves heat engines (e.g., turbines). In

this process, a fuel is combusted to release thermal energy,

the thermal energy is then transformed into kinetic energy

through a rotor (i.e., using a turbine), and finally the kinetic

energy is transformed into electrical energy by an electrical

generator. The efficiency of the conventional process to

convert chemical energy into electrical energy is limited by

the Carnot cycle and is much lower than the efficiency of

batteries.

There are different ways to store energy: chemical,

biological, electrochemical, electrical, mechanical, thermal,

and fuel conversion storage [6]. This chapter focuses on

electrochemical energy storage and conversion. Tradition-

ally, batteries, flow batteries, and fuel cells are considered as

electrochemical energy storage devices. However, the
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authors believe that with the growth of renewable energy and

intermittent energy sources, the concept of electrochemical

energy storage can be extended to the electrochemical

synthesis and production of fuels, chemicals, petrochemicals,

etc. The vision of the approach is shown in Fig. 38.1 [7]. For

example, the inspiration for the hydrogen economy is to use

hydrogen as an energy carrier. The intention is to produce

hydrogen through water electrolysis (electrochemical syn-

thesis of hydrogen fromwater) by using electricity (electrical

power) from intermittent (i.e., not available all the time)

renewable power generation devices, such as solar panels

and wind turbines. This way, hydrogen could be used to

produce electricity when the intermittent source of electricity

is not available, and to distribute the energy to remote sites.

Conversely, the intention is to produce electricity by using

hydrogen as the fuel in devices called fuel cells (we will

return to this definition later). With this in mind, the vision

of Fig. 38.1 is broader than the concept of the hydrogen

economy. The final goal is to use intermittent and renewable

sources of electricity (which represents 5.7 times the supply

of energy in the world) to transform different feedstock into

fuels, chemicals, petrochemicals, etc. That is, intermittent

energy sources are used to store energy as products,

commodities, or fuels via electrochemical synthesis.

In this chapter, the authors outline the basic concepts

and theories associated with electrochemical energy stor-

age, describe applications and devices used for electro-

chemical energy storage, summarize different industrial

electrochemical processes, and introduce novel electro-

chemical processes for the synthesis of fuels as depicted

in Fig. 38.1.

Basic Concepts

There are some important terminologies and fundamental

theories associated with electrochemistry and electrochemi-

cal engineering. Electrochemical engineering is the branch

of engineering dealing with the technological application of

electrochemical phenomena. Electrochemical engineering

evolved from industrial electrochemistry, which was defined

in the early years as [8, 9] “the application of electric current

Table 38.1 Energy and power supply in the world

Year

Energy

(TWh)

Power

(TWh)

Fraction of

energy supplied

as power (%)

Power from

renewablesa

(TWh)

Fraction of

power from

renewables

(%)

1973 71,117 6,116 9 37 0.6

1990 102,569 11,821 12 277 2.3

2000 117,687 15,395 13 303 2.0

2001 118,147 15,502 13 301 1.9

2002 120,451 16,104 13 340 2.1

2003 124,675 16,688 13 361 2.2

2004 129,568 17,476 13 404 2.3

2005 133,602 18,258 14 450 2.5

2006 136,893 18,971 14 481 2.5

2007 139,390 19,804 14 561 2.8

2008 143,851 20,181 14 612 3.0

Sources

For 1973: IEA [2]

For 1990–2008: Energimyndigheten [4]
aIncludes geothermal, solar, wind, combustible renewables and waste,

and heat

Fig. 38.1 Electrochemical

synthesis of fuels, chemicals, and

petrochemicals from different

feedstocks [7]. Within the vision

electrical power could be

supplied from different sources,

however, the concept creates the

ideal platform to use renewal

electrical energy from solar

panels and wind turbines
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to the chemical and metallurgical arts.” In this section,

terminologies that are pertinent to the electrochemical

energy storage devices are described.

The basis for a traditional electrochemical energy storage

system (batteries, fuel cells, and flow batteries) and the

extended electrochemical energy storage concept presented

in Fig. 38.1, known as electrosynthesis, is the electrochemi-

cal cell. An electrochemical cell consists of a case, an anode,

a cathode, an electrolyte, and current collectors (as shown in

Fig. 38.1). Electrochemical cells allow the direct conversion

of chemical energy into electrical energy (galvanic cells or

spontaneous cells) or vice versa, the direct conversion of

electrical energy into chemical energy (electrolytic or elec-

trolysis cells). Traditional electrochemical energy storage

devices, such as batteries, flow batteries, and fuel cells, are

considered galvanic cells. The approach depicted in

Fig. 38.1, electrosynthesis reactor, is defined as an electro-

lytic or electrolysis cell. Electrochemical cells can be electri-

cally connected in series, in parallel, or other configurations

according to the needs of particular processes or applications.

The basis for the direct conversion of chemical to electri-

cal energy, or vice versa, is the electrochemical reaction. An

electrochemical reaction is a heterogeneous chemical pro-

cess involving the transfer of electrons to or from an elec-

trode (generally a metal, carbon, or electrically conducting

material). It is important to mention that electrochemical

reactions take place only on the electrode surface; this

distinguishes an electrochemical system from a traditional

chemical reactor.

Within this context, other important definitions are

presented in subsequent sections. Additional definitions,

thermodynamics, transport mechanisms, and electrokinetic

models can be found elsewhere [10–13].

Oxidation

The removal of electrons from an element or ion, even if the

element is part of a compound, during a chemical reaction is

known as an oxidation reaction. Corrosion of an iron sheet,

also known as rusting, is an electrochemical process. The

rusting of an iron sheet is a good example of an oxidation

reaction, where the elemental iron is oxidized to ferric oxide

(Fe2O3) by oxygen present in the electrolyte (38.1). The

oxidation reaction for iron is shown in (38.2) where the

elemental iron losses three electrons to form ferric (Fe3+)

ion. The rusting of iron will be accelerated in an acid

electrolyte.

4Feþ 3O2 ! 2Fe2O3 (38.1)

Fe! Fe3þ þ 3e� (38.2)

Reduction

The reduction process is also related to transfer of electrons,

where electrons are added to either the element or ion during

the chemical reaction. For example, electroplating of copper

metal on any electrically conducting surface is possible by

the reduction of cupric (Cu2+) ions found in the plating

solution to elemental copper, by accepting two electrons

provided by applied current supplied through the electrodes.

Cu2þ þ 2e� ! Cu (38.3)

Anode

There are two established configurations for the electrochem-

ical cells or systems: three-electrode and two-electrode

systems. Generally, the two-electrode configuration is used

in the commercial electrochemical devices, as shown in

Fig. 38.1. In this two-electrode configuration, the electro-

chemical system consists of an anode, a cathode, and an

electrolyte. The anode is the electrode where the oxidation

reactions take place and it is connected to the positive termi-

nal of the power supply unit. In order for the electrochemical

oxidation reaction to take place on the anode, the anode has to

be an electrically conducting material. Anode materials can

be either insoluble or soluble substances depending on the

electrochemical system. In the electroplating of precious

metals, such as platinum, the anode material is made of

platinum which is insoluble in the plating solution. On the

other hand, for nickel electroplating, nickel sheet is used as

the anode, which dissolves into the plating solution as nickel

ions. The nickel ions eventually reduce as metallic nickel on

the cathode electrode.

Cathode

On the other hand, the reduction reactions, such as (38.3),

will take place at an electrode known as the cathode. The

cathode electrode is connected to the negative terminal of

the power supply unit. Similar to the anode material, the

cathode material should also be electrically conducting so

that the electrochemical reaction (reduction reaction) can

take place. Generally, insoluble materials have been used

as the cathode for the electrochemical systems. In the case of

chrome plating on steel materials, the steel is the cathode

electrode during the electroplating process.

The three-electrode system contains a working electrode,

a counter electrode, and a reference electrode (will be

discussed later). Either the working or the counter electrode

could act as a cathode or an anode. The term working

electrode is used to define the electrode that will be exposed
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to a detailed electrochemical analysis through the use of

different polarization techniques [11]. The counter electrode

is used to carry enough current that will not prevent or limit

any of the processes taking place at the working electrode.

The three-electrode cell configurations are typically used for

detailed and fundamental understanding of electrochemical

reactions [11]. However, they also find applications in sensors.

Electrolyte

In an electrochemical cell, the electrodes—anode and cath-

ode—are immersed in a solution (liquid, gel, or solid); the

solution is known as the electrolyte. The electrolyte provides

the medium for the movement of the ions (mobility) between

the anode and the cathode. The operation of an electrochem-

ical cell functions as a closed electrical system. Externally,

the current travels between the power supply unit and the

electrodes through the electrically conducting wires (see

Fig. 38.1). In the electrolyte (internally), the movement

of ions between the anode and the cathode (current flows

internally through the transport of the ions) will complete

the electrical circuit for the electrochemical cell. That

is the anode/electrolyte/cathode, and power supply complete

the electric circuit.

The flow of the electrons through the external circuit is

relatively fast due to the use of highly electrically

conducting materials. The limitation in the flow of current

in an electrochemical system is experienced usually

through the internal media: anode/electrolyte/cathode due

to the diffusion and migration of ions across the electrolyte.

The electrolyte can be aqueous, nonaqueous, or molten salt

solutions. The electrolyte can also be made of a solid

mixture. A solution of sulfuric acid is one of the most

commonly used aqueous electrolytes. A nonaqueous elec-

trolyte is lithium perchlorate (LiClO4) dissolved in propyl-

ene carbonate, which is used in the lithium batteries. For

the production of metallic sodium, molten salt of sodium

chloride is electrolyzed, where molten sodium chloride is

the molten electrolyte. A good example for a solid electro-

lyte is yttria-stabilized zirconia (YSZ), which is a ceramic

material used as solid oxide electrolyte in solid oxide fuel

cells (SOFCs).

The electrochemical reactions taking place on the surface

of the electrodes depend on the transport properties of the

ions in the electrolyte medium. One of the important

properties of the electrolyte is its ionic conductivity, which

is affected by factors, such as temperature, supporting salt

concentration, solvent, and pressure. Table 38.2 lists some of

the different electrolytes used in the energy storage systems

Table 38.2 Examples of different electrolytes used in electrochemical energy storage technologies and electrosynthesis

Electrolyte system

Supporting

salt Solvent

Conductivity

(mS/cm) Applications and details

1 M LiPF6 in EC/DMC (50:50 wt. %) LiPF6 Organic solvents—

EC and DMC

10.7 (at

25�C) [15]
Lithium ion batteries. No water should be present in the

system. Nonaqueous electrolyte

H2SO4 (30 wt. %) H2SO4 Water 730 [14] Lead acid batteries and electroplating (low

concentrations of H2SO4). Aqueous electrolyte

0.1 M KOH KOH Water 21.3 (at

25�C) [19]
Electrolytic systems and electrodeposition. Aqueous

electrolyte

KOH (29.4 wt. %) KOH Water 540 [14] Alkaline battery. Aqueous electrolyte

EC/PC/LiClO4/PAN (38/33/8/21)

(mol%) Solid polymer electrolyte

LiClO4 EC, PC 1.7 (at 20�C)
[16]

Lithium polymer battery. This is a solid polymer

electrolyte

PC/LiClO4/2p-MC-DBS/PEGPM

(81.0/7.5/0.9/10.6) (wt. %)

LiClO4 PC 4.6 (at 25�C)
[16]

Lithium battery. Gel electrolyte in polymer matrix

Na3AlF6/AlF3/CaF2/Al2O3 (81/11/5/

3) (wt. %)

Al2O3 Cryolite (Na3AlF6) 2,130 (at

950�C) [17]
Aluminum electrolysis. Molten electrolyte

(Y2O3)0.08(ZrO2)0.92
Yttria-stabilized zirconia (YSZ)

Y2O3 ZrO2 30 (at 800�C)
[18]

Solid oxide fuel cells. This is a solid electrolyte, where

yttria is doped in zirconia

EC ethylene carbonate; DMC dimethyl carbonate; PC propylene carbonate; PAN poly(acrylonitrile); 2p-MC-DBS 1,3:2,4-di(p-methoxycarbo-

nylbenzylidene) sorbitol; PEGPM poly(ethylene oxide)—grafted poly(methacrylate)

a. Schmidt M, Heider U, Kuehner A, Oesten R, Jungnitz M, Ignat’ev N, Sartori P (2001) Lithium fluoroalkylphosphates: a new class of conducting

salts for electrolytes for high energy lithium-ion batteries. Journal of Power Sources 97–8:557–56015

b. Dobos D, (1975) Electrochemical Data. Akademiai Kiado, Budapest14

c. Haynes WM, ed. (2011) CRC Handbook of Chemistry and Physics. 92nd Edition (Internet Version 2012). CRC Press/Taylor and Francis, Boca

Raton, FL19

d. Gores HJ, Barthel JMG (1995) Nonaqueous electrolyte solutions: New materials for devices and processes based on recent applied research.

Pure and Applied Chemistry 67:919–93016

e. Hives J, Thonstad J, Sterten A, Fellner P (1996) Electrical conductivity of molten cryolite-based mixtures obtained with a tube-type cell made of

pyrolytic boron nitride. Metallurgical and Materials Transactions B 27:255–26117

f. Yamamoto O (2000) Solid oxide fuel cells: fundamental aspects and prospects. Electrochimica Acta 45:2423–243518
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along with their conductivity. Usually aqueous electrolytes

possess the highest ionic conductivity at room temperature.

As shown in Table 38.2, the 30 wt. % sulfuric acid solution

(aqueous electrolyte) used in the lead acid battery (LAB) has

an ionic conductivity of 730 mS/cm [14]. The nonaqueous

electrolyte used in commercial lithium ion (Li-ion) batteries

consisting of 1 M LiPF6 dissolved in the organic solvents of

ethylene carbonate and dimethyl carbonate (50:50 wt. %)

has an ionic conductivity of 10.7 mS/cm at 25�C [15].

Lithium batteries also use gel type electrolytes, such as PC/

LiClO4/2p-MC-DBS/PEGPM (81.0/7.5/0.9/10.6) (wt. %),

where PC stands for propylene carbonate, 2p-MC-DBS

means 1,3:2,4-di(p-methoxycarbonylbenzylidene) sorbitol,

and PEGPM is poly(ethylene oxide) (PEO)—grafted poly

(methacrylate). This gel electrolyte has an ionic conductiv-

ity of 4.6 mS/cm at 25�C [16]. The molten electrolyte used

in the aluminum electrolysis process has alumina (Al2O3)

mixed with CaF2 and AlF3 additives, which are dissolved in

cryolite (Na3AlF6) solvent. The ionic conductivity for this

molten electrolyte is 2,130 mS/cm at 950�C [17]. In

SOFCs, zirconia (ZrO2) doped with 8% of yttria (Y2O3),

commonly known as yttria-stabilized zirconia, is used as

the solid electrolyte. YSZ has an ionic conductivity of

30 mS/cm at 800�C [18]. The readers are requested to

review the following literature for more details about trans-

port processes in electrochemical systems and conductivity

[10, 11].

Separator

In a divided electrochemical cell, an electrically insulated

layer material is used to separate the electrode, electrolyte,

and any products formed between the anode and the cathode

side. This electrically insulated material is called the separa-

tor. The separators should be permeable to the ions present

in the electrolyte to facilitate the completion of the electrical

circuit. The different types of separators are membranes and

diaphragms. The membranes have a smaller pore size which

will result in selective permeability of ions across the

compartments. On the other hand, diaphragms are those

separators that have larger pore size and permits transfer of

many ions at higher flow rate across the compartment with-

out leading to intermixing of electrolytes. In general, the

distinction between membrane and diaphragm is blurred as

some separators can be engineered to have different porosity

and selectivity for permeation. A list of various commonly

used separators (membranes and diaphragms) is listed in

Table 38.3.

Reference Electrode

In a three-electrode cell system, a third electrode other than

the anode and cathode, the reference electrode, is used.

Reference electrodes are standard electrodes, which are

chemically and mechanically robust, and their potential is

expected to remain unchanged under most electrolytic

conditions. In electrochemistry, one cannot measure the

potential of an electrode, but the potential difference

between two electrodes is measureable. If one of the two

electrodes is a standard or reference electrode, then the

potential of the other electrode can be determined in terms

of the reference electrode. So, every time a potential value is

assigned to an electrode, it is always expressed with respect

to a reference electrode.

The standard hydrogen electrode (SHE) is the primary

reference electrode and its potential is assigned a zero value

(see section on “Standard Potential”). For example, consider

an electrolytic system where deposition of copper is carried

out using an electrolyte containing copper sulfate and sulfu-

ric acid. At the anode, a water molecule is oxidized to

oxygen and protons, whereas metallic copper is deposited

at the cathode electrode. The following half cell reactions

(anode and cathode reaction) with their standard reduction

potential illustrate the electrolytic cell.

Table 38.3 Classical separators, membranes, and diaphragms used in electrochemical energy storage technologies and electrosynthesis

Material Type Applications and details

Nafion (sulfonated tetrafluoroethylene-based

fluoropolymer-copolymer)

Membrane Chlor-alkali cell and proton exchange membrane fuel cell.

Allows transport of cations, especially protons

Cellophane Membrane Nickel cadmium and silver oxide batteries. Provides gas

barrier along with ion permeability

Polyethylene Separator Lead acid batteries. These separators with small pore size are used

in heavy duty batteries and they provide longer life to the battery

Polypropylene Separator Lithium-based batteries. The separator is used in primary

and secondary types of lithium batteries

Asbestos Diaphragm Chlor-alkali cell. This separator was used in the original design

of chlor-alkali cell. The health problems associated with asbestos

has restricted its application as separator

Teflon (polytetrafluoroethylene) Diaphragm Chlor-alkali cells and aqueous electrolysis. Chemically inert

to acids, alkalis, and organic solvents

Sources: Linden [20]; Kuhn [83]
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Anode reaction:

H2O! 1

2
O2 þ 2Hþ þ 2e� E� ¼ 1:23 V vs: SHE (38.4)

Cathode reaction:

Cu2þ þ 2e� ! Cu E� ¼ 0:34 V vs: SHE (38.5)

The secondary reference electrodes have been frequently

used in the electrochemical systems because they are easier

to construct and maintain than the SHE. One of the com-

monly used reference electrodes is the saturated calomel

electrode (SCE), which has a potential of 0.242 V vs. SHE.

Another reference electrode used in the acidic electrolytes

has been the silver-silver chloride electrode and its potential

is 0.197 V vs. SHE.

Standard Potential

The standard potential (E�) is related to an electrochemical

reaction on the electrode surface at standard condition of

25�C and 1 atmospheric pressure. The standard potential for

the reduction or oxidation reaction of the chemical substance

present in the electrochemical system is valuable informa-

tion principally to determine the possible reactions taking

place in the system. In general, the standard potential is

represented as the reduction potential for that reaction

vs. the SHE. Table 38.4 contains the standard reduction

potential of commonly used reactions.

The formation of hydrogen from protons is zero volts as

the reaction is measured with respect to an SHE. The

standard reduction potential for lithium ion (Li+) is

�3.0401 V which is the least valued potential in Table 38.4.

The most negative value of the standard reduction potential

means that lithium (Li) is more likely to get oxidized into Li+

ion. On the other hand, the reduction of the platinum ion (Pt2+)

to Pt (1.18 V) is more favorable than the Li+ ion reduction.

Table 38.4 lists only a few reactions and its standard

reduction potential, but a complete list for the standard

reduction potential of various reactions can be found in the

CRC Handbook for Chemistry and Physics [19]. The list of

the standard reduction potential suggests thermodynamically

which reaction would occur, or is feasible, in an electro-

chemical system. For example, a platinum electrode

immersed in a solution containing 0.1 M Ni2+ in 1 M HCl

will result in an open circuit potential greater than 0 V. Once

the potential of the Pt electrode is shifted in the negative

direction with respect to SHE, the reaction with most posi-

tive reduction potential will occur first. So, in this case the

evolution of hydrogen (0 V vs. SHE) will occur even before

the deposition of Ni on the Pt electrode (�0.257 V vs. SHE).

On the other hand, by shifting the potential of the electrode

in the positive direction, the reaction with least positive

potential will occur first. If a gold electrode is immersed in

a Cu+ ion solution and the potential of the Au electrode was

increased in the positive direction, then the oxidation of Cu+

to Cu2+ (0.153 V vs. SHE) would take place before the gold

electrode oxidizes (1.498 V vs. SHE). The table covering

standard reduction potentials provides an opportunity to

perform controlled and specific reactions on the electrode

surface because each electrochemical reaction can be con-

trolled by its potential.

Nernst Equation

The potential for an electrochemical reaction can be

represented in terms of a thermodynamic quantity, the

Gibbs free energy change. Equations (38.6) and (38.7) dis-

play the relationship between the Gibbs free energy change

and the potential for the reaction at normal and standard

conditions. Standard conditions are referred to temperature

of 25�C and 1 atmospheric pressure with unit activity for the

chemicals involved in the electrochemical reaction. The

Gibbs free energy for the reaction taking place at conditions

other than the standard condition is represented in (38.6).

DG ¼ �nFE (38.6)

DG� ¼ �nFE� (38.7)

where DG� and E� are the standard Gibbs free energy change
and the standard reaction potential, respectively. On consid-

ering a simple electrochemical reaction at equilibrium as

Table 38.4 Standard reduction potential for some electrochemical

reactions

Reaction E�(V)

Liþ þ e� Ð Li �3.0401
Naþ þ e� Ð Na �2.71
AlðOHÞ3 þ 3e� Ð Alþ 3OH� �2.31
Teþ 2e� Ð Te2� �1.143
Ni2þ þ 2e� Ð Ni �0.257
Pb2þ þ 2e� Ð Pb �0.1262
Fe3þ þ 3e� Ð Fe �0.037
2Hþ þ 2e� Ð H2 0.0000

NO3
� þ H2Oþ 2e� Ð NO2

� þ 2OH� 0.01

Cu2þ þ e� Ð Cuþ 0.153

Cu2þ þ 2e� Ð Cu 0.3419

Agþ þ e� Ð Ag 0.7996

Pt2þ þ 2e� Ð Pt 1.18

Au3þ þ 3e� Ð Au 1.498

F2 þ 2e� Ð 2F� 2.866

Source: Haynes [19]
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given in (38.8), an oxidized species (O) takes up n electrons

to form the reduced species (R).

Oþ ne� Ð R (38.8)

From the basic thermodynamics, the Gibbs free energy

for the above reaction can be written as

DG ¼ DG� þ RT ln
aR
aO

(38.9)

where R is the molar gas constant (8.314 J mol�1 K�1), T is

the temperature (K), aR and aO are the activities for the

reduced and oxidized species, respectively. On substituting

the Gibbs free energy change from (38.6) and (38.7) to the

(38.9), we obtain

E ¼ E� � RT

nF
ln
aR
aO

(38.10)

The Nernst equation for an electrochemical reaction is

represented by rearranging (38.10).

E ¼ E� þ RT

nF
ln
aO
aR

(38.11)

The potential of the reaction is dependent on the standard

reduction potential (E�), and the activities of the oxidized

and reduced species. The activity is a chemical thermody-

namic term meaning effective concentration of the species in

a mixture. The activity of the species is expressed as the

product between the activity coefficient (g) and the concen-

tration of the species. Since, it is difficult to determine the

activity of the species in an electrochemical reaction, the

Nernst equation can be defined in terms of the species

concentration (38.12).

E ¼ E�
0 þ RT

nF
ln
½O�
½R� (38.12)

where the concentrations of oxidized and reduced species

are [O] and [R], respectively, and E�
0
is the formal potential

of the reaction. The formal potential is defined as the

measured potential of the reaction when the ratio of the

concentrations of oxidized and reduced species is unity.

The following equation displays the relationship between

the formal potential and the activity coefficient of the

species.

E�
0 ¼ E� þ RT

nF
ln
gO
gR

(38.13)

An electrode following the Nernst equation is referred to

as the Nernstian system when the electrode potential

changes because of the changes observed in the concentra-

tion of the species present in the electrochemical system.

Alternatively, if the potential of an electrode does not follow

the Nernst equation, then it is considered to be non-

Nernstian system.

Cell Voltage

In a two electrode system, the potential difference between

the anode and cathode electrodes is defined as the cell

voltage. The term “potential,” which has been used exten-

sively earlier, is only referred to as the potential difference

observed between an electrode and a reference electrode.

The cell voltage is denoted by V; it also uses the same

thermodynamic relation with the change in the Gibbs free

energy as shown in (38.6). The units for cell voltage are volts

(V), which is also the unit for the electrode potential.

As described earlier, there are two types of electrochemi-

cal cells, namely electrolytic and galvanic cells. In a galvanic

cell, such as silver oxide-zinc battery, a primary battery

system, the cell voltage can be determined using the anode

and cathode electrode potentials. The anode, cathode, and the

overall reactions for the silver oxide-zinc battery are given

below [20].

Anode reaction:

Znþ 2OH� ! ZnðOHÞ2 þ 2e�

E� ¼ �1:249 V vs. SHE (38.14)

Cathode reaction:

Ag2Oþ H2Oþ 2e� ! 2Agþ 2OH�

E� ¼ 0:342 V vs: SHE (38.15)

Overall reaction:

Znþ Ag2Oþ H2O! Zn(OHÞ2 þ 2Ag

E ¼ 1:591 V (38.16)

At the anode electrode, the Zn is oxidized to zinc

hydroxide in the presence of hydroxyl ions from the alkaline

electrolyte and the silver oxide is reduced to silver at the

cathode electrode. The overall reaction is the formation of

zinc hydroxide and silver from zinc and silver oxide, which

results in a generating cell voltage of 1.591 V. The voltage

for the overall reaction was obtained by subtracting the

standard potential of the anode reaction from the cathode

reaction. This cell voltage is also known as the theoretical

voltage for the battery [20]. The theoretical voltage of a

battery represents the maximum cell voltage that can be

attained by the battery. In practical applications, the theoret-

ical voltage is very difficult to reach due to various factors,

such as concentration, temperature, and transport of ions.
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The influence of these factors leads to ohmic limitations,

concentration limitations, surface limitations, and diffusion

limitations during the operation of any galvanic system. For

the silver oxide-zinc battery, even though it has the theoreti-

cal voltage of 1.591 V, the nominal voltage or voltage during

practical application is only 1.5 V [20].

In the case of an electrolytic system, such as the electrol-

ysis of water, the theoretical cell voltage required to split

water into hydrogen and oxygen gases is 1.23 V. In the

electrolytic system, the theoretical voltage is the minimum

required voltage to initiate the electrochemical reaction and

due to various factors the cell voltage has to be maintained

more than the theoretical value in order to sustain the reac-

tion. The key factors affecting the operation of electrolytic

systems are the solution resistance, diffusion limitations

faced by the ions at the electrode surface, occurrence of

secondary or undesired reactions at the electrode surface,

and even the resistance to the flow of electrons along the

wire or electrical contact. Even though the theoretical volt-

age required for water electrolysis is 1.23 V, the commercial

alkaline water electrolyzers operate between 1.7 and 1.9 V to

compensate for the losses due to the above mentioned

factors [21].

Faraday’s Law

In an electrochemical reaction, electron transfer results in

the formation of a new product or loss of a compound. The

mass of the new product formed or the loss of the existing

material is directly proportional to the number of electrons

passed through the electrode. This is known as Faraday’s

law. The time rate of flow of electrons is known as current,

and the number of electrons is referred to as charge (Q), and

its units are coulombs (C).

m ¼ Q�M

n� F
(38.17)

where m is the mass of the substance (g) formed or lost

during the electrochemical reaction, M is the molar mass of

the substance (g/mole), n is the number of electrons trans-

ferred per mole during the reaction, and F is the Faraday

constant, which equals 96,485 C.

The mass of the material deposited or lost is directly

related to the current passed through the electrochemical

cell. If all the current supplied to the electrochemical cell

is utilized for the expected reaction, then the Faraday effi-

ciency is 100%. In most systems, however, part of the

applied current results in undesired or secondary reactions

and generates other products, which leads to lower than

100% in Faraday efficiency. The ratio of actual weight of

the material formed to the theoretical weight based on that

current is known as Faraday efficiency. In some places,

Faraday efficiency is also referred as Faradaic efficiency,

coulombic efficiency, or current efficiency. Faraday’s law is

a valuable concept along with current efficiency to estimate

the total current required for scaling up an electrochemical

process, as it would lead to the calculation of the number of

cells, electrodes, and energy consumption needed for the

process.

The use of Faraday’s law can be demonstrated with an

electrolytic system, aluminum production. The production

of aluminum is an energy consuming process and it is

performed by electrolysis of molten salt of alumina

(Al2O3). In the aluminum industry, the modern aluminum

reduction cell system is supplied with a total current of

300 kA and a cell voltage of 4.2 V is maintained for every

day operation [22]. The molar mass for aluminum (M) is

26.98 g/mol and the number of electrons (n) involved during

the reduction reaction is 3. The total charge, the product of

current and time, supplied for a day to the electrochemical

cell for aluminum reduction is Q.

Q ¼ current � time ¼ 300 kA� 24 h� 60 min� 60 s

¼ 25; 920� 106coulombs

Substituting the values for charge (Q), molar mass (M),

number of electrons (n), and Faraday’s constant in (38.17),

we obtain the theoretical amount of aluminum produced per

day using 300 kA of current. The theoretical aluminum

calculated was 2,416 kg/day. According to the aluminum

industry literature, the industry produces 2,308 kg of alumi-

num per day using a current supply of 300 kA [22].

The Faraday efficiency for the production of aluminum

using the electrolysis process can be calculated using the

above values. The current or Faraday efficiency for the

aluminum reduction process was 95.5%. Energy consump-

tion for the electrolysis process is defined as the product of

the total charge supplied and the voltage maintained in the

cell. For the production of aluminum, the energy consump-

tion was calculated to be 13.1 kWh for every gram of

aluminum produced.

Battery Capacity

For battery systems, the total current which can be obtained

from an electrochemical system in 1 h is termed as capacity.

The units for capacity are ampere-hour (Ah). The theoretical

capacity of a battery is dependent on the active material

available as electrode with the internal resistance of the

electrolyte not being taken into consideration. Using

Faraday’s law, the theoretical capacity for the electrode

material is given as

Ce ¼ 26:8
A� h

eq� g

1

Me

(38.18)
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where the electrode material capacity is Ce (ampere-hour per

gram) and Me is the equivalent weight of the electrode

material (grams per equivalent gram). The equivalent weight

is represented by the molecular weight of the electrode

material divided by the number of electrons transferred

during the reaction [13].

For example, the silver oxide-zinc battery is composed of

zinc as active material in the anode electrode and silver

oxide is the active material in the cathode. The overall

reaction for the battery is given in (38.16).

Znþ Ag2Oþ H2O! Zn(OHÞ2 þ 2Ag

E ¼ 1:591 V (38.16)

The equivalent weight for Zn (MZn) is 32.68 g/eq�g and

the cathode active material, silver oxide, has an equivalent

weight (MAg2O) of 116 g/eq�g. Using (38.18), the theoretical
capacity for anode electrode of the silver oxide-zinc battery

can be calculated as CZn ¼ 820 mAh/g and the cathode

material has the theoretical capacity of CAg2O ¼ 231 mAh/g.

Once the theoretical capacity of the electrode material is

calculated, then the total capacity of the electrode can be

obtained from (38.19).

CT ¼ CeWe (38.19)

where CT is the total capacity for the electrode (ampere-

hour) andWe is the weight of the electrode material (grams).

The total capacity of both the electrodes will be calculated

using the above equations; the lowest capacity is taken as the

theoretical capacity of the battery system. If the weight of

active material for the silver oxide-zinc battery is assumed to

be 5 g, then the total capacity for Zn is CT ¼ 4,100 mAh and

for Ag2O is CT ¼ 1,155 mAh. Since the theoretical capacity

of the cathode material, silver oxide, is the limiting value,

then the theoretical capacity for the silver oxide-zinc battery

will be 231 mAh/g.

There is another equation used to determine the theoreti-

cal capacity of the battery system, which is based on the total

quantity of electricity used in both the anode and cathode

electrode [20].

CT ¼ 1

1=Ce;negative þ 1=Ce;positive
(38.20)

On using the equation for the silver oxide-zinc battery

system, the theoretical capacity of this battery was found to

be 180 mAh/g.

Energy Density

Energy density of a battery is determined by taking the

product of the cell voltage and capacity of the battery. The

unit for the energy density is represented by watt-hour per

gram (Wh/g). Energy density is also an important property

as the capacity for the battery. The theoretical energy density

for a battery system is represented as: [20]

Theoretical energy densityðWh/gÞ ¼ Theoretical voltageðVÞ
� Theoretical capacityðAh/gÞ

(38.21)

In the case of the silver oxide-zinc battery, the theoretical

voltage is 1.591 V and the theoretical capacity determined in

the previous subsectionwas 180mAh/g.Using these values in

the above equation, we obtain the theoretical energy density

for the silver oxide-zinc battery as 0.286Wh/g or 286Wh/kg.

Electrokinetics

In the electrochemical systems, the rate at which reactions

take place on the electrode surface depends on different

properties such as electrode material, concentration of ions

present in the electrolyte, mobility of the ions, and the

concentration of ions at the electrode surface. At equilib-

rium, the ions in the electrolyte will cover the electrode

surface based on their charge and form a layer known as

double layer. The double layer is described as the combina-

tion of adsorbed ionic species and the layer of solvated ions

over the surface of metal. Figure 38.2 shows the illustration

of the metal/solution interface based on the geometric

model. There are three established models, namely

Helmholtz theory, Gouy-Chapman theory, and Stern theory,

to elucidate the formation of the double layer over the metal

surface.

The metal electrode immersed in an electrolyte is covered

by absorbed ions due to the excess charge on the metal

surface. An imaginary line running through the centers of

the adsorbed ions form the inner Helmholtz layer or plane.

The outer Helmholtz layer or plane is the locus of centers of

the nearest solvated ions. Beyond the outer Helmholtz layer,

there are nonspecifically adsorbed ions which form a diffuse

layer. The double layer in the electrolyte solution is com-

posed of the inner and outer Helmholtz layers, and the

diffuse layer. The thickness and composition of double

layer will determine the surface overpotential. For ionic

concentrations more than 0.01 M, the double layer thickness

is expected to be less than ~100 Å [11]. Surface

overpotential (�s) is expressed as the potential of the work-

ing electrode with respect to the reference electrode, which

is placed just outside of the double layer. The term

overpotential is defined as the difference between the

measured potential and the equilibrium potential for that

reaction.

Electrochemical reaction rates are defined in terms of the

current density of the reactions, the concentration of ions in
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the electrolyte, and the overpotential. A classical way to

relate these parameters is using the Butler-Volmer equation:

i ¼ io e ðaaF=RTÞ�sð Þ � e �ðacF=RTÞ�sð Þ
h i

(38.22)

where io is the exchange current (A), aa and ac are the

transfer coefficients for the anodic and cathodic reactions,

respectively, i is the current for the reaction (A), and �s is the

surface overpotential for the electrode.

For electrochemical reactions which are irreversible in

nature, an approximation of the Butler-Volmer equation will

lead to the Tafle equations (38.23) and (38.24). In the case

where the anodic reactions are more applicable than

cathodic reactions, then aaF�s � RT and the Butler-Volmer

equation is reduced to

i ¼ ioe
ðaaF=RTÞ�sð Þ (38.23)

Similarly, if the cathodic reactions are more applicable

than the anodic reactions, then acF�s � RT and the Butler-

Volmer equation is modified to

i ¼ �ioeð�ðacF=RTÞ�sÞ (38.24)

Capacitor

An electronic device, which is capable of storing electric

charge, is defined as a capacitor. Capacitors can be used in

place of batteries to store electrical energy and can also

discharge the electrical energy during a relatively short

duration. This device has two electrically conducting

electrodes, which are separated by a nonconducting mate-

rial. The nonconducting material is known as a dielectric,

which is made of an insulator material.

The capacitor is classified as polarized and non-polarized

based on the characteristic of the dielectric material. The

non-polarized capacitors have ceramics and polymers as the

dielectric materials, whereas oxides of aluminum and tanta-

lum are used in the polarized capacitors. Polarized

capacitors are generally referred to as electrolytic capacitors,

which are electrochemical devices [23]. Each dielectric

material has a characteristic value known as dielectric con-

stant. Vacuum is dielectric and it has been used in the old-

fashioned capacitors. The dielectric constant for vacuum is

assigned a value of unity. Technically, the dielectric con-

stant of a material is the ratio of the relative permittivity of

the material to store the electrical energy, when voltage is

applied, with respect to the storage capability under vacuum.

Various dielectric materials and their constants are listed in

Table 38.5.

Capacitance is the measure of the capacitor’s ability to

store the electrical energy for a certain potential difference

across the electrodes. When a voltage is applied between the

electrodes, the positive charges are collected in one elec-

trode and the negative charges will be generated on the other

electrode.

C ¼ Q

V
(38.25)

Table 38.5 Various dielectric materials and their constants

Dielectric material Dielectric constant (e)
Air (dry, CO2 free) 1.0005360

Aluminum oxide 9.34–11.54

Glass (Pyrex 7740) 5.0

Lead magnesium niobate 10,000

Lead titanate ~200

Mica (muscovite) 5.4

Polypropylene 2.3

Polystyrene 2.6

Potassium tantalate niobate (0�C) 34,000

Quartz (fused) 3.75

Tantalum pentoxide (a phase) 30–65

Teflon 2.1

Vacuum 1.000 (exact)

Water (liquid, 20�C) 80.1

Source: Haynes [19]

Fig. 38.2 Illustration of metal/solution interface to depict the presence

of double layer [23]. The double layer is composed of adsorbed and

solvated ions over the metal surface. The double layer has many layers;

among those are the inner and outer Helmholtz layer
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The ratio of electric charge divided by the potential

difference is referred to as the capacitance of the capacitor.

The units for the capacitance are Farads (F). Applying a

potential difference of 1 V across the electrode plates when

1 coulomb of charge is stored on the electrodes is referred

to a capacitance of 1 farad for that capacitor. Capacitors

for typical industrial use are manufactured in the range of

mF to mF.

Electrochemical Energy Storage Technologies

Classical electrochemical energy storage technologies

include batteries, flow batteries, and fuel cells. This section

provides an overview of the different technologies; addi-

tional literature is recommended [13, 20, 24–32]. In addi-

tion, this section also includes a synopsis of super capacitors

or electrochemical double layer capacitors (EDLCs), which

could be considered advanced electrochemical energy stor-

age systems.

Batteries

The most commonly known electrochemical energy stor-

age device is a battery, as it finds applications in all kinds of

instruments, devices, and emergency equipment. A

battery’s principal use is to provide immediate power or

energy on demand. A battery is an electrochemical device

where energy from a chemical reaction of the reactants is

directly converted into electrical energy. There are two

types of batteries: primary and secondary. In primary

batteries, the chemical compounds as reactants are con-

sumed to form electrical energy and products, but the

products cannot be transformed back into reactants with

the use of external electric power. On the other hand,

secondary batteries can be recharged by producing the

reactants from the products with the help of external

electrical energy. Secondary batteries are also known as

rechargeable batteries.

The batteries that come under the primary batteries are

zinc chloride, alkaline (zinc-manganese dioxide), and zinc-

air. Secondary batteries consist of LAB, nickel-cadmium

(Ni-Cd), nickel metal hydride (Ni-MH), and lithium ion

(Li-ion) battery. Other kinds of batteries, such as a flow

battery, redox battery, and sodium nickel chloride battery,

are the latest improvements in the area of batteries. In

batteries, the convention is that the anode is considered to

be the negative terminal and the cathode is considered to be

the positive terminal. The electrochemical reactions of

these batteries at both the positive and negative terminals,

along with a brief description of their properties, are

presented next.

Primary Batteries

The characteristics of the few primary batteries that are

discussed in this section are listed in Table 38.6. The table

provides information on the electrodes, electrolyte, cell volt-

age, operating temperature, energy and power density, self-

discharge rate, advantages, and limitations for each battery.

Zinc-Chloride
This battery is one of the first kinds to be commercially sold,

and it is an improved version of the zinc-carbon battery.

A can, or the container of the battery that is made of Zn,

will act as the negative terminal (anode) of the battery. A

carbon rod is the positive terminal (cathode), which is

covered by a manganese dioxide paste. Next to the manga-

nese dioxide paste is a layer of zinc chloride electrolyte,

which is separated by a paper separator. There are two types

of separators used in the Zn-chloride batteries, gelled paste

and a special paper coated with gelled paste or cereal.

The electrochemical reactions for zinc chloride battery are

given below:

Table 38.6 Comparison of the characteristics of few primary batteries

Characteristics Zinc chloride (zinc-carbon) Alkaline manganese dioxide Zinc-air

Anode Zn Zn Zn

Cathode MnO2 MnO2 O2 (air)

Electrolyte ZnCl2 (aqueous solution) KOH (aqueous solution) KOH (aqueous solution)

Open-circuit voltage (V) 1.6 1.5–1.6 1.45

Nominal voltage (V) 1.5 1.5 1.5

End voltage (V) 0.9 0.9 0.9

Operating temperature (�C) �10 to 50 �20 to 55 0–50

Energy density at 20�C: button size (Wh/kg) – 38 340

Energy density at 20�C: cylindrical size (Wh/kg) 85 125 –

Power density Low to moderate Moderate Low

Self-discharge rate at 20�C (% loss per year) 7 4 3 (if sealed)

Source: Linden [20]
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Anode reaction

ZnðsÞ ! Zn2þðaqÞ þ 2e� E� ¼ �0:76 V vs: SHE (38.26)

Cathode reaction

MnO2ðsÞ þ H2OðlÞ þ e� ! MnO(OHÞðsÞ þ OH�ðaqÞ

E� ¼ 0:36 V vs: SHE (38.27)

Overall reaction

ZnðsÞ þ 2MnO2ðsÞ þ ZnCl2ðaqÞ þ 2H2OðlÞ
! 2MnO(OHÞðsÞ þ 2Zn(OH)ClðaqÞ E ¼ 1:1 V

(38.28)

At the anode electrode, Zn is oxidized to Zn2+ ions and

manganese dioxide is reduced to manganese oxyhydroxide

(MnO(OH)) at the cathode electrode. The cell voltage for the

overall reaction is 1.5 V.

The zinc chloride batteries are used in flashlights, penlight,

photoflash, smoke detectors, and electronic applications.

Commercially, these batteries aremanufactured in cylindrical

form in different sizes, such as AA, C, D, and F. Household

flashlights use sizes C and D Zn-chloride batteries, whereas

size AA is normally reserved for penlight, photoflash, and

electronic applications [20].

One of the limitations of the Zn-chloride batteries is its

high self-discharge rate which means that the Zn-chloride

battery will lose its capacity even if it were left idle. Addi-

tionally, these batteries are known to have high gassing rates;

that is, the Zn-chloride batteries produce more gas from the

secondary reactions due to the presence of contamination in

the Zn anode [20]. In general, the Zn-chloride battery is not

able to keep up with the growing electronic industry because

the Zn-chloride battery has lower power density due to the

small size and the lack of rechargeable capabilities.

Alkaline Batteries
The electrode material used for the alkaline battery is similar

to the Zn-chloride battery with the exception of the potassium

hydroxide (KOH) electrolyte. The anode electrode for the

alkaline battery is zinc powder, which is mixed with KOH to

form a gel. The cathode electrode is manganese dioxide. The

following equations illustrates the electrochemical reactions

taking place in an alkaline battery: [33]

Anode reaction

Znþ 2OH� ! Zn(OHÞ2 þ 2e�

E�¼ � 1:25 V vs: SHE
(38.29)

Cathode reaction

MnO2 þ H2Oþ e� ! MnOOHþ OH�

E� ¼ 0:36 V vs: SHE
(38.30)

Overall reaction

Znþ 2MnO2 þ 2H2O! Zn(OHÞ2 þMnOOH

E ¼ 1:61 V
(38.31)

The theoretical cell voltage for an alkaline battery is

1.61 V, but the optimum voltage will be closer to the zinc-

based primary batteries (1.5 V). The purity of the electrode

material and its activity determines the initial open-circuit

voltage of the alkaline battery. These aspects lead to the

lowering of the optimum open-circuit voltage of the alkaline

battery to 1.5 V from the theoretical cell voltage (1.61 V).

Alkaline batteries have higher energy density and longer

operation time in comparison with the inexpensive zinc-

carbon and zinc chloride batteries. These batteries are

popular for usage in various applications because of their

relatively low cost, higher energy and power density, and

good portability for providing power to portable electronic

devices. Alkaline batteries are manufactured in both cylin-

drical and miniature sizes.

The alkaline batteries experience similar kinds of

limitations as those of zinc chloride batteries. The corrosion

of the Zn anode material is also prevalent in the alkaline

battery, which essentially lowers the battery capacity and

eventually degrades the life of the battery. Zinc in the envi-

ronment of an alkaline electrolyte is active and it can reduce

water into hydrogen gas. The presence of hydrogen gas will

increase the internal pressure of the battery, and can cause

leakage of the electrolyte and even possible explosion of the

battery [34]. In addition, these alkaline batteries are the

primary batteries which cannot be recharged to extend

their life. In recent years, various research activities have

been focused to convert the alkaline battery into a recharge-

able battery by the addition of different active materials to

the alkaline manganese dioxide cathode [35–38].

Zinc-Air
Zinc-air batteries are well known as the batteries used in

hearing aid devices. A cross-sectional view of a Zn-air

battery is displayed in Fig. 38.3. The voltage for this battery

is produced from the oxidation of zinc in air. As the oxygen

from the air is the active material on the cathode side, the

cathode can (Fig. 38.3) has holes for the air to flow into the

Zn-air battery. The anode electrode is made up of porous

zinc powder which is mixed with KOH electrolyte. Air is

dispersed on to the cathode electrode with the help of an air

distribution membrane and air diffusion Teflon layer, as

shown in Fig. 38.3. The current collector for the cathode is

the carbon-pressed nickel-plated screen, which is separated

from the anode material by a separator. The oxygen from the

dispersed air is converted into hydroxide ions on the cathode

electrode (38.33) and the hydroxide ion migrates to the
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anode side to react with Zn. In this reaction, water or elec-

trolyte is not consumed; only the Zn paste is consumed,

which implies that replacement of the Zn paste could extend

the operation of Zn-air batteries. A sectional view of zinc-air

battery is displayed in Fig. 38.3.

The electrochemical reactions at the anode and the cath-

ode electrodes of the Zn-air battery are listed below [33].

Anode reaction

Znþ 2OH� ! ZnOþ H2Oþ 2e�

E� ¼ �1:25 V vs: SHE
(38.32)

Cathode reaction

O2 þ 2H2Oþ 4e� ! 4OH�

E� ¼ 0:40 V vs: SHE
(38.33)

Overall reaction

Znþ O2 ! 2ZnO E ¼ 1:65 V (38.34)

Theoretically, a zinc-air battery will produce 1.65 V, and

it has the highest specific energy density (340 Wh/kg) of all

of the primary batteries [20, 39]. The high specific energy

density, flat discharge voltage, long shelf life, environmen-

tally safe nature, and low cost of the Zn-air batteries make

them attractive storage devices for many applications [20,

40]. Even though the initial application of Zn-air batteries

was restricted to button cells for hearing aids, the recent

developments on Zn-air batteries have found applications

in cell phones, heavy equipments, and electric vehicles [41].

Zn-air batteries are limited by the amount of zinc present

as active material in the anode electrode. The shelf life of the

Zn-air battery will be affected by the self-discharge of the

battery, meaning the corrosion of zinc will degrade the bat-

tery capacity. Other factors affecting the capacity or shelf life

of a Zn-air battery are based on the gas transfer mechanism

which takes place on the cathode side. The issues associated

with gas transfer mechanism are direct oxidation, carbon-

ation of electrolyte, and effect of water vapor transfer [20].

The process of the zinc anode’s being directly oxidized by the

oxygen that has passed into the cathode side after diffusing

through the electrolyte is known as the direct oxidation

mechanism. Carbonation of the electrolyte is observed

when the alkaline electrolyte reacts with the carbon dioxide

present in the atmosphere, and the electrolyte transforms into

metal carbonate and bicarbonate. The degradation of the Zn-

air battery is caused by the formation of carbonate crystals on

the cathode structure which affects cathode performance.

The presence of carbonate in the electrolyte will also increase

the vapor pressure and enhance the loss of water vapor.

Finally, any deregulation in the transfer of water vapor

between the electrolyte and the environment will signifi-

cantly affect the shelf life of the Zn-air battery.

Secondary Batteries

The secondary batteries that are described in this section are

the LAB, nickel-cadmium, nickel metal hydride, and Li-ion

batteries. The characteristics of the selected secondary

batteries are provided in Table 38.7.

Lead Acid Battery
The LAB, which is based on electrochemical principles, was

first invented in 1860 by Planté. Over the years, this battery has

been thoroughly studied, researched, and developed. In the

category of medium to large sized batteries, the LAB is the

most commonly manufactured rechargeable battery. The neg-

ative electrode for this battery is a lead paste covered grid, and

the positive electrode is the plate or grid which has lead

dioxide. In secondary or rechargeable batteries, an electrode

which behaves as an anode during the discharge process will

act as cathode during the charging process because of the

reduction reactions taking place at this electrode. The

electrodes are therefore referred to as negative and positive

terminals instead of as anode and cathode. Thegrid ismadeof a

lead-antimony alloy and the electrolyte for the LAB is sulfuric

acid. The discharging and charging reactions for both the

terminals are given below: [42]

Negative terminal reactions

Pbþ HSO4
�Ð

Discharge

Charge
PbSO4 þ Hþ

þ2e�
E� ¼ �0:358 V vs: SHE

(38.35)

Fig. 38.3 Illustration of Zinc-air button cell [20]. The Zn-air battery

has holes for air to pass through the cathode can. The oxygen present in

the air is the active material for the cathode side and the Zn is the active

material in the anode side. The spacing on the cathode side is smaller

than any other battery
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Positive terminal reactions

PbO2 þ HSO4
� þ 3H� þ 2e�Ð

Discharge

Charge
PbSO4 þ 2H2O

E� ¼ 1:69 V vs: SHE

(38.36)

Overall reactions

Pbþ PbO2þ2H2SO4Ð
Discharge

Charge
2PbSO4 þ 2H2O

E ¼ 2:048 V

(38.37)

During the discharge process, the electrolyte (sulfuric

acid) reacts with lead and lead dioxide to form lead sulfate

and water. The cell voltage observed for an LAB is slightly

more than 2V, and its specific energy density ranges between

25 and 35 Wh/kg [25]. The density of the sulfuric acid

solution is often measured to estimate the status of charge

for the battery. A fully charged LAB should possess

1.27–1.30 relative density for the electrolyte.

Since the LAB is a rechargeable battery, the external

electricity is used to convert PbSO4 to PbO2 and Pb at the

positive and negative terminals, respectively. This charging

process also results, however, in secondary reactions, such

as the evolution of oxygen at the positive terminal and the

liberation of hydrogen gas at the negative terminal. These

secondary reactions are the main cause for the loss of water

in the electrolyte. As a result, the lead acid batteries have to

be periodically replenished with water.

Research studies indicate that the presence of antimony

on the lead grid electrodes was the cause for the secondary

reaction which includes water electrolysis and that resulted

in loss of water from the electrolyte. In order to avoid

periodic replenishment of water and to retain a low mainte-

nance LAB, the chemical composition of the electrode was

changed to lead-calcium or lead-calcium-tin alloy instead of

lead-antimony. The amount of water lost from the electro-

lyte in the low maintenance LAB is less than that lost in

traditional lead acid batteries. Recent advances in lead acid

batteries have focused on developing completely sealed

systems. The new LAB is called a valve-regulated lead

acid (VRLA) battery. In a VRLA battery, the oxygen gas

generated at the positive terminal is transported internally to

the negative terminal, where the oxygen is reduced with

protons to form water. This process is known as the oxygen

cycle [25]. The advantage of the VRLA battery is that no

maintenance is required, and no gases (H2 and O2) escape

from the battery system.

The lead acid batteries have been mainly used for auto-

motive applications. Those batteries which are used for

automotive purposes are referred to as an SLI (starting,

lighting, and ignition) system. The SLI system of lead acid

batteries finds application in automotive vehicles, golf carts,

tractors, and lawn mowers. Additionally, the LABs are used

in industrial trucks and electric vehicles for traction or

motive power. The VRLA battery has been used for station-

ary applications, such as emergency and standby power

systems, telecommunications, uninterrupted power supply

(UPS), railroad signaling, and energy storage systems. The

advancement in the LAB research has lead to portable

systems which are sealed and maintenance-free systems.

The portable lead acid batteries are mainly used in small

Table 38.7 Comparison of the characteristics of some secondary batteries

Characteristics

Lead acid

(SLI design)

Nickel-cadmium

(sealed design)

Nickel metal

hydride

Lithium ion

(C/LiCoO2 system)

Anode Pb Cd MH C

Cathode PbO2 NiOOH NiOOH LiCoO2

Electrolyte H2SO4 (aqueous

solution)

KOH (aqueous

solution)

KOH (aqueous

solution)

Organic solventa

Open-circuit voltage (V) 2.1 1.29 1.4 4.2

Nominal voltage (V) 2.0 1.2 1.2 4.0

Operating voltage (V) 2.0–1.8 1.25–1.00 1.25–1.10 4.0–2.5

End voltage (V) 1.75 1.0 1.0 2.5

Operating temperature (�C) �40 to 55 �40 to 45 �20 to 50 �20 to 55

Energy density at 20�C (Wh/kg) 35 30–35 50 90

Power density High Moderate to high Moderate to high Moderate

Self-discharge rate at 20�C
(% loss per month)

2–3b 15–20 20 5–10

Cycle life 200–700 300–700 300–600 500–1,000

Source: Linden [20]
aOrganic solvents such as propylene carbonate, ethylene carbonate, ethyl methyl carbonate, and so on
bMaintenance-free design
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appliances and devices, portable tools, and electronic

equipments [20].

The generation of hydrogen and oxygen gas during the

operation of the LAB limits its shelf life and capacity. These

gases are released at levels which can lead to explosions, as

in the case of SLI type lead acid batteries. Even in the sealed

lead acid batteries, certain amounts of hydrogen gas are

released during its operation; therefore, care must be taken

while planning for charging and location of the battery for

safety reasons. The lead acid batteries fail mostly due to the

corrosion of the positive and negative grids or terminal.

Lead and lead oxide, the active materials in negative and

positive terminals, respectively, will react with sulfuric

acid even if the battery is in idle condition. Therefore, grid

corrosion is a major problem for the failure of lead

acid batteries [20].

Nickel-Cadmium
The nickel-cadmium (Ni-Cd) battery is one of the recharge-

able alkaline batteries because it uses KOH as its electrolyte.

Ni-Cd battery was invented in the early twentieth century by

the Swedish scientist Waldemar Jüngner. Almost at the same

time, Thomas Edison in the USA invented another kind of

nickel-based battery known as the nickel-iron battery, which

also had similar electrochemical properties to those of the

Ni-Cd battery [42, 43].

The negative terminal of an Ni-Cd battery has cadmium as

the active material, whereas nickel oxyhydroxide (NiOOH)

is the active material in the positive terminal. During the

discharge process, cadmium, in the negative terminal, is

oxidized by the hydroxide ion present in the electrolyte to

form cadmium hydroxide. Nickel oxyhydroxide, in the

positive terminal, is converted into nickel hydroxide. During

the charging process, cadmium hydroxide is reduced to

metallic cadmium at the negative terminal, and Ni2+ in the

nickel hydroxide is converted into the Ni3+ species as nickel

oxyhydroxide at the positive terminal [44, 45].

Negative terminal reactions

Cdþ 2OH�Ð
Discharge

Charge
Cd(OHÞ2 þ 2e�

E� ¼ �0:80 V vs: SHE (38.38)

Positive terminal reactions

2NiOOH þ 2H2Oþ 2e�Ð
Discharge

Charge
2Ni(OHÞ2 þ 2OH�

E� ¼ 0:49V vs: SHE

(38.39)

Overall reactions

2NiOOHþ Cdþ 2H2OÐ
Discharge

Charge
2Ni(OHÞ2 þ CdðOHÞ2

E ¼ 1:29V

(38.40)

Thermodynamically, the cell voltage for the Ni-Cd bat-

tery is 1.30 V. However, in practice, the voltage output is

1.20 V. Over the years, the specific energy density for Ni-Cd

has improved from 30 to 40 Wh/kg to 60 Wh/kg [42].

Overcharging of the Ni-Cd battery will produce oxygen

gas on the positive terminal (38.41). Since the positive

terminal always gets fully charged before the negative ter-

minal charges, generation of oxygen gas is a frequent occur-

rence at the positive terminal. Oxygen formed at the positive

terminal will be transferred to the negative terminal with the

help of oxygen permeable separator, for recombination with

Cd to form cadmium hydroxide (38.42) [45]. Finally, the

cadmium hydroxide will be converted into metallic cad-

mium during the overcharging process (38.43) [29]. These

reactions are similar to the oxygen cycle found in the low

maintenance and VRLA batteries.

4OH� ! 2H2Oþ O2 þ 4e� (38.41)

Cdþ 1

2
O2 þ H2O����������������!Gas Recombination

Cd(OHÞ2 (38.42)

Cd(OHÞ2 þ 2e� �����!Charge
Cdþ 2OH� (38.43)

Sealed Ni-Cd battery was developed to avoid gassing

(oxygen) from the positive terminal. Until nickel-metal

hydride batteries came along in 1991, the Ni-Cd batteries

were the main choice as the power supply for all cordless or

portable electronic equipment [44]. The longer cycle life of

the Ni-Cd battery has resulted in its extensive use in the

spacecraft applications, such as satellites in low earth orbit

(LEO) and geo-synchronous earth orbit (GEO) [45].

The limitations of using the Ni-Cd batteries have been

associated with the generation of gases on the electrodes

during the charge–discharge process. The operation of the

Ni-Cd batteries is affected by the generation of hydrogen gas

on the positive terminal due to over discharging. Even in a

sealed Ni-Cd battery, the evolved hydrogen gas is consumed

at a low rate, which leads to a buildup of internal pressure

and eventually bursting of the Ni-Cd battery [45]. At the

same time, during the charging process of a sealed Ni-Cd

battery, the water formed at the positive terminal will dilute

the electrolyte concentration on the pores of the active mate-

rial, thereby causing a drop in electrode voltage or
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overvoltage. While operating the Ni-Cd battery in a low

temperature environment with high rate of charging and

discharging, the formation of water at the pores of the

positive terminal will lead to the dilution of the electrolyte

and freezing. However, on the negative terminal the electro-

lyte concentration will increase resulting in precipitations on

the pores [45]. In addition to these issues, the Ni-Cd battery

has the inherent problem of using a carcinogenic material,

cadmium, which is also a pollutant that will harm the

environment.

Nickel Metal Hydride
The Ni-MH battery is similar to the nickel-cadmium battery

in most aspects, except for the active material in the negative

terminal. The active material in the negative terminal is

hydrogen, which is stored in the form of metal hydride. The

hydrogen atoms are stored inmetal alloys and these alloys are

of two kinds, AB5-type and AB2-type. The AB5-type alloy is

made up of nickel and rare earth metals, whereas the AB2-

type alloy is a mixture of nickel, titanium, vanadium, and

zirconium [45]. Typically, the negative terminal electrode is

made of either LaNi5 (AB5-type) or TiNi2 (AB2-type) alloy

and the AB5-type alloys have better corrosion resistance than

the AB2-type [25]. In recent commercial development of the

Ni-MH battery, the alloy composition for the negative elec-

trode has been MmNi3.2Co1.0Mn0.6 Al0.11Mo0.9 (AB5-type)

or Ti0.51Zr0.49V0.70Ni1.18Cr0.12 (AB2-type), where Mm is

misch-metal, which is composed of 25 wt. % La, 50 wt. %

Ce, 7 wt. % Pr, and 18 wt. % Nd [45].

NiOOH is the active material for the positive terminal and

the aqueous KOH is the electrolyte. The reactions at the

terminals are listed below: [33]

Negative terminal reactions

MHþ OH�Ð
Discharge

Charge
Mþ H2Oþ e�

E� ¼ �0:83Vvs: SHE

(38.44)

Positive terminal reactions

NiOOH þ H2Oþ e�Ð
Discharge

Charge
NiðOHÞ2

þ OH�

E� ¼ 0:49V vs: SHE

(38.45)

Overall reactions

NiOOH þMHÐ
Discharge

Charge
NiðOHÞ2 þM

E ¼ 1:32 V

(38.46)

The Ni-MH battery has been replacing the Ni-Cd battery

in various types of electronic equipment because the specific

energy density of the Ni-MH battery is 60–80 Wh/kg, which

is higher than that of the Ni-Cd battery. The cell voltage of

the Ni-MH battery is similar to that of the Ni-Cd battery,

ranging between 1.2 and 1.3 V.

One of the advantages of using the Ni-MH battery over

the Ni-Cd battery is the absence of a toxic pollutant (cad-

mium) in the battery system. The evolution of hydrogen and

oxygen gases, even in the sealed Ni-MH battery during

overcharging and discharging conditions, has been effec-

tively eliminated by the design of the battery [45]. During

the overcharging step, oxygen gas is produced at the positive

terminal; the oxygen gas then migrates to the negative ter-

minal, where it reacts with metal hydride electrode to form

water (38.47), (38.48), and (38.49):

4OH� ! O2 þ 2H2Oþ 4e� (38.47)

Mþ H2Oþ e� ! MHþ OH� (38.48)

4MHþ O2 ! 4Mþ 2H2O (38.49)

Similarly, during the deep discharging process, hydrogen

gas is evolved from the positive terminal (38.50). The hydro-

gen gas migrates to the negative terminal, where it is

oxidized into water in the presence of the metal hydride

electrode (38.51).

2H2Oþ 2e� ! H2 þ 2OH� (38.50)

H2 þ 2OH� ! 2H2Oþ 2e� (38.51)

The Ni-MH batteries do not show any memory effect

caused by recrystallization on the electrodes. Moreover,

the Ni-MH batteries have higher energy density in terms of

weight and volume in comparison with the Ni-Cd batteries,

which has resulted in the replacement of the Ni-Cd batteries

by the high energy density Ni-MH batteries. In addition to

the application of the Ni-MH batteries for all of the elec-

tronic devices, the prismatic cells with 250 Ah capacity are

manufactured for electric vehicle applications. The Ni-MH

batteries are capable of operating only in the temperature

range of �20 to þ45�C; beyond 45�C, the charging effi-

ciency of the battery has been observed to decline [45].

The swelling of the electrode material from absorption of

hydrogen gas and the leaching of the metal ions present in

the electrode into the electrolyte are some of the issues

related to Ni-MH batteries. The hydrogen storage materials

have the problem of severe volume expansion with more

intake of hydrogen gas. This excessive absorption of hydro-

gen gas can occur from the charging—discharging process,

and the absorption of hydrogen gas can lead to cracking and
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pulverization of alloy present in the electrode [45]. The

leaching of the metal ions from the metal alloy electrodes,

due to the presence of organic impurities in the electrolyte,

will lead to self-discharge of the battery and eventual decay

of the battery capacity. The separators used in the Ni-MH

battery can also decompose and disperse the organic

impurities in the electrolyte, which is another problem

related to Ni-MH batteries.

Lithium Ion Battery
Lithium is the lightest element among all the materials used

in batteries. The standard reduction potential for Li is

�3.04 V vs. SHE, which makes it a suitable component for

batteries. Lithium batteries, commonly used in cameras,

have an average cell voltage of 3.5 V. Lately, however,

another kind of lithium battery, the lithium ion battery

(LIB), has demonstrated higher cell voltages in the range

of 4 V and a specific energy density of 100–150 Wh/kg,

which translates into a longer cycle life than any other

commercial battery [27]. So, the LIB finds application in

mobile phones, laptops, portable music players, and even as

a power supply unit for electric vehicles [43].

The electrochemistry for the LIB is not substantially

different from other batteries. Graphite is the active material

in the negative terminal and the positive terminal is made of

lithium metal oxide compounds, such as LiCoO2 and

LiNiO2. The element lithium is highly reactive and can

catch fire, or even explode, when it comes in contact with

water. So, the electrolyte used in the LIB is a nonaqueous

solution, such as a combination of lithium salt (LiPF6) with

organic solvents, namely ethylene carbonate-dimethyl car-

bonate (EC-DMC). The electrochemical reactions for the

LIB with LiCoO2 as the active material in the positive

terminal are listed below: [33]

Negative terminal reactions

LixCÐ
Discharge

Charge
Cþ xLiþ þ xe�

E� ¼ �2:90Vvs: SHE

(38.52)

Positive terminal reactions

Li1�xCoO2 þ xLiþ þ xe�Ð
Discharge

Charge
LiCoO2

E� ¼ 1:20V vs:SHE

(38.53)

Overall reactions

LixCþ Li1�xCoO2Ð
Discharge

Charge
Cþ LiCoO2

E ¼ 4:10 V

(38.54)

During the charging process, the Li-ions present inside

the structures of the LiCoO2 compound are removed or

withdrawn, and transported via the mixed organic electrolyte

into the graphite structure of the negative terminal. This

process is reversed during the battery discharge by removing

Li-ions from the graphite structure, and it is intercalated into

the LiCoO2 structure. The phenomena of Li-ion transported

back and forth between anode and cathode material has led

to the naming of the Li-ion battery as a “rocking-chair” cell

[42]. The current collector used for the anode or the negative

terminal (graphite) is copper, and aluminum is the current

collector on the cathode or the positive terminal side

(Fig. 38.4).

Fig. 38.4 Illustration of discharge and charge processes of Li-ion

battery [46]. Copper is the negative current collector and it has graphite

on the surface. Aluminum is the positive terminal with LiCoO2

compound on the surface. The intercalation of Li-ions during charging

and discharging is shown in this figure
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Many researchers are working to improve and develop

better Li-ion batteries for various applications. Electrolytes

used in the first generation of Li-ion batteries have been

liquid organic solvents, but the use of polymer and ceramic

electrolytes has simplified the battery design resulting in

improved safety and durability [46, 47]. Polymer

electrolytes being studied are PEO, a solid polymer electro-

lyte, and poly(vinylidene fluoride) (PVdF) with hexafluoro-

propylene (HFP), a polymer gel electrolyte. In the case of

ceramic electrolytes, Li1 + xAlxGe2 � x(PO4)3, or LAGP, is

considered to have relatively high conductivities [47]. In the

same manner, different electrode materials for the LIB are

being investigated as well. Anode materials that have caught

the researcher’s attention are carbon nanotubes (CNTs) with

alloys, such as Sn2Sb and SnNi, and Li alloys, such as LiAl,

Li3Sb, Li2Si5, and Li2Sn5 [46, 48]. In the case of cathode

materials for the Li-ion batteries, LiMn2O4, vanadium

oxides (V2O5), olivines (LiFePO4), and layered lithium

metal oxides—LiMO2 (M ¼ Mn, Ni, Co) have been

actively considered [46, 48].

Flow Batteries

Other than the primary and secondary batteries, there are

new types of batteries, which constitute the emerging

technologies in the field of battery, also being investigated.

The research activity surrounding these new types of

batteries are focused mainly to improve the energy density

of the battery system and also to develop advanced energy

storage device capabilities. Among the new kinds of

batteries, redox flow and high temperature batteries have

demonstrated promising future.

The redox flow batteries are suited as energy storage units

for the distributed power supply installations. The outlook

for using the redox flow batteries is in stand-alone power

applications and distributed energy installations for electric

utility service. The salient features of the redox flow

batteries are its modular design, ease in transportability,

low cost compared to other power generation systems, long

life, and high reliability [26]. A few examples of the redox

flow battery systems are polysulfide-bromide, zinc-bromine,

and vanadium-bromide redox flow cells [24, 49]. Recent

advances and further reading on the flow batteries can be

found in the literature [50–59].

The design and structure of a redox flow battery, as

shown in Fig. 38.5, resemble a fuel cell rather than the

traditional rechargeable battery. The functioning of the

redox flow battery, however, is different from that of a fuel

cell. A simple diagram of the polysulfide bromide flow

battery is shown in Fig. 38.5. The positive and negative

compartment of the redox flow cell is separated by an ion-

selective membrane which provides the ionic conductivity

required for the electrochemical reactions at the electrodes.

The electroactive species for the positive and negative sides

are dissolved in their respective electrolyte solutions. The

electrolyte tank for the negative side of the polysulfide

bromide battery has both disodium disulfide (Na2S2) and

disodium tetrasulfide (Na2S4), which are the charged and

discharged compounds, respectively. Similarly on the posi-

tive side, the electrolyte has sodium tribromide (NaBr3) as

the charged species and sodium bromide (NaBr) as the

Fig. 38.5 Schematic diagram of

polysulfide bromide battery (flow

battery) [24]. The flow battery

shown in this figure has reservoirs

containing charged and

discharged species of the

compounds for each terminal.

Sodium polysulfide solution is

circulated on the negative side

and sodium bromide is circulated

through the positive side of the

flow battery
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discharged species. The presence of charged and discharged

species in an electrolyte is not used in the fuel cell system.

These electrolyte solutions are circulated into their respec-

tive negative or positive side of the flow cell so that the

electroactive species will be reduced or oxidized, and pro-

duce the electric voltage. The energy of the redox flow

battery system depends on the volume of the electrolyte

tank, so the energy component of this battery is determined

independently from the battery power, which is based on the

flow cell.

The electrochemical reactions for the ZnBr2 system are

listed below, where bromine gas combined with organic

reagent forms polybromide compound in the positive elec-

trode. The thermodynamic cell voltage for the ZnBr2 system

is 1.83 V, but only 1.3 V is typically observed during its

operation [43].

Negative terminal reactions

ZnÐ
Discharge

Charge
Zn2þ þ 2e�

E� ¼ �0:763 V vs: SHE (38.55)

Positive terminal reactions

Br2 þ 2e�Ð
Discharge

Charge
Br�

E� ¼ 1:065 V vs: SHE (38.56)

Another flow battery is based on the vanadium-bromide

redox system. Normally, the specific energy density for the

vanadium-bromide redox flow battery, for an ion concentra-

tion of 2 mol/L, is 25–35Wh/kg. When the ion concentration

of the redox species is increased to 3–4 mol/L, the specific

energy density of the flow battery also increases to 60 Wh/

kg. The negative electrode of this redox flow battery is the

VBr2/VBr3 redox couple and the Cl
�/ClBr2

� redox couple is
present at the positive electrode [26]. The reactions for the

vanadium-bromine redox flow battery are as follows:

Negative terminal reactions

VBr2 þ Br�Ð
Discharge

Charge
VBr3 þ e� (38.57)

Positive terminal reactions

ClBr2
� þ 2e�Ð

Discharge

Charge
2Br� þ Cl� (38.58)

High Temperature Batteries

New types of batteries, such as sodium (Na) beta batteries

(NBBs), utilize high temperatures for their effective func-

tioning. These NBBs have beta alumina as their solid

electrolyte, in order to handle high temperatures. One of the

beta batteries is the sodium-nickel chloride battery, also

known as ZEBRA (ZEolite Battery Research Africa), so

named because it was first developed in South Africa. The

active material in the anode, or the negative terminal, for

the ZEBRA battery is molten Na. The active material at the

positive terminal is nickel chloride. The primary electrolyte

used to separate anode and cathode is b00-alumina. In addition

to b00-Al2O3, the battery also has a secondary electrolyte in

the form of molten sodium aluminum chloride (NaAlCl4),

which provides good mobility for sodium ions. The sodium-

nickel chloride battery is operated between 175 and 400�C.
The electrochemical reactions at the electrodes are as

follows: [49]

Anode, or negative, terminal reactions

2NaÐ
Discharge

Charge
2Naþ þ 2e�

E� ¼ �2:71 V vs: SHE (38.59)

Cathode, or positive, terminal reactions

NiCl2 þ 2Naþ þ 2e�Ð
Discharge

Charge
Niþ 2NaCl (38.60)

Overall reactions

2Naþ NiCl2Ð
Discharge

Charge
2NaClþ Ni

E ¼ 2:58V at 300�C (38.61)

Figure 38.6 displays a schematic diagram of the sodium-

nickel chloride battery. In this battery, liquid sodium is

enclosed in a metal shim and held in an anode end plate.

The anode or the negative terminal side is separated from the

cathode or the positive terminal side by copper wool. The

copper wool separator comes in contact with the solid elec-

trolyte (b00-alumina). In the cathode, which is the positive

terminal side, the current collector is an Ni mesh which is

surrounded by the active material for the cathode—NaAlCl4.

The a-alumina ring is the secondary electrolyte of the

sodium-nickel chloride battery.

The sodium beta battery technology based on the beta

alumina solid electrolyte has recently attracted interest for

applications such as renewable energy storage, as well as
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electric vehicles, because of its high energy density, high

round-trip efficiency, and capacity to store energy for long

durations [49].

Fuel Cells

In 1839, Sir William Grove invented an electrical energy

conversion system known as fuel cells. The fuel cell is an

electrochemical device which can directly convert chemical

energy bound up in a chemical compound into electrical

energy. Figure 38.7 is the schematic diagram of a proton

exchange membrane fuel cell (PEMFC). Similar to the bat-

tery system, the fuel cell has anode and cathode

compartments. The electrolyte used in the PEMFC is solid

polymer electrolyte, Nafion (sulfonated tetrafluoroethylene-

based fluoropolymer-copolymer). Hydrogen gas (the fuel) is

supplied to the anode side of the fuel cell, and the cathode

side needs oxygen or the oxygen present in the air for the

electrochemical reaction. The reactants supplied to the fuel

cell are in gaseous form. Both the anode and cathode side

have a porous electrode with platinum (Pt) as the catalyst for

the electrochemical reactions. On the anode side, hydrogen

gas is oxidized to become a proton, which travels through the

solid electrolyte to the cathode side. On the cathode side, the

proton, along with electrons from an external circuit, reacts

with oxygen to form water and produce an electric current.

According to Fig. 38.7, the hydrogen gas is fed to the

anode side of the PEMFC and the platinum catalyst on the

porous anode oxidizes a hydrogen molecule into a proton

and two electrons (38.62). The electrons travel through the

external circuit and the protons are transported through

the proton exchange membrane (PEM), or the electrolyte,

to the cathode side. On the cathode side, the protons combine

Fig. 38.6 Schematic diagram of

a Sodium-nickel chloride battery

[140]. Cross-section view of the

high temperature battery system,

where solid electrolyte is

b00-alumina, anode is molten

sodium, and molten NaAlCl4
is the cathode material

Fig. 38.7 Schematic drawing of

a proton exchange membrane fuel

cell (PEMFC) [31]. The

electrolyte is capable of

conducting or exchanging protons

between anode and cathode. On

the anode side H2 is oxidized to

protons on Pt surface over the

porous anode. In the cathode side,

the proton combines with O2 to

form water which is removed

along with unreacted O2
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with the electrons and the oxygen gas on the porous cathode

in the presence of Pt catalyst to form water (38.63) and

produce an electric current. The oxygen gas stream is sup-

plied to the cathode side and the water produced from the

electrochemical reaction is carried away by the exiting oxy-

gen stream. The electrochemical reactions at the anode and

the cathode electrodes of the PEMFC are listed below.

Anode reaction

H2 ! 2Hþ þ 2e� E� ¼ 0 V vs: SHE (38.62)

Cathode reaction

1

2
O2 þ 2Hþ þ 2e� ! H2O E� ¼ 1:23 V vs: SHE

(38.63)

Overall reaction

1

2
O2 þ H2 ! H2O E ¼ 1:23 V (38.64)

Fuel cells are capable of generating power as long as the

fuel (hydrogen) and the oxidant (oxygen) are supplied to the

system. On the other hand, even a rechargeable battery is

limited in generating power; as all secondary batteries have a

definite number of rechargeable cycles, known as cycle life,

a rechargeable battery can be recharged (see Table 38.7). In

the case of the redox flow battery, the charged and

discharged species of the electrochemical reaction are stored

in the electrolyte. There are two different electrolytes, one

for the anode and one for the cathode. Conversely, the fuel

cell has a single electrolyte with the ability to conduct ions

between the anode and the cathode. The fuel cell is not

designed to be recharged like in the secondary batteries to

extend the battery life. A list of different types of fuel cell

and its characteristics has been complied in the following

Table 38.8.

Notice that traditionally the names for the fuel cells were

based on the type of the electrolyte used in that system,

except for the Direct Methanol Fuel Cell (DMFC). The

DMFC is a PEMFC which uses methanol as its fuel. The

most significant problems with adopting fuel cell

technologies have to do with: hydrogen storage, transporta-

tion, and production. Alternative solutions for these

problems will be discussed later in the chapter (see section

on “Trends: Novel Electrosynthesis Processes”).

Alkaline Fuel Cell
The alkaline fuel cell (AFC) has the highest electrical effi-

ciency (>60%) among all the types of fuel cells. In the USA,

the National Aeronautics and Space Administration (NASA)

has used the AFC power plant in the Apollo missions and

Space Shuttle program due to its higher efficiency and

proven reliability. Initially, nickel-based catalysts were

used in the AFCs before switching to a Pt electrocatalyst.

Table 38.8 Characteristics of the different types of fuel cells

Characteristics

AFC: alkaline

fuel cell

PEMFC: proton

exchange membrane

fuel cell

DMFC: direct

methanol fuel

cell PAFC: phosphoric acid fuel cell

MCFC: molten

carbonate fuel

cell

SOFC: solid

oxide fuel cell

Electrolyte Potassium

hydroxide

(8–12 N)

Proton exchange

membrane

Proton

exchange

membrane

Phosphoric acid (85–100 %) Molten

carbonate (Li, K,

Na)

Solid oxide

(ZrO2–Y2O3)

Operating

temperature

50–250�C 50–90�C 50–90�C
(�130�C)

180–200�C 650�C 750–1,050�C

Charge carrier OH– H+ H+ H+ CO3
2– O2–

Electrocatalyst Pt, Ni/NiOx Pt Pt Pt Ni/LiNiOx Ni/Perovskites

Fuel H2 H2 (pure or reformed) CH3OH H2 (reformed) H2 and CO

(reformed), CH4

H2 and CO

(reformed),

CH4

Poisons CO, CO2 CO > 10 ppm Adsorbed

intermediates

CO > 1 % H2S > 0.5 ppm H2S > 1 ppm

H2S > 50 ppm

Applications Transportation, space, military, energy storage systems Combine heat and power for

decentralized stationary power

systems

Combined heat and power for

stationary decentralized systems

and for transportation (trains,

boats, etc.)

Realized

power

Small plants

5–150 kW

Modular

Small plants

5–250 kW

Modular

Small plants

5 kW

Small—medium plants

50 kW–11 MW

Small power

plants

100 kW–2 MW

Small power

plants

100–250 kW

Sources: Srinivasan et al [32].; Carrette et al [31].
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However, one of the advantages of the AFC is that it can

employ other metals as the catalyst, such as Pt-Co alloy for

oxygen reduction reactions [60]. At the beginning, the AFCs

used in the Apollo missions were operated at 200–230�C,
whereas now the AFCs are normally operated less than

100�C. The electrochemical reactions at the anode and the

cathode electrodes of the AFC are given below:

Anode reaction

H2 þ 2OH� ! 2H2Oþ 2e� E� ¼ �0:83 V vs: SHE

(38.65)

Cathode reaction

1

2
O2 þ 2H2Oþ 2e� ! 2OH� E� ¼ 0:40 V vs: SHE

(38.66)

The alkaline electrolyte provides better ionic conductiv-

ity than acid electrolytes for the fuel cell [32]. Additionally,

the fuel cells with alkaline electrolyte, such as KOH used in

the AFC, has displayed better kinetics for the oxygen reduc-

tion reaction compared to the acid electrolytes [31]. In space

applications, the KOH electrolyte for the AFCs is stabilized

in an asbestos matrix, which has provided limited life for the

fuel cell. In 1970, researchers found that circulating the

KOH electrolyte increased the life of the AFC. Carbon

dioxide (CO2) found in the atmosphere and the alkaline

electrolyte have been found to be detrimental to the opera-

tion of the AFC. CO2 will react with the hydroxyl ion (OH
–)

to form carbonate, which would precipitate on the electrode

and the electrolyte, thereby decreasing the performance of

the AFC (38.67). In this manner, electrolyte circulation will

help in removing the CO2 gas and reduce the build-up of

carbonate in the electrolyte, which extends the life of the

AFC. Additionally, a CO2 scrubber can be used for the

hydrogen and air streams in order to reduce the amount of

CO2 in the fuel cell.

CO2 þ 2OH� ! (CO3Þ2� þ H2O (38.67)

The AFCs have used in Apollo space craft and other

shuttle programs by NASA. Both the USA and Russia have

extensively used the AFCs in their space flights [32]. In

addition to the space industry, the highly efficient fuel cell

(AFC) also found application in the transportation sector. In

1970s, Kordesch built the first fuel cell car using the AFC. In

one of the projects, the London cabs were fitted with AFCs

modules to provide up to 10 kW power. The cab also had a

battery to start and operate the car for the first 10 min before

the fuel cell could generate enough power to control the

vehicle [31]. Energy storage was the other application of

the AFCs. Around the world various organizations, such as

Allis-Chalmers, Siemens, Union Carbide, Exxon/Asthom,

Fuji, Varta, IFP, CGE, and ELENCO, have installed and

tested 1–10 kW capacity of AFC systems [32].

Proton Exchange Membrane Fuel Cell
The PEMFC was formerly known as solid polymer electro-

lyte membrane fuel cell. These fuel cells use polymer elec-

trolyte as a membrane, which is capable of transporting

protons between the anode and the cathode side. The mem-

brane used in these fuel cells is Nafion, which is a perfluoro-

carbon sulfonic acid membrane. The Nafion membrane is

highly acidic in nature with good conductivity for protons in

the presence of water. Since Nafion structure is similar to

Teflon, it is highly stable in oxidizing and reducing

environments [31, 32]. Water management is very important

for the efficient functioning of the PEMFC. The gas (hydro-

gen and oxygen, or air) streams are hydrated before being

supplied to the fuel cell, so that ionic conduction of proton

across the Nafion membrane can be maintained.

The operating temperature for the PEMFC is in the range

of 50–90�C. Pt is the catalyst used in both the anode and

cathode electrodes. The electrodes are made of porous gas

diffusion electrodes (GDE) so that the gases can have better

contact with the Pt catalyst. The electrodes for the PEMFC

are prepared in a delicate manner in order to obtain the least

resistance between anode, electrolyte, and cathode. This

method to combine Pt, catalyst support, binders, and the

Nafion membrane is known as membrane electrode assem-

bly (MEA). Dispersion of Pt on carbon support enhances the

oxygen reduction reaction on the cathode electrode. If air

was used in the cathode side of the fuel cell, then the lower

partial pressure of oxygen in the air will decrease the perfor-

mance of the fuel cell.

In the anode electrode, Pt is the best catalyst for oxidizing

pure hydrogen gas. However, the presence of carbon mon-

oxide (CO) in the hydrogen stream will have damaging

effect on the electrode and also the PEMFC. Carbon monox-

ide (CO) will adhere to Pt and block the active sites from the

desired electrochemical reaction, evidencing the fact that

CO is the major poison for the PEMFC. Cleaning the

hydrogen stream off of the CO is one of the ways to avoid

CO contamination for the PEMFC. Research on developing

CO tolerant catalysts, such as Pt-Ru, is also being

investigated [61–65].

Even though the PEMFCs are famously known for its

application in cars or for transportation, it has also been used

in the Gemini spacecraft. The PEMFC provided a power of

1 kW to the spacecraft [31]. Some of the well-known

companies involved in the production of PEMFCs are

Ballard Power Systems, Inc. in Canada; IFC, Energy

Partners, General Motors, Plug Power, and H-Power is

United States; Toyota, Honda, Mazda, and Fuji in Japan;
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Daimler Chrysler in association with Ballard Power

Systems, Inc. in Germany; and DeNora in Italy [32]. The

PEMFCs are used in the modern electric vehicles to avoid

the usage of gasoline in the cars. The hybrid electric vehicles

are powered by batteries and fuel cells are used to sustain the

power demand. Presently, most of the big car companies are

involved in the development of fuel cell-based cars. For

sometime fleets of PEMFC-powered buses have been

operated and tested by Chicago Transit Authority and BC

(British Columbia) Transit, for public transportation, with

the help from Daimler Chrysler/Ballard [32].

In the area of low level power generation, the PEMFC

systems are increasingly finding a good fit. Especially in the

portable power applications, the PEMFCs with 35–250 W

power have found use in video cameras, electric

wheelchairs, laptops, intelligent transportation systems, and

military communications [32]. On the other hand, the

PEMFC systems are also crossing into the stationary

applications. Interestingly, Plug Power has installed a

7 kW residential power system based on the PEMFCs to

provide a single home in upstate New York with electricity,

heat, and hot water [31].

Direct Methanol Fuel Cell
The PEM technology has been used in another kind of fuel

cell known as the DMFC. The DMFC operates in the same

temperature range as the PEMFC, and it also transports

protons across the membrane to produce water and generate

electric current. There are several advantages of the DMFC

over the PEMFC. One of them is that methanol can be more

efficiently stored than hydrogen. Therefore, operating

directly with methanol minimizes a significant problem for

fuel cell technology: hydrogen storage. Additionally, the use

of 1 M methanol directly in the fuel cell helps the water and

thermal management of the fuel cell with the PEM. The

PEM requires water for the conductivity of protons. How-

ever, at the operating temperature, the membrane dries up

and the presence of liquid methanol helps in hydrating the

PEM. The electrochemical reactions on the anode and cath-

ode electrode of the DMFC are listed below:

Anode reaction

CH3OHþ H2O! CO2 þ 6Hþ þ 6e� (38.68)

Cathode reaction

3

2
O2 þ 6Hþ þ 6e� ! 3H2O E� ¼ 1:23 V vs: SHE

(38.69)

At the anode electrode, the methanol is oxidized to CO2,

protons, and electrons. The electrons are transported through

the external circuit and the protons are migrated through the

membrane to the cathode side. At the cathode electrode,

oxygen reacts with the protons and the electrons to form

water. Pt is not an efficient catalyst for the electrochemical

oxidation of methanol, so other metals, as alloys of Pt, are

investigated as possible candidates for the anode electrode of

the DMFC. The most commonly used catalyst for the meth-

anol oxidation at the anode electrode is Pt-Ru. In the cathode

electrode, similar to the PEMFC, Pt is the best catalyst for

the oxygen reduction reaction.

One of the issues with the DMFC system is methanol

crossover, where methanol migrates through the membrane

from the anode to the cathode side of the fuel cell. The

membranes used in the DMFC systems were mainly devel-

oped for the PEMFC, which was designed to transport

protons along with water molecules. Methanol has similar

properties to the water which results in easy diffusion as well

as electroosmotic drag of the methanol molecules across the

PEM. The oxidation reaction of methanol at the Pt catalyst

surface interferes with the oxygen reduction reaction and

degrades the performance of the DMFC. Membrane devel-

opment to prevent methanol crossover is the key area of

research for the DMFC systems. At the same time, investi-

gation has also been focused on a methanol resistant catalyst

for the cathode electrodes. This is a different approach to

solve the presence of methanol on the cathode side of the

DMFC. In this approach, the methanol crossover across the

membrane is not prevented but methanol tolerant catalysts

are used to avoid methanol oxidation at the cathode [66–69].

The DMFCs are typically PEMFCs, which uses easily

transportable liquid methanol as fuel. Similar to PEMFCs,

the DMFCs have the strong potential to be used for the

portable power systems. The use of methanol in these fuel

cells, which has low noise and thermal signature, shows the

possibility in military and defense applications for the

DMFC systems. Presently, the potential applications for

the DMFCs are focused on the portable power systems and

military, and later it could be extended to stationary power

generation.

Phosphoric Acid Fuel Cell
One of the most commercialized fuel cells is the phosphoric

acid fuel cell (PAFC). The PAFC systems are used as sta-

tionary power plants. They have been installed worldwide in

the range of 5–10 MW capacity. Phosphoric acid is an

excellent acid electrolyte for the fuel cell system and the

PAFC electrolyte, phosphoric acid, is stabilized in an SiC

matrix. The hydrogen gas obtained from steam reforming or

other reformation process can be handled efficiently by the

phosphoric acid electrolyte [32]. The PAFCs operating tem-

perature is around 200�C, which is suitable for the electro-

lyte to provide good ionic conductivity.

The phosphoric acid electrolyte is inert and stable in a

reducing and oxidizing environment. The electrolyte also
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has low volatility in the operating temperature. Among other

advantages, the PAFC system has a relatively simple design

construction, and it is also a thermally, chemically, and

electrochemically stable system [31]. The high temperature

operation of the PAFC has resulted in tolerances of up to 1%

CO and 40 ppm H2S. The electrochemical reactions in the

anode and cathode electrodes are same as the ones observed

in the PEMFCs (38.62) and (38.63). The electrocatalyst used

on the anode electrode of the PAFC is Pt, whereas Pt-Co and

Pt-Cr-Co supported on carbon has been studied as catalysts

for the oxygen reduction reaction on the cathode electrode

[32]. The expensive manufacturing cost for the PAFC

systems is the main drawback from being widespread

installations. The cost of the power from the PAFC power

plant is still more than $4,000/kW.

The PAFC systems are mainly applied for stationary

power generation. Since the PAFC systems operate at

200�C, the heat energy from the PAFC systems is recovered

by integrating it with combined heat and power (CHP) plant.

The major company involved in the manufacturing of the

PAFC power plants is United Technologies Corporation

(UTC). UTC along with its subsidiaries has installed more

than 75 MW of PAFC power plants over 19 countries. UTC

has manufactured and installed at least 250 PAFC units of

each 200 kW power capacity. Presently, one of the UTC’s

subdivision, UTC Power, Inc., is marketing 400 kW units

under the name of PureCell400. A 250 kW PAFC power

plant has been used to power the police station at the New

York City’s Central Park [70]. Toshiba has installed a fac-

tory of PAFCs at Hamakawasaki works in Japan [32]. A

major power plant of 11 MW capacity was commissioned by

UTC along with Toshiba to provide power for Ichihara in

Tokyo [31]. Military application of the PAFC systems is

being investigated by the US Army Engineering Research

and Development Center, Construction Engineering

Research Laboratory (ERDC/CERL) with 30 units of

200 kW PAFCs [71].

Molten Carbonate Fuel Cell
The molten carbonate fuel cell (MCFC) is one of the high

temperature fuel cells. The operating temperature for the

MCFC has been in the range of 600–700�C. The advantages
of the MCFC systems are: the use of non-noble metal cata-

lyst for oxygen reduction reactions at the cathode electrode

due to a relatively high operating temperature; carbon diox-

ide is supplied as fuel and not as a poison; the waste heat

generated during MCFC operation can be recovered to

increase the overall efficiency of the MCFC system; and

the MCFCs are capable of combining fuel reforming of

natural gas in order to produce hydrogen gas for fuel cell

operation [32].

The electrochemical reactions taking place on the anode

and cathode electrodes are listed below:

Anode reaction

H2 þ CO3
2� ! H2Oþ CO2 þ 2e� (38.70)

Cathode reaction

1

2
O2 þ CO2 þ 2e� ! CO3

2� (38.71)

At the cathode, oxygen reacts with carbon dioxide in

order to form the carbonate ion, which is the charge carrier

across the electrolyte to the anode side. The carbonate ion

reacts with hydrogen on the anode to form water, carbon

dioxide, and electric current. Carbon dioxide is recycled

back into the cathode stream.

The high operating temperature of the MCFC helps in the

use of a non-noble metal catalyst, such as NiO, on the

cathode electrode for oxygen reduction reaction. Alternate

cathode electrodes investigated are lithium oxide based,

such as LiFeO2, Li2MnO3, and LiCoO2. A double-layered

catalyst like NiO/LiCoO2 has also been used in the MCFC

systems to improve the stability of the oxygen reduction

reaction [72]. At the anode, Ni is used as the electrode and

Ni-Al or Ni-Cr has also been used as the anode to prevent Ni

creeping into the molten carbonate electrolyte.

Molten carbonate stabilized in an alumina-based matrix is

the electrolyte for the MCFC. The molten carbonate is

obtained from the LiCO3/K2CO3 (Li/K) mixture supported

on the alumina. The sodium carbonate (Li/Na) in the above

mixture (Li/K) has increased the alkalinity of the electrolyte

and decreased the Ni dendrite formation in the electrolyte.

The issues associated with the MCFC technology include the

migration of Ni from anode into the electrolyte, corrosion of

the NiO at the cathode, and electrolyte migration [32].

Stationary power generation is the area of focus for the

MCFC technology. Among various demonstrations of this

technology, the stand out and best outcome has been a 2 MW

MCFC power plant at Santa Clara, California, USA. In 1996,

the 2 MWMCFC power plant was built, commissioned, and

tested by the Energy Research Corporation (ERC). It used

natural gas as its fuel. This demonstration plant reached a

maximum electrical power of 1.93 MW with 2 ppm NOx,

undetectable level of SOx, and operated within the noise

limits. In Bielefeld, Germany, a 250 kW power plant was

tested by MTU Friedrichshafen, an affiliate of the Daimler

Chrysler group. This power plant operated at 50% efficiency

using natural gas, and it also provided heat and hot water to

the university at Bielefeld. In 1997, the MC Power Corpora-

tion demonstrated a 250 kW power plant in Miramar (San

Diego, USA) [31, 32].

Solid Oxide Fuel Cell
The other high temperature fuel cell is the SOFC, which

utilizes solid electrolyte made of ceramic material for the
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electrochemical generation of power. The SOFC operates in

the range of 750–1,050�C, which is higher than the MCFC.

The high operating temperature of the fuel cell helps in

tolerating carbon monoxide, carbon dioxide, and, possibly,

reform hydrocarbon fuels. The electrochemical reactions

observed on the anode and cathode electrode of the SOFC

are listed below:

Anode reaction

H2 þ O2� ! H2Oþ 2e� (38.72)

Cathode reaction

1

2
O2 þ 2e� ! O2� (38.73)

At the cathode electrode, the oxygen molecule from the

air is oxidized to an oxide (O2�) ion, which is transported

through the solid oxide electrolyte to the anode side. The

oxide ions combine with the hydrogen molecule on the

anode electrode to form water and generate electric current.

The solid oxide electrolyte commonly used in the SOFC

system is made of 85–90% zirconia (ZrO2) and 10–15%

yttria (Y2O3), which is referred to as YSZ. The defect in

the perovskite (ZrO2-Y2O3) structure as well as the high

operating temperature of the SOFC helps in the movement

of the oxide ion in the solid YSZ electrolyte. The solid form

of the electrolyte results in only two phases (solid–gas) being

available (instead of the solid–liquid–gas phases in other

types of fuel cells) for the reactions. The two phase situation

eliminates the problems, such as water management,

flooding of the catalyst, and slow kinetics, due to mass

transport of the reactant and products in the liquid phase.

The cathode materials employed for the SOFC are

lanthanide-based perovskites, especially lanthanum stron-

tium manganate (LaSrMnO3—LSM). The lanthanide-based

perovskites have displayed higher ionic conductivity for the

oxide ion and good catalytic activity for the oxygen reduc-

tion reaction. Two phase cathode materials are investigated

for the SOFC, where a layer of YSZ will be added along with

LSM to form the two phase cathode. For many years, the

material used as the anode for the SOFC has been Ni-YSZ.

The Ni cermet is more stable than the pure Ni as the anode

material for the SOFC.

The stack or planar design of the SOFC system has been

well studied and documented. The most advanced design of

the SOFC system has been a tubular design developed by

Siemens-Westinghouse. The thermal stability of the SOFC

was improved by the tubular configuration due to the pres-

ence of self-sealing structures. Incorporation of good sealing

material for the SOFC system has been one of the many

challenges faced by the SOFC technology. Additionally, the

development of an efficient solid electrolyte, anode, and

cathode material for the SOFC has always been emphasized.

Similar to the MCFC systems, application for the SOFC

technology is in the stationary power generation or

distributed power systems. Siemens-Westinghouse is pio-

neer in the field of SOFC technology. A 25 kW SOFC unit

was installed by Siemens-Westinghouse and tested using

natural gas at the University of California’s National Fuel

Cell Research Center situated in Irvine, California [32]. In

1998, Siemens-Westinghouse collaborated with NUON and

ELSAM to develop a 100 kW power production plant in

Westvoort, Netherlands. This power plant was able to pro-

duce 54 kW of heat from the system at normal operation

conditions (400 V). This SOFC power plant has been

providing electric current to the grid and hot water to the

local heating system [31]. Siemens-Westinghouse has also

investigated combining the SOFC systems with gas turbine

to increase the overall electrical efficiency. In 1999,

Siemens-Westinghouse built a 250 kW prototype of the

SOFC gas turbine hybrid power plant. This hybrid power

plant was tested by Edison Technology Systems at National

Fuel Cell Research Center in Irvine, California [32].

Fuel Processing
The gas streams required for the fuel cells are hydrogen and

oxygen, as oxygen can be obtained from air. Most of the fuel

cells are supplied with hydrogen and air streams. As men-

tioned previously, hydrogen production, storage, and trans-

portation represents a significant problem for fuel cell

technology. Therefore, the production of hydrogen gas for

the fuel cells has been an important field of research and

development. Presently, approximately 95% of hydrogen

produced in the world comes from reforming of fossil fuels

(gasoline, natural gas, and oil) and the rest are from other

methods [73, 74].

Reforming fossil fuels for hydrogen production has been

achieved by steam reforming, partial oxidation, and coal

gasification [75–80]. Hydrocarbons are used in the

reforming processes to produce hydrogen, especially meth-

ane (CH4) and methanol (CH3OH). In the steam reforming

method any hydrocarbon (CnHm) is capable of being

reformed to produce hydrogen and carbon dioxide. The

carbon dioxide produced is further converted into hydrogen

using a water gas shift reaction. In the partial oxidation

method, methane is the main raw material to be reformed

into hydrogen gas. As the name suggests, the coal gasifica-

tion process combusts coal, carbon material, and biomass in

order to produce gaseous products. This gas product is

composed of carbon dioxide, carbon monoxide, hydrogen,

nitrogen, methane, and hydrogen sulfide. In all of the

reforming methodologies, purification of hydrogen gas is

necessary to meet the requirements of the fuel cells. Purifi-

cation process is an additional, and energy consuming, step

for hydrogen production. So, certain fuel cells, such as

DMFC, MCFC, and SOFC, can use methanol as the fuel as
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well as tolerate some percentage of carbon monoxide and

carbon dioxide along with a hydrogen stream.

One of the alternate methods used for the production of

hydrogen is electrolysis, which has been primarily focused

on water electrolysis. The electrolysis of water or other

alternate hydrogen sources, such as ammonia, urea, and

coal, are discussed in detail in the later section, “Trends:

Novel Electrosynthesis Processes.” As described in

Fig. 38.1, the synthesis of chemicals using electrochemical

methods, where the chemicals synthesized has the capability

to produce energy or power. These chemicals store energy in

their chemical bonds, so the electrochemical synthesis of the

hydrogen gas can also contribute towards electrochemical

energy storage systems.

Supercapacitors

After batteries, supercapacitors are considered the next most

important device in the area of electrochemical storage.

Supercapacitors are also known as ultracapacitors, EDLC,

or electric double-layer capacitors. The EDLC has electrodes

similar to the conventional electrostatic capacitor, but the

capacitance for the EDLC is measured due to the presence

of a liquid electrolyte (Fig. 38.8). The electrostatic capacitor

is the conventional form of the capacitor where the electrodes

are separated by non-polarized materials, such as vacuum or

air or mica. A supercapacitor is composed of two electrodes

and an electrolyte, such as a battery, but the electrode/elec-

trolyte interface is a capacitor, which is the equivalent of

a complete cell with two capacitors in series [29].

Ultracapacitors fall in-between electrostatic capacitors

and batteries as they have higher power density (10 kW/

kg) than batteries, and also more specific energy density than

conventional capacitors. On the contrary, supercapacitors

have less energy density (about 5 Wh/kg) when compared

to 30–40 Wh/kg from a typical LAB [81]. Figure 38.9

displays a plot of specific power density vs. specific energy

density for some energy storage devices.

Ultracapacitors have a longer cycle life than any kind of

battery and they can also be more quickly charged than most

of the batteries. Supercapacitors are generally divided into

three different types based on the charge storage process.

The types are double layer capacitors, redox-based electro-

chemical capacitors, and hybrid capacitors. Carbon derived

from charcoal, such as activated carbon, is used as the active

material in the electrode for supercapacitors. The electrolyte

used for double layer capacitors is either sulfuric acid or

organic liquid. The capacitance for double layer capacitors

in organic electrolytes has reached 100–120 F/g, but it can

be 150–300 F/g in aqueous electrolytes, with the exception

that a lower cell voltage has to be maintained to avoid water

decomposition [81].

Redox-based electrochemical capacitors are the devices

in which fast and reversible redox reactions takes place on

the surface of the active material. The active materials used

in these capacitors are metal oxides, such as RuO2, Fe3O4,

MnO2, and conducting polymers. Most commonly, RuO2

has been investigated because it has three distinct oxidation

states within 1.2 V. The redox reaction for the RuO2 active

material is fast and reversible, where RuO2 reacts with

protons by electro-adsorption of protons on its surface

(38.74). RuO2-based electrochemical capacitors have

displayed a capacitance of more than 600 F/g.

RuO2 þ xHþ þ xe� Ð RuO2�x(OH)x (38.74)

A hybrid capacitor is the most recent electrochemical

capacitor which combines a capacitor-like electrode with a

battery-like electrode in order to obtain both high power and

energy density systems. This concept of hybrid capacitors is

based on Li-ion capacitors. In 1999, Amatucci’s group devel-

oped a hybrid capacitor with nanostructured lithium titanate

(Li4Ti5O12) anode and activated carbon cathode, which was

able to deliver a specific energy density of at least 10 Wh/kg

at 2.8 V [82]. Recently, this material, Li4Ti5O12, has been

investigated by combining the material with carbon

nanofibers in order to produce nanohybrid capacitors [28].

Applications of supercapacitors have been mainly in the

consumer electronics area, but more research is currently

focused on combining supercapacitors with battery packs in

order to provide stable and on-demand power supplies for

electric vehicles.

Industrial Electrosynthesis Processes

As discussed previously, under the vision described in

Fig. 38.1, electrochemical synthesis can be viewed as a

way to store energy, as renewable and/or intermittent elec-

trical power could be used to store energy as chemicals,

products, commodities, fuels, etc. Industrial electrosynthesis

had been used in different large-scale processes, including:

chlorine and sodium hydroxide production, aluminum pro-

duction, metal winning and refining, hydrogen and oxygen

production, and specialized synthesis of organics. This sec-

tion describes some of these processes. Further reading can

be found in the literature [8, 12, 21, 83–95].

Chlor-Alkali Process

One of the largest electrochemical operations in the world is

the chlor-alkali process or technology. The industry based on

the chlor-alkali technology has been around for more than
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100 years. The chlor-alkali process produces chlorine and

sodium hydroxide (caustic soda) from the electrolysis of

sodium chloride or brine solution. A detailed description of

the chlor-alkali technology with its accompanying history,

advancements in different electrochemical cells used in the

process (including their design), and engineering principles

needed to establish chlor-alkali processing plants is avail-

able for further reading in the literature [12, 83, 84].

Fig. 38.8 Comparison of three kinds of capacitors [141]. The three types of capacitors are electrostatic, electrolytic, and electrochemical double-

layer. The material in-between the positive and negative terminal determines the type of capacitor

Fig. 38.9 Specific power vs. specific energy (Ragone plot) for energy

storage devices [81]. Batteries have high specific energy density but

low specific power density. Conversely, the traditional capacitors have

very high power density and very low energy density. Electrochemical

capacitors have the potential to possess optimum level power and

energy density. Legends—PbO2/Pb lead acid batteries; Ni/MH nickel

metal hydride batteries; Li-ion lithium ion batteries; Li-primary
lithium-based primary batteries
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Among the electrochemical methods for producing

chemicals, chlor-alkali technology consumes the second

largest amount of electricity or electrical energy [86]. Chlo-

rine and caustic soda are critically important chemicals in

the world, and they are used in the production of various

other chemicals and products which are used in everyday

life. Production of more than 95% of chlorine and 99.5% of

caustic soda are from the electrochemical method. Chlorine

production capacity in the world was 22 million tons in 1970

and it increased to 53 million tons in 2002 [84]. The produc-

tion of chlorine and caustic soda using this process is another

example of the vision described in Fig. 38.1, storing electri-

cal energy in the form of valuable chemicals. The chlorine is

used in the manufacture of the polymer polyvinylchloride

(PVC), and in the preparation of organic solvents (e.g.,

methylene chloride, chloroform, carbon tetrachloride),

organic compounds (e.g., chlorobenzenes, alkyl chlorides),

and inorganic compounds (e.g., hypochlorites of sodium,

calcium). The bleaching property of the chlorine is used in

the paper and pulp industry, and employed as an oxidizing

agent in water treatment operations [12, 84]. The use of

sodium hydroxide or caustic soda has been in the paper

and pulp industry, soap and detergents manufacturing, and

textile industry, as well as in the aluminum extraction pro-

cess [12, 84].

The electrolysis of sodium chloride solution results in the

formation of chlorine and hydrogen gases, and of sodium

hydroxide. In 1800, Cruikshank discovered the electrolysis

of brine in order to produce chlorine, but it took a relatively

long time to scale up this process to manufacturing scale

[84]. Development of the chlor-alkali process is attributed to

the improvement of the electrolysis cell and its operation.

There are three different types of cells used in the chlor-

alkali technology, namely the diaphragm cell, the mercury

cell, and the membrane cell. In 1855, the diaphragm cell

process (Griesheim Cell) was introduced. At the same time,

development of the mercury cell process led to the indus-

trialization of the Castner-Kellner cell, which took place in

1892. Finally, in the early 1970s, the membrane cell pro-

cess was developed as the modification to the diaphragm

cell [85]. The current efficiency for the chlor-alkali process

has been in the range of 85–98% depending on the type of

the cell, operation of the electrolyzer, and purity of the

brine solution. The electrical energy demand for

performing electrolysis under different types of chlor-

alkali technologies are 3,100–3,400 kWh/ton of Cl2 for

the mercury cell process, 2,300–2,900 kWh/ton of Cl2 for

the diaphragm cell process, and 2,100–2,900 kWh/ton of

Cl2 for the membrane cell process [85]. The schematic

diagram of the three different cell processes of the chlor-

alkali technology is displayed in Fig. 38.10. Brief

descriptions of these three different cell designs are

presented next.

Mercury Cell
The mercury cell is an undivided cell, as shown in

Fig. 38.10, where the base of the container is made of steel

in order to provide the electrical contact for the cathode. The

cathode for the mercury cell process is liquid mercury (Hg),

which is kept flowing during electrolysis. The anode elec-

trode for the mercury cell process is a coated expanded

titanium dimensionally stable anode (DSA). The anodes

are left in a suspending manner on the top of the container

or electrolyzer such that they are parallel to the pool of the

Hg cathode. The electrolyte for the mercury cell is a brine

(NaCl) solution. The saturated brine solution (25% NaCl), at

a temperature of 60�C, is supplied to the top of the

electrolyzer. With the electrolysis, the concentration of the

brine solution is reduced in the mercury cell. The depleted

brine solution (17% NaCl) is removed from the container

just above the top of the mercury electrode. The electro-

chemical reactions taking place at the electrodes in the

mercury cell are given below: [12]

Anode reaction

2Cl� ! Cl2 þ 2e� E� ¼ 1:31 V vs: SHE (38.75)

Cathode reaction

Naþ þ Hgþ e� ! NaHg E� ¼ �1:85 V vs: SHE

(38.76)

At the anode, the chloride ions are oxidized to a chlorine

gas, which at first saturates the electrolyte solution before

escaping the mercury cell. The Na+ ions present in the

electrolyte migrates to the Hg cathode where they are

reduced to form an amalgam. The overall voltage for the

reactions at the electrodes is 3.16 V but typical operation of

the mercury cell requires 4.50 V due to the resistance from

electrical contacts. This amalgam containing liquid Hg, from

the mercury cell, is taken into a container known as a

decomposer or denuder. In the decomposer, the mercury is

recovered from the Na(Hg) amalgam and sent back to the

electrolyzer in order to use it as cathode. The Na(Hg) amal-

gam, in the decomposer, trickled along with water over the

graphite particles containing transition metals (e.g., Fe and

Ni) to obtain sodium hydroxide and mercury (38.77) [86].

2NaHgþ 2H2O! 2NaOHþ H2 þ 2Hg (38.77)

One of the issues with the mercury cell electrolyzer is the

health and environmental damages associated with mercury.

The mercury cell was widely used in many countries for the

production of chlorine and caustic soda during the early days

of the chlor-alkali industry. In 1984, 45% of the chlor-alkali

plants in the world employed mercury cell processes and its
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percentage declined to only 18% in 2001 due to the health

and environmental concerns of using mercury [84]. In fact,

presently there are no functioning mercury cell type chlor-

alkali plants in Japan and many countries are planning to

gradually phase out the mercury cell process.

Diaphragm Cell
This process uses a divided cell, where a diaphragm is used

to separate the anode side from the cathode side. Asbestos as

diaphragm was used in the earlier days before the knowledge

of the detrimental health effects of asbestos was known.

Now, non-asbestos-based diaphragm are used in the con-

struction of the diaphragm cells and plans are being taken

to convert all the diaphragms to non-asbestos material.

Saturated brine solution is fed to the anode compartment

of the diaphragm cell, where the chloride ions are oxidized

to a chlorine gas as shown in the (38.75). The brine solution

flows from the anode to cathode side through the diaphragm.

The anodes used in the diaphragm cell process have either

ruthenium-based or platinum/iridium-based coated titanium

electrode (DSA) [86]. During the electrolysis, the tempera-

ture of the electrolyte is maintained between ~95 and 100�C.

Fig. 38.10 Schematic diagram

of the three different cells used in

the chlor-alkali technology [84].

The mercury, diaphragm, and

membrane cells are depicted with

the flow of brine solution, flow of

ions across the cells, and

production of chlorine, hydrogen,

and sodium hydroxide
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On the cathode side, hydrogen gas is generated from the

reduction of water (38.78) even using a nickel electrode. The

Na+ ion from the anode compartment migrates through the

diaphragm into the cathode side to combine with hydroxyl

ion from water reduction reaction to form sodium hydroxide

(38.79).

Cathode reaction

2H2Oþ 2e� ! H2 þ 2OH� E� ¼ �0:84 V vs: SHE

(38.78)

2Naþ þ 2OH� ! 2NaOH (38.79)

Overall reaction

2NaClþ 2H2O! 2NaOHþ Cl2 þ H2 E ¼ 2:15 V

(38.80)

The voltage for the electrolysis of brine to produce caus-

tic soda, chlorine, and hydrogen is 2.15 V. However, the

normal operational cell voltage for this process is in the

range of 3.2–3.8 V, so as to overcome the resistance encoun-

tered during the electrolysis [12]. In this process, the cathode

electrolyte solution with concentration of 12% NaOH and

15% NaCl is taken for further processing to separate the

caustic soda from brine solution for commercial application

[86]. The purpose of the diaphragm in this cell is to allow the

passage of Na+ ions from the anode to cathode side but also

to avoid the mixing of caustic soda with chlorine. Still there

are two parasitic reactions possible on the anode electrode,

namely the formation of oxygen along with chlorine (38.81)

and oxidation of hypochlorite to chlorate (38.82) [86].

2H2O! O2 þ 4Hþ þ 4e� E� ¼ 1:23 V vs: SHE

(38.81)

6ClO� þ 3H2O! 2ClO3
� þ 4Cl� þ 6Hþ þ 3

2
O2 þ 6e�

(38.82)

Membrane Cell
The operation of the membrane cell electrolyzer is similar to

the diaphragm cell process except for the ion exchange mem-

brane being used in place of a diaphragm. The ion exchange

membrane used in the electrolyzer is commercially known as

Nafion, which is sulfonated tetrafluoroethylene-based

fluoropolymer-copolymer. The electrochemical reactions at

the anode and cathode electrodes for the membrane cell

process are same as in the diaphragm cell process. The

brine solution used as electrolyte for this process should

have less than 0.1 ppm Ca2+ and Mg2+ ions to avoid

precipitation of salt over the electrodes and the ion exchange

membrane [86]. The saturated brine solution is added to the

anode compartment and only the Na+ ions along with water

molecules are migrated across the Nafion membrane to the

cathode side. The depleted brine solution is removed from the

anode compartment. On the cathode side of the membrane

cell, solution containing dilute concentration of caustic soda

is added to increase the concentration of caustic soda in the

product stream.

High purity of caustic soda, up to 50% NaOH, can be

produced in the cathode compartment using this membrane

cell process as the chloride ions are not migrated to the

cathode side. However, in practice, 32–35% NaOH is nor-

mally produced on the cathode compartment from this pro-

cess. Another interesting feature of this process is the

distance between the anode and cathode electrode can be

reduced to almost zero because of the use of ion exchange

membrane. This option of sandwiching the electrodes with

Nafion membrane has resulted in operating cell voltage of

~2.7 V compared to 3.2–3.8 V for diaphragm cell process.

This means the membrane cell process will consume less

energy than diaphragm cell process [12].

A new approach is being investigated in the membrane

cell process for reducing the energy consumption of the

electrolysis and also to avoid the production of hydrogen

gas at the cathode. In the chlor-alkali industry, importance is

given towards the production of caustic soda and chlorine

from the electrolysis of brine (NaCl), but not as much

importance as is given for hydrogen generation. So, the

evolution of hydrogen gas at the cathode electrode is consid-

ered an undesired reaction. The approach is to use oxygen-

depolarized cathode (ODC) electrode to avoid hydrogen

formation at cathode by reduction of oxygen in the presence

of water to form hydroxyl ions (38.83). The ODC is made of

GDE which is normally used in the fuel cells [85].

O2 þ 2H2Oþ 4e� ! 4OH� E� ¼ 0:40 V vs: SHE

(38.83)

Now combining the above cathode reaction with the

oxidation of chloride ion to chlorine at the anode (38.75)

and formation of NaOH with Na+ ions (38.79), we obtain the

overall reaction for the electrolysis of brine using ODC

electrode as

2NaClþ 1

2
O2 þ H2O! 2NaOHþ Cl2 E ¼ 0:91 V

(38.84)

From the (38.84), the voltage for the overall reaction is

only 0.91 V compared to 2.15 V for the traditional mem-

brane cell process. The use of ODC electrode has resulted in
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the operation cell voltage of a mere 1.23 V for the new

membrane cell process, which translates to almost 30%

less electric energy consumption than the traditional

approach of membrane cell where hydrogen gas is produced

[85]. A detailed description on the development of the ODC

electrodes with different catalyst and design of the

electrolyzer can be found in the literature [85].

Aluminum Production

Aluminum is the third most abundant element in the Earth’s

crust. Since aluminum can easily react with oxygen, it does

not exist in metallic form in the Earth’s crust but in the form

of ores, such as bauxite. The valuable properties of alumi-

num are its being soft, durable, lightweight, electrically

conducting, nonmagnetic, stiffness equivalent to steel, and

corrosion resistant. These favorable characteristics have

resulted in various uses for aluminum. Aluminum has

found application in the areas of transportation, packaging

(e.g., beverage cans), construction, electronics, and electri-

cal wires.

Electrochemical method of producing aluminum was not

effective until 1886, when Charles Martin Hall from Ohio,

USA, and Paul L. T. Heroult from Paris, France, indepen-

dently invented the electrolytic way of extracting aluminum

from its molten salt. The Hall-Heroult process, which is

widely used throughout the world, for aluminum production

has been a very reliable and efficient method for the past 125

years. Over these years, the process has undergone techno-

logical improvements mostly in the anode material [22].

This process involves electrolysis of alumina (Al2O3),

which is dissolved in molten cryolite-based electrolyte. Alu-

mina for the Hall-Heroult process was obtained from the

aluminum ore, bauxite, using the Bayer process. In the Bayer

process, the bauxite ore, which has almost 50% Al2O3, was

digested in sodium hydroxide (NaOH) solution under pres-

sure resulting in the formation of sodium aluminate and the

impurities were left behind as red mud (38.85).

Al2O3 	 3H2Oþ 2NaOHÐextraction 2NaAlO2 þ 4H2O

(38.85)

The aluminate solution was seeded with hydrated alu-

mina crystals to re-precipitate alumina, which can easily be

washed. In the final step, the hydrated alumina was calcined

at 1,200�C to remove water vapor and obtain more than 99%

pure alumina [12, 83].

In the Hall-Heroult process, the electrolytic cell is called

as pot and a cross-sectional view of the electrolytic cell is

shown in Fig. 38.11.

In this process, the anode electrode, mainly made of car-

bon, is consumed during the electrolysis of alumina. The

electrolytic cells are differentiated by the kind of anode

electrodes used. There are two kinds of anodes in the Hall-

Heroult process, prebaked and self-baking, or Søderberg

anodes. Both kinds of anodes are made of petroleum coke

and coal tar, where the prebaked anodes are baked in brick

lined pits before using in the electrolytic cells. However, the

Søderberg anodes are allowed to bake in the cell using the

heat from the electrolysis of alumina. In Fig. 38.11, the

electrolytic cell has a steel shell container which is lined

with carbon to act as the cathode for the electrolysis.

Fig. 38.11 Cross-sectional view of the electrolytic cell to produce aluminum [87]. Prebaked anodes are used in this type of electrolytic cell.

Molten aluminum is produced from the Hall-Heroult process
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The electrolyte has alumina, from the Bayer process,

mixed with molten cryolite (Na3AlF6) solution. Calcium

fluoride is also included as an additive. The ratio of the

sodium fluoride to aluminum fluoride is maintained at 1.5

in the molten electrolyte. The temperature of the electrolytic

cell was maintained in the range of 920–980�C in order to

keep the electrolyte in molten condition. Even though the

Hall-Heroult process is 125 years old, the explanation for the

electrode reaction mechanism has not been clearly

documented due to the complex nature of the electrolyte

and the possibility of having various species in the electro-

lyte. The readers are advised to check this literature to under-

stand the complex nature of the ions present in the electrolyte

and their reactions [87]. A simplistic explanation would be

that the alumina dissociates into aluminum ion and oxide ion

in the molten electrolyte. At the cathode, the aluminum ion is

reduced to liquid aluminum metal at the operating tempera-

ture and collected on top of the cathode electrode. At the

anode electrode, oxide ion is oxidized to oxygen gas, which

reacts with the carbon anode to form carbon dioxide. So, the

overall reaction would be alumina reacts with carbon to form

metallic aluminum and carbon dioxide [12].

Anode reaction

Cþ 2O2� ! CO2 þ 4e� (38.86)

Cathode reaction

Al3þ þ 3e� ! Al (38.87)

Overall reaction

2Al2O3 þ 3C! 4Alþ 3CO2 (38.88)

The cell voltage for the overall reaction is 1.18V, but due to

the electrolyte resistance and other voltage drops, the

operating voltage required for aluminum production ranges

from 4.0 to 4.5 V [12]. In 1914, on average 59 kg of Al was

produced per day from a plant operating at 10 kA and 8 Vwith

73.3% as current efficiency. Over the years, the production

capacity of the Hall-Heroult process has improved to 2,308 kg

ofAl per day, in 2000, at 300 kA and 4.2V operating condition

with a current efficiency of 95.6%. Still, among the electrolytic

processes, the production of aluminum is the highest energy

consuming process, which translates into high demand for

electricity by this technology. During this period, the energy

requirement has become better, from 32.53 kWh in 1914 to

13.10 kWh for every kilogram of Al produced in 2000 [22].

Electrowinning and Refining Process

The process of extracting metals from its ores using

the electrochemical method is known as electrowinning.

The electrowinning method is the last step in the entire

extraction process of a metal from its ore. The ores of a

metal are generally in the form of metal sulfides or oxides or

mixture of both. For simplicity, let us consider the sulfide

form of the metal as the ore to be used in the extraction

process. The sulfide ore will be converted into oxide form by

roasting the metal ore in the air [12].

2MSþ 3O2 ! 2MOþ 2SO2 (38.89)

The oxide salt of the metal is leached or dissolved in acid

solution especially with sulfuric acid to form acid solution

containing metal ions [83].

MOx þ 2xHþ ! M2xþ þ xH2O (38.90)

In fact, the acid solution contains different metal ions

from the ore along with the desired metal ion, so the solution

is purified and subsequently concentrated with the desired

metal ions. The electrowinning process is basically the elec-

trolysis of the acid solution, where the metal ions are

reduced into metal on the cathode electrode (38.91) and the

oxygen gas is evolved at the anode (38.92).

M2xþ þ 2xe� ! M (38.91)

xH2O! 1

2
xO2 þ 2xHþ þ 2xe� (38.92)

Along with the oxygen gas, the protons or acid is formed

at the anode electrode, which will be recirculated for

leaching the metal oxide ores. The overall reaction of the

electrowining process is the deposition of the metal and the

release of oxygen gas (38.93). There is no loss of water or

the acid in this electrowinning process.

MOx ! Mþ 1

2
xO2 (38.93)

The few elements that can be electrowon under aqueous

conditions are copper (Cu), silver (Ag), nickel (Ni), cobalt

(Co), chromium (Cr), and zinc (Zn). However, the highly

reactive elements, such as lithium (Li), sodium (Na), mag-

nesium (Mg), and aluminum (Al), needs molten electrolyte

to extract them using the electrowinning process. Electroly-

sis of alumina to produce aluminum is also considered as the

electrowinning process for aluminum metal, and a detailed

description of this process was provided in the above sec-

tion, “Aluminum Production.” The electrochemistry of

extracting the above listed elements can be found in the

literature [12, 83]. In addition to extracting the metal from

its ores, the electrowinning process is used to recover the

metals from industrial wastewater in order to eliminate or

reduce the metal contamination in the wastewater.
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The electrolytic process to refine or increase the purity of the

metal is defined as electrorefining, and thismethod is employed

in the metallurgy industry. The impure metal is taken as anode

of the electrolytic cell and the electrolyte is the solution of that

metal salt. During the electrolysis process, the desired metal is

oxidized into metal ion at the anode (38.94), which dissolves

into the electrolyte. At the same time, the pure metal is depos-

ited over the cathode by reducing the metal ion from the

electrolyte (38.95). The anode and cathode reactions ((38.94)

and (38.95), respectively) are reversible reactions, which

should result in a net zero cell voltage.

M! Mnþ þ ne� (38.94)

Mnþ þ ne� ! M (38.95)

But in practical applications, the electrolytic cells used

for the electrorefining processes require certain cell voltage.

The cell voltage was necessary to overcome the solution

resistance, voltage drops at the electrical contacts for the

anode and cathode, and the overpotentials for both reactions

(anodic and cathodic) to take place at a reasonable rate. At

the anode electrode, metals nobler than M will be oxidized

and retained in the electrode as residue, which is commonly

known as the anode slime. But those metals which are less

noble than M, after undergoing oxidation will be dissolved

into the electrolyte as contaminants. These contaminants

present in the electrolyte are not reduced onto the cathode

before the reduction of metal M, and the undesired metal can

build up during the electrorefining process thereby increas-

ing the impurity.

In the electrorefining process, the use of aqueous electro-

lyte has been applied for elements, such as copper, nickel,

cobalt, lead, silver, gold, and tin. The refining process for the

copper metal is extensively used in the production of high

purity copper metal for electronics applications. Similarly in

the jewelry industry, the electrorefining process is used to

remove or extract the noble metal (e.g., gold) from the anode

slime or contaminated solutions. Electrorefining of alumi-

num is performed using the molten electrolyte, which is

mainly applied for the recycling of waste aluminum scrap

metal. More detailed information on the electrorefining pro-

cess can be obtained in the literature [12, 83].

Hydrogen and Oxygen Production

Manufacturing of gases like hydrogen and oxygen is also

accomplished using electrochemical methods. Hydrogen gas

is formed as a by-product during the electrolysis of a brine

solution in the chlor-alkali process. Depending on the type

of the chlor-alkali cell, the hydrogen gas is purified for

commercial applications. However, the water electrolysis

process is entirely committed for the production of both

hydrogen and oxygen gases with highest purity. A detailed

description on the science and the electrochemical reactions

associated with the electrolysis of water is explained in the

following section, “Electro-Synthesis of Hydrogen.”

In 1800, Nicholson and Carlisle discovered the splitting

of water into hydrogen and oxygen [21, 83]. The develop-

ment and commercialization of water electrolyzers for the

industrial scale began in the 1920s and 1930s [90]. During

that time several 100 MW electrolyzers were built around

the world for ammonia fertilizers and petroleum refining

[21, 90]. Among the notable installations of the water

electrolyzers was at the Aswan High Dam site in the late

1980s with 144 electrolyzers, which was rated at 162 MW

and a capacity to produce 32,400 m3/h of hydrogen gas [21].

The cell designs used for the electrolyzer were monopolar

electrodes in tank electrolyzers and bipolar electrodes in a

filter press cells. High pressure electrolyzers were also tested

and commercially produced. One of the industrial water

electrolyzers manufactured by DeNora Impianti

Electtrochimici S.p.A. is shown in Fig. 38.12.

The details of other commercially available water

electrolyzers with their operation parameters are listed in

Table 38.9 [21].

Organic Electrosynthesis

The synthesis of organic compounds was traditionally

favored through chemical routes. From the beginning of the

last century, however, the use of electrochemical reactions to

synthesize organic compounds has been practiced for various

reasons. The advantages on using the electrochemical syn-

thesis method include: (1) product selectivity and purity is

higher than for chemical synthesis, (2) less reaction steps are

needed than for the chemical method, (3) inexpensive

starting materials are used, (4) least polluting chemicals or

by-products are formed, (5) less hazardous routes are

involved, and (6) less energy is consumed [93, 96].

The electrosynthesis processes for organic compounds

also have disadvantages or limitations in terms of selecting

the electrode material and the electrolyte composition,

because generally aqueous electrolytes are used in electro-

chemical synthesis, but solubility of organic compounds in

aqueous solutions has to be sorted out. Some of the

shortcomings of the electrochemical processes to synthesize

organic compounds have been the discovery of an alternate

catalytic route (sorbitol and propylene oxide), an alternate

chemical route was discovered to avoid the electrochemical

intermediate product (pinacol), the formation of a pollutant

product (tetraalkyl lead), and the product had lost its market

or the market never existed [93].
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One of the well-known organic compounds electro-

chemically synthesized is adiponitrile. The chemical

adiponitrile is an intermediate in the production of Nylon

66. In 1959, Manuel Baizer at Monsanto discovered the

process to produce adiponitrile by the electrochemical

method of hydrodimerization of acrylonitrile at the cath-

ode. This method was later known as the Monsanto process.

"More details and progress on the Monsanto process can be

gathered from the literature [12]. In the Monsanto process,

oxygen gas is evolved at the anode, while at the cathode

acrylonitrile is electrohydrodimerized to adiponitrile, as

shown below: [93]

2CH2 = CHCNþ 2Hþ þ 2e� ! NC(CH2Þ4CN (38.96)

The Monsanto plant at Decatur, Alabama, USA, is capable

of producing 200 million kg of adiponitrile per year. The

cathode used for this process is cadmium and the anode is a

steel electrode,which are both assembled in a bipolar way in an

undivided cell. The electrolyte comprises acrylonitrile, a qua-

ternary salt (hexamethylene(bisethyltributyl)ammonium phos-

phate), phosphate buffer, and the anode anticorrosive additives,

borax, andEDTA.Acurrent density of 2 kA/m2 ismaintained at

55�C operating temperature and the process has a power con-

sumption of 2.4 kWh/kg of adiponitrile produced [93, 96].

Table 38.10 provides a list of various organic compounds

manufactured in the world using the electrosynthesis approach;

some of these processes are commercialized, others in the pilot

stage, and some of them are decommissioned.

Table 38.9 Water electrolyzers and other their operating conditions

Parameter De Nora S.p.A. Norsk hydro

Electrolyzer Corp.

Ltd.

Teledyne energy

systems General electric

Cell type B-FP B-FP M-T B-FP B-FP

Anode Expanded Ni-plated mild steel Activated Ni-coated steel Ni-coated steel Ni screen PTFE-bonded noble

metal

Cathode Activated Ni-plated steel Activated Ni-coated steel Steel Ni screen PTFE-bonded noble

metal

Pressure (MPa) Ambient Ambient Ambient 0.2 0.4

Temperature (�C) 80 80 70 82 80

Electrolyte 29 % KOH 25 % KOH 28 % KOH 35 % Nafion

Current density (A/m2) 1,500 1,750 1,340 2,000 5,000

Cell voltage (V) 1.85 1.75 1.9 1.9 1.7

Current efficiency (%) 98.5 98.5 >99.9 NR NR

Oxygen purity (%) 99.6 99.3–99.7 99.7 >98.0 >98.0

Hydrogen purity (%) 99.9 98.9–99.9 99.9 99.99 >99.0

B-FP bipolar electrodes in filter press cells; M-T monopolar electrodes in tank cells

Source: Zeng and Zhang [21]

Fig. 38.12 Bipolar electrolyzer

manufactured by DeNora

Impianti Electtrochimici S.p.A.

This unit has 54 cells, operated

with a current of 2.5 kA, power

consumption was approximately

4.6 kWh N/m3 and the total

capacity of the electrolyzer was

250 kW [90]
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Trends: Novel Electrosynthesis Processes

The latest processes involved in the electrosynthesis of

chemicals which have potential for power generation, and

water and air remediation are discussed in this section. The

new interest in utilizing solar energy to manufacture

chemicals capable of being used as fuels has caught the

attention of many researchers. Additionally, the electro-

chemical approach to synthesize hydrogen from various

chemicals (water, ammonia, urea, and coal) is also described

in this section. The main focus of the electrolysis of ammo-

nia and urea has been to remediate the ammonia and urea

rich wastewater. The hydrogen gas produced during the

ammonia and urea electrolysis process is considered as

high value by product. The advantage of coal electrolysis

is to reuse the coal waste for the production of hydrogen, and

also to generate other chemicals which have potential to be

classified as liquid fuels.

Solar Fuels

In recent years, a new area of research has been devoted

towards producing liquid fuels, which can be used for

Table 38.10 List of some organic compounds produced using industrial electrosynthesis

Product Starting material Company Operating status

Acetoin Butanone BASF C

1-Acetoxynaphthalene Naphthalene BASF P

Acetylenedicarboxylic acid 1,4-Butynediol BASF C

Adipoin dimethyl acetal Cyclohexanone BASF C

Adiponitrile Acrylonitrile Monsanto (Solutia), BASF, Asahi Chemical C

2-Aminobenzyl alcohol Anthranilic acid BASF P

4-Aminomethylpyridine 4-Cyanopyridine Reilly Tar C

Anthraquinone Anthracene L. B. Holliday, ECRC C

Anthraquinone Naphthalene, butadiene Hydro Quebec P

Arabinose Gluconate Electrosynthesis Co. P

Azobenzene Nitrobenzene Johnson Matthey Company C

Calcium gluconate Glucose Sandoz, India C

Calcium lactobionate Lactose Sandoz, India C

S-Carbomethoxymethylcysteine Cysteine + chloroacetic acid Spain C

Diacetone-2-ketogulonic acid Diacetone-L-sorbose Hoffman-LaRoche C

Dialdehyde starch Starch CECRI C

3,6-Dichloropicolinic acid 3,4,5,6-Tetrachloro-picolinic acid Dow P

1,4-Dihydronaphthalene Naphthalene Clariant C

1,2-Dihydrophthalic acid o-Phthalic acid BASF D

2,5-Dimethoxy-2,5-dihydrofuran Furan BASF C

Ethylene glycol Formaldehyde Electrosynthesis Co. P

Gluconic acid Glucose Sandoz, India C

Glyoxylic acid Oxalic acid Rhone Poulenc, Steetley P

Hexafluoropropyleneoxide Hexafluoropropylene Clariant C

Monochloroacetic acid tri- and di-Chloroacetic acid Clariant P

Mucic acid Galacturonic acid EDF C

Nitrobenzene p-Aminophenol India, Monsanto P

5-Nitronaphthoquinone 1-Nitronaphthalene Hydro Quebec P

Partially fluorinated hydrocarbons Alkanes and alkenes Phillips Petroleum P

Perfluorinated hydrocarbons Alkyl substrates 3M, Bayer, Clariant C

Pinacol Acetone BASF, Diamond Shamrock P

Piperidine Pyridine Robinson Bros. D

Polysilanes Chlorosilanes Osaka Gas C

Salicylaldehyde o-Hydroxybenzoic acid India C

Sorbitol Glucose Hercules D

Substituted benzaldehydes Substituted toluenes Hydro Quebec, W.R. Grace P

Succinic acid Maleic acid CERCI, India C

Tetraalkyl lead Alkyl halide Nalco D

C commercial process; P pilot process; D discontinued commercial process

Source: Sequeira and Santos [93]
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generating energy or power from solar energy. These fuels

are referred to as “solar fuels,” because the energy needed to

produce them comes from the sun. Solar fuels can be used as

raw materials for manufacturing different kinds of chemical

products as well as generating power. In this way, solar fuels

can be considered energy carriers.

The methodology adapted to produce solar fuels was to

utilize solar energy thorough solar cells in order to split

water into oxygen and hydrogen. The hydrogen gas pro-

duced from water electrolysis is combined with carbon diox-

ide and/or carbon monoxide found in industrial effluents to

produce hydrocarbons, which are referred to as “solar fuels.”

This method not only uses renewable energy sources to

produce chemicals that have properties as fuel, but it also

converts pollutants present in industrial effluents into useful

products.

The solar energy is collected in large power plants,

known as concentrating solar power plants (CSP). These

systems are being built around the world in regions of

relatively high solar radiation. A schematic diagram

illustrating the idea of using solar energy obtained from

the concentrated solar power plant for the production of

solar fuels is shown in Fig. 38.13. The concept involves

solar thermochemical cycles to produce hydrogen from

solar steam forming of natural gas and methane cracking.

The splitting of water using solar energy is also achieved

by photoelectrochemical (PEC) and photocatalytic methods

[97]. In the photocatalytic method, the catalyst material is

dispersed in pure water where it uses the solar energy to split

water, and produce hydrogen and oxygen together in the

solution. However, in the PECmethod, the photoactive mate-

rial is on the electrode and the process of splitting water is

performed in an electrolytic cell with the ability to separate

hydrogen and oxygen gases. In the PEC method of water

splitting, titanium dioxide (TiO2) is used as the active mate-

rial on the electrodes [98, 99]. Other materials, including

semiconductors, have been investigated as a photoelectrode

for the conversion of solar energy to hydrogen gas.

An inexpensive and stable oxide photoanode material has

been WO3. This material is used along with dye sensitized

solar cells (DSC) to capture solar photons, because the WO3

is incapable of separately harvesting the solar photons. The

efficiency to convert the solar energy to produce hydrogen

gas is known as solar to hydrogen efficiency. The WO3

photoanode has a maximum solar to hydrogen efficiency of

only 8% [100]. A promising photoanode material, which is

inexpensive, stable, and capable of harvesting solar photons,

is iron (III) oxide (Fe2O3), especially a –Fe2O3 (hematite)

[97]. The iron (III) oxide has the capacity to achieve 16.8%

efficiency towards the solar to hydrogen conversion [100].

The Solar Fuel Center for Chemical Innovation (CCI Solar)

at the California Institute for Technology has been working

in the area of solar fuels for many years. They have devel-

oped an electrochemical fuel cell with nanorods as

photoelectrodes, which can oxidize and reduce water to

produce oxygen and hydrogen, sandwiched by a proton

conducting membrane [101]. CCI Solar has been undertak-

ing leading research in the area of solar fuels and more

information on their solar fuels research can be obtained

from their website [102].

Electro-Synthesis of Hydrogen

During the production of solar fuels, hydrogen gas is

used as the main raw material to produce hydrocarbons.

Hydrogen gas has, however, been used as a fuel for many

years to generate electric power, in various types of fuel

cells (see section on “Fuel Cells”). Hydrogen gas is also

referred to as an energy carrier. So, the production of

hydrogen gas by electrochemical methods and its storage

Fig. 38.13 Schematic diagram

for the concept of solar fuel

production [142]. The heat from

the concentrated solar power

plant is used in the chemical

reactor to produce fuels, such as

H2 and syn gas (CO + H2). The

fuels produced from the chemical

reactor will be utilized in fuel

cells for power generation or

transportation applications.

Alternatively, the hydrogen can

be combined with CO and CO2 to

form hydrocarbons, such as

methane
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should be considered as one of the methods for electro-

chemical energy storage. Traditionally, electrolysis is used

to split a chemical compound into its elemental forms and

water electrolysis has been utilized to produce hydrogen

gas. In addition, other starting materials, such as ammonia,

urea, and coal particles, are also available to produce

hydrogen via electrolysis.

Water Electrolysis
The electrochemistry of water electrolysis is discussed in

this subsection (For more details on industrial scale

electrolyzers, see section on “Hydrogen and Oxygen Pro-

duction”). The splitting of a water molecule into hydrogen

and oxygen gases with the help of electric current is known

as water electrolysis. Initially, nickel electrodes were used as

the cathode and anode material for the electrolysis of water

because of its low cost. Recent research indicates the use of

nickel-based alloys, steel, and nickel-coated or noble metal-

coated steel as effective electrode materials [21]. KOH solu-

tion is used as the electrolyte for water electrolysis, and is

also responsible for the name “alkaline water electrolysis.”

The anode and cathode reactions for the electrochemical

splitting of water to produce hydrogen and oxygen are given

below:

Anode reaction

4OH� ! O2 þ 2H2Oþ 4e� E� ¼ 0:40 V vs: SHE

(38.97)

Cathode reaction

4H2Oþ 4e� ! 2H2 þ 4OH� E� ¼ �0:83 V vs: SHE

(38.98)

Overall reaction

2H2O! O2 þ 2H2 E ¼ 1:23 V (38.99)

The theoretical voltage required to dissociate water into

hydrogen and oxygen gases is 1.23 V, whereas the

thermoneutral voltage is 1.48 V. Commercially available

water electrolyzers operate between 1.6 and 2.0 V. The

anode and cathode sides of the electrolyzer are separated

by a membrane that allows the ions to pass through but keep

the gases separate. Therefore, the hydrogen gas produced

using this method does not require further purification as it is

almost 100% pure.

The hydrogen gas produced from water electrolysis can

be supplied to a fuel cell to generate electric power and

water. The reactions taking place inside the fuel cell are

opposite to the ones observed in the water electrolyzer. So,

combining the water electrolyzer with the fuel cell will result

in a net energy or power loss because more energy is

required to split water in the electrolyzer. Additionally,

deionized water is necessary for the optimum functioning

of the water electrolyzer [103].

Ammonia Electrolysis
Water is not the only source of hydrogen. There are other

chemicals which have a higher atomic weight of hydrogen

present, such as ammonia and urea. Ammonia is a colorless

gas with a pungent smell. Ammonia is produced by the Haber-

Bosch process, in which molecular nitrogen is reacted with

hydrogen at high temperature and pressure in the presence of a

catalyst to produce ammonia. Ammonia has, however, been

found in the emitted gases associated with the fertilizer indus-

try, livestock management, coke manufacturing industry,

refrigeration methods, and combustion of fossil fuels [104].

In 2009, the United States was the fourth largest producer of

ammonia in the world, as it produced 7,704 thousand metric

tons of ammonia [105]. In 2002, the USDepartment of Energy

suggested that 65% of the emitted ammonia comes from

fertilizer, livestock, and domestic sources, which accounts

for nearly 3.25 million tons of ammonia in the atmosphere

[106]. Additionally, ammonia is a pollutant as it can have an

impact on vegetation and other organisms [107, 108].

The wastewater from some industries as well as residential

community is rich in ammonia. Dissociation of ammonia

present in the emitted gases as well as wastewater will help

in cleaning up the environment along with the production of

hydrogen gas. This rationale motivated the researchers at

the Center for Electrochemical Engineering Research

(CEER) at Ohio University to study ammonia electrolysis

[109]. In 2005, Gerardine Botte, director of the CEER,

proposed this new technology for the production of hydro-

gen gas from the electrolysis of ammonia and since then,

there have been a consistent development in this technology

[110–118]. During ammonia electrolysis, water present in

the cathode electrolyte, a 5 M KOH solution, is reduced to

hydrogen gas. On the anode side, 1 M ammonia dissolved in

the KOH solution is oxidized to nitrogen gas:

Anode reaction

2NH3 þ 6OH� ! N2 þ 6H2Oþ 6e�

E� ¼ �0:77 V vs: SHE (38.100)

Cathode reaction

2H2Oþ 2e� ! H2 þ 2OH� E� ¼ �0:829 V vs: SHE

(38.101)

Overall reaction

2NH3 ! N2 þ 3H2 E ¼ 0:059 V (38.102)
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The electrolysis of ammonia requires a theoretical cell

voltage of 0.059 V, which is miniscule in comparison with

that of water electrolysis (1.23 V). If solar energy ($0.21/

kWh) is used to provide the electric current needed for

ammonia electrolysis, then the cost for 1 kg of hydrogen

produced from ammonia electrolysis will be $0.90 based on

$175/ton of ammonia. In contrast, water electrolysis using

electricity from solar energy would produce hydrogen gas at

a cost of $7.10/kg. So, the production of hydrogen gas from

ammonia electrolysis is less energy consumptive, as well as

cheaper, than water electrolysis.

One of the goals of the CEER is to develop a scenario in

which an ammonia electrolyzer can be used to clean ammo-

nia rich wastewater in order to produce clean water and

hydrogen gas for power generation (Fig. 38.14). In

Fig. 38.14, the ammonia rich wastewater from industry,

livestock, and residential communities are electrolyzed

using the electricity from solar energy or any available

energy to produce clean water, which can then be returned

to bodies of water, and to produce pure hydrogen gas along

with nonpolluting nitrogen gas. The industry or residential

community can use the energy obtained from the hydrogen

gas from fuel cells thereby reducing the demand for oil and

natural gas. In addition to hydrogen production, the electrol-

ysis of ammonia rich wastewater eliminates a pollutant from

wastewater and produces clean water, which could be used

for various activities. The technology represents a ground-

breaking solution for the denitrification of water in waste-

water treatment plants.

Urea Electrolysis
Urea is an important chemical for the mankind as it is used in

the production of fertilizer. At the same time, urea is found

in wastewater, such as agricultural runoff, as well as in

human and animal urine. Even industrial wastewater, espe-

cially the wastewater from the fertilizer industry, has rela-

tively high concentrations of urea. The chemical structure of

urea (NH2–CO–NH2) has two amine groups attached by a

carbonyl group. The presence of the amine group in urea was

beneficial for CEER researchers in order to extend the

ammonia electrolysis principle to the electrochemical oxida-

tion of urea [119, 120]. Cleaning the urea rich wastewater is

important for the disposal of the wastewater in bodies of

water. Using the electrochemical approach to remove urea

from wastewater has an added advantage of producing high

value chemicals, such as hydrogen.

Fig. 38.14 Scheme of ammonia electrolysis along with renewable

energy (e.g., solar energy) to remediate ammonia rich wastewater

into hydrogen and clean water [143]. The idea of the scheme is to

remediate the wastewater using electrolysis to produce hydrogen gas,

which could generate additional energy, and also clean water for

eventual use in other applications
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The anode and cathode reactions for urea electrolysis are

given below, where 0.33 M urea along with 5 M KOH forms

the anode side electrolyte solution and 5 M KOH forms the

cathode electrolyte.

Anode reaction

CO(NH2Þ2 þ 6OH� ! N2 þ 5H2Oþ CO2 þ 6e�

E� ¼ �0:46 V vs: SHE (38.103)

Cathode reaction

2H2Oþ 2e� ! H2 þ 2OH� E� ¼ �0:83 V vs: SHE

(38.104)

Overall reaction

CO(NH2Þ2 þ H2O! N2 þ 3H2 þ CO2 E ¼ 0:37 V

(38.105)

The electrocatalyst used in the anode electrode for the

urea oxidation is nickel, which is oxidized to nickel hydrox-

ide (Ni(OH)2) in the alkaline solution, which can be KOH.

The theoretical cell voltage for urea electrolysis is 0.37 V,

which is 70% less energy consuming than water electrolysis

[121]. The urea rich wastewater can be remediated using this

electrolysis method, thereby producing hydrogen gas, an

energy carrier and environmentally harmless nitrogen gas.

CEER researchers are working towards developing an

electrolyzer which can directly oxidize urine into hydrogen

and nitrogen gas. The urea electrolyzer can be used in place

of the ammonia electrolyzer in the scheme displayed in

Fig. 38.14 in order to demonstrate the possibility of cleaning

urea rich wastewater into clean water and producing valu-

able product as hydrogen gas [119–125].

Coal Electrolysis
In the world today, hydrogen gas is typically being produced

from fossil fuels, including coal, using the gasification tech-

nique. An alternate method to utilize coal for hydrogen

production is coal electrolysis, which was proposed by

Coughlin and Farooque in the late 1970s, but their research

was discontinued due to low oxidation currents [126–130].

Recently, Botte and her collaborators at CEER revitalized

and significantly improved the electrolysis of coal for the

production of hydrogen [131–139].

The production of hydrogen gas using the electrolysis tech-

nique described until now has been based on the use of an

alkaline electrolyte. However, coal electrolysis uses sulfuric

acid as its electrolyte; it therefore can be considered an acid

electrolysis system. Electrolysis of coal is an excellent alter-

native method to the coal gasification technique mainly

because of the high energy required under the gasification

process (800�C) along with the required purification steps in

order to obtain highly pure hydrogen gas. On the other hand,

coal electrolysis uses 4 M sulfuric acid circulating in the

cathode side, which is separated from the anode side by a

membrane. The anode side electrolyte is composed of coal

particles mixed with 4 M sulfuric acid as coal slurry. The

electrochemical reactions at the anode and cathode electrodes

take place at intermediate temperatures (40–108�C):
Anode reaction

Cþ 2H2O! CO2 þ 4Hþ þ 4e� E� ¼ �0:21 V vs: SHE

(38.106)

Cathode reaction

4Hþ þ 4e� ! 2H2 E� ¼ 0 V vs: SHE (38.107)

Overall reaction

Cþ 2H2O! 2H2 þ CO2 E ¼ 0:21 V (38.108)

The theoretical cell voltage for the overall reaction from

coal electrolysis is 0.21 V, which is less than the 1.23 V

value associated with water electrolysis. The electrochemi-

cal cell used at CEER is known as a continuous electrolytic

cell (CEC). Electrolytes for both the anode and cathode side

are constantly circulated in order to oxidize a high percent-

age of the coal particles. The research at CEER has found

that the addition of Fe(II)/Fe(III) redox couple to the coal

slurry solution increases the rate for the electrochemical

oxidation of coal [134, 136, 139]. The CEC used for coal

electrolysis has a membrane separating the anode side from

the cathode, which has resulted in almost 100% pure hydro-

gen gas from the cathode compartment. This approach

eliminates the need for gas purification equipments.

Once the coal particles have been used in the electrolysis

process, the electrolyzed coal is subjected to extraction of

liquid chemicals. These liquid chemicals are expected to

have high amounts of various hydrocarbons with properties

of fuels so as to be termed as liquid fuels. The electrolysis of

coal helps in the production of hydrogen gas, a high value

chemical, and the solid waste from the electrolysis is further

processed to obtain liquid fuels [133].

Summary

The concept of storing energy is as important as generation

of the energy itself. Even though there are various methods

of storing energy, the most promising methods will be based

on electrochemical storage systems. Electrochemical energy

storage devices are not limited to batteries, flow batteries,
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fuel cells, and supercapacitors. The advancement in

rechargeable batteries, such as lithium-based batteries, has

improved their usage as electrochemical energy storage

devices for varying applications. There are new types of

batteries being developed, namely high temperature and

flow batteries, which has the potential to be used for large-

scale power generation or storage units. Similarly, there are

promising developments in the field of fuel cells and

supercapacitors to improve the capacity to generate power

and store energy, respectively, from these systems.

The idea of storing energy can be extended to the synthe-

sis of the chemicals as well, in which the chemicals are

generally used for producing power or energy. In this man-

ner, during the synthesis of the chemicals the energy is

stored in the chemical bonds of the compounds formed. On

that basis, the electrochemical synthesis of the chemical

compounds has been around for more than a century. Syn-

thesis of chemical compounds using electrochemical pro-

cesses provides precise control over the reaction, which

results in higher yield and purity.

In the beginning, the manufacturing of chemicals using

electrochemical methods was highly energy consuming and

less efficient. These challenges meant that industrial

electrosynthesis could hardly be considered a process for

energy storage. In the earlier days, the focus of the industry

and even the accompanying research was to improve the

yield and purity of the chemical compounds produced.

Over the years, there has been development and advancement

in every aspect of the electrochemical and electrochemical

engineering field as well as the other areas of science and

technology.With the passage of time, improvements from all

of the related fields have been incorporated at different levels

(including nanotechnology) of the industrial scale

electrosynthesis technology mainly to lower energy require-

ment and also to increase the yield of the products.

In the modern era, energy requirement for the synthesis

processes along with the health and environmental impact of

the synthesis routes have equal or even more importance than

yield of the product as in earlier times. Consequently, more

time and money are spent in the research and development

process to improve the synthesis technique using the knowl-

edge, including information obtained from other fields of

science, which has resulted in a true multidisciplinary

research. This research has focused on understanding the

reaction mechanism using available analytical methods even

under in-situ conditions, developing advance materials

through nanotechnology and nanoscience, and systematic use

of experimental studies at the laboratory, bench scale, and pilot

level, along with theoretical investigations using computa-

tional and multiscale modeling methods. This approach to

using multidisciplinary research and the involvement of new

technologies reflect an encouraging and promising future for

electrochemical energy storage systems.
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semivolatile, 238

volatile, 237–238

Analytical method

attributes, definition, 247
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Gov’t regulations, 236
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multi-analyte, 234–235
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Arrhenius equation, 210, 603, 1187
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Association of Official Analytical Chemists (AOAC), 237

Atomic absorption spectrometry (AAS), 245, 876

Atomic emission spectrometry, 245

Automated screening (AS), 1237

Available chlorine, 1035–1037

AZCL polysaccharide hydrolysis, 1283

Azoic dye, 481–482

Azoles, 408

B
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Basic dyes, 469, 482–483, 503, 530

Battery/batteries

alkaline batteries, 1508

capacity, 1504–1505

flow batteries, 1514–1515

high temperature batteries, 1515–1516

lead acid battery, 1509–1511

lithium ion battery, 1513–1514

nickel-cadmium, 1511–1512

nickel metal hydride, 1512–1513

zinc-air, 1508–1509

zinc-chloride, 1507–1508

Beet juice, purification, 1419

Beet sugar, 14, 1403, 1404, 1409, 1410, 1413, 1418,
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Beet sugar, juice extraction and processing, 1419

Benzene, chemicals from, 9, 18, 31, 62, 63, 163, 171, 172,
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Bias, definition, 247

Biocatalysis

advantages, 1204

enzymes, 1184–1204

non-aqueous, 1212–1213

products, 1213–1222

Biocatalysts

discovery, 1222

engineering, 1190–1192

immobilization, 1206–1208

whole cell, 1208–1210

Biodiesel, 92, 191, 192, 217, 1168–1170, 1194, 1202, 1224, 1331,

1332, 1346, 1354, 1373, 1374, 1392–1396
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Biomass

analysis, 1261–1263, 1265, 1266, 1268–1270, 1273

biochemical conversion, 1251

boilers, 1292, 1303

combustion, 1292, 1294, 1302–1304

consolidated processing, 1260

deconstruction, 1273–1292

lignocellulosic, 1170, 1194, 1201, 1203, 1251, 1252, 1258, 1291

potential, 1258

supply, 1258

thermochemical conversion, 1251–1253, 1292–1305

Biomass gasification

reaction, 1296–1297

reactor design, 1297–1298

syngas

cleanup, 1299–1300

high pressure process, 1302

impurities, 1298–1300

liquid fuels, 1301–1302

Biomechanical pulping, 1112

Biomolecular engineering, 1134, 1135

Bio-oil, 1105–1107, 1294–1296, 1395

Biopharmaceuticals, 1147, 1152, 1178–1179, 1228
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batch mode, 1145, 1211

batch reactors, 1211, 1212, 1239–1240

biosensors, 1239

comparison, 1212

disposable, 1239

perfusion, 1240, 1242

plug-flow reactors, 1211–1212

process control, 1240

process parameters, 1240

scale-up, 1242–1243

Biorefinery, 1058, 1097, 1105, 1224, 1253, 1259, 1260,

1284–1286, 1288–1292, 1296

Biotechnology

approved products, 30, 1112

bio-bleaching pulp, 1112–1113

bio-pulping wood, 1112

emergence, 1135

for farm productivity, 1330

genetically modified food, 34, 665

Biotechnology, agriculture/processing

crop production, 1326

enzyme use, 1331

herbicide tolerant crops, 1326–1327

insect resistant crops, 1326

light determinate varieties, 1330, 1336, 1337

transgenic crop concerns, 1327–1329

transgenic foods labeling, 1328

Biotechnology for farm productivity,

regulatory aspects, 1326

Biotherapeutics, 1229

Biphenyl, 239, 497, 652

Bisphenol, 11, 328–330, 362, 367, 551–553,

556, 599, 639

Biuret

of hexamethylene diisocyanate, 562

in urethane adhesives, 560

Bleaches, 451, 1035–1037, 1200, 1451, 1467, 1468

for wood pulp, 1035, 1036

Block copolymers

from styrene and butadiene, 582

types, 582

Borol solution, 1025

Bottom-up, 250, 252, 256, 265, 286, 296

Index 1543



Boudouard reaction, 325, 883, 888, 1297

Broad spectrum analysis strategy, 233, 234

Bromates, 1037

Bromine, 15, 22, 36, 67, 84, 94, 150, 151, 336, 469,

601, 603, 633, 824, 1019, 1034–1035, 1159,

1514, 1515

market distribution, 1035

Butadiene, 35, 36, 44, 275, 311, 312, 316, 318–322, 328,

335, 342, 377, 379, 437, 579, 582, 589, 595,

601, 619–621, 627–634, 636–638, 799, 929

n-Butane, 166, 179, 180, 182–184, 217, 316, 318, 319,

321, 346, 808

Butane, chemicals from, 31, 64, 68, 69, 215, 321, 335,

345, 346, 726, 807, 820, 927, 1051, 1154, 1453

oxidation, 309

1,4-butanediol, 10, 309, 327–330, 332, 366–367, 377,

553, 1107, 1160

Butanes and butylenes, 1154

Butanol, wood pulping, 1097

1-butene, 319, 321, 361, 367, 592

Butene-2, 10

t-Butyl alcohol, 956

Butyl alcohols, 956, 1008, 1222

Butylenes, 734, 1154

Butylraldehyde, 228

Butyl rubber, 41, 322, 330, 595, 624, 632–633

from isobutylene monomers, 632

Butyraldehyde

plasticizer, 228

polyvinyl alcohol, 222

production, 228

rhodium tri carbonyl triphenyl phosphate, 228

C

Calcined dolomites, 1300

Calcium chloride markets,

Calcium hypochlorite, 1035, 1036

Cancer treatment and detection, 844

Cane sugar refining, 1409, 1413, 1425

Capacitor, 62, 278, 614, 1493, 1506–1507, 1522, 1523, 1536

Capillary electrophoresis, 243, 244

CaPO4 precipitation, 1234

Caprolactam, 9, 44, 99, 320, 327, 330, 345, 376, 437, 477, 877, 879,

901, 932, 1218

Carbodiimides, 560, 561, 1206

in urethane adhesives, 561

Carbofuran, 238, 643

Carbohydrates

dehydration, 1289–1291

hydrolysis, 1288

oxidation, 1289

pyrolysis, 1288–1289

Carbonates, 107–1126, 1156, 1159, 1301, 1414, 1419, 1424, 1431,

1440–1443, 1460, 1464–1466, 1483, 1500, 1501, 1509, 1510,

1513, 1517, 1518, 1520

Carbon black, 38, 242, 265, 600, 623–624, 629, 630, 886, 889, 1051,

1053, 1123, 1126, 1128

Carbon dioxide

liquid, 611, 1049, 1050

production and uses, 1050

by solvent absorption process, 1049

supercritical, 581, 1049

Carbon disulfide, 65, 326, 357, 425, 477, 1086

Carbon fibers, 11, 463–464, 592

Carbon monoxide, shift, 892–893

Carbon sequestration, 1254

Carboxylic acids, as curatives in epoxy adhesives, 557

Cardiovascular agents, congestive heart failure

clopidogrel, 398

enalapril, 398

lisinopril, 398

sumatriptan, 398

Cardiovascular agents, hypertension agents

amlodipine, 396

irbesartan,

losartan, 397

metoprolol, 397

Casale high efficiency trays (HET), 913

Catacarb process, 893

Catalysis

general acid, in epoxy adhesions, 555

isocyanate-hydroxyl reactions, 559, 562

Catalyst carriers

Al2O3, 203

C, 203

CeO2, 203

dispersion, 203

MgCl2, 229

particulate, 207

pore size, 203

properties, acidity, 203

SiO2, 203

surface area, 203, 204

TiO2, 203

ZrO2, 203

Catalyst characterization, 213–214

Catalyst deactivation

attrition, 224

carrier sintering, 212

catalyst component sintering, 212

coking, 213

selective poisoning, 212–213

Catalyst dispersion, 203

Catalyst materials

molecular sieves, 203

SiO2-Al2O3, 203, 215

Catalyst metals

Ag, 202

Co, 202, 213

Cr, 202, 228

Cu, 202, 213, 228

Fe, 202

Mn, 202

Mo, 202

Ni, 202, 213, 228

Pd, 202

Pt, 202

Rh, 202

Ru, 202

Ti, 580, 930

V, 202

Catalyst passivation, 731

Catalyst preparation, 207–208, 229

Catalyst regeneration

coke, 216

cracking process, 215–216

hydro-demetallization, 214–215

hydro-desulfurization, 214–215

reforming, 216–217

Catalysts, historical

metal supported, 736

sulfur compounds, 213

Catalyst types
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heterogeneous, 208

homogeneous, 228

Rh tricarbonyl triphenyl phosphate, 228

Catalytic active sites, 208, 212

Catalytic converter

carbon monoxide, 207, 217–218

nitric oxide, 207

oxidation, 217–218

three way catalyst, 218–219

unburned hydrocarbons, 207, 217–218

Catalytic materials, Faujasite zeolite, 215

Catalytic reactions

aromatization, 311

cracking, 202, 215

dealkylation, 272

dehydrogenation, 317, 377–379

electrochemical, 1516, 1517

hydrodemetallization, 214–215

hydrodesulfurization, 214–215

hydroformulation, 228

hydrogenation, 210

isomerization, 207, 217

kinetics, 209–211

rate limiting steps, 211

methanation, 226

naphtha reforming, 202, 216–217

oxidation, 217–218

polymerization, 202

preferential oxidation, 228

rate models, Langmuir-Hinshelwood, 211

rate models, Mars-van Krevelen, 211

reduction, 217

steam reforming, 218

table, 202

three way catalysis, 218–219

water gas shift, 202, 207

Catalytic reactors

batch slurry, 209

fixed bed, 209

fluid bed, 209

Catalytic steam reforming, 207, 884, 1299

Cathode, 84, 286, 1025, 1028, 1037, 1122, 1301, 1499–1503, 1505,

1507–1510, 1513–1522, 1524–1530, 1533, 1535

Caustic soda, 100, 427, 1017, 1018, 1020, 1021, 1023, 1024,

1026–1033, 1035–1037, 1067, 1072, 1434, 1435, 1437, 1438,

1440–1442, 1523, 1524, 1526

Cell adaptation, sequential adaptation

serum-free adaptation, 1237–1238

starve and save adaptation, 1238

Cell banking, 1229, 1235

Cell lines, mammalian, for industrial production, 92, 1229–1246

Cell liquor, 1028, 1037

Cellobiases. See %-Glucosidases

Cellobiosyl fluorides, 1279

Cell stability, 1235

Cellulase(s), 1095, 1102, 1112, 1113, 1150, 1152, 1162, 1166,

1183–1185, 1187, 1192, 1194, 1200–1201, 1252, 1259–1261,

1273–1281

activity measurement, 1276

Cellulose

assays, 1274

deconstruction, 1288

dehydration, 1102

mathematical modeling, 1278–1279

production, 1200

Cellulose acetate

secondary acetate, 432–433

spinning, 433–436

triacetate, 433–434

Cellulose hydrolysis

acid, 232, 1100–1102, 1198, 1267, 1288, 1290, 1417, 1423, 1424

enzymatic, 1099, 1102, 1170, 1198, 1201, 1213, 1252, 1259,

1273–1275, 1279, 1280

hemicelluloses, 1281

Cell voltage, 1503–1505, 1507, 1508, 1510–1513, 1515, 1522,

1526–1530, 1534, 1535

Cell wall genomics, 1271–1272

Central nervous system agents

Alzheimer’s disease

donepezil, 406

memantine, 406

antidepressants

fluoxetine, 405

paroxetine, 405

serotonin uptake inhibitors, 405

sertraline, 405

venlafaxine, 405

anxiolytics

alprazolam, 405

buspirone, 405

bipolar disorders

aripiprazole, 405

gabapentin, 406

olanzapine, 405

risperidone, 405

Cephalosporins, 1176–1178, 1214–1217

Chain termination in free radical polymerization, 564

Chain transfer in free radical polymerization, 564

Charcoal, 242, 463, 848, 1000, 1103–1105, 1157,

1206, 1294, 1295, 1476, 1477, 1522

Charged particle transmutation products, 844–845

Chemical additives, 23, 25, 427, 768

Chemical analysis, strategies, 231–232

Chemical catalysis, 1168, 1188, 1225, 1251, 1284–1292

Chemical-defined (CD), 1236

Chemical explosives

ammonium nitrate and ANFO, 1485–1486

bulk emulsions, 1489–1490

chemistry, 1474–1476

classification, 1478

explosions, 1474–142

historical, 1476–1478

initiation systems, 1491–1494

manufacture, 1480–1483

ammonium nitrate and ANFO, 1485–1486

bulk emulsions, 1486–1488

DDNP (2-Diazo-4,6-dinitrophenol), 1482

dynamite, 1484

HNS (2,2,4,4,6,6-Hexanitrostilbene), 1481

NG (Nitroglycerin), 1483

packaged, 1484

PETN (Pentaerythritol tetranitrate), 1483

RDX and HMX (cyclic nitramines), 1481

TATB (1,3,5-Triamino-2,4,6-trinitrobenzene), 1482

TNT ( 2,4,6-Trinitrotoluene), 1480–1481

markets, 1473–1474

packaged, 1483–1484

properties (table), 1479

sensitivity, 1478

structural characteristics, 1478–1480

Chemical fibers, 3–5

Chemical industry
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Chemical industry (cont.)
Arab countries, 7

biotechnology, 12–14

characteristics, commercial development, 1, 7, 12, 13

characteristics, investment trends, 1, 16, 22, 28

characteristics, obsolescence/research, 5, 10–12

characteristics, technological orientation, 10–12

China, 19, 30, 34

coatings industry, 16

definition, 13

economic context, 1–4, 10, 13, 27

electronics, 26–27

electronics/computers, 8, 15, 16, 25–27, 36, 38, 40

energy use, 8, 15

entrepreneurs, role, 42

fine chemicals, 39–40

foreign trade, U.S.A, 42

France, nationalization, 4–6

future trends, 34, 41, 45

globalization, 31, 32, 45

history, 1–45

Italy, Spain, 6

mergers and acquisitions, 4

NAICS code 325,

NAICS code 3251,

NAICS code 3255,

oil, relationship with, 40–41

overcapacity in 1970s, 1–2

public opinion, regulatory activities, 29–30

R&D, 39

R&D spending, 11, 12

restructuring in 1970s, 1980s, 2–4

specialty chemicals, 15–16, 35–39

terrorism, 830

USA, 3

Chemical properties and environmental fate, 174

Chemical reactor design, green, 162, 164

Chemical warfare agents (CWAs), 261, 281

Chemisorption, on catalysts, 202–205, 213

Chinese hamster ovary, CHO cell lines, CHO-S, CHO-K1, CHODG44,

CHO-DUXB11, 1229

Chiral chemistry, 31

Chirality, 656

Chiral resolution, 1217, 1218, 1220, 1221

Chloramine, 922, 923

Chlorinated ethanes, 315, 328–330, 360–361

Chlorinated ethylenes, 360

Chlorine

domestic US demand

electrolysis cells, 1499

Eltech diaphragm cell, 1029

energy efficiency of, 1032

flow sheet, 1028

fused salt electrolysis of metal chlorides, 1027

global production, 1027

membrane cell, 1028–1033

mercury cell, 1028, 1029, 1031, 1033

minimum energy requirement, 1033

producers in U.S, 1027, 1031

pulp bleaching, 1027

Chlorine dioxide

commercial generator, 1036

pulp bleaching, 185, 1037

Chloroacetanilides,

Chloro-alkali technology

diaphragm cell, 1028, 1029, 1031, 1033

membrane cell, 1028–1033

mercury cell, 1028, 1029, 1031–1033

Chlorobenzenes, 319, 358, 512, 1120, 1524

Chlorocarbons, 260, 279

1-Chloro-2,3-epoxypropane, in epoxy resin manufacture, 551

Chlorohydrin process, 1455

Chloromethanes, 326, 343, 344, 357–359

Chloroprene rubber, Neoprene, 620, 634

Chlorosulfonated polyethylene, 566, 623, 636

Chromatography

detectors, 244–245

gas and liquid, 233, 243, 244, 282, 394, 1397, 1421

protein purification, 1243, 1245

Chromium oxide, 229, 317, 374, 892

Citric acid, 12, 24, 25, 959, 977, 1131, 1150, 1152, 1154, 1156–1158,

1365, 1375, 1377, 1384, 1426

Clathrates, 817, 821, 827

Claus process, 723, 755, 819, 893, 1001, 1003, 1004

Clostridium thermosaccharolyticum, 1260
Coal

classification by rank and type, 752

coke, 761, 769

composition and analysis, 754–756

consumption, 749, 750, 761, 766

heat of combustion (table), 755

liquefaction, 757–758, 771, 779, 783, 789–791, 793,

794, 797–799

mining, 756–758

origin and classification, 751–753

petrochemicals from

preparation, 758–759

production, 749, 750, 761

reserves, 749, 794

synthetic fuels from, 749, 756, 761

top producing countries (table), 751

Coal, chemicals from

coal gasification-acetic anhydride (flow sheet), 801

Eastman Chemical Company, 801

Sasol process, 801

Coal combustion

combustion equipment, 762–766

pollution controls, 766–767

processes, 762

Coal gasification

chemistry, 771–773

gasifiers, 773–776

power generation, 776–777

power generation, integrated gasification

combined cycle (IGCC), 777

process descriptions, 777–781

Coal liquefaction

direct liquefaction, 786–788

indirect liquefaction, 794

indirect liquefaction, Fischer-Tropsch, 794–797

pyrolysis based processes, effects of process parameters, 784

pyrolysis based processes, nature and use of products, 785

Coal utilization, environmental concerns, 761–762

Coatings

application equipment regulations, SCAQMD

Clean-Air Act, 1119

application equipment requirements, 1119

automotive, 1122–1123

background and historical development, 1117

cross-linking technologies, 1123

electron beam and UV curing, 1122

environmental emissions, 1118
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hazardous waste regulations, 1120

lacquers, 1129

markets, 1117, 1118

paint, 1117–1129

for plastics, 1123–1124

powder coatings, 1122

solvent-borne, major constituents, 1121–1123

technical trends, 1120–1122

volatile organic compounds (VOC) regulations,

by state and region (US), 1118

Coatings industry, 1117, 1128

Cocoa butter, replacers, 1390

Coconut oil, 223, 1334, 1336, 1351–1352, 1374, 1382, 1387, 1393,

1397, 1432, 1434

Coke

combustion systems, 216, 769, 888

gasification, 881, 888–889

Combustion, 47, 53, 60, 65–73, 75, 76, 79, 203, 206, 213, 214, 216,

217, 220, 221, 293, 317, 324, 327, 334, 335, 338, 341, 342,

345, 379, 459, 587, 588, 603, 712, 728, 751, 755, 754–756,

761–769, 772–775, 777, 779, 781, 783, 785, 788, 807, 813, 819,

821, 876, 881, 882, 886–888, 890, 905, 923, 925, 926, 931,

1000, 1001, 1003, 1007, 1009, 1011–1014, 1020, 1026, 1034,

1042–1044, 1049, 1053, 1097–1099, 1250, 1251, 1253, 1254,

1267, 1292–1294, 1296–1304, 1355, 1368, 1393, 1394,

1474–1476

hazards in chemical plants, 220

Commercial uses, 273, 279, 285–286, 289, 291,

294–295, 762, 1273

Component titration (CT), 1237

Composite materials, emergence, 2

Congeners, 171, 233, 238, 239, 247

Conjugated linoleic acids, 1339

Consolidated biomass processing, 1260

Continuous monitoring, 209, 235–236

Control charts, 136, 138–141

Copolymerization

random, 582

styrene and butadiene, 582

Copolymers, block and graft, 582–583

Corn

stover composition database, 1270

stover feedstock rapid analysis method, 1269

sweeteners, enzymes in, 1423

wet-milling, 1198, 1199, 1285

Corrosion

hydrogen embrittlement, 885

inhibitor, 550, 892, 894, 909, 919, 1463, 1469

Cottonseed oil, 1336, 1348, 1349, 1363, 1366, 1374, 1379,

1381, 1385, 1387, 1388, 1391, 1393, 1397

Cottonseed oil, delintering

gossypol, 1379

miscella refining, 1363

Coupling agents, silanes, 11, 549

Cryogenic gases, boiling points and concentration in air

processes for, 1039

Cryogenic traps, 241, 243

Cumene, 313, 314, 319, 320, 328, 332–335, 338, 340, 1465

Curing structural adhesives

crosslinking, 560

definition, 548–549

evaporation, 549

hot melt, 549

Cyanamide, 556, 912, 916, 932

Cyanocobalamin, 1174–1176

Cyanuric acid, 915

Cyanuric chloride, 533, 540, 929

Cyclohexane, 99, 100, 216, 229, 319, 320, 328, 335,

345, 372, 374, 376, 436–438, 553

Cyclopentadiene, 632

D

Degradation, microbiological, 232, 239

Dehydrogenase, 651, 1155, 1160, 1162, 1164, 1172,

1174, 1184, 1218, 1220, 1260

Depolymerization, 1166, 1252, 1281–1283, 1294–1296

Detection limit, 247, 902

Detergents, additives

anticaking agents, 1466

antiredeposition polymers, 1465

builders, 1464

enzymes, 1465

optical brighteners, 1465

Detergents, production

agglomeration processing, 1468

liquid detergents, 1469

spray drying, 1466

typical formulation, 1466

Diaminodiphenyl sulfone, curing epoxy adhesives, 556

Diammonium phosphate, 974–976, 1015, 1096

2-Diazo-4,6-dinitrophenol (DDNP), 1479, 1482

Dichlorobenzene, 358

2,4-Dichlorotriazines (2, 4-D), 238, 650

Diethanolamine, 893, 920, 1050

Diglyceride salad and cooking oils, 1370, 1387, 1393

Dihydrofolate reductase (DHFR), 1229, 1233

Diisocyanate dimers, in urethane adhesives, 560

Diisocyanates, 35, 43, 319, 451, 560–562, 596, 608–610,

635, 636, 910, 1088

Dimensionally stable anodes, 467, 1096

Dimethyl sulfide, 1074, 1086

Dimethyl sulfoxide (DMSO), 15, 1059, 1086, 1213,

1235, 1281, 1291

Dioxin, 9, 30

Dipole interaction, adhesion, 549

Diuron, 238, 648

DNA, 13, 92, 286, 394, 407, 408, 410, 502, 528, 532, 652,

1131, 1133, 1135, 1136, 1142, 1145, 1153, 1178, 1179, 1183,

1185, 1187, 1190, 1193, 1196, 1197, 1205, 1223, 1234, 1235,

1243, 1245, 1259, 1264, 1324, 1325

Docosahexaenoic acid, 1176, 1335

Dust explosions, 75, 76, 1128

Dyeing, 327, 426, 436, 445, 447, 449, 450, 455, 468, 469, 473–475,

477, 478, 480, 481, 483, 486, 487, 494, 496–499, 520, 1017

pigment, 499

Dyeing textile fibers

dye-bath preparation, 496–497

fiber preparation, 496

finishing, 497

methods/batch, 497–498

Dye manufacture

anthraquinone

acid, 529–530

basic, 530

disperse, 526–529

reactive, 530–533

azo

disazo, 519–521

monoazo, 518–519

polyazo, 521–523

fluorescent brighteners, 540–543
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Dye manufacture (cont.)
nitro, 515

phthalocyanine, 540

sulfur, 538–540

triphenylmethane, 523–524

vat

anthraquinoid, 533–537

indigoid, 537–538

xanthenes, 524–525

Dyes, classification

acid, 479–481

azoic, 481–482

basic, 482–483

direct, 483–487

disperse, 487–491

reactive, 491

sulfur, 491–494

vat, 494–496

Dyes, liquid crystal, 499

Dyes, non-textile uses

biomedical, 502–503

hair, 503–504

ink-jet, 499–500

laser, 502

organic photoconductors and infrared absorbent

toners, 500–502

photographic, 504–505

production and sales, 543–545

synthetic, history of, 474

Dyestuff industry, 474–476

Dynamic vulcanization, 595, 632, 638

Dynamite, 9, 912, 1477–1480, 1483, 1484, 1489, 1491, 1492

E

Effectiveness factor (catalysts), 204, 1206

Elastomeric fibers, 451–452

Elastomers

high temperature, 595, 619, 638, 639

olefin, 632

silicone, 634–635

thermoplastic, 582, 583, 586, 594–596, 613, 621,

622, 632, 636, 639

Electrochemistry

electrolyte, 1500–1501

Faraday’s law, 1504

Nernst equation, 1502–1503

oxidation, 1499

reduction, 1499

reference electrode, 1501–1502

separator, 1501

standard potential, 1502

Electrolysis

ammonia electrolysis, 1533–1534

coal electrolysis, 1535

urea electrolysis, 520–521

water electrolysis, 87, 1498, 1504, 1510, 1522, 1529, 1532–1535

Electrolyzer, 277, 1030, 1031, 1046, 1504, 1524, 1526, 1527, 1529,

1530, 1533–1535

Elemental analyses, 231, 239, 245–246, 1098, 1296

Emergency planning, 90, 92, 97, 98, 108, 123–125

Emergency preparedness programs

checklist, 109, 110, 114, 117, 118, 120–123

community involvement, 121–122

elements, 107, 111, 120, 123

emergency response plan, 107, 109, 113, 114, 117

hazard identification/mitigation, 110, 112–113

laws and regulations, 124–125

managing, 107–128

need for, 108

personnel training, 113–114, 120

preventing and predicting, 107–110

release detection, 112–113

Endocellulase measurement, 1279

Endoenzymes, 1280

Endoglucanases, 1102, 1261, 1273, 1276–1279

Endoxylanases, 1275, 1280–1282

Energy

crops, 1169–1170, 1254, 1292, 1304

density, 1105, 1168, 1292, 1296, 1505, 1507–1515, 1522, 1523

storage, 291, 1170, 1200, 1342, 1497–1536

use, 159, 164, 182, 192, 193, 291, 838, 913, 1251, 1254, 1257

Environmental effects, 70, 294, 296, 1046

Environmental Fate and Risk Assessment Tool (EFRAT), 181–183

Environmental fate of chemicals

heuristics for predicting, 176

transformation in the environment

abiotic processes, 172–174

biotic processes, 170–172

translocation, 166–170

Environmental impact assessment

combined tiers assessment, 182–186

EFRAT, 181–183

HYSYS process simulator, 181–182

maleic anhydride example, 179, 182, 184

methyl methacrylate synthesis, 180, 181

Tier I-Tier III, 176–182

Environmental risk assessment, 156, 176

Environmental risk minimization, 156, 182

Enzymatic degradation, 1273, 1275, 1330

Enzymatic hydrolysis, 1099, 1102, 1170, 1198, 1201, 1213, 1252,

1259, 1273–1275, 1279, 1280

Enzyme databases, 1187, 1274

Enzyme-linked immunosorbant assay, 1234

Enzymes

accessory, 1280

binding, 1186, 1188, 1189, 1207, 1214

debranching, 1197, 1199, 1274, 1275, 1280, 1281, 1283, 1284

depolymerizing, 1281, 1282, 1284

immobilized

glucose isomerase, 1200, 1206, 1425

kinetics of, 1188–1189, 1206

penicillin acylase, 1207

production, 1206, 1207, 1217, 1223

industrial, 1143, 1145, 1183–1225, 1250

polysaccharide hydrolysis, 1283, 1288

recovery process, 1136, 1142, 1143, 1145, 1210, 1220

Epichlorohydrin, 313, 314, 361, 362, 551–554, 558, 599, 919
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Miscellaneous pharmaceutical agents, 412–414

Mixture experiments, 149–152

Modacrylics, 420, 421, 449–450
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beet, 1156, 1175, 1420–1421, 1425, 1426

black strap, 1156, 1165, 1410, 1425

cane, 1156, 1411, 1421, 1426

composition, 1425, 1426

Molecular sieves, 203, 242, 368, 734, 785, 817, 824, 875, 895, 909,

1039, 1152, 1455

Molecular technology, 250

Monoammonium phosphate (MPA), 976, 982, 989

Monochlorobenzene, 319, 320, 358

Monoethanolamine, 773, 892–894, 898, 919–921, 1050

Monoliths

advantages, 207, 209

ceramic, 207, 208, 218, 219, 221

cordierite, 220

metal, 207, 208, 218

washcoat, 207, 218, 220

Morpholine, 651, 689, 919, 920, 1086

Multipurpose gasification (MPG) process, 888
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Nafion, 1501, 1516, 1518, 1526, 1530

Nanofibers, 289, 290, 465–466, 1522

Nanomaterials, 203, 251–253, 265–266, 271–274, 279, 280, 284,

286–296, 1208
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Nanoscale regime, 251
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Nanotechnology

applications, 249–262

definition, 249–250

dielectrics,

gold nanoparticles, 253–254
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manufacturing technology, 250

metal oxide nanoparticles, 256–257

metal-supported catalysts

silver nanoparticles, 254–255

Naphthalene derivatives, 505

(S)-Naproxen, 1214, 1220

Natural gas

biological origins, 825–826

characteristics, 807–808

composition of raw gas, 807, 808

evolution of industry, 809

future sourcing, 827

H2S and Cl2 removal, 819

hydrates, formation and prevention, 816, 817, 820, 821

industry, 809–816, 820

international commodity, 815

liquefied (LNG), 815

liquids, 812–813
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Natural gas (cont.)
lower crust and mantle domains, 826–827

methane conversion, 821–825

non-biological origins, 826
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production, 812–813
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transmission and sale, 816–819

well through processing, 810
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Nelson method, 885
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Nermst equation, in oxygen sensor,
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Nitric acid
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concentrated, 903, 906, 908

destruction by catalysis of NOx (DCN), 906, 908, 909

high efficiency absorption (HEA), 909

processes, 903–910

properties, 903

red fuming, 903, 909, 910

stabilizers, 909

uses, 910

Nitric phosphate, 969, 970, 974

Nitriding, 900

Nitrilase, 1205, 1220

Nitrile rubber, 44. 566, 595, 633–634

Nitrobenzene, 84, 210, 238, 319, 320, 507, 508, 726, 910, 929–931,

1120, 1531

Nitrogen

characteristics, 875

consumption, 877–879

fertilizer, 4, 877–880, 900, 910, 965–970, 980, 990

industrial, 879

oxides, 95, 182, 242, 245, 278, 723, 723, 761, 766, 875–876, 879,

901, 903, 905, 909, 965, 1008, 1009, 1118, 1294

properties, 876

Nitrogen trichlorid,

Nitroglycerine, 238

Nitrous oxide, 875, 876, 912, 1039, 1053

from ammonium nitrate, 876, 912, 1053

N-methyl-2-pyrrolidone (NMP), 458, 893, 894

N,N, dimethylformamide, 255, 919

NOx emissions, 221, 742, 766, 767, 876, 879, 886, 909, 1289, 1303,

1304

NS0 cell lines, 1229

Nuclear fission, 830, 832, 840, 841

products, 830, 831, 840

Nuclear fuel reprocessing, 861

Nuclear industry
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definitions, 829

isotopes, 830, 840, 845–847

nuclides production, 842

outlook, 834–836

products, 843–844

safety, 834–836

status and outlook, 830–834

waste products, 848

Nuclear material production, 829, 836

Nuclear material transportation, 829, 863

Nuclear medicine, 844, 872

Nuclear processes, 829, 838–839, 843, 845

Nuclear proliferation, 835

Nuclear radiation, exposure, 835

Nuclear reactors

fast reactor (LMFBR), 864

heavy water reactor (CANDU), 864, 865

light water reactors, (PWR, BWR), 864, 865

types, 864

Nuclear spent fuel reprocessing, 861

Nuclear tracers, 871–872

Nuclear waste

airborne, 861

liquid, 860–861

solid, 861–862

storage and disposal, 862
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drawing, 439–440

melt spinning, 438–4397

new developments, 440
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Octane number (gasoline), 216, 217, 729, 738
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Organoboranes, initiator in acrylic adhesives, 566–567

Organosolv process, 1079, 1286
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Oriented strand board (OSB), 1087–1089

Oxirane ring, in adhesives, 551

Oxo chemicals, 800

Oxonium ion, 555

Oxo process, 355, 1454
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Oxygen sensor (automobiles), 22, 61, 189, 201, 222, 274, 291, 738,

763751, 1091, 1090, 1391

Paclitaxel, 392, 410, 1111
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consumption, 1066, 1069

converting, 185, 1084–1085
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polymer modified, 550, 585

properties, control of, 1082, 1084

recycling, 1081

Paper making, pollution control, 30, 180, 183, 184, 202, 231,
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Para-xylene, 318

Particleboard, 1087, 1088, 1090, 1098, 1122

Particulate matter in air, 231, 243

PCR reaction, 1205, 1223

Peanut oil, 1336, 1347, 1374, 1393

Pectin, 24, 1060, 1184, 1194, 1195, 1201, 1250, 1268, 1273, 1280,

1283, 1284, 1384

Pectinases, 1183, 1184, 1201, 1273, 1274, 1283–1284

Penicillins, 1176–1178, 1190, 1215–1217

Pentaerythritol tetranitrate (PETN), 1475–1477, 1479–1481, 1483,

1491, 1492

Peptization, 634

Permeabilized cells, 1210

Permeation, 281–282, 325, 326, 620, 1041, 1152, 1339, 1501

PET. See Polyethylene terephthalate (PET)
PETN. See Pentaerythritol tetranitrate (PETN)
Pharmaceutical agents

antineoplastics, 410–411

cardiovascular agents, 396–398

central nervous system agents, 405–406

gastrointestinal/genitourinary agents, 401–402

infectious diseases, 406–411

inflammation and osteoporosis, 404–405

Pharmaceutical industry characteristics

chemical process R&D, 415–416

clinical trials, 396

drug delivery, 395

libraries, discovery, 413

libraries, optimization, 414

libraries, targeted, 413–414

medicinal chemistry, 392–393

patents, 395

pharmacodynamics, 394

pharmacokinetics, 394–395

research strategies, 393–394

toxicity, 394–395

Pharmaceutical industry, development of, 391–417

Phenol hydrogenation, 1291

Phenols, curative in epoxy adhesives, 552, 554, 558

m-Phenylenediamine, curing epoxy adhesives, 556, 558

Pheromones, insect, 658

Phosphate minerals, 939, 943, 970–977

Phosphate, naturally occurring, 939, 940

Phosphate ores, 901, 940–942, 944, 970, 977

mining and beneficiation, 941–945

Phosphate rock

acidulated, 977

chemical processing, 945

direct application, 976

treatment and end products, 940

world production, 945, 974

Phosphates

finished fertilizers, routes into, 970, 971

industrial, 946–947

thermal phosphate fertilizers, 977

Phosphatides, 1331, 1344–1346, 1355–1356, 1363–1368, 1379, 1385,

1387, 1443, 1444

Phosphoric acid

annual production, 947

dihydrate process, 945, 947–952

environmental aspects of production, 957

fertilizer grade, processing, 970

hemihydrate process, 947, 948, 950–952, 955

thermal process, 945–946

unit operations, 952–954

wet process

animal feed supplements, 955–956, 977

by-products, 955–957, 974

typical analysis, 972

Phosphorus, elemental, production, 232, 430, 560, 602–603,

945, 946, 959

forms, 232, 430, 560, 602–603, 945, 946, 959

Photochemicals, 25–26, 172, 179, 191–194, 237, 360–361,

1125–1126

Phthalic anhydride, 37–38, 319, 320, 335, 338, 339, 345, 373,

441, 514, 524, 526, 598

Pine oil, 19, 1086, 1108–1111

Plantation white sugar, 1403, 1412

Plant growth regulators, 642

Plasmids, 1193, 1233, 1234

Plasticizers, 38, 228, 320, 330, 354, 365, 373, 376, 461,

462, 550, 553, 575, 587, 601, 611, 613, 623, 624, 636,

639, 910, 919, 946, 1355, 1391, 1392

Plastic processes, 605

Plastic processing

autoclave molding, 617

blow molding, 587, 589, 600, 605, 611, 612

blown film, 585, 586, 606

bulk molding compound, 598, 616

calendaring, 613

centrifugal casting, 617

cold press molding, 616

compression molding, 597, 598, 605, 615, 616, 1091

conformal coating, 614

continuous laminating, 617

encapsulation, 614

extrusion

coating, 606

coextrusion, 606

devolatilization, 605, 606, 785

die forming, 606

hose and tubing, 606

land fracture, 604

melt conveying, 605, 606

melt fracture, 604

melting, 587, 605, 606

mixing, 605–606

profile, 606

solids conveying, 605

twin-screw, 606

filament-winding, 598, 602, 617

flow properties, measurement, 603–604

foam reservoir molding, 617

hand-layup molding, 598, 616, 617

impregnation, 615

injection molding, 596, 600, 604, 605, 607–611, 615

injection molding, molding cycle, 607–608, 615

liquid casting processes, 614–615

low-density foams, 610–611

low-density foams, polyurethane, 610

matched die molding, 616

melt viscosity, 600, 604, 605

perform molding, 609

pipe extrusion, 587, 605, 606, 611, 617

polyethylene foam, 611

polystyrene foam, 611

polyurethane flexible foam, 608

polyurethane rigid foam, 610, 931

polyvinyl chloride foam, 611

potting, 614

powder coating

electrostatic fluid bed, 612, 613
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Plastic processing (cont.)
electrostatic spray, 612, 613

fluid bed, 612–613

prepreg molding, 616

pressure-bag molding, 617

pultrusion, 598, 602, 617

reaction injection molding (RIM), 596, 597, 608–609

reinforced plastics, 572, 615–616

resin transfer molding, 616

rheology, 603–604

rotational molding, 612

rubber plug molding, 617

sheet extrusion, 377

sheet molding compound, 598, 616

sprayup molding, 598, 616

structural foam, 609–610

syntactic foam, 615

thermoforming, 587, 600, 605, 612, 1091

transfer molding, 615, 616

vacuum-bag molding, 617

vinyl plastisol, 612–614

wire coating, 593, 606

Plastics

abrasion resistant, 571, 585, 590, 593, 595, 602, 606

antioxidants, 587, 600

barrier, 593

barrier properties, 602

biostabilizers, 601

building and construction, 593, 595

chemical resistance, 572, 593–596, 598, 600, 614, 615

coefficient of thermal expansion, 600, 602

color, 572, 601, 612

colorants, 601

commodity thermoplastics, 585–590, 592

continuous fiber reinforcement, 602

cost, 572, 584, 590, 594, 601–603, 607, 612, 613, 615, 616

coupling agents, 601

creep-resistance, 590, 596, 600–602, 615

critical properties, 601–602

dielectric breakdown, 602

elasticity, 604

electrical conductivity, 602

electrical insulation, 572, 593, 614

engineering, 590–593, 596, 597, 615

epoxy resins

markets, 598–599, 615

properties, 598–599

filled and reinforced, 572

fillers, 572, 587, 593, 601, 602, 609

fire performance, 602–603

flame-retardance, 572, 587

flame-retardants, 601–603, 610

flotation, 572, 596, 610, 611

foams, 572, 609

health and environment, 603

heat-resistance, 588, 593, 596, 597, 599, 602, 615

impact cushioning, 572

impact strength, 571, 592, 593, 600, 615

lubricants, 587, 601, 604, 605, 608

lubricity, 571, 593

maximum use temperature, 592, 600

melamine-formaldehyde, 596, 599

properties, 596, 599

modulus, 571

one-step conversion, 601, 608

opacity, 572, 601

organic peroxides, 601

packaging, 572, 585–589, 593, 594, 596, 600, 603, 606, 610–612

permeability, 572, 593, 594, 600

phenol-formaldehyde, 571, 596, 597

phenolic

engineering properties, 589, 590, 592, 597, 615

properties, 597

plasticizers, 575, 587, 601, 611, 613

polymer blends, 601

processability, 571, 572, 585, 586, 588, 590, 593–595, 600, 601, 604

product design, 571, 602

recycling, 605

reinforcing fibers, 572, 592–593, 601, 602, 609, 615–617

softness, 572, 586, 610

solvent resistance, 602

stabilizers, 581, 587, 593, 600, 611, 613

surface, 613

thermal conductivity, 602

thermal insulation, 571, 610, 611

thermoset

markets, 572, 594, 596, 601

properties, 572–574, 585, 594, 597, 598, 600, 615

thermoset polyester, 598

transparency, 572, 586, 588, 589, 592–593, 600, 606, 611

ultraviolet light stabilizers, 600

unsaturated polyesters, 598, 601, 615

urea-formaldehyde, 596–598

properties, 596, 598

water resistance, 572

weathering, 572, 587, 589, 602

weather-resistance, 593

welding, 550

Platinum (Pt), 27, 28, 202, 207, 209, 211–213, 216–219, 221,

222, 224, 226, 227, 275, 276, 279, 285, 288, 317, 318,

376–379, 825, 904–906, 908, 926, 927, 1008, 1455, 1499,

1502, 1516–1520, 1525

Plutonium processing, 833, 835, 838, 841, 856, 859, 862

Plywood, 572, 597, 1057, 1087–1090, 1096

Pollution prevention

heuristics, 164–166, 171, 174, 176, 177

heuristics for chemical processes, 160–165

separations devices, 162, 163, 165–166

Pollution Prevention Act of 1990, 155–156, 161

Polyamide polyamine (synthesis), 556, 559

Polybenzimidazole (PBI), 421, 459, 460

Polybutadiene, impact modifier, 631, 633

Polybutenes, 23, 322

Polychlorinated biphenyl (PCBs), 171, 174, 260, 277, 278

Polyesters

drawing, 442–444, 454, 465, 467, 468

filament yarn process, 444–445

heat setting, 443–445

manufacture, 441–447, 451, 452, 454, 459, 465–470

new developments, 445–446

polyethylene glycol, wood stabilization, 448, 468

staple process, 444

textured yarns, 443–445

Polyethylene

chlorinated, 636

high-density, 7, 44, 101, 452, 579, 585

linear low-density, 3, 586

low-density, 229, 455, 578, 585

production, (Cr catalyst), 101, 377

production, (Ziegler catalyst), 328, 329

ultra-high molecular weight, 456, 585, 593

ultra low density, 586
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very low density, 586

Polyethylene glycol, wood stabilization, 1091

Polyethyleneimine (PEI), 1206–1207, 1234

Polyethylene rubbers, 636–638

Polyethylenes, 2, 3, 6, 7, 11, 31, 35, 41, 43, 44, 101–103, 137, 141,

201, 228–229, 312, 313, 322, 330, 448, 452, 453, 455–457, 465,

468, 566, 571, 573, 574, 576, 578, 579, 585, 586, 590, 593, 601,

611, 612, 623, 632, 636–638, 659, 889, 902, 1084, 1091, 1443,

1444, 1501

Polyethylene terephthalate (PET), 11, 35, 131, 136, 193, 320, 377, 441,

442, 445, 446, 470, 585, 589, 592, 593, 603, 611, 1124

Polyisobutylenes, 23, 575

Polyisoprene using free radical catalyst, 626

Polymer chains

branching, 578, 585, 586, 619, 621, 627

cross linking, 560, 566, 620, 622, 634, 636

crystallinity, 442, 476, 576, 586, 623

curatives to crosslink, 555, 557, 623

Polymerization

addition, 577

anionic, 578

bulk, 580

cationic, 577, 578

chain growth, 554, 555, 557

chain-reaction, 577

coordination, 579

emulsion, 581, 613, 1461

free radical, 565, 577–579, 586, 601, 638

metallocene catalysts, 579, 580, 638

photo initiated, 566, 1122

solution, 458, 565, 580–581, 588

step growth, 551, 554, 555, 559, 567, 577

step-reaction, 576–577

suspension, 581, 611, 613, 638

synthetic rubber, 581, 620, 630, 632, 1166, 1168

Ziegler-Natta catalysts, 575, 579, 638

Polymerization catalysts

alkyllithium, 627, 629

free radical, 579

neodymium, 630

Ziegler-Natta, 229, 455, 575, 579, 580, 626, 630, 632, 638

Polymers

amorphous, 574, 575, 584, 608

atactic, 452, 453, 575, 579, 586, 630, 638

chain structure, 447, 456, 573–575, 630

chain termination, 564

chemical structure, 574, 576

cold-drawing, 439, 584, 585

creep, 445, 457, 461, 547, 583, 587, 590, 596, 597, 600–602, 639

cross-linking, 450, 464, 560, 566, 577, 589, 596, 599–602, 610, 611,

616, 620, 622, 624, 625, 634–639, 1092, 1121, 1123–1126,

1206, 1207, 1214, 1251, 1273, 1338, 1384, 1484

crystallinity, 440, 442, 461, 476, 576, 578, 582, 585, 586, 592, 593,

600, 623, 1058

crystallization kinetics, 576, 623

fatigue, 288, 468, 558, 584, 585

glass transition temperature, 445, 565, 574–576, 582–584, 611, 619,

622–623, 631, 633, 635, 638

hydrogen-bonding, 439, 549, 555, 574, 576, 588, 600, 623,

1058, 1064

isotactic, 453, 579, 586

melting point, 438, 442, 457, 461, 576, 600, 625

molecular flexibility/rigidity, 600

molecular weight, 445, 454, 548–550, 554, 565, 635, 1455

orientation, 439, 442, 445, 446, 456, 457, 468, 550, 562, 587, 600,

604, 1064, 1123, 1279

polarity, 574, 575, 588, 593, 600, 602, 608

SEBS, 595, 637

semicrystalline, 574, 576, 595, 632

sequence distribution, 621

stress relaxation, 583, 584, 639

stress-strain behavior, 584

structure-polymers, syndiotactic, 469, 573, 579, 600,

602, 619–622, 629, 1262

yield point, 584

Polypropylene

diethyl aluminum fluoride, 229

production, 229

Ziegler-Natta catalyst, 539, 638

Polypropylene fibers

atactic, 452, 453, 575, 579, 586, 638

isotactic, 452, 579, 586, 638

production, 4, 452

syndiotactic, 452, 453, 574, 575, 579

synthesis, 453

Polysaccharides, 470, 1058, 1073, 1086, 1097, 1099–1103, 1107,

1108, 1112, 1142, 1148, 1183, 1201, 1218, 1250–1251,

1273–1275, 1280–1284, 1288, 1406, 1408, 1411, 1414, 1420,

1421, 1423, 1425, 1426

hydrolysis, 1283, 1288

Polystyrene

expanded, 588

high-impact, 588, 589, 631, 637

styrene/acrylonitrile copolymers, 588–589, 593, 629, 631

Polytetrafluoroethylene (PTFE)

expanded polymer (ePTFE), 462, 470, 471

fiber manufacture, 461

polymer manufacture, 460–461

properties, 461–462

Polyurethane, 33–34, 41–43, 241, 320, 330, 452, 466, 478, 548, 560,

562, 563, 567, 571, 595, 596, 601, 608–610, 613, 614, 617,

635–637, 910, 931, 1047, 1091, 1107, 1121, 1163, 1355

flexible foam, 596, 610, 611

markets, 596

reaction injection molding (RIM), 596, 597, 601, 608–610, 636, 931

rigid foam, 596, 610

rubber, 635, 636

Polyvinyl chloride

elastomer, 43

flexible, 587, 600, 601, 611

plastisol/organosol, 587

rigid, 587, 600, 601

thermal stabilizers, 600

Population growth, world, projections, 421, 838, 961, 965, 1329, 1347,

1348

Potassium, minerals for fertilizer, 380, 765, 844, 939, 959, 964, 969,

978–981, 985, 987, 1019, 1156, 1299

Potassium nitrate fertilizer, 910, 979, 980, 984, 1476, 1478

Potassium phosphates, fertilizer, 980

Potassium salts, fertilizer, extraction and processing, 441, 893, 964,

978–980, 1022, 1177

Potassium sulfate fertilizer, 979–980, 984, 986, 992

Pressure swing adsorption (PSA), 227–228, 326, 875, 885, 886,

889–892, 1039, 1040, 1042, 1043, 1045, 1050

Prill, 911–913, 1477, 1485, 1486, 1489

Primary alcohols, 370, 374, 1331, 1454, 1455

Printing inks, 1051, 1086, 1111, 1117–1129, 1158, 1331, 1355,

1391, 1392

Printing processes, 1124, 1125

Printing textiles, 498–499

PRISM separators, 892

Process monitoring tools
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Process monitoring tools (cont.)
control charts, 136, 138, 140, 141

control limits, 137, 138, 140

R-charts, 137, 138, 140

s-charts, 137–139

x-bar charts, 137, 138, 140

Process safety management (PSM), 48, 55, 65, 89–97, 99, 103, 108,

110, 125

Process variation, contributors to, 139, 142–144, 153, 314, 340, 345,

783, 905, 1019, 1367

Promoter

CHEF1, 1233, 1234

CHO-EF1, 1233

cytomegalo virus, CMV, 1233

SV40, 1233

Propanediol, 1154, 1190

Propane, products from, 73, 75, 77, 215, 311, 313–314, 316, 352, 724,

752, 770, 807–809, 812–815, 820, 821, 823, 825, 927, 929,

1051, 1224, 1362, 1453

Propionaldehyde, 279, 312, 313, 344, 363, 365, 366

Propylene, chemicals from, 15

Propylene glycols, 314, 328–300, 368, 598, 801, 1151, 1204

Propylene oligomers, 313

Propylene oxide, 3, 10, 309, 313, 314, 322, 328–330, 335, 340–341,

357, 361, 362, 369, 379, 555, 635, 801, 1455–1456, 1461, 1462,

1529

Proteases, 393, 400, 409, 413, 414, 417, 1145, 1147, 1148, 1150, 1151,

1179, 1183–1189, 1191–1197, 1203–1205, 1212, 1218–1219,

1223, 1224, 1235, 1240, 1241, 1465

Protective suit, 280

Protein

analysis, 393

crystallization, 625, 626, 1146, 1147, 1172

dry formulations, 1148–1150

expression, 393

fibers, 463, 477, 480

Protein-free (PF), 1236

Proteins and peptides, recovery, 244, 1142, 1148, 1151

Proximol, 890

PSA.See Pressure swing adsorption (PSA)

PSM.See Process safety management (PSM)

Pulmonary agents, 403–404

asthma and allergic rhinitis, fexofenadine, 403–404

Pulp and paper

bleaching, 30, 1037, 1085

environmental concerns, 879, 1525

papermaking, 1066–1068, 1079, 1085, 1112, 1201

pulping

biomechanical, 1112

chemical, 1072, 1080, 1288

mechanical, 1067, 1071–1072

solvent, 1077, 1078

PUREX process, 857–859, 861

Purification processing (in cell culture processes), 1240

Purisol process, 893, 894

Puromycin, 1233

Pyrites, 174, 756, 758, 789, 997, 998, 1000, 1002, 1005, 1008, 1009,

1011, 1012, 1015

R

Racemase, 1187, 1217, 1218

Radiation sources, 831, 833, 835, 870

Radioactive decay, 826, 829, 830, 838, 839, 857, 870

Radioactive waste management, 829, 848, 859–860

Radioactivity, measurement, 231

Radioisotope applications, 831, 870

Rapeseed/canola, development, 1347, 1348, 1380

Rapeseed oil and canola oil, 1202, 1334, 1336, 1337, 1358–1359, 1371,

1374, 1380, 1387, 1393

Rayon

chemical manufacture, 424–426

cuprammonium cellulose, 428

high absorbency rayon, 430

high wet modulus rayon, 430

Lyocell, 430–431, 1086

spun yarn, 419, 429, 468

textile operations, 428–430, 463

wet spinning, 426–428, 448, 452, 477

R charts, 137–140

RDX and HMX, 1481

Reactive adhesives diluents, 552–554, 558

Rectisol, 801, 893, 894

Redox reaction, in free radical polymerization, 447

Rhamnogalacturonan, 1283, 1284

Rhodium, 28, 228, 349–351, 354–356, 843, 904, 905, 926

Riboflavin, 1174, 1175

Right to Know Act, 92, 124

Risk and hazards evaluation, HAZOP, 64, 85–87, 93, 103, 110, 156

Risk management plan (RMP), 93, 97–98, 125, 128

RKN process, 885

RMP.See Risk management plan (RMP)

Rodenticides, 642, 696

Rosin, 19, 35, 628, 634, 1068, 1082, 1086, 1108–1111, 1408

Rubber

elasticity, 622

elasticity, entropy, 622

elastic shear modulus, 622

fillers, 619, 623–625, 630, 632, 635

hydrogenated nitrile rubber, 633–634

properties, 620, 622–623, 626, 633, 634, 639

reinforcing agents, 623–624, 635, 637

styrene-butadiene, 619–621, 626–629, 631, 636

Rubber-plastic alloys, 638

Ruthenium (Ru), 331, 857, 927, 1284

S

Saccharification and fermentation, 1097, 1099–1103, 1259

Saccharification of wood, 1102

Saccharomyces sp., 1260
Saccharum, 1404
Safety considerations

boiling liquid explosions, 77

catastrophic failure, 47, 97–98

chemical process accidents, 47, 48, 99

combustion hazards, 65–73

damage estimates, 77, 80

dust explosions, 75–81

explosions, 47, 50, 53, 54, 58, 61, 64, 68, 69, 72–81, 86, 96, 99,

101–103

government regulations, 47, 92–93

highly hazardous chemicals, list, 92–94, 96–97

inherently safer plants, 58

management systems, 48, 51, 55–61, 64, 65, 91, 92, 99–101, 103

piping systems, 48, 53–54, 57, 63, 97

process safety management (PSM), 48, 55, 90–97, 103

risk/hazard evaluation, 48, 55, 65, 83, 85–87

static electricity, 48, 61–64, 71

Safety measures, 292, 998, 1149
Salt cake, 860, 1067

Salt, vacuum pan evaporation, 1018, 1019
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Samples

discrete, 232, 235–236

processing, 234, 240, 242, 243, 246

vapor phase, 237, 241–242

volatile components, 241

Sampling

ground water, 241, 738

procedures, 239

strategies, 232

techniques, 232, 237–242

Sasol process for synthetic fuels from coal, 816

Scale-up, 252, 255, 289, 415, 794–795, 886, 1136, 1140–1142, 1233,

1240, 1242–1243, 1245–1246, 1295, 1524

Scatter plot, 135

s-charts, 137–139

SCR.See Selective catalytic reduction (SCR)

sec-Butanol, 322, 367–368, 377, 379, 381

Selective catalytic reduction (SCR), 221, 222, 723, 755, 755, 909, 1304

Selexol process, 893, 894

Self-cleaning, 266, 276, 280, 283–285, 291, 1352

Semiconductor nanoparticles, 255–256

Sequential transfection, 1234

Serum, cell culture, 1235, 1243

Serum-free (SF), 1235–1238

Sh Ble gene, 1233

Shear force, shear stress, 603, 1149, 1240–1242

Silicone elastomers, 634–635

Single superphosphate fertilizer, 939, 970–972

Six Sigma programs, 153

MAIC, 153

Smart textiles, 285

Soap

chemistry, 1431–1432, 1455, 1462

fatty acids for, 1431–1451

functional properties, 1433–1435

manufacture

aesthetics, 1443

fat refining, 1444

fat splitting, 1444–1448

fatty acid distillation, 1448–1450

fatty acid neutralization, 1432, 1440

neutral fat saponification, 1432, 1434

raw materials, 1432–1437, 1440–1442, 1451–1455, 1463, 1466,

1468, 1469

soap drying, 1438–1439

soap finishing, 1439, 1443

pellets, 1438, 1439, 1443

Soda ash

dry-mining process, 1018–1020

production and reserves, 1020

Solvay ammonia soda process, 1019, 1020

synthetic ash process, 1431

uses in the US, 1017

Sodium

bicarbonate, 1021, 1022, 1240, 1241

chlorate, 849, 850, 1017, 1036, 1037, 1067

chlorite,

hypochlorite, 1035–1037

hyposulfite, 1025

phosphates, 946, 1019

silicates, 219, 1011, 1025–1026, 1208, 1367, 1466

sulfides, 1023–1024

thiosulfate, 1024

Sodium bisulfite, 508, 625, 1012, 1025

wood pulping, 1069

Sodium chloride

consumption by usage, 1017, 1019

extraction by solution mining, 979, 1017, 1019

Sodium sulfate

kraft wood pulping, 1069

major reserves, 1022

production and consumption, 1023

Sodium sulfite, 26, 1012, 1013, 1024, 1025, 1112

sulfite wood pulping, 1024, 1112

Soil remediation, 278

Solar salt production, 1017–1019, 1034

Solvated metal atom dispersion, 252–253

Solvent separation process.See Organosolv process

Somogyi method, 1278

Sour gas, shift, 892

Soybean

development, 192, 665, 1325, 1331–1332, 1366

transgenic varieties, 31, 665, 1325–1330, 1337

Soybean oil, 191, 223, 553, 1124, 1161, 1325, 1332, 1336, 1346–1348,

1363, 1364, 1366, 1367, 1372–1374, 1377, 1379, 1383,

1385–1388, 1391–1394, 1396

Specialty chemicals, 15–16, 32, 33, 35–38, 40, 43, 202, 551–553, 562,

567, 929, 1068, 1152, 1180, 1296, 1355, 1451

Spent media analysis (SMA), 1237

Stamicarbon, 913

Standard deviation (data), 133–138, 141, 144, 145, 147, 1264

Starch

in cane juice, 1403, 1407, 1408, 1411, 1425

conversion, 1152, 1423

enzyme hydrolysis, 1423, 1424

hydrolysis, 1416, 1425

hydrolyzates, 1423, 1424

sweeteners from, 1403, 1407, 1408, 1411, 1414, 1416, 1417, 1421,

1423–1425, 1427

Statistical methods

box plot, 132, 133

business process improvement, 131, 153–154

chemical applications, 131, 149–153

contributions to process variations, 143

control charts, 138–141

dot and box plots, 132

factors, influence of, 195

factors vs. response, 144–149
Gaussian probability, 135

hierarchical data structure, 143, 144

histograms, various, 132, 133

industrial experimentation, 141–149

lattice design, 150

MAIC, 153

mean, 134–144, 147

median, 133, 134

mixture experiments, 149–152

model building, 131, 152–153

quadratic response surface, 148

run chart, 131, 132

scatter plot, 135

simplex centroid design, 150, 151

simplex coordinate system, 149, 150

six sigma, 153

standard deviation, 133–138, 141, 144, 145, 147

stem and leaf plots, 133, 136

Sterols, 651, 652, 689, 690, 1344

Stover 5c, 1270

Styrene, 3, 7, 10, 35, 36, 42, 44, 60, 63, 82, 211, 275, 313, 320, 322,

328–330, 335, 340–341, 377, 379–380, 447, 578, 582, 584,

588, 589, 593, 595, 598, 601, 620, 627–629, 631, 636, 637,

801, 1092, 1415, 1465, 1466
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Styrene (cont.)
inhibitor, 60, 82, 330, 344

Styrene-butadiene rubber, 35, 619, 620, 626–633, 636, 1110

Subtilisin, 1179, 1183, 1185, 1194, 1195, 1224

Succinic acid, 23, 1107, 1154, 1158, 1160, 1286, 1531

Sucrose

derivatives, 1423

sucralose, 1423, 1426

sucrochemistry, 1422–1423

sucrose acetate isobutyrate, 1423

Sugar

brown, 1404, 1412, 1416, 1417, 1425, 1427

consumption (cane and beet), 1409, 1412, 1422

direct consumption, 1409, 1412

genetic engineering, 1427–1428

history, 1403–1404

bagasse, 1411–1412, 1421

organic, 1412

powdered, 1416, 1417

raw cane sugar, 1404, 1425, 1427

regulations and trade, 1412, 1427

specialty, 1416–1417, 1427

from wood, 1405, 1413

Sugar act, 1427

Sugar beet, sugar production, 1403, 1404, 1409,

1410, 1413, 1418, 1420, 1422, 1427

Sugarcane

breeding programs, 1405

history, 1403–1404

processing, 1406–1410, 1418, 1420, 1425, 1427

Sugarcane processing

centrifugation, 1410, 1424

crystallization, 1410, 1415–1416, 1420, 1421

diffusion, 1407, 1408

evaporation, 1409, 1420

juice extraction, 1406–1407

juice purification, 1408, 1419–1420

milling, 1406–1408, 1411, 1417

sulfitation, 1408–1409, 1412, 1419

Sulfar fibers, 464, 465

Sulfinol, 892, 894

Sulfite process, wood pulping, 1075–1077, 1086

Sulfolane, 893, 894

Sulfur

block, 999

bright, 997

Car-Sul, 1000, 1003

claus process, 1001, 1003, 1004

consumption, 1005–1006

corrosion, 998, 999, 1003, 1010, 1012, 1014

crushed bulk, 999

dark, 997, 1003

deposits, 997, 1000, 1002

dust, 998, 999

ellethorpe, 1000

forming

air prilled, 999

granular, 998, 999

pelletized, 999

wet prilled, 999

Frasch mining, 997, 1001, 1002, 1006

from H2S, 1012–1013

liming, 1000

production, 997, 998, 1002–1003, 1005

properties, 997

solidification, 998–1000

transportation and storage, 997–999

Sulfuric acid

industry development, 1007–1009

manufacture, contact process, 1008, 1010

production and consumption, 1015

properties, 1007

uses, 1007

Sulfur industry, development, 999–1002

Sulfur melting, 1009

Sumitomo-BF PSA process, 892

Sunflower seed, 1337, 1342, 1344, 1347, 1348, 1350,

1358, 1359, 1364, 1370, 1380, 1432

development, 1342, 1347, 1348, 1350

Supercritical fluid chromatography, 244

Supercritical fluids, 756, 885, 887, 889, 1049, 1223–1224

Superphosphoric acid, 945, 950–951, 954–956, 980, 987

Surface active agents, 17–19, 427, 663, 1452

Surface (in adhesion), definition, 550

Surfactant production, intermediates

alkylbenzene, 1451, 1452, 1456–1458, 1460

alkylphenol, 1451, 1452, 1456, 1461

ethylene and propylene oxides, 1455–1456, 1461, 1462

fatty alcohols, 1444, 1451, 1453–1455,

1461–1463, 1470

fatty amines, 1456, 1461

olefins, 1451, 1454–1456

Surfactants

amphoteric, 1463

anionic

alkyl and ether sulfates, 1460–1461

alkylaryl sulfonates, 1457–1460

alpha olefin sulfonate, 1461

methyl ester sulfonates, 1461

sulfonation, 1458–1460

cationic, 1463–1464

consumption, 1456–1457

ethoxylated ethyl esters

features, 1451

intermediates, 1453–1456

nonionic, 1461–1463

production, raw materials, 1452–1456

Sustainable chemistry, 156

Sweeteners

carbohydrate based, 1426

relative sweetness, 1426

Synthesis gas

purified, 375, 801, 877, 890–895, 1043

sulfur removal, 892

Synthetic detergents, 17, 1431–1470

Synthetic organic chemicals production volume, 326

T

Tall oil, 1073, 1074, 1086, 1105, 1108–1111, 1337, 1344, 1456

Talodura process, 1412

Talofloc process, 1414

Tannin, 1088, 1108, 1111–1112, 1267

Terephthalic acid (TPA), 3, 10, 13, 275, 309, 319, 320, 327,

335–338, 342, 373, 377, 441, 442, 445, 447, 589, 1154

Terpenes, 19, 1109, 1168, 1169

Tetrachloroethylene, 172, 1120

Tetracyclines, 653, 1176, 1178

Textile fibers

fiber consumption, 421–424

history, 420–421, 457

hydrophobic/hydrophilic, 478
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manufacture

acrylics, 446–448

cellulose acetate, 432–434

elastomeric, 451–452

microdenier, 445, 465, 478

nylon, 421, 436–438

physical properties, 420, 446, 459

polyesters, 441–446

polyolefins, 452–457

rayon, 419–431, 434–436, 448, 449, 452, 460, 463,

464, 467, 468, 470

tensile properties, 460, 468

Thermodynamic decomposition potential, 69, 190, 205, 821, 905,

1148, 1151, 1294, 1301, 1502, 1503

Thermolysin, 1195, 1214, 1218–1219

Thermoplastic elastomer

polyetheramide, 594

polyetherester, 451, 596, 608

polyurethane, 595, 596, 636

styrene-diene, 585, 588, 589, 601, 621, 629, 631, 636

thermoplastic olefin, 632

thermoplastic vulcanizates, 595

Thermoplastics

engineering, 585, 592, 597, 615

major markets, 633

specialty, 585, 590–593

Thermosetting plastics, 572, 598, 608, 614, 615

Thiols, curative, 413, 555, 557

in epoxy adhesives, 555, 557

Tin tetrachloride, 630

Tocopherols, tocotrienols, 25, 1344, 1346, 1377, 1384

Toluene derivatives, 310–311

Toluene diisocyanate (TDI), 35, 319, 560, 561, 596, 609, 635, 910

Top-down, 86, 250, 256, 265, 286

Total elements determination, 232–233, 243

Toxicity studies, 654

TPA.See Terephthalic acid (TPA)

Trans fats nutritional labeling, 1381–1383

Transfectin, 1234

Transmutation products, 843–845

Triacylglycerols, triglycerides, 1169, 1331, 1333, 1335, 1338–1342,

1363, 1370–1372, 1374, 1376, 1381–1384, 1388, 1389, 1393,

1397, 1398

Triaminotrinitrobenzene (TATB), 1478, 1479, 1482

Trichlorobenzene, 1482

Trichoderma reesei, 1186–1187, 1194, 1197, 1275, 1277, 1278
Trinitrotoluene (TNT), 27, 77, 79–81, 101, 1475–1481, 1492

Triple superphosphate fertilizer, 970, 972–974

Trommsdorff effect, free radical polymerization, 565

Tryptophan, 1170–1174, 1179, 1217

Turpentine, 19, 1074, 1086, 1104, 1105, 1108–1111,

1296, 1342–1343

Two-stage acid hydrolysis, 1267

U

Ubiquitous chromatin opening elements (UCOE), 1234

Uranium fuel cycle, 848–859

Uranium processing, 855–859

Urea

consumption, 878

dimethyl, 919

fertilizer

granular, 985, 991

prill, 912, 913, 999

processes, 913, 916, 922, 923

properties, 913

Ureaform, fertilizer, 991

Uretidinediones, in urethane adhesives, 560

V

Vacuum collapse, 82

Vanillin, 19, 1086, 1292

from wood, 1086, 1292

Vapor phase chromatography, 233

Vectors, disease, 92, 1164, 1229

Vegetable oils, catalytic hydrogenation, 223–224

Vinyl acetate, 312, 313, 327, 342, 347, 447, 450,

586, 587, 601, 800, 1081, 1129

Vinyl chloride, 2, 7, 9, 41, 313, 326–328, 342, 356–360,

450, 587, 601, 611, 638, 1027, 1053, 1120, 1121, 1129

Vinyls, 2, 42, 449–450, 614

Viscoelasticity, 583–584

Viscometric assays, 1279

Vitamins, fat-soluble, 1331, 1342, 1344, 1355

Volatile organic compounds (VOC), in coatings, 165, 193, 201, 213,

274, 279, 750, 769, 1118–1124, 1126, 1360

regulations, 1118–1120

Vulcanization, 23, 594, 595, 622, 632, 638

W

Waste management, 97, 98, 161, 193, 292, 829,

848, 859–860

Waste minimization, hierarchical rules, 161–165

Water

boiler feed, 886, 893, 1013

drinking, 232, 237, 242, 276–278, 955, 1035

ground, 171, 173, 181, 232, 237, 241, 266, 276,

277, 280, 294, 750, 863, 879, 957, 1488

waste, 85, 162, 164–166, 178, 193, 237, 243, 262, 293, 347, 491,

755, 780, 785, 901, 1024, 1035, 1139, 1203, 1299, 1480, 1528,

1531, 1533–1535

Water Environment Federation, 237

Water gas shift reaction, 207, 324, 325, 349, 375, 772, 795, 883,

888–889, 892, 1251, 1252, 1297, 1521

Water glass, 1025

Water remediation, 277–278

Waxes, 429, 566, 624, 639, 659, 700, 752, 795–797, 991, 992, 1081,

1084, 1110, 1267, 1323–1398, 1408, 1437, 1442, 1455, 1479,

1484

Wax, in acrylic adhesive, 566

Wet chemical analysis, 1273

Wet scrubbing, 894, 1010, 1299

Wood

Bergius Rheinau process, 1100

biotechnology chemicals, 1093, 1097, 1104

chemical composition, 1058–1061

combustion, 1097–1099

composites, 1058, 1089, 1092, 1096

destructive distillation, 1103–1105, 1108

energy, fuels, chemicals, 1097

fire retardants, 1096–1097

gas and oil from, 1086, 1103–1106, 1110

hydrolysis, 1099, 1101

Madison process, 1101

medicinal, 1086, 1108, 1111

modified wood, 1091–1093, 1095

naval store chemicals, 1105

polymer composites, 1086–1087, 1090–1092

preservation, 1095–1096
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Wood (cont.)
pulp and paper, 1066–1068

pulping, processes/yields, 1066, 1101, 1111, 1112

saccharification, 1058, 1097, 1099–1103, 1113

structure, 1057, 1058, 1061–1085, 1092, 1112

thermal decomposition, 1092, 1097, 1103–1104

uses, summary, 1057–1059, 1066, 1072, 1075–1078, 1083, 1085,

1086, 1088, 1090–1092, 1094, 1097, 1098, 1104, 1105, 1108,

1110, 1111

Wood pulp bleaching, environmental impact factors, 184, 185, 1036

Working cell bank (WCB), 1235

X

Xanthan gum, 35, 1162

x-bar charts, 137

Xylan, 1059, 1107, 1201, 1265, 1267, 1270, 1275, 1278, 1280–1282

Xylanases, 1080, 1112, 1192, 1194, 1201, 1281, 1282

Xylene derivatives, 310–311

Xyloglucanases, 1282

Xylose, 1059, 1099, 1100, 1103, 1154, 1166, 1170, 1180, 1184,

1187, 1195, 1200, 1201, 1258–1260, 1275, 1278, 1280–1283,

1285, 1286, 1290

Z

Zeocin, 1233

Zeolites, 10, 27, 202, 203, 213, 215, 216, 271, 274, 314, 316, 318,

332–334, 352, 733–736, 797–798, 824, 918, 920, 930, 1012,

1026, 1152, 1291, 1425, 1464–1466, 1470

Ziegler alcohol reaction chemistry, 1455

Ziegler-Natta, 455, 579, 580, 626, 630

catalyst, 575, 579, 626, 630, 632, 638

Zirconium processing, 845

production, 847–848

Zymomonas mobilis, 1170, 1259
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