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Preface

In the early 1980s, Bernie Fields originated the idea of a virology reference textbook that combined the molecular
aspects of viral replication with the medical features of viral infections. This broad view of virology reflected Bernie's own
research, which applied molecular and genetic analyses to the study of viral pathogenesis, providing an important part of
the foundation for the field of molecular pathogenesis. Bernie led the publication of the first three editions of Virology.

Unfortunately, we lost Bernie to pancreatic cancer soon after the third edition went into production. The third edition
became Fields Virology in his memory, and it is entirely fitting that the fourth edition continues to carry his name.

We have retained the general organization of the first three editions for the fourth edition. Part | contains chapters on
general aspects of virology, and Part Il contains chapters on replication and medical aspects of specific virus families and
specific viruses of medical importance. In Part |, we have added new chapters on principles of virology, virus entry and
uncoating, replication strategies of RNA viruses and DNA viruses, virus assembly, and virus vectors to enhance the utility
of this book as well as that of Fundamental Virology as textbooks. In Part Il we have added new chapters on the
arteriviruses, the Bornaviridae, and Kaposi's sarcoma-associated herpes virus. We have also expanded the retrovirus
section to include chapters on the nonhuman lentiviruses as well as human and primate viruses other than the
lentiviruses and the lymphotropic retroviruses. The main emphasis continues to be on viruses of medical importance and
interest, but other viruses are described in specific cases where more is known about their mechanisms of replication or
pathogenesis. Although not formally a virus, prions are still included in this edition for historical reasons and because of
the intense interest in the infectious spongiform encephalopathies. All of the chapters have been updated to reflect the
rapid advances in virology during the last five years.

We wish to thank Anne Snyder, Robin Cook, and Jonathan Pine at Lippincott Williams & Wilkins and Lisa Holik at
Harvard Medical School for all of their many important contributions to the preparation of this book.

David M. Knipe, Ph.D.

Peter M. Howley, M.D.

Diane E. Griffin, M.D., Ph.D.
Robert A. Lamb, Ph.D., Sc.D.
Malcolm A. Martin, M.D.
Barnard Roizman, Sc.D.
Stephen E. Straus, M.D.



CHAPTER 1 The Origins of Virology

Arnold J. Levine
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Afterword: D'Herelle's Dream and Koch's Postulates
Chapter References

Virology, as a subject matter, has had a remarkable history. Viruses, because of their predatory nature, have shaped the
history and evolution of their hosts. Virtually all living organisms, when studied carefully, have viral parasites, and so
these smallest of living entities exert significant forces on all life forms, including themselves. The medical consequences
of viral infections of humans have altered our history and have resulted in extraordinary efforts on the part of virologists
to study, understand, and eradicate these agents. These virologists have elucidated new principles of life processes and
taken major new directions in science. Many of the concepts and tools of molecular biology have been derived from the
study of viruses and their host cells. This chapter is an attempt to review selected portions of this history as it relates to

THE DEVELOPMENT OF THE CONCEPT OF VIRUSES
The Early Period: The 19th Century

By the last half of the 19th century, the existence of a diverse microbial world of bacteria, fungi, and protozoa was well
established. As early as 1840, the noted German anatomist Jacob Henle of Gottingen (the discoverer of Henle's loop and
the grandfather of 20th-century virologist Werner Henle) hypothesized the existence of infectious agents that were too
small to be observed with the light microscope and that were able to cause specific diseases. In the absence of any
direct evidence for such entities, however, his ideas failed to be accepted. It was at this time that three major advances in
microbiology came together to set the stage for the development of the concept of a submicroscopic agent that would
come to be called a virus.

The first of these ideas was the demonstration that the spontaneous generation of organisms did not occur. This notion
had a long history, with experiments both supporting and refuting it. The credit, however, for finally disproving this
hypothesis is commonly given to Louis Pasteur (1822-1895), who employed his swan-neck flasks to strike a mortal blow
to the concept of spontaneous generation. Pasteur went on to study fermentation by different microbial agents. During
these studies, he made it clear that “different kinds of microbes are associated with different kinds of fermentations” and
he extended this concept to disease processes. Building on this, Robert Koch (1843-1910), a student of Jacob Henle
and a country doctor in a small German village, demonstrated that the anthrax bacillus was the cause of this disease
(1876) and that the tubercle bacillus was the cause of tuberculosis in humans (1882). Little of this would have been
possible without the third major contribution by Joseph Lister (1827-1912). Once it was clear that organisms reproduce
new organisms, the importance of a sterile field, whether in surgery or for the isolation of new organisms, became clear.
Lister contributed the technique of limiting dilution to obtain pure cultures of organisms, and Koch developed solid media,
the isolation of separate individual colonies of bacteria to obtain pure cultures, and the use of stains to visualize these
microorganisms. Although many scientists of that day contributed to these tools and concepts, it was principally Pasteur,
Lister, and Koch who put together a new experimental approach for medical science.

These studies formalized some of Jacob Henle's original ideas in what are now termed Koch's postulates for defining
whether an organism was indeed the causative agent of a disease. These postulates state that (a) the organism must be
regularly found in the lesions of the disease, (b) the organism must be isolated in pure culture, (c) inoculation of such a
pure culture of organisms into a host should initiate the disease, and (d) the organism must be recovered once again
from the lesions of the host. By the end of the 19th century, these concepts became the dominant paradigm of medical
microbiology. They outlined an experimental method to be used in all situations. It was only when these rules broke down
and failed to yield a causative agent that the concept of a virus was born.

The Discovery Period: 1886—-1903

Adolf Mayer (1843-1942), a German scientist trained in the field of chemical technology (who had studied fermentation
and plant nutrition), became the director of the Agricultural Experiment Station at Wageningen, Holland, in 1876. A few
years later (1879), he began his research on diseases of tobacco and, although he was not the first to describe such
diseases, he named the disease tobacco mosaic disease after the dark and light spots on infected leaves. In one of
Mayer's experiments, he inoculated healthy plants with the juice extracted from diseased plants by grinding up the
infected leaves in water. This was the first experimental transmission of a viral disease of plants, and Mayer reported
that, “in nine cases out of ten (of inoculated plants), one will be successful in making the healthy plant ... heavily



contagium, although almost any analogy for such a supposition is failing in science.” However, 4 years later, in his
definitive paper on this subject, Mayer concluded that the mosaic disease “is bacterial, but that the infectious forms have

The next step was taken by Dimitri lvanofsky (1864—1920), a Russian scientist working in St. Petersburg. In 1887 and
again in 1890, Ivanofsky was commissioned by the Russian Department of Agriculture to investigate the cause of a
tobacco disease on plantations in Bassarabia, Ukraine, and the Crimea. Ivanofsky rapidly repeated Mayer's
observations, demonstrating that the sap of infected plants contained an agent able to transmit the disease to healthy
plants, and he added one additional step. He passed the infected sap through a filter that blocked the passage of
bacteria—the Chamberland filter, made of unglazed porcelain. The Chamberland filter, perfected to purify water by
Charles Chamberland, one of Pasteur's collaborators, contained pores small enough to retard most bacteria. On
February 12, 1892, Ivanofsky reported to the Academy of Sciences of St. Petersburg that “the sap of leaves infected with
importance of this experiment is that it provided an operational definition of viruses, an experimental technique by which
an agent could qualify as a virus.

Ivanofsky, like Mayer before him, failed to culture an organism from the filtered sap and failed to satisfy Koch's
postulates. He, too, was bound by the paradigm of the times suggesting that the filter might be defective or something
might be wrong with his methods. He even suggested the possibility that a toxin (not a living/reproducing substance)

not depart from the possibility that bacteria caused this disease and that he and others had somehow failed to culture
them. The dogma of the times and the obvious success of Koch's postulates kept most scientists from interpreting their
data in a different way. It is equally curious that, at this time (1885), Pasteur was working with viruses and developing the

The third scientist to play a key role in the development of the concept of viruses was Martinus Beijerinck (1851-1931), a
Dutch soil microbiologist who collaborated with Adolf Mayer at Wageningen. Beijerinck also showed that the sap of
infected tobacco plants could retain its infectivity after filtration through a Chamberland candle filter. [He was unaware of
Ivanofsky's work at the time (1898).] He then extended these studies by showing that the filtered sap could be diluted and
then regain its “strength” after replication in living, growing tissue of the plant. The agent could reproduce itself (which
meant that it was not a toxin) but only in living tissue, not in the cell-free sap of the plant. This explained the failure to
culture the pathogen outside its host, and it set the stage for discovery of an organism smaller than bacteria (a filterable
agent), not observable in the light microscope, and able to reproduce itself only in living cells or tissue. Beijerinck called

TMV. The literature of the first decades of the 20th century most often referred to these infectious entities as filterable
agents, and this was indeed the operational definition of viruses. Sometime later, the term virus became restricted in use
to those agents that fulfilled the criteria developed by Mayer, Ivanofsky, and Beijerinck and that were the first agents to
cause a disease that could not be proven by using Koch's postulates.

The Plant Viruses and the Chemical Period: 1929-1956

Tobacco mosaic virus (TMV) continued to play a central role in exploring the nature and properties of viruses. The early
decades of the 20th century saw the development of techniques to purify enzymes (proteins). The notion that viruses
were proteins and so could be purified in the same way was first appreciated and applied by Vinson and Petre
(1927-1931) at the Boyce Thompson Institute in Philadelphia. They precipitated the infectious TMV agent [using an

With the advent of purification procedures for viruses, both physical and chemical measurements of the virus became
possible. The strong flow birefringence of purified preparations of TMV was interpreted (correctly) to show an asymmetric

Frankfurt, Germany, showed that they were composed of proteins and contained phosphorus and deoxyribonucleic acid.
This led to the first suggestion that viruses were composed of nucleoproteins. The crystallization of TMV in 1935 by

principles of icosahedral virus structure for many of the isometric viruses. Thus, from 1929 to 1962, both the structures



and the chemical compositions of viruses were elucidated.

observations and demonstrated reversion mutations for this phenotype. Thus, viruses, like all living and replicating
entities, could mutate and therefore had genetic information. That the genetic information resides in the RNA of TMV was

RNA and its nucleotide sequence helped to confirm codon assignments for the genetic code, added clear evidence for
the universality of the genetic code, and helped to elucidate the mechanisms of mutation by several diverse mutagens

THE BACTERIOPHAGES
The Early Period: 1915-1940

In 1915, Frederick W. Twort was the superintendent of the Brown Institution in London. In his research, Twort was
looking for variants of vaccinia virus, used in the smallpox vaccine, that would replicate in simple defined media outside
living cells. In one of his experiments, he inoculated a culture dish of nutrient agar with an aliquot of the smallpox vaccine
and, although the virus failed to replicate, bacterial contaminants grew in the agar dish very readily. As Twort continued
to incubate his cultures, he noticed that some bacterial colonies underwent a visible change and became “watery looking”
(i.e., more transparent). Such colonies were no longer able to replicate when subcultured (i.e., the bacteria had been
killed). Twort called this phenomenon glassy transformation, and he went on to show that infecting a normal colony of
bacteria with the glassy transforming principle would kill the bacteria. The glassy entity readily passed through a
porcelain filter, could be diluted a million-fold, and when placed upon fresh bacteria would regain its strength, or titer

of bacteria. Twort's research was interrupted by World War 1, in which he served. When he returned to London, he did
not continue this line of research and made no further contributions in this area.

At the same time, Felix d'Herelle, a Canadian medical bacteriologist, was working at the Pasteur Institute in Paris. In
August 1915, a cavalry squadron of French soldiers were quartered in Maisons-Lafitte, just outside Paris, and a rampant
Shigella dysentery infection was devastating the entire outfit. D'Herelle readily isolated the dysentery bacillus from filtered
emulsions of the feces of sick men and cultured them. As the bacteria grew and covered the surface of the Petri dish,
d'Herelle occasionally observed clear circular spots where no bacteria grew, and he called these taches vierges, or
most plentiful and when the plaques appeared. He was able to demonstrate that the plaques appeared on the fourth day
after infection and killed the bacteria in the culture dish; interestingly, the patient began to improve on the fourth day after
infection.

D'Herelle named these viruses bacteriophages, and he went on to develop techniques utilized to this day in virology. He
developed the use of limiting dilutions with the plaque assay to titer the virus preparation. He reasoned that the
appearance of plagues showed that the virus was particulate, or “corpuscular.” D'Herelle also demonstrated that the first
step of a virus infection was for the agent to attach (adsorb) to the host cell, which he showed by the co-sedimentation of
virus and host after mixing the two. (He showed that the virus was lost from the supernatant fluid.) The attachment of a
virus occurred only when bacteria sensitive to the virus were mixed with it, demonstrating the host range specificity of a
virus at the adsorption step. He described cell lysis and the release of infectious virus in clear and modern terms.

the transmissible agent described by d'Herelle was nothing more than a bacterial enzyme that stimulates its own
production. Although that was an incorrect conclusion, it is remarkably close to the present ideas of prion structure and

Throughout the decades of the 1920s and 1930s, d'Herelle focused his efforts on the potential medical applications of his
research, but it never bore fruit. What basic research was being carried out at that time was often confused by the
interpretations that resulted from the strong personalities of individual scientists in the field. Although it was clear that
there were many diverse bacteriophages and that some were lytic while some were lysogenic, their interrelationships
phages had a maximum linear dimension of 0.1 micron and a mass of about 4 x 107*° grams and that they were
composed of protein and DNA in roughly equal proportions. In 1936, no one quite knew what to make of that observation,
but it would begin to make a great deal of sense over the next 20 years.

The Modern Period: 1938-1970

Max Delbruick was trained as a physicist at the University of Gittingen, and his first position was at the Kaiser Wilhelm
Institute for Chemistry in Berlin. There he joined a diverse group of individuals actively discussing how quantum physics
related to an understanding of heredity. Delbriick's interest in this area led him to develop a quantum mechanical model
of the gene, and in 1937 he applied for and obtained a fellowship to study at the California Institute of Technology. Once
bacteriophages, T2, T4, T6 (the T-even phages). Delbriick soon appreciated that these viruses were ideal for the study of
virus replication. These phages represented a way to probe how genetic information could determine the structure and



function of an organism. From the beginning, these viruses were viewed as model systems for understanding cancer
designed the one-step growth curve experiment, in which an infected bacterium liberates hundreds of phages
synchronously after a one-half hour latent or eclipse period. This experiment defined the latent period, when viral
infectivity was lost. This became the experimental paradigm of the phage group.

At the outbreak of World War 11, Delbriick remained in the United States (at Vanderbilt University) and met an Italian
refugee, Salvador E. Luria, who had fled to America and was working at Columbia University in New York (with phages
T1 and T2). They met at a meeting in Philadelphia on December 28, 1940, and spent the next 2 days planning
experiments at Columbia. These two scientists were to recruit and lead a growing group of researchers focused on using
bacterial viruses as a model for understanding life processes. Central to their success was an invitation to spend the
summer of 1941 at Cold Spring Harbor Laboratory doing experiments. The result was that a German physicist and an
Italian geneticist joined forces throughout the years of World War 1l to travel throughout the United States and recruit a
new generation of biologists who came to be known as the phage group.

Shortly thereafter, Tom Anderson, an electron microscopist at the RCA Laboratories in Princeton, New Jersey, met

taught at Cold Spring Harbor, and in March 1947, the first phage meeting attracted eight people. From these humble
beginnings grew the field of molecular biology, which focused on the bacterial host and its viruses.

The next 25 years (1950-1975) was an intensely productive period of virus research with bacteriophages. Hundreds of
virologists produced thousands of publications that covered three major areas: (a) lytic infection of E. coli with the T-even
phages; (b) the nature of lysogeny, using lambda phage; and (c) the replication and properties of several unique phages
such as X174 (single-stranded circular DNA), the RNA phages, T7, and so forth. It is simply not possible here to review
all this literature, which laid the foundations for modern molecular virology and biology, so only selected highlights of this
era will be mentioned.

By 1947-1948, the idea of examining, at the biochemical level, the events occurring in phage-infected cells during the
latent period had come into its own. Seymour Cohen [who had trained first with Erwin Chargaff at Columbia University,
studying lipids and nucleic acids, and then with Wendell Stanley working on TMV RNA, and who had taken Delbrtick's
phage course (1946) at Cold Spring Harbor] examined the effects of phage infection on DNA and RNA levels in infected

inhibited after phage infection. These experiments divided the viral latent period into early (prior to DNA synthesis) and
late times. These results, more importantly, made the clear point that a virus could redirect cellular macromolecular

labeled viral proteins (**SO,) and nucleic acids (**PO,) to follow phage attachment to bacteria. They were able to shear
the viral protein coats from the bacteria using a Waring blender and thus leave only the DNA associated with the infected
cells. This enabled them to prove that the DNA had all the information needed to reproduce 100 new viruses. The
Hershey-Chase experiment came at the right time to be appreciated in light of the novel structure of DNA elucidated by

took the place of cytosine, which was present in bacterial DNA. This began a 10-year study of how deoxyribonucleotides
were synthesized in bacteria and phage-infected cells, and it led to the critical observation that the virus introduces

biochemical proof that the virus encoded new information expressed as proteins in an infected cell. A detailed genetic
analysis of these phages identified and mapped the genes encoding these phage proteins and added to this concept.
Indeed, the genetic analysis of the rll A and B cistrons of T-even phages became one of the best-studied examples of

study of gene regulation at almost every level (transcription, RNA stability, protein synthesis, protein processing) was
revealed from a set of original contributions derived from an analysis of phage infections.



Although this remarkable progress had begun with the Iytic phages, no one knew quite what to make of the lysogenic
phages. This changed in 1949 when André Lwoff at the Pasteur Institute began his studies with Bacillus megaterium and
its lysogenic phages. By use of a micromanipulator, single bacteria were shown to divide up to 19 times, never liberating
a virus. When lysogenic bacteria were lysed from without, no virus was detected. But from time to time a bacterium

lysogenic bacterial strain (Hfr, lambda) and a nonlysogenic recipient resulted in the induction of the virus after
conjugation, a process they called zygotic induction. In fact, the position of the lysogenic phage or prophage in the

This was one of the most critical experiments in the conceptual understanding of lysogenic viruses for several reasons:
(a) It showed that a virus behaved like a bacterial gene on a chromosome in a bacteria; (b) it was one of the first
experimental results to suggest that the viral genetic material was kept quiescent in bacteria by negative regulation,
which was lost as the chromosome passed from the lysogenic donor bacteria to the nonlysogenic recipient host; and (c)
this helped Jacob and Monod to realize as early as 1954 that the “induction of enzyme synthesis and of phage

the bacterial chromosome, based on the fact that the sequence of phage markers was different in the integrated state
than in the replicative or vegetative state, that the truly close relationship between a virus and its host was appreciated.
This led to the isolation of the negative regulator or repressor of lambda, a clear understanding of immunity in lysogens,

in detail by all students of molecular virology and biology.

The lysogenic phages such as P22 of Salmonella typhimurium provided the first example of generalized transduction
cellular genes and transfer such genes from one cell to another provided not only a method for fine genetic mapping but
also a new concept in virology. As the genetic elements of bacteria were studied in more detail, it became clear that there
was a remarkable continuum from lysogenic phages to episomes, transposons and retrotransposons, insertion elements,
retroviruses, hepadnoviruses, viroids, virosoids (in plants), and prions. Genetic information moves between viruses and
their hosts to the point where definitions and classifications begin to blur.

The genetic and biochemical concepts that derive from the study of bacteriophages made the next phase of virology
possible. The lessons of the lytic and lysogenic phages were often relearned and modified as the animal viruses were
studied.

ANIMAL VIRUSES

The Early Period (1898-1965): Discovery and Cell Culture

virus took hold, this experimental procedure was applied to many diseased tissues. Filterable agents, unable to be seen
in a light microscope, that replicate only in living animal tissue were found. There were truly some surprises, such as a

different pore sizes of filters), resistance to chemical or physical agents (e.g., alcohol, ether), and pathogenic effects. Just
based on these properties, it became clear that viruses were a very diverse group of agents. Some were even observable
in the light microscope (vaccinia in dark-field optics). Some were inactivated by ether, whereas others were not. The
range of viral diseases affected every tissue type. Viruses gave rise to chronic or acute disease; they were persistent
agents or recurred in a periodic fashion. Viruses might cause cellular destruction or induce cellular proliferation. For the
early virologists, unable to see their agents in a light microscope and often confused by this great diversity, there had to
be an element of faith in their studies. In 1912, S. B. Wolbach, an American pathologist, remarked, “It is quite possible
that when our knowledge of filterable viruses is more complete, our conception of living matter will change considerably,

TABLE 1. Landmarks in animal virus research: The early period (1898-1965)



The way out of this early confusion was led by the plant virologists and the development of techniques to purify viruses
and characterize both the chemical and physical properties of these agents (see previous section, The Plant Viruses and
the Chemical Period: 1929-1956). The second path out of this problem came from the studies with bacteriophages,
where single cells infected with viruses in culture were much more amenable to experimental manipulation and clear
answers than were virus infections of whole animals. Whereas the plant virologists of that day were tethered to their
greenhouses and the animal virologists were bound to their animal facilities, the viruses of bacteria were studied in Petri
dishes and test tubes. Progress in simplifying the experimental system under study came one step at a time; from

nonneuronal human explant of embryonic tissues.

These ideas, technical achievements, and experimental materials had two immediate effects in virology. First, they led to

the development of the polio vaccine as the first vaccine produced in cell culture. From 1798 to 1949, all the vaccines in

use (smallpox, rabies, yellow fever, influenza) had been grown in animals or embryonated chicken eggs. Poliovirus was
) incubated in flasks. Second, the exploitation of cell culture for the study of viruses

and it led to an analysis of poliovirus every bit as detailed and important as the contemporary work with bacteriophages.
The simplest way to document this statement is for the reader to compare the first edition of General Virology by S. E.
descriptions ofmﬁglmiovirus infection of cells. The present era of virology had arrived, and it would continue to be full of
surprises.

The Modern Period: 1960 to the Present

In this chapter, information has been presented chronologically or in separate virus groups (plant viruses,
bacteriophages, and animal viruses), which reflects the historical separation of these fields. In this section, the format
changes because the motivation for studying viruses began to change during this period. Virologists began to use
viruses to probe questions central to understanding all life processes. Because viruses replicate in and are dependent on
their host cells, they must use the rules, signals, and regulatory pathways of the host. Virologists began to make
contributions to all facets of biology. These ideas began with the phage group and were continued by the animal
virologists. Second, during this period (1970 to the present), the recombinant DNA revolution began, and both
bacteriophages and animal viruses played a critical and central role in this revolution. Viruses were used to probe many
diverse guestions in biology. For these reasons, the organization of this section focuses on the accomplishments of
cellular and molecular biology, where viruses were used. Some of the landmarks in virology since 1970 are listed in

TABLE 2. Landmarks in virology: 1970 to present

The Role of Animal Viruses in Understanding the Basic Outlines of Eukaryotic Gene Regulation

double-stranded RNA, are the only life forms that have adopted these modes of information storage.

Important elements of the eukaryotic transcription machinery have been elucidated with viruses. The first transcriptional

transcription along with the basal factors, were first described with SV40. AP-1 is composed of fos and jun family member



phosphorylation by a wide variety of important cellular protein kinases, or the addition of fatty acids to
membrane-associated proteins have all been profitably studied using viruses. Indeed, a good deal of our present-day
knowledge in cell biology of how protein trafficking occurs and is regulated in cells comes from the use of virus-infected
cell systems. Clearly, the field of gene regulation has relied on virology for many of its central tenets.

The Role of Animal Viruses in the Recombinant DNA Revolution

viruses. The first cDNA cloning of hemoglobin sequences utilized lambda vectors for the cloning and replication of these
MRNA copies. In a nice twist of events, the long-elusive hepatitis virus C (non-A, non-B) was cloned from serum using

The Role of Animal Virology in Oncology

It is not too strong a statement to say that we owe a great proportion of our present understanding of the origins of human
cancers to two major groups of animal viruses, the retroviruses and DNA tumor viruses. The oncogenes were first

tumor suppressor genes in human cancers have been studied and understood most profitably using these viruses.

The viruses that cause cancers have provided some of the most extraordinary episodes in modern animal virology. The

provided the virus, there is yet to be a satisfactory explanation of how this virus contributes to adult T-cell leukemia.

Equally interesting is the road to the hepatitis B virus and hepatocellular carcinomas. By 1967, S. Krugman and his

was a diagnostic marker (a coat protein) for hepatitis B. Although this freed the blood supply of this dangerous virus,
Hilleman at Merck, Sharp and Dohme and the Chiron Corporation (which later isolated the hepatitis C virus) went on to
produce the first human vaccine that prevents hepatitis B infections and very likely hepatocellular carcinomas associated

of tumor viruses by Ellerman, Bang, and Rous. At present, an experiment is under way in Taiwan, where 63,500 newborn
infants have been inoculated to prevent hepatitis B infections. Based on the epidemiologic predictions, this vaccination
program should result in 8,300 fewer cases of liver cancer in that population some 40 to 50 years from now.



Vaccines

The Salk and then Sabin poliovirus vaccines were the first beneficial products of the cell culture revolution. In the early
1950s in the United States, just before the introduction of the Salk vaccine, about 21,000 cases of poliomyelitis were

who had come into contact with an infected person. This strategy, as opposed to trying to immunize an entire population
(which simply was not possible), worked and, in October 1977, Ali Maolin of Somalia was the last person in the world to
have a naturally occurring case of smallpox (barring laboratory accidents). Because smallpox has no animal reservoir

The viral vaccines used in the past have included live attenuated vaccines, killed virus vaccines, and subunit vaccines.
Both the killed virus vaccine (Salk) and the recombinant subunit vaccine (hepatitis B, S antigen) were new to the modern
era of virology. In the future, we will see one virus (e.g., vaccinia virus) presenting the antigens of a different virus, the
injection of DNA-encoding viral antigens, and the use of specific interleukins or hormones with vaccines to stimulate
immunity at specific locations in the host and to elucidate specific immunoglobulin classes. Considering that the first

time to the origins of virology.

Although vaccines have been extraordinarily successful in preventing specific diseases, there had been very few natural
products or chemotherapeutic agents that cured or reduced the symptoms of virus infections. That changed dramatically
with the development of acyclovir by Burrows-Wellcome, which requires both a viral enzyme (thymidine kinase) to
activate it (by phosphorylation) and a second enzyme to incorporate it into viral DNA, employing its specificity for the viral
encoded DNA polymerase. This drug blocks HSV-2 reactivation from latency and stopped a growing epidemic in the

An overview of the modern period of animal virology would not be complete without mentioning the appearance of an
apparently new virus during the decades of the 1970s and 1980s, the human immunodeficiency virus. It was first
recognized as a new disease entity by clinicians and epidemiologists, and they rapidly tracked down the venereal mode
of virus transmission. Blood products and transplants provided the fluid and tissue samples for virologists to detect this
virus. The first published report of acquired immunodeficiency syndrome (AIDS) was in June 1981. The first publications
1961 instead of 1981, neither the nature of retroviruses nor the existence of its host cell (CD-4 helper T-cell) would have
been understood. The rapid development of a diagnostic test has helped to remove the virus from the blood supply and
to test individuals for the virus.

The development of the first drugs to treat human immunodeficiency virus (HIV) infections (e.g., zidovudine) proved
disappointing because of the rapid development of resistance to the drug via mutations in the reverse transcriptase gene.
The mutation rates by retroviruses (1 in 10* to 10° nucleotides polymerized) are very high and the solution to this problem
is to give multiple drugs simultaneously, requiring mutations at different loci to develop resistance. The use of two
different drugs directed against reverse transcriptase and a third drug that is an HIV protease inhibitor provides a cocktail
that can reduce the viral load to a nondetectable level in a patient. Eliminating the integrated and silent copies of the viral
DNA from the host cell does not look promising. The highest priority will be the development of an HIV vaccine. This is
clearly a major challenge for the future.

Epidemiologic Adventures in Virology

advent of specific molecular tools [antibodies, polymerase chain reaction (PCR), rapid diagnostic tests] to detect viruses
in body fluids or tissue samples, to compare and classify these agents rapidly, and to determine the relationships
between virus strains. The marriage of behavioral, geographic, and molecular epidemiology made this a most powerful
science. The previous section reviewing advances in oncology pays tribute to this strategy by D. Burkitt and K. Takatsuki,
leading to the identification of Epstein-Barr virus (EBV) and HTLV-1. Similarly, the recombinant DNA revolution overcame
the problems of propagating the human papillomaviruses, permitting the isolation of new virus serotypes and setting off

epidemiologic studies with humans and animals.

With the evolutionary development of a sophisticated immune system in vertebrates, the viruses of these hosts faced a
new challenge in that they could no longer productively infect their hosts more than once. For their part, these viruses
responded with the establishment of latency (herpesviruses), attacking directly the cells involved in the immune response
(HIV), setting up persistent or chronic infections, or devising rapid methods for antigenic changes (influenza A virus).
This ability of influenza A to undergo antigenic drift and shift resulted in the development of a lifestyle that uses
Darwinian principles in a time frame shorter than that of any other organism. G. Hirst and his colleagues (1941-1950)
developed the diagnostic tools to follow this. This permitted both the typing of the hemagglutinin of influenza A strains
more and more sophisticated molecular approaches, to prove the presence of animal reservoirs for this virus, the
reassortment of chromosomes between human and animal virus strains (antigenic shift), and a high rate of mutation



(antigenic drift) caused by RNA-dependent RNA synthesis with no known RNA editing or corrective mechanisms. How
these molecular events led to episodic local epidemics and worldwide pandemics has now been explained in broad
outline. Although most viruses tend to come to equilibrium with their hosts and become endemic [see, for example, the
influenza A virus remains epidemic, changing from local to pandemic via an antigenic shift of its HA subunit gene. These
studies (Chapter 46 and Chapter 47) have revealed an extraordinary lifestyle. Similarly, the study of the mechanisms of
viral pathogenesis and the role of the immune system in this process have led to new insights in the virus—host
relationship.

The field of viral epidemiology is changing rapidly with the advent of a new branch termed molecular epidemiology. The
PCR technologies permit rapid sampling of viruses without growth in culture or plaque purification. Rapid genome
sequencing has revealed sequence relationships between viruses, and sequence heterogeneity within a virus population.
Mutation rates are documented and localized in the genome, and their biologic consequences are tested. Just two
mutations altered the feline panleukopenia virus into a canine parvovirus, for the first time highly pathogenic and
transmissible in dogs. Similarly, the earliest isolates of HIV (ZR 1959) suggest an HIV origin in the 1940s to 1950s
derived from a chimpanzee lentivirus in Africa. Rapid mutation forming a population of viruses or clades followed.

Molecular epidemiology will now be required to detect and follow emerging viruses. Whether the next emerging epidemic
will result from a novel variant of Ebola virus, Hantan virus, or Norwalk virus, or the more common possibility of a new
pandemic variant of influenza virus remains to be seen. What is much clearer, however, is that the demographics of the
human population on earth have begun to change. Even as birth rates slow, earth will house 8 to 10 billion people by
2050 to 2100. For the first time, there will be three to four times more people above the age of 60 than below 3 to 4 years
of age. We will become an increasingly urban population, with more than 20 to 30 cities containing more than 10 million
people. Clearly, human behavioral patterns (increased population density, increased travel, increased ages of the
population) will provide the environment for the selection of emerging viruses and the challenges to the new field of
molecular epidemiology.

Host—Virus Interactions and Viral Pathogenesis

The modern era of virology (1960 to present), which was developed largely with studies in cell culture, described in great
detail the replicative cycles of viruses. Virologists demonstrated the elaborate interactions between viral genomes or viral
proteins and host cell proteins. As indicated previously, this resulted in an extraordinary inquiry into the functions of
infected or uninfected host cells using the tools of both molecular and cell biology. As this approach matured, the
guestions became more detailed and of less general interest, and so virologists turned back to the natural host animal, or
a related animal model, to address new sets of questions. Chief among these questions was, how does a virus cause
disease processes in the animal? How do we quantitate viral virulence and what is the genetic basis of an attenuated
virus? These studies have identified, in selected viruses, a set of genes and functions that broadly impact on viral
virulence.

Six categories of such factors have been explored to date. First, mutations in genes that impair virus replication in the
host reduce the number of viruses produced below a level required to produce disease. These are essential genes
(essential for life) in vivo. A second class of mutations has been identified in viral genes: These mutations impair
virulence but do not alter normal virus replication at least in some cell or tissue types. Here, host or tissue range
mutations are most common. Mutations can change the pattern of virus adsorption to a particular cell type and so prevent
viral entry into a cell. Mutations in viral enhancer elements can alter the ability of a virus to transcribe its genes in
selected cell types. All three strains of the Sabin poliovirus attenuated vaccine contain mutations in the viral RNA 5'
untranslated region, which reduce translation of these RNAs in selected cells (i.e., neurons) but still allow replication in
other cells and immunization of the host. A third class of genes critical to regulating viral virulence produce gene
products that modify the host defenses. HIV infection kills CD-4 T-cells and eliminates an immune response. Some
viruses encode genes that produce virokines that are secreted from infected cells and modify the immune response to
infection. Other viruses produce proteins that alter the human leukocyte antigen (HLA) presentation of viral antigens in
infected cells, whereas some viruses produce superantigens that stimulate or eliminate lymphoid cells of a selected
specificity or with a class of receptors. Many viruses produce proteins that block infected cells from undergoing apoptosis
in response to a virus infection. Some viruses, such as African swine fever virus, secrete a pro-apoptotic factor that kills
lymphocytes and enhances its virulence. A fourth class of genes and products produced by viruses that impacts on
virulence enhances the spread of a virus in the host organism. Some viruses contain signals that permit the virus to bud
from an infected cell specifically at the apical or basolateral surfaces of a tissue, permitting selected spread in vivo. Some
of the RNA viruses acquire infectivity by budding out of a cell using specific proteolytic cleavage of their glycoproteins.
This is done in some cases by a viral protease and in others by a cellular protease, each requiring a specific amino acid
sequence in the glycoprotein for proper cleavage and spread of the virus. Altering this sequence alters the host cell,
which can then give rise to infectious virus, and it can also impact on virulence.

A wide variety of polymorphisms or mutations in the host animal can modulate resistance or virulence of a virus. These
mutations can even be selected for during viral epidemics, thus changing the hosts' gene pool. In humans,
polymorphisms in a cytokine or cytokine receptor gene imparts resistance to HIV infection at the level of viral absorption.
Variations in the immune responses of diverse hosts in a population will result in large variations in the virulence of a
virus. The mechanisms used by the host to minimize viral diseases after infection will be a major subject for study in the
future.

Finally, changes in population density, life styles, cultural traditions, and economic factors have all played a major role in
virus virulence. Poliovirus was a minor endemic virus infection for 3,000 years prior to the introduction of improved
sanitation in the last century. This created a population that was infected with this virus for the first time at a later age and
resulted in poliovirus epidemics that included tens of thousands of cases. It may not have been a coincidence that the
worst influenza epidemic in the century, killing 40 million people, started about 1918 toward the end of World War I, with
so many people dislocated and moving about the world in very poor conditions. Cultural and environmental changes will



surely play a role in the virulence of viruses.

AFTERWORD: D'HERELLE'S DREAM AND KOCH'S POSTULATES

It was d'Herelle's dream to use bacteriophages as a “magic bullet” to kill bacteria and cure diseases caused by these
agents. The ultimate historical irony of that dream was played out by some of the participants described in this chapter
over the same time frame.

The story begins in 1884, when Friedrich Johannes Loeffler in Germany used Koch's postulates to isolate and identify
the bacterium that causes diphtheria. [Fourteen years later, he and Paul Frosch (both had been trained by R. Koch)
would isolate the foot-and-mouth disease virus, the first animal virus to be isolated.] Loeffler was surprised to note,
however, that when he inoculated the bacteria into an animal, the bacilli were detected only at the site of the local
injection, whereas the abnormalities responsible for the disease were visible in the heart, liver, kidneys, and so forth.
Loeffler hypothesized that the bacilli produced a toxin that caused the disease at remote sites in the body with no
detectable bacteria. In the next step (in 1888), Emile Roux and A. Yersin (at the Pasteur Institute) demonstrated a
heat-labile soluble toxin in the fluid phase above the diphtheria bacillus cultures. An injection of the toxin (which could be
filtered through a Chamberland filter) into animals reproduced the symptoms. Emile Roux was a student of Pasteur's who
worked with Chamberland on his filters. When Ivanofsky suggested that the filterable agent in his TMV preparations was
Roux isolated from cows a pleuropneumonia organism that could pass through a Chamberland filter, could be seen as
microscopic dots in the light microscope, and could be replicated in collodion sacs in a cell-free meat infusion in the
peritoneal cavity of a rabbit. In this way they discovered mycoplasma, a bacteria that violated the “filterable agent”
concept of a virus or a liquid that could replicate only in an intracellular environment. In fact, in 1903, Roux challenged
Beijerinck's idea of a fluid contagium by calling it “very original” but not distinguishable from his tiny mycoplasma spores,

'invisible."”

By 1890 in Germany, von Behring and Kitasato treated the diphtheria toxin with chemical agents to inactivate it and then
immunized animals with it. They demonstrated that serum from immunized animals protected other animals from the toxin
and, on Christmas night in 1891 in Berlin, this antitoxin was first given to a child with diphtheria. Shibasaburo Kitasato
had also developed a microorganism filter with somewhat finer pores than the Chamberland filter, and he even sold it
commercially. Loeffler, in 1898, used both the Chamberland and the Kitasato filters to test whether foot-and-mouth
disease virus was retained by or passed through these two filters. This virus readily passed through the Chamberland
filter but lost virulence by repeated filtration through a Kitasato filter. Loeffler used these data to claim that the virus was
particulate, or corpuscular, partly stopped by the Kitasato filter, and he thus challenged Beijerinck's concept of a fluid
contagium (a liquid virus). Beijerinck responded that he felt that the foot-and-mouth disease virus was adsorbed to the
Kitasato filter and was not stopped by its smaller pore size. The scientific arguments concerning the nature of viruses
continued.

In 1923, G. Ramon introduced a formalin-treated diphtheria toxin as an immunizing agent, and an effective vaccine was
in hand that all but eliminated this disease from countries that had an active vaccination program. Although that should

virulent strains of Corynebacterium diphtheriae are lysogenic with a phage called beta. If the bacteria are cured of this
prophage, they fail to produce toxin and are avirulent. Indeed, the gene for this toxin is encoded by the phage genome
and is regulated by the metabolic state of the bacteria. The lysogenic virus causes this disease. Koch's postulates had
been circumvented by the intimate association of a virus and its host as first described by Lwoff and his colleagues.
D'Herelle's dream of a phage curing a disease was given a cruel twist of fate in this case. These filterable agents, be they
toxins, viruses, or even viruses that produce toxins when lysogenic in their host and so cannot pass a filter, all have the
power to present a most confusing or at the very least a complex picture to the observer.

It is a tribute to the scientists of those times that they came so close to describing reality, while inferring the existence of
organisms that could not be seen except by their effect on a host. These 100 years of virology have forged new concepts
and provided novel insights into the processes of life.
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Viruses are unique in nature. They are the smallest of all self-replicating organisms, historically characterized by their
ability to pass through filters that retain even the smallest bacteria. In their most basic form, viruses consist solely of a
small segment of nucleic acid encased in a simple protein shell. They have no metabolism of their own but rather are
obliged to invade cells and parasitize subcellular machinery, subverting it to their own purposes. Many have argued that
viruses are not even living, although to a seasoned virologist they exhibit a life as robust as any other creature.

The apparent simplicity of viruses is deceptive. As a group, viruses infect virtually every organism in nature, they display
a dizzying diversity of structures and lifestyles, and they embody a profound complexity of function.

The study of viruses, virology, must accommodate both the uniqueness and the complexity of these organisms. The
singular nature of viruses has spawned novel methods of classification and experimentation entirely peculiar to the
discipline of virology. The complexity of viruses is constantly challenging scientists to adjust their thinking and their
research to describe and understand some new twist in the central dogma revealed in a “simple” virus infection.

This chapter explores several concepts fundamental to virology as a whole, including virus taxonomy, virus cultivation
and assay, and virus genetics. The chapter is not intended as a comprehensive or encyclopedic treatment of these topics
but rather as a relatively concise overview with sufficient documentation for more in-depth study. In addition to primary

trying to understand basic principles for the first time, an intermediate student of virology trying to understand the
technical subtleties of virologic protocols in the literature, or a bewildered scientist in the laboratory wondering why the
temperature-sensitive mutant sent by a colleague does not seem to be temperature sensitive.

VIRUS TAXONOMY

A coherent and workable system of classification, a taxonomy, is a critical component of the discipline of virology.
However, the unique nature of viruses has defied the strict application of many of the traditional tools of taxonomy used
in other disciplines of biology. Thus, scientists who concern themselves with global taxonomy of organisms have
traditionally left the viruses scattered throughout the major kingdoms, reasoning that viruses have more in common with
viruses should be considered together as a separate group of organisms regardless of host, be it plant, animal, fungus,
protist, or bacterium, a philosophy borne out by the observation that in several cases viruses now classified in the same
family, for example family Rhabdoviridae, infect hosts from different kingdoms. Interestingly, the discipline of virus
taxonomy brings out the most erudite and thought-provoking, virtually philosophical discussions about the nature of
viruses, probably because the decisions that must be made to distinguish one virus from another require the deepest
thought about the nature of viruses and virus evolution. In the end, all of nature is a continuum, and the business of
taxonomy has the unfortunate obligation of drawing boundaries within this continuum, an artificial and illogical task but
necessary nevertheless. The execution of this obligation results today in a free-standing virus taxonomy, overseen by the
International Committee on Taxonomy of Viruses (ICTV), with rules and tools unique to the discipline of virology. The
process of virus taxonomy that has evolved uses some of the hierarchical nomenclature of traditional taxonomy,
identifying virus species and grouping them into genera, genera into families, and families into orders, but at the same
time, to cope with both the uniqueness and diversity of viruses as a group, the classification process has been

Most important, the virus taxonomy that has been developed works well. For the trained virologist, the mention of a virus
family or genus name, such as family Herpesviridae or genus Rotavirus, immediately conjures forth a set of
characteristics that form the basis for further discussion or description. Virus taxonomy serves an important practical
purpose as well, in that the identification of a limited number of biologic characteristics, such as virion morphology,
genome structure, or antigenic properties, quickly provides a focus for identification of an unknown agent for the clinician
or epidemiologist and can significantly impact further investigation into treatment or prevention of a virus disease. Virus



taxonomy is an evolving field, and what follows is a summary of the state of the art, including important historical
landmarks that influenced the present system of virus taxonomy, a description of the system used for virus taxonomy and
the means for implementation of that system, and a very brief overview of the taxonomy of viruses that infect humans and
animals.

History and Rationale

Virology as a discipline is scarcely 100 years old, and thus the discipline of virus taxonomy is relatively young. In the
early 1900s, viruses were initially classified as distinct from other organisms simply by virtue of their ability to pass
through unglazed porcelain filters known to retain the smallest of bacteria. As increasing numbers of filterable agents
became recognized, they were distinguished from each other by the only measurable properties available, namely the
disease or symptoms caused in an infected organism. Thus animal viruses that caused liver pathology were grouped
together as hepatitis viruses, and viruses that caused mottling in plants were grouped together as mosaic viruses. In the
1930s, an explosion of technology spawned a description of the physical properties of many viruses, providing numerous
new characteristics for distinguishing viruses one from another. The technologies included procedures for purification of
viruses, biochemical characterization of purified virions, serology, and, perhaps most important, electron microscopy, in
particular negative staining, which permitted detailed descriptions of virion morphology, even in relatively crude
preparations of infected tissue. In the 1950s, these characterizations led to the distinction of three major animal virus
groups, the myxoviruses, the herpesviruses, and the poxviruses. By the 1960s, because of the profusion of data
describing numerous different viruses, it became clear that an organized effort was required to classify and name viruses,
and thus the ICTV (originally the International Committee on the Nomenclature of Viruses, ICNV) was established in
1966. The ICTV functions today as a large, international group of virologists organized into appropriate study groups,
whose charge it is to develop rules for the classification and naming of viruses, and to coordinate the activities of study
groups in the implementation of these rules.

Early in its history, the ICTV wrestled with the fundamental problem of developing a taxonomic system for classification
and naming of viruses that would accommodate the unique properties of viruses as a group, and that could also
anticipate advancements in the identification and characterization of viruses. Perhaps the most critical issue was whether
the classification of viruses should consider virus properties in a monothetical, hierarchical fashion, or in a polythetical,
hierarchical fashion (definition to follow). A monothetical, hierarchical classification, modeled after the Linnean system
used for classification of plants and animals, would effectively rank individual virus properties, such as genome structure
or virion symmetry, as being more or less important relative to each other, and use these individual characteristics to sort
groups and subgroups is desirable, a strictly monothetical approach to using virus properties in making assignments to
groups was problematic because both the identification of individual properties to be used in the hierarchy, and the
assignment of a hierarchy to individual properties seemed too arbitrary.

A polythetic approach to classification would group viruses by comparing simultaneously numerous properties of
individual viruses, without assigning a universal priority to any one property. Thus, using the polythetic approach, a given
virus grouping is defined by a collection of properties rather than a single property, and virus groups in different branches
of the taxonomy may be characterized by different collections of properties. One argument against the polythetic
approach is that a truly systematic and comprehensive comparison of dozens of individual properties would be at least
forbidding if not impossible. However, this problem could be avoided by the adoption of a nonsystematic approach,
namely, using study groups of virologists within the ICTV to consider together numerous characteristics of a virus and
make as rational an assignment to a group as possible. Therefore, the system that is currently being used is a
nonsystematic, polythetical, hierarchical system. This system differs from any other taxonomic system in use for bacteria
viruses increases, and as new techniques for characterization are developed, notably comparison of gene and genome
sequences, the methods used for taxonomy will undoubtedly continue to evolve.

As a consequence of the polythetic approach to classification, the virus taxonomy that exists today has been filled initially
from the middle of the hierarchy by assigning viruses to genera, and then elaborating the taxonomy upward by grouping
genera into families and to a limited extent families into orders. By 1970, the ICTV had established two virus families,
discussed later, was not approved by the ICTV until 1991, but it has now been applied to the entire taxonomy and has
become the primary level of classification for viruses. As of this writing, the complete virus taxonomy comprises 3 orders,
far too extensive to relate here, but examples of the results of the taxonomy are offered in Table 1 and Table 2. Table 1
lists the distinguishing characteristics of the major animal virus families detailed in this edition of Fields Virology, and

TABLE 1. Summary of characteristics of major animal virus families
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TABLE 2. Taxonomy of the order Mononegavirales

The ICTV Universal System of Virus Taxonomy
Structure and Function of the ICTV

The ICTV is a committee of the Virology Division of the International Union of Microbiological Societies. The objectives of
the ICTV are to develop an internationally agreed-upon taxonomy and nomenclature for viruses, to maintain an index of
virus names, and to communicate the proceedings of the committee to the international community of virologists. The

(http://www.ncbi.nim.nih.gov/ICTV/), which contains all its published information in a conveniently interactive format, plus
links to additional sites of interest, including the universal virus database of the ICTV (ICTVdB), described later.

Virus Properties and Their Use in Taxonomy

As introduced previously, the taxonomic method adopted for use in virology is polythetic, meaning that any given virus
group is described using a collection of individual properties. The description of a virus group is nonsystematic in that
there exists no fixed list of properties that must be considered for all viruses, and no strict formula for the ordered
consideration of properties. Instead, a set of properties describing a given virus is simply compared with other viruses
described in a similar fashion to formulate rational groupings. Dozens of properties can be listed for description of a
virus, but they break down generally into virion morphology, including size, shape, capsid symmetry, and presence or
absence of an envelope, virion physical properties, including genome structure, sensitivity to physical or chemical insults;
specific features of viral lipids, carbohydrates, and structural and nonstructural proteins; antigenic properties; and

The Hierarchy

The ICTV has adopted a universal classification scheme that employs the hierarchical levels of order, family, subfamily,
genus, and species. Because the polythetic approach to classification introduces viruses into the middle of the hierarchy,
and because the ICTV has taken a relatively conservative approach to grouping taxa, levels higher than order are not
currently used. Levels lower than species, such as strains and variants, are not officially considered by the ICTV but are
left to specialty groups.

A virus species is defined as “a polythetic class of viruses that constitutes a replicating lineage and occupies a particular

property can be used to define a given species, and application of this formal definition of a polythetic class to species
accounts nicely for the inherent variability found among members of a species. The qualification of a replicating lineage
implies that members of a species experience evolution over time with consequent variation, but that members share a
common ancestor. The qualification of occupation of an ecologic niche acknowledges that the biology of a virus,
including such properties as host range, pathogenesis, transmission, and habitat, are fundamental components of the
characterization of a virus. In the most recent report of the ICTV, study group members have listed the criteria that
identify each species, then listed species according to the criteria. In addition, some viruses are listed as tentative
species because their taxonomic status cannot currently be unambiguously determined. Last, a type species, the species
used to define the taxon, has been identified for each genus.

Taxonomic levels higher than species are formally defined by the ICTV only in a relative sense—namely, a genus is a
group of species sharing certain common characters, a subfamily is a group of genera sharing certain common
characters, a family is a group of genera or subfamilies sharing certain common characters, and an order is a group of
families sharing certain common characters. As the virus taxonomy has evolved, these higher taxa have acquired some
monothetic character. They remain polythetic in that they may be characterized by more than one virus property, but they
violate the formal definition of a polythetic class in that one or more defining properties may be required of all candidate
viruses for membership in the taxon. Not all taxonomic levels need be used for a given grouping of viruses, thus whereas
most species are grouped into genera and genera into families, not all families contain subfamilies, and only a few
families have been grouped into orders. Consequently, the family is the highest consistently used taxonomic grouping, it
therefore carries the most generalized description of a given virus group, and as a result it has become the benchmark of



Nomenclature

The ICTV has adopted a formal nomenclature for viruses, specifying suffixes for the various taxa, and rules for written
descriptions of viruses. Names for genera, subfamilies, families, and orders must all be single words, ending with the
suffixes -virus, -virinae, -viridae, and -virales, respectively. Species names may contain more than one word and have no
specific ending. In written usage, the formal virus taxonomic names are capitalized and written in italics, and they are
preceded by the name of the taxon, which is neither capitalized nor italicized. For species names that contain more than
one word, the first word plus any proper nouns are capitalized. As an example, the full formal written description of
human respiratory syncytial virus is order Mononegavirales, family Paramyxoviridae, subfamily Pneumovirinae, genus
Pneumovirus, species Human respiratory syncytial virus.

Order of Presentation of the Viruses

For convenience in presenting or tabulating the virus taxonomy, informal categorical groupings of taxa have been created
and together are called an order of presentation. Although superficially the order of presentation appears to function as a
higher taxonomic level, it is important to understand that no hierarchy or official taxonomic classification is intended.
Currently, the criteria used to specify the order of presentation are nature of the viral genome, strandedness of the viral
genome, polarity of the genome, and reverse transcription. In addition, two categories have been created for subviral
agents, one for viroids and another for satellites and prions. Finally, a category exists for unassigned viruses. These
criteria give rise to nine groupings in the order of presentation, specifically dsDNA viruses, sSDNA viruses, dsRNA
viruses, negative-sense ssRNA viruses, positive-sense ssRNA viruses, DNA and RNA reverse transcribing viruses,

the usage of the order of presentation.
Universal Virus Database of the ICTV

To facilitate the management and distribution of virologic data, the ICTV has established the universal virus database of
the ICTV (ICTVdB). The ICTVdB is accessible on the worldwide web at http:/life.anu.edu.au/viruses/welcome.htm, with
mirror sites in Europe (http://www.res.bbsrc.ac.uk/mirror/auz/welcome.htm) and North America
(http://www.ncbi.nim.nih.gov/ICTVdB/welcome.htm). The ICTVdB, constructed from virus descriptions in the published
reports of the ICTV, comprises searchable descriptions of all virus families, genera, and type species, including
microscopic images of many viruses. The ICTVdB is a powerful resource for management of and access to virologic data,
and it promises to considerably extend the reach and capability of the ICTV.

VIRUS CULTIVATION AND ASSAY

Different branches of science are defined in large part by their techniques, and virology is no exception. Although the
study of viruses uses some general methods that are common to other disciplines, the unique nature of viruses and virus
infections requires a unique set of technical tools designed specifically for their investigation. Conversely, what we know
and can know about viruses is delimited by the techniques used, and therefore a genuine understanding of virology
requires a clear understanding of virologic methods. What follows therefore is a summary of the major techniques
essential and unique to all of virology, presented as fundamental background for understanding the discipline.

Initial Detection and Isolation

The presence of a virus is evidenced initially by effects on a host organism, or, in the case of a few animal viruses, by
effects on cultured cells. Effects on animal hosts include a broad spectrum of symptoms, including skin and mucous
membrane lesions; digestive, respiratory, or neurologic disorders; immune dysfunction; or specific organ failure such as
hepatitis or myocarditis. Effects on cultured cells include a variety of morphologic changes in infected cells, termed

Viruses can be isolated from an affected host by harvesting excreted or secreted material, blood, or tissue and testing for
induction of the original symptoms in the identical host, or for induction of some abnormal pathology in a substitute host
or in cell culture. Historically, dogs, cats, rabbits, rats, guinea pigs, hamsters, mice, and chickens have all been found to

clone, either by limiting serial dilution or by plaque purification.

Viruses that are cultivated in anything other than the natural host may adapt to the novel situation through acquisition of
genetic alterations that provide a replication advantage in the new host. Such adaptive changes may be accompanied by
a loss of fitness in the original host, most notably by a loss of virulence or pathogenicity. Although this adaptation and
attenuation may present problems to the basic scientist interested in understanding the replication of the virus in its
natural state, it also forms the basis of construction of attenuated viral vaccines.

Hosts for Virus Cultivation
Laboratory Animals and Embryonated Chicken Eggs

Prior to the advent of cell culture, animal viruses could be propagated only on whole animals or embryonated chicken
eggs. Whole animals could include the natural host—laboratory animals such as rabbits, mice, rats, and hamsters. In the
case of laboratory animals, newborn or suckling rodents often provide the best hosts. Today, laboratory animals are



seldom used for routine cultivation of virus, but they still play an essential role in studies of viral pathogenesis.

variety of differentiated tissues, including the amnion, allantois, chorion, and yolk sac, which serve as substrates for
growth of a wide variety of viruses, including orthomyxoviruses, paramyxoviruses, rhabdoviruses, togaviruses,
developing egg, or replication may be confined to a single tissue. Several viruses from each of the groups just mentioned
cause discrete and characteristic foci when introduced onto the chorioallantoic membrane (CAM) of embryonated eggs,
thus providing a method for identification of virus types, or for quantifying virus stocks or assessing virus pathogenicity
most convenient method for growing high-titer stocks of some viruses, and they thus continue to be used both in research
laboratories and for vaccine production. In addition, pock formation on the CAM still provides a specialized method for
assay of variants of poxviruses: wild type rabbitpox and cowpox viruses cause red hemorrhagic pocks on the CAM,
whereas viruses deficient in specific virulence genes cause white pocks as a result of the infiltration of the lesions with

FIG. 1. Cowpox-induced pock formation on the chorioallantoic membrane of chick embryos. The CAMs of intact chicken
embryos, 11 days old, were inoculated with cowpox and the eggs were incubated for an additional 3 days at 37.5°C.
CAMs were then dissected from the eggs and photographed. The membrane shown at the top was untreated, and the
Wild-type cowpox forms hemorrhagic pocks on the membrane (top and bottom). Spontaneous deletion mutants of
cowpox virulence genes occur at a high frequency, resulting in infiltration of inflammatory cells into the pock. This
infiltration of inflammatory cells causes the pocks to appear white in unstained membrane preparations or dark on
NBT-stained membranes. The unstained membrane preparation contains a single white pock; the NBT-stained
preparation contains a single dark pock. (Courtesy of Dr. R. Moyer.)

Cell Culture

The maintenance of animal cells in vitro, described generally (albeit incorrectly) as tissue culture, can be formally divided
into three different techniques: organ culture, primary explant culture, and cell culture. In organ culture, the original
three-dimensional architecture of a tissue is preserved under culture conditions that provide a gas-liquid interface. In
primary explant culture, minced pieces of tissue placed in liquid medium in a culture vessel provide a source for
outgrowth of individual cells. In cell culture, tissue is disaggregated into individual cells prior to culturing. Only cell culture
will be discussed in detail here, as it is the most commonly used tissue culture technique in virology.

Cultured cells currently provide the most widely used and most powerful hosts for cultivation and assay of viruses. Cell
cultures are of three basic types: primary cell cultures, cell strains, and cell lines, which may be derived from many
animal species, and which differ substantially in their characteristics. Viruses often behave differently on different types
of cultured cells, and in addition each of the culture types possesses technical advantages and disadvantages. For these
reasons, an appreciation of the use of cultured cells in animal virology requires an understanding of several
fundamentals of cell culture itself. A detailed description of the theory and practice of cell and tissue culture is provided

Primary Cell Culture

A primary cell culture is defined as a culture of cells obtained from the original tissue that have been cultivated in vitro for
the first time, and that have not been subcultured. Primary cell cultures can be established from whole animal embryos,
or from selected tissues from embryos, newborn animals, or adult animals of almost any species. The most commonly
used cell cultures in virology derive from primates, including humans and monkeys; rodents, including hamsters, rats,
and mice; and birds, most notably chickens. Cells to be cultured are obtained by mincing tissue, and dispersing individual
cells by treatment with proteases and/or collagenase to disrupt cell-cell interactions and interactions of cells with the
extracellular matrix. With the exception of cells from the hemopoietic system, normal vertebrate cells will grow and divide
only when attached to a solid surface. Dispersed cells are therefore placed in a plastic flask or dish, the surface of which
has been treated to promote cell attachment. The cells are incubated in a buffered nutrient medium in the presence of
blood serum, which contains a complex mixture of hormones and factors required for the growth of normal cells. The
blood serum may come from a variety or sources, but bovine serum is most commonly used. Under these conditions,
cells will attach to the surface of the dish, and they will divide and migrate until the surface of the dish is covered with a
single layer of cells, a monolayer, whereupon they will remain viable but cease to divide. If the cell monolayer is



“wounded” by scraping cells from an isolated area, cells on the border of the wound will resume division and migration
until the monolayer is reformed, whereupon cell division again ceases. These and other observations led to the
conclusion that the arrest of division observed when cells reach confluency results from cell—cell contact, and it is
therefore called contact inhibition. Primary cultures may contain a mixture of cell types, and they retain the closest
resemblance to the tissue of origin.

Subcultivation

Cells from a primary culture may be subcultured to obtain larger numbers of cells. Cells are removed from the culture
dish and disaggregated by treating the primary cell monolayer with a chelating agent, usually ethylenediamine
tetra-acetic acid (EDTA), or a protease, usually trypsin, or both, giving rise to a single-cell suspension. This suspension
is then diluted to a fraction of the original monolayer cell density and placed in a culture dish with fresh growth medium,
whereupon the cells attach to the surface of the dish and resume cell division until once again a monolayer is formed and
cell division ceases. Cultures established in this fashion from primary cell cultures may be called secondary cultures.
Subsequently, cells may be repeatedly subcultured in the same fashion. Each subculturing event is called a passage,
and each passage may comprise a number of cell generations, depending on the dilution used during the passage. Most
vertebrate cells divide at the rate of approximately one doubling every 24 hours at 37°C. Thus, a passage performed with
an eightfold dilution will require three cell doublings over 3 days before the cells regain confluency.

Cell Strains

Normal vertebrate cells cannot be passaged indefinitely in culture. Instead, after a limited number of cell generations,
usually 20 to 100 depending on the age and species of the original animal, cultured normal cells cease to divide and they
secondary culture and until cells either senesce or become transformed (as will be described later), the culture is termed
a cell strain, to distinguish it from a primary culture on the one hand, or a transformed, immortal cell line, on the other
hand. During culture, cells in a strain retain their original karyotype and are thus called euploid; however, culturing
induces profound changes in the composition and characteristics of the cell strain, and these changes are manifested
early during the passage history and may continue during passage. Whereas primary cell cultures may contain a mixture
of cell types that survive the original plating of cells, only a few cell types survive subculturing, so that by the second or
third passage typically only one cell type remains in the cell strain.

FIG. 2. Growth of cells in culture. A primary culture is defined as the original plating of cells from a tissue, grown to a
confluent monolayer, without subculturing. A cell strain ( solid line) is defined as a euploid population of cells
subcultivated more than once in vitro, lacking the property of indefinite serial passage. Cell strains ultimately undergo
degeneration and death, also called crisis or senescence. A cell line ( dashed line) is an aneuploid population of cells that
can be grown in culture indefinitely. Spontaneous transformation or alteration of a cell strain to an immortal cell line can
occur at any time during cultivation of the cell strain. The time in culture and corresponding number of subcultivations or
passages are shown on the abscissas. The ordinate shows the total number of cells that would accumulate if all were

cells have a polygonal shape. Although after only a few passages only one cell type may remain in a cell strain,
continued passage may select for faster-growing variants, such that the characteristics of a cell strain may change with
increasing passage number. Despite the fact that normal cell strains experience senescence in culture, they may be
maintained for many years by expanding the culture to a large number of cells early during the passage history and
storing numerous small samples of low-passage cells by freezing. Thus, as a given strain approaches high passage
number and senescence, low-passage cells of the same strain may be thawed and cultured.



FIG. 3. Cultured cell types. Phase-contrast photomicrographs are shown. Left: Epithelial-like cells, A549, a human lung
carcinoma cell line, a slightly subconfluent monolayer. Right: Fibroblast-like cells, BHK, a baby hamster kidney cell line.
(A549 cell culture, courtesy of J. I. Lewis. BHK cell culture, courtesy of D. Holmes and S. Moyer.)

Cell Lines

At any time during the culture of a cell strain, cells in the culture may become transformed, meaning that they are no
longer subject to crisis and senescence but can be passaged indefinitely. Transformation is a complex phenomenon,
transformation is that the transformed cells become immortalized. Immortal cell cultures are called cell lines, or
sometimes continuous cell lines, to distinguish them from primary cultures and cell strains. Immortalization can occur
spontaneously during passage of a cell strain, or it can be induced by treatment with chemical mutagens, infection with
tumorigenic viruses, or transfection with oncogenes. In addition, cells cultured from tumor tissue frequently readily
establish immortal cell lines in culture. Spontaneous immortalization does not occur in cultured cells from all animal
species. Thus, immortalization occurs frequently during culture of rodent cells, for example in mouse and hamster cell
strains, and it has been observed in monkey kidney cells, but it occurs rarely if at all during the culture of chicken or
human cells. Immortalization is typically accompanied by genetic changes—such cells become aneuploid, containing
abnormalities in the number and structure of chromosomes relative to the parent species, and not all cells in a culture of
a continuous cell line necessarily display the same karyotype. Like cell strains, cell lines are usually composed of cells
that are either fibroblast-like or epithelial-like in morphology.

As with the propagation of cell strains, continued culture of a cell line may result in selection of specific variants that
outgrow other cells in the culture over time, and thus with passage the character of a cell line may change substantially,
and cell lines of the same origin cultured in different laboratories over a period of years may have significantly different
characteristics. It is prudent, therefore, to freeze stocks of cell lines having specific desirable properties so that these
cells can be recovered if the properties disappear during culture. Likewise, it makes sense to obtain a cell line showing
certain desired characteristics directly from the laboratory that described those characteristics, because cells from
alternative sources may differ in character.

Transformation

Transformed cells are distinguished from normal cells by a myriad of properties, which can be grouped into three
fundamental types of changes: immortalization, aberrant growth control, and malignancy. Immortalization refers simply to
the ability to be cultured indefinitely, as described in the preceding section. Aberrant growth control comprises a number
of properties, several of which have relevance to experimental virology, including loss of contact inhibition, anchorage
independence, and tumorigenicity. Loss of contact inhibition means that cells no longer cease to grow as soon as a
monolayer is formed and will now grow on top of one another. Anchorage independence means that the cells no longer
need to attach to a solid surface to grow. Anchorage independence is often assayed as the ability to form colonies
suspended in a semisolid medium such as agar, and a practical consequence of anchorage independence is the ability
to grow in liquid suspension. Tumorigenicity refers to the ability of cells to form a tumor in an experimental animal, and
malignancy refers to the ability to form an invasive tumor in vivo. Of course, malignancy is of vital importance as a
phenomenon in its own right, but it has limited application in virology except within the specific discipline of tumor

It is important to note that the many properties of transformed cells are not necessarily interdependent, and no one
property is an absolute prerequisite for another. Thus, transformation is thought to be a multistep genetic phenomenon,
and varying degrees of transformation are measurable. Tumorigenicity is often regarded as the most stringent assay for a
fully transformed cell, and it is most closely correlated with anchorage independence.

The fact that the various characteristics of transformed cells are not interdependent has important consequences for
experimental virology, especially in the assay of tumor viruses. Specifically, a transformed cell line that is immortalized
but still contact-inhibited may be used in a viral transformation assay that measures the further transformation to loss of
contact inhibition. When cells in a monolayer are transformed by a tumor virus and lose contact inhibition, they grow on
top of a confluent monolayer forming a focus, or a pile of cells, which is readily distinguishable from the rest of the

later.
Advantages and Disadvantages of Different Cultured Cell Types

The various types of cultured cells just described have specific application to different problems encountered in
experimental virology. For most applications, an adherent cell line provides the most useful host cell. Cell lines are



relatively easy to maintain because they can be passaged indefinitely, and adherence is a prerequisite for a plaque
assay (described later). A distinct technical advantage of adherent cells is that the culture medium can easily be changed
for the purposes of infection or metabolic labeling by simply aspirating and replacing fluid from a monolayer, a process
that requires repeated centrifugations with suspension cells. By contrast, relative to adherent cell lines, suspension cell
lines are easier to sample than adherent cells, and they produce large numbers of cells from a relatively small volume of
medium in a single culture vessel, which has significant advantages for some high-volume applications in virology.
Unfortunately, not all viruses will grow on a cell line, and often under these circumstances, a primary cell culture will
suffice. This may reflect a requirement for a particular cell type found only under conditions of primary cell culture, or it
may reflect a requirement for a state of metabolism or differentiation closely resembling the in viva situation, which is
more likely to exist in a primary culture than it is in a cell line.

Last, some viruses do not grow in cell culture at all, and in these cases investigators are reliant either on the old
expedients of natural hosts, laboratory animals, or embryonated eggs, or on some more modern advances in tissue
culture and recombinant DNA technology. The papilloma viruses, which cause warts, provide an enlightening example of
). Although the viral nature of papillomatosis was demonstrated over 90 years ago, progress on
ruses was seriously hampered in the virology heyday of the mid-20th century because the
viruses grow well only on the natural host; they do not grow in culture. The inability to grow in culture is now reasonably
well understood: It results from a tight coupling of the regulation of viral gene expression with the differentiation state of
the target epithelial cell, which in turn is tightly coupled to the three-dimensional architecture of the epidermis, which is
lost in culture. Specialized tissue culture techniques have now been developed that result in the faithful reconstruction of
an epidermis by seeding primary keratinocytes on a feeder layer composed of an appropriate cell line, and incubating
these cells on a raft, or grid, at a liquid—air interface. On these raft cultures the entire replication cycle of a papilloma

genetics and biology of papillomaviruses was determined primarily through the use of recombinant DNA technology,
without ever growing virus in culture. Thus, the genetic structure of both the model bovine papillomavirus and many
human papillomaviruses has been determined by cloning genomic DNA from natural infections, and regulation and
function of many genes can be gleaned from sequence alone, from in vitro assays on individual gene products expressed
in vitro, and from cell transformation assays that use all or parts of a papillomavirus genome. In summary, the inability to
grow a virus in culture, while it increases the challenge, no longer presents an insurmountable impediment to
understanding a virus.

Recognition of Viral Growth in Culture

Three principal methods exist for the recognition of a virus infection in culture: cytopathic effect, formation of inclusion
bodies, and hemadsorption. Cytopathic effect refers to pronounced morphologic changes induced in individual cells or
groups of cells by virus infection, which are easily recognizable under a light microscope. Inclusion bodies are more
subtle alterations to the intracellular architecture of individual cells. Hemadsorption refers to indirect measurement of viral
protein synthesis in infected cells, detected by adsorption of erythrocytes to the surface of infected cells. Cytopathic
effect is the simplest and most widely used criterion for infection, but not all viruses cause a cytopathic effect, and in
these cases other methods must suffice.

Cytopathic effects, or CPE, comprise a number of cell phenomena, including rounding, shrinkage, increased refractility,
fusion, aggregation, loss of adherence, or lysis. CPE caused by a given virus may include several of these phenomena in
various combinations, and the character of the CPE may change reproducibly during the course of infection. CPE caused
by a given virus are very reproducible and can be so precisely characteristic of the virus type that significant clues to the
identity of a virus can be gleaned from the CPE alone (Chapter 18). Fig. 4 depicts different CPE caused by two viruses,
measles and vaccinia. Most important to the trained virologist, a simple microscopic examination of a cell culture can
reveal whether an infection is present, what fraction of cells are infected, and how advanced the infection is. In addition,
because cytopathology results directly from the action of virus gene products, virus mutants can be obtained that are
altered in cytopathology, yielding either a conveniently marked virus or a tool to study cytopathology per se.

FIG. 4. Virus-induced cytopathic effects (CPE). Phase-contrast photomicrographs are shown. A: Uninfected A549 cells, a
human lung carcinoma cell line. B: A549 cells infected with measles virus at a multiplicity of infection (moi) of less than
0.01 pfu/cell. Individual plaques can be discerned. Measles fuses cells, causing formation of syncytia. In mid field is a
large syncytium containing multiple nuclei. Surrounding this area are additional syncytia, including two that have rounded
and are separating from the dish. C: Uninfected BSC40 cells, an African green monkey cell line. D: BSC40 cells infected
with vaccinia virus at an moi of less than 0.01 pfu/cell. A single plaque is shown in the middle of the field. E: BSC40 cells
infected with vaccinia virus at an moi of 10 pfu/cell, 48 hours after infection. All cells are infected and display complete
CPE. (Cultures of vaccinia infections courtesy of J. I. Lewis. Cultures of measles infections courtesy of S. Smallwood and
S. Moyer.)



The term inclusion bodies refers generally to intracellular abnormalities specific to an infected cell and discernible by light
microscopy. The effects are highly specific for a particular virus type, so that, as is the case with CPE, the presence of a
specific type of inclusion body can be diagnostic of a specific virus infection. Electron microscopy, combined with a more
detailed understanding of the biology of many viruses, reveals that inclusion bodies usually represent focal points of virus
replication and assembly, which differ in appearance depending on the virus. For example, Negri bodies formed during a

synthesize cell attachment proteins, which carry out their function wholly or in part by binding substituents such as sialic
acid that are abundant on a wide variety of cell types, including erythrocytes. Often, these viral proteins are expressed on
the surface of the infected cell, for example in preparation for maturation of an enveloped virus through a budding
process. Thus, a cluster of infected cells may be easily detectable to the naked eye as areas that stain red after exposure
to an appropriate preparation of red blood cells. Hemadsorption can be a particularly useful assay for detecting infections
by viruses that cause little or no CPE.

Virus Cultivation

From the discussion just presented, it should be clear that ultimately the exact method chosen for growing virus on any
particular occasion will depend on a variety of factors, including (a) the goals of the experiment—namely, whether large
amounts of one virus variant or small amounts of several variants are to be grown, (b) limitations in the in vitro host range
of the virus—namely, whether it will grow on embryonated eggs, primary cell cultures, continuous adherent cell lines, or
suspension cell lines, and (c) the relative technical ease of alternative possible procedures. Furthermore, the precise
method for harvesting a virus culture will depend on the biology of the virus—for example, whether it buds from the
infected cell, lyses the infected cell, or leaves the cell intact and stays tightly cell associated. As a simple example,
consider cultivation of a budding, cytopathic virus on an adherent cell line. Confluent monolayers of an appropriate cell
line are exposed to virus diluted to infect a fraction of the cells, and the progress of the infection is monitored by
observing the development of the CPE until the infection is judged complete based on experience with the relationship
between CPE and maximal virus yield. A crude preparation of virus can be harvested simply by collecting the culture
fluid; it may not even be necessary to remove cells or cell debris. Most viruses can be stored frozen indefinitely either as
crude or purified, concentrated preparations.

Quantitative Assay of Viruses

Two major types of quantitative assays for viruses exist, physical and biologic. Physical assays, such as
hemagglutination, electron microscopic particle counts, optical density measurements, and immunologic methods,
guantify only the presence of virus particles, whether or not the particles are infectious. Biologic assays, such as the
plaque assay or various endpoint methods that have in common the assay of infectivity in cultured cells or in vivg,
measure only the presence of infectivity, and they may not count all particles present in a preparation, even many that
are in fact infectious. Thus a clear understanding of the nature and efficiency of both physical and biologic quantitative
virus assays is required to make effective use of the data obtained from any assay.

Biologic Assays
The Plaque Assay

The plaque assay is the most elegant, the most quantitative, and most useful biologic assay for viruses. Developed

that was relatively simple and precisely quantitative, that enabled the cloning of individual genetic variants of a virus, and
that permitted a qualitative assay for individual virus variants that differ in growth properties or cytopathology.

The plaque assay is based simply on the ability of a single infectious virus particle to give rise to a macroscopic area of
cytopathology on an otherwise normal monolayer of cultured cells. Specifically, if a single cell in a monolayer is infected
with a single virus particle, new viruses resulting from the initial infection can infect surrounding cells, which in turn
produce viruses that infect additional surrounding cells. Over a period of days, the exact length of time depending on the
particular virus, the initial infection thus gives rise through multiple rounds of infection to an area of infection called a
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FIG. 5. Plague assay. Monolayers of the African green monkey kidney cell line BSC40 were infected with 0.5-ml portions
of 10-fold serial dilutions of wild-type vaccinia virus or the temperature-sensitive vaccinia mutant, ts56, as indicated.
Infected monolayers were overlaid with semisolid medium and incubated at 31°C or 40°C, the permissive and



nonpermissive temperatures for ts56, in the presence of 45 puM isatin-b-thiosemicarbasone (IBT) or in the absence of
drug as indicated, for 1 week. Agar overlays were removed and monolayers were stained with crystal violet. Wild-type
vaccinia virus forms plaques at both 31°C and 40°C, but plaque formation is inhibited by IBT. Spontaneous IBT-resistant
mutants in the wild-type virus stock are revealed as plaques forming at 10 ~ and 10~ dilutions in the presence of IBT.
when completely inactivated renders the virus dependent on IBT, hence ts56 is not only temperature sensitive, forming
plaques at 31°C but not at 40°C in the absence of IBT, but it is also IBT dependent at 40°C, forming plaques in the
presence but not the absence of IBT. The ts56 mutant is slightly defective at 31°C: It forms smaller-than-wild-type
plaques, and it is IBT resistant, forming plagues both in the presence and in the absence of drug, a phenotype
intermediate between the wild-type IBT-sensitive phenotype and the null G2R mutant IBT-dependent phenotype.
Wild-type, temperature-insensitive revertants present in the ts56 stock are revealed as plaques growing on the 10 = plate
at 40°C. Based on this assay, the titer of the wild-type stock is 1.6 x 10 ° pfu/ml, and the titer of the ts56 stock is 2.0 x 108
pfu/ml. (Plague assays courtesy of J. I. Lewis.)

concentration is serially diluted in an appropriate medium, and measured aliquots of each dilution are seeded onto
confluent monolayers of cultured cells. Infected cells are overlaid with a semisolid nutrient medium usually consisting of
growth medium and agar. The semisolid medium prevents formation of secondary plaques through diffusion of virus from
the original site of infection to new sites, ensuring that each plaque that develops in the assay originated from a single
infectious patrticle in the starting inoculum. After an appropriate period of incubation to allow development of plagues, the
monolayer is stained so that the plaques can be visualized. The staining technique depends on the cytopathology, but
vital dyes such as neutral red are common. Neutral red is taken up by living cells but not by dead cells, so that plaques
become visible as clear areas on a red monolayer of cells. In cases where the virus cytopathology results in cell lysis or
detachment of cells from the dish, plaques exist literally as holes in the monolayer, and a permanent record of the assay
can be made by staining the monolayer with a general stain such as crystal violet, prepared in a fixative such as ethanol.
The goal of the assay is to identify a dilution of virus that yields 20 to 100 plaques on a single dish—that is, a number
large enough to be statistically significant yet small enough that individual plaques can be readily discerned and counted.
Usually a series of four to six 10-fold dilutions are tested, a number that is estimated to bracket the target dilution. Dishes
inoculated with low dilutions of virus will contain only dead cells or too many plaques to count, whereas dishes inoculated
plaques are counted, and the concentration of infectious virus in the original sample can then be calculated by taking into
account the serial dilution. The resulting value is called a titer, and it is expressed in plague-forming units per milliliter, or
pfu/ml, to emphasize specifically that only viruses that are capable of forming plaques have been quantified. Titers
derived by serial dilution are unavoidably error prone simply because of the additive error inherent in multiple serial
pipetting steps; errors of up to 100% are normal, but titers that approximate the real titer to within a factor of 2 are
satisfactory for most purposes.

A critical benefit of the plaque assay is that it measures infectivity, but it is important to understand that infectivity does
not necessarily correspond exactly to the number of virus particles in a preparation. In fact, for most animal viruses, only
a fraction of the particles, as few as 1 in 10 to 1 in 10,000, may be infections as judged by comparison of a direct particle
count (described later) with a plaque assay. This low efficiency of plating, or high particle-to-infectivity ratio, may have
several causes. First, to determine a particle to infectivity ratio, virus must be purified to determine the concentration of
physical particles, and then it must be subjected to plague assay. If the purification itself damages particles, the
particle-to-infectivity ratio will be increased. Second, some viruses produce empty particles, or particles that are for other
reasons defective during infection, resulting in a high particle-to-infectivity ratio. Last, it is possible that not all infectious
particles will form plagues in a given plague assay. For example, an infectious virus may require that cells exist in a
specific metabolic state or in a specific stage of the cell cycle; thus, if not all cells in a culture are identical in this regard,
only a fraction of the potentially infectious virions may be able to successfully launch an infection and form a plaque.

In addition to its utility as a quantitative assay, the plaque assay also provides a way to detect genetic variants of a virus
that possesses altered growth properties, and it provides a very convenient method to clone genetically unique variants
viruses that form plaques only under certain conditions of temperature or drug treatment, or form plagues of altered size
or shape. Because each plaque results from infection with a single infectious virus particle, unique genetic variants of a
virus can be cloned simply by “picking” plaques—that is, literally excising a small plug of agar and infected cells from a
plaque using a Pasteur pipette.

The Focus Assay

Some tumor viruses, most notably retroviruses, normally transform cells rather then killing them but can nevertheless be

may lose contact inhibition and therefore grow in foci, or piles of transformed cells, on top of a contact-inhibited cell
monolayer. Dense foci of transformed cells stain more darkly than cells in a monolayer and thus can be quantified by

treating an infected monolayer with an appropriate stain. Otherwise, the focus assay is similar to the plaque assay in both
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FIG. 6. Focus assay. Monolayers of the NIH3T3 mouse fibroblast cell line were infected with Maloney murine sarcoma
virus. The top two panels show photomicrographs of uninfected cells (left) and a single virus-induced focus (right). The
bottom two panels show stained dishes of uninfected (left) and infected (right) cells. Foci are clearly visible as darker
areas on the infected dish. (Courtesy of D. Blair.)

Pock Formation

As mentioned previously in the discussion of embryonated eggs, many viruses will cause focal lesions on the CAM of
eggs. Although cumbersome, this assay can be used to quantify viruses in a fashion similar to a plaque assay. The pock
assay found utility before the adaptation of the plaque assay to animal virology, but now it has largely been replaced by
other assays utilizing cultured cells and is used only for specialized purposes as noted previously. An example of a pock

Endpoint Method

Viruses that cannot be adapted to either a plaque or a focus assay, but that nevertheless cause some detectable
pathology in cultured cells, embryonated eggs, or animals, can be quantified using an endpoint method. Briefly, virus is
serially diluted and multiple replicate samples of each dilution are inoculated into an appropriate assay system. After a
suitable incubation period, an absolute judgment is made as to whether or not an infection has taken place. The dilution
series is constructed so that low dilutions show infection in all replicate inoculations, high dilutions show infection in none
of the inoculations, but some dilutions result in infection in some but not all inoculations. Statistical methods, described in
more detail later, have been devised to calculate the dilution of virus that results in infection in 50% of replicate
inoculations, and titers are expressed as the infectious dose 50, or ID ... Assay systems are various and include, for

example, observation of CPE in cultured cells, yielding tissue culture infective dose 50 (or TCID g;); cytopathology or
embryonic death in inoculated embryonated chicken eggs, yielding egg infectious dose 50 (or EID ); or death of an
experimental laboratory animal, yielding lethal dose 50 (or LD ). Like the plaque assay, the focus assay, and the pock

assay, the endpoint method has the advantage of measuring infectivity, but it is important to note that the unit of
infectivity measured by the endpoint method may require more than one infectious patrticle.

replicate cell monolayers in a multiwell dish with serial dilutions of virus, and after an appropriate incubation period
inspecting the wells for the presence of CPE. Inspection of the data reveals that a 10 ~ dilution of virus results in infection
in more than 50% of replicate wells, whereas a 10~ dilution of virus results in infection in fewer than 50% of replicate
wells. Thus, the dilution that would yield infection in exactly 50% of samples lies between 10 ~° and 10~". The precise
dilution required for infection of 50% of the wells can be calculated by either of two methods, the Spearman Karver
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TABLE 3. Data for calculation of TCIDg,

dilution to the lowest dilution, and the uninfected samples from the lowest dilution to the highest dilution. Using these
numbers, a ratio or percent of infection is calculated for each dilution. The dilution that would yield 50% infected samples
is then estimated by determining the proportionate distance between the 10 ~° and 107’ dilutions that would correspond to
50% infection. This distance is the ratio of the distance between 50% infection and the percent positive above 50%,



divided by the total distance between the percent positive above 50% and the percent positive below 50%:

(% positive above 50%) — 50%
(% positive above 50%) - (% positive below 50%)

= proportionate distance,
or

b6, T — 50%
66, 7% — 14.3%

=10.3.

Knowing the proportionate distance between dilutions, the endpoint is calculated taking into consideration the exact
dilutions used:

(log dilution above 50%) + (proportionate distance
¥ log dilution factor) = log TCIDws,

or
(—=6) + (0.3 x 1.0) = —6.3.

Therefore the TCID,, = 107%2. The reciprocal of this number is used to express the titer in infectious units per unit
volume. Thus, if 0.1 ml had been used for inoculation of each test well in the assay, the final titer would be 10 "3
TCIDg/ml.

Physical Assays
Direct Particle Count

The concentration of virus particles in a sample of purified virus can be counted directly using an electron microscope

). Briefly, a purified preparation of virus is mixed with a known concentration of microscopic marker particles such
x beads, which can be easily distinguished from virus particles with the electron microscope. Samples of the
solution containing virus and beads are then applied to an electron microscope grid and visualized after shadowing or
staining. The volume of liquid applied to a given area of the grid can be determined by counting the beads. The virus
particles in the same area can then be counted, resulting in an accurate determination of the concentration of virus

solution of virus with a known concentration determined by microscopic particle count, the same solution can be
subjected to any number of chemical or spectophotometric analyses to yield a conversion from protein content, nucleic
acid content, or simply absorbance at a fixed wavelength to a concentration of virus in particles per unit volume. Thus,
once a microscopic particle count has been performed, future quantitative assays of purified virus are greatly simplified. It
is important to note that the direct particle count does not distinguish infectious from noninfectious particles.

FIG. 7. Direct electron microscopic particle count. An electron micrograph of a spray droplet containing 15 latex beads

Hemagglutination

As noted previously in the discussion of hemadsorption, many viruses synthesize cell attachment proteins, which carry
out their function wholly or in part by binding substituents such as sialic acid that are abundant on a wide variety of cell
types, including erythrocytes. Because these cell attachment proteins decorate the surface of the virion, virions may bind
directly to erythrocytes. Because both the virions and the erythrocytes contain multiple binding sites for each other,
erythrocytes will agglutinate, or form a network of cells and virus, when mixed with virus particles in sufficiently high
concentration. Agglutinated erythrocytes can be easily distinguished from cells that are not agglutinated, and thus
hemagglutination can be used as a simple quantitative assay for the presence of a hemagglutinating virus.

concentration of erythrocytes. The mixture is allowed to settle in a specially designed hemagglutination tray containing



wells with rounded bottoms. Erythrocytes that are not agglutinated are free to roll to the bottom of the well, forming a
dense, easily recognizable button, or cluster of cells. Erythrocytes that are agglutinated are not free to roll to the bottom
of the well, but instead evenly coat the bottom surface of the well. One hemagglutination (HA) unit is defined as the
minimum amount of virus required to cause agglutination, and the titer of the virus solution, expressed as HA units/ml,
can be calculated taking into account the serial dilution. It is noteworthy that, like the direct particle count assay, the
hemagglutination assay does not distinguish infectious from noninfectious particles. In addition, since it may require
many particles to cause a detectable hemagglutination, one HA unit may represent many physical particles.

Dilution
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FIG. 8. Hemagglutination assay. Seven different samples of influenza virus, numbered 1 through 7 at the left, were
serially diluted as indicated at the top, mixed with chicken red blood cells (RBC), and incubated on ice for 1 to 2 hours.
Wells in the bottom row contain no virus. Agglutinated RBCs coat wells evenly, in contrast to nonagglutinated cells,
which form a distinct button at the bottom of the well. The HA titer, shown at the right, is the last dilution that shows
complete hemagglutination activity. (Courtesy of J. Talon and P. Palese.)

Quantitative Considerations in Virus Assay, Cultivation, and Experimentation
Dose Response in Plaque and Focus Assays

With few exceptions, the number of infectious units observed on a given plate in a plague assay is a linear function of the
dilution of the virus, thus the development of plaques follows single-hit kinetics, proving that each plaque results from
infection with a single virus particle. Exceptions include the murine sarcoma viruses, assayed in a focus assay, which
require co- infection with both a defective transforming virus and a nondefective helper virus, in which case the number of

Comparison of Quantitative Assays

As noted in the individual descriptions the various quantitative assays of viruses measure different physical and biologic
influenza vrrus preparatlon as measured by several different assays, provrding A“Fi"""é&'é{ihpie of the magnitude of
differences that might be expected between the various assays. Hence relative to a direct particle count, the efficiency of
as assayed in a hemagglutination asségrmxemind|cated in the forgoing discussmn, some of the differences result from
different properties being measured—for example, physical particles versus infectivity—and some differences result from
differences in the sensitivity of the assay—for example, direct particle count versus assay of particles by
hemagglutination.

Method Amourd [par mi)
Direct electron microscope (EM} count  10MEM
particies
Quantal infectivity assay in eggs 10° egg 10w
Quantal infactivity assay by plague 10 plu
foemation
Hemagglutination (HA) assay 10" HA units
0, imlechious: dose; ph, plague-forming unds.
Souree: From ref. 28, wilh permission.

TABLE 4. Comparison of quantitative assay efficiency

Multiplicity of Infection

Multiplicity of infection, often abbreviated moi, measures the average amount of Viru ¢ ,yqeq per €Il in @n infection.

Multiplicity of infection can be expressed using any quantitative measure of virus titer, for example particles per cell, HA
units per cell, TCIDg, per cell, or pfu per cell. Because the efficiency of plating varies depending on the method of

guantitation used, some knowledge of the infectivity of the sample or the efficiency of plating is required to correctly



anticipate the consequences of a particular moi. The moi used in different protocols can have a profound outcome on the
procedure. For example, some viruses, if serially passaged at an moi of greater than one infectious unit per cell, will
accumulate spontaneously deleted defective particles, which are maintained during passage by the presence of

per cell, discourages the accumulation of defective particles because few cells will be co-infected with an infectious and a
defective particle, and defective particles cannot replicate in the absence of a wild-type helper. On the other hand, most
metabolic labeling experiments are done at a high moi, for example 10 infectious units per cell, to ensure that all cells in
the culture are infected and that the infection is as synchronous as possible. For such experiments, use of too low an moi
may result in an apparently asynchronous infection and a high background because of the presence of uninfected cells in
the culture.

The Poisson distribution can be used to predict the fraction of cells in a population infected with a given number of
particles at different mois. As applied to virus infections, the Poisson distribution can be written as follows:

Pik) = e ™m*/ k!,
where P(k) = the probability that any cell is infected with k particles, m = moi, and k = number of particles in a given cell.
Note that to determine the fraction of uninfected cells in any experiment, that is when k = 0, the equation simplifies to
P(0)=eg™

For practical purposes, solution of this equation for given values of m and k (other than 0) is most easily accomplished
and consideration of the error inherent in any virus titration involving a serial dilution leads to some significant practical
guides in experimental design. Note first that in a culture infected at an moi of 1 pfu/cell, 37% of cells remain uninfected,
an unacceptably high number for an experiment designed to measure a single round of synchronous infection. An moi of
at least 3 is required to infect 95% of the cells in culture. Given that titers can easily be inaccurate by a factor of 2, use of
a calculated moi of 10 ensures that 99% of the cells in a culture will be synchronously infected even if the measured titer
is twofold higher than the actual titer.
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TABLE 5. The Poisson distribution: values of P(k) for various values of m and k

One-Step Growth Experiment

properties of a virus is the one-step growth experiment. The goal of the one-step growth experiment is to measure the
time course of virus replication and the yield of virus per cell during a single round of infection. The experiment is carried
out as follows. Several dishes containing confluent monolayers or an appropriate culture cell are infected simultaneously
with virus at a high moi, for example 10 pfu/cell. After an adsorption period, monolayers are washed to remove
unabsorbed virus and then incubated in culture medium. At various times after infection, virus from individual dishes is
harvested, and at the completion of the experiment, the virus titer in samples representing each time point is determined.
The virus yield at each point can be converted to pfu/cell by dividing the total amount of virus present in the sample by
the number of cells originally infected in the sample.

The results from one example of a one-step growth experiment, in this case comparing growth of wild-type vaccinia virus
features of the growth curve are noteworthy. First, during the first several hours of the wild-type infection or the ts56
infection at the permissive temperature, the titer in the cultures decreases and then increases. This dip in the growth
curve, called eclipse, results from the following sequence: Early during the experiment, the virus that attaches to the cell
surface but is not yet uncoated remains infectious. Then, infectivity is lost during the first few hours of infection (the
eclipse phase), when the virus is uncoated. Infectivity is then recovered only after new virus is produced. The infection
then enters a rapid growth phase, followed by a plateau. The plateau results from the fact that all infected cells have
reached the maximal yield of virus, or they have died or lysed, depending on the type of virus infection. The time interval
from infection to plateau represents the time required for a single cycle of growth, and the yield of virus at plateau shows
the amount of virus produced per cell.
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FIG. 9. One-step growth experiment. Monolayers of the African green monkey kidney cell line BSC40 were infected at an
moi of 6 pfu/cell with wild-type vaccinia virus (top panel) or the temperature-sensitive vaccinia mutant, ts56 (bottom
panel), and incubated at the permissive temperature, 31°C, or the nonpermissive temperature, 40°C, as indicated.
Samples were harvested at various times and the titer determined by plaque titration on BSC40 cells at 31°C. The
wild-type virus grows equally well at 31°C and 40°C. The ts56 grows more slowly than the wild type at 31°C but ultimately

wild-type virus grows with identical kinetics and to the identical yields at both 31°C and 40°C, permissive and
nonpermissive temperatures for the temperature-sensitive mutant, respectively. The temperature-sensitive mutant, ts56
té"?ﬁperature, although at plateau the yields of mutant virus at 31°C are equivalent to those of the wild-type virus. The
experiment demonstrates conclusively that the mutant does not grow at all at the nonpermissive temperature, 40°C.

Multiplicity of infection is a critical factor in the design of a virus growth experiment. A true one-step growth experiment
can be done only at high moi. If the moi is too low and a large fraction of cells are left uninfected, then virus produced
during the first round of infection will replicate on previously uninfected cells, and thus multiple rounds of infection rather
than one round will be measured. A growth experiment done at low moi has utility in that it measures both growth and
spread of a virus in culture, but the time from infection to plateau does not accurately reflect the time required for a single

VIRUS GENETICS

Viruses are subject to the same genetic principles at work in other living systems, namely mutation, selection,
complementation, and recombination. Genetics impacts all aspects of virology, including the natural evolution of viruses,
clinical management of virus infections, and experimental virology. For example, antigenic variation, a direct result of
mutation and selection, plays a prominent role in the epidemiology of influenza virus and human immunodeficiency virus
(HIV) in the human population, and mutation to drug resistance offers a significant challenge to the clinical management
of virus infections with antiviral drugs. This section deals primarily with the application of experimental genetic techniques
to basic virology.

The ultimate goal of experimental virology is to understand completely the functional organization of a virus genome. In a
modern context, this means determination of the structure of a virus genome at the nucleotide sequence level, coupled
with isolation of mutational variants of the virus altered in each gene or control sequence, followed by analysis of the
effects of each mutation on the replication and/or pathogenesis of the virus. Thus, genetic analysis of viruses is of
fundamental importance to experimental virology.

Before the advent of modern nucleic acid technology, that is during a “classical” period of “forward” genetics, genetic
analysis of viruses consisted of the random, brute-force isolation of large numbers of individual virus mutants, followed
first by complementation analysis to determine groupings of individual mutants into genes, then recombination analysis to
determine the physical order of genes on the virus genome, and finally the phenotypic analysis of mutants to determine
gene function. This approach, pioneered in the 1940s, 1950s, and 1960s in elegant studies of several bacteriophage,
genes. The application of cell culture techniques to animal virology opened the door to classical genetic analysis of
animal viruses, resulting in a flurry of activity in the 1950s through the 1970s, during which time hundreds of mutants
technology introduced in the 1970s brought with it a variety of techniques for physical mapping of genomes and mutants,
including restriction enzyme mapping, marker rescue, and DNA sequence analysis, which together replaced
recombination analysis as an analytic tool. Mutants and techniques from that classical period continue to be of enormous
utility today, but recombinant DNA technology has brought with it reverse (or “punk”) genetics, in which the structure of
the genome is determined first, using entirely physical methods, and then the function of individual genetic elements is
determined by analyzing mutants constructed in a highly targeted fashion.

The genetic approach to experimental virology, or any field of biology for that matter, has the profound advantage of
asking of the organism under study only the most basic question, “What genes do you need to survive, and why do you
need them?” without imposing any further bias or assumptions on the system. And organisms often respond with
surprises that the most ingenious biochemist or molecular biologist would never have imagined. What follows is a
summary of the critical elements of both the classical and modern approaches to virus genetics as applied to
experimental virology.



Mutants
Wild-Type Virus

It is important to understand that in the context of experimental virus genetics, a virus designated as wild type can differ
significantly from the virus that actually occurs in nature. For example, virus genetics often relies heavily on growth and
assay of viruses in cell culture, and, as noted previously, natural isolates of viruses may undergo significant genetic
change during adaptation to cell culture. In addition, viruses to be designated wild type should be plaque purified before
initiating a genetic study, to ensure a unique genetic background for mutational analysis. Last, viruses may be
specifically adapted for use in genetic analysis, for example by passage under conditions that are to be restrictive for
conditionally lethal mutants so that the analysis can be initiated with a preparation free of spontaneous mutants.

Fundamental Genetic Concepts

Concepts fundamental to genetic analysis of other organisms apply to genetic analysis of viruses, and a clear
understanding of these concepts is essential to understanding virus genetics. The most important of these concepts,
including distinctions between genotype and phenotype, a selection and a screen, and essential and nonessential genes,
are briefly summarized here.

Genotype/Phenotype

Genotype reflects the actual genetic change from wild type in a particular virus mutant, whereas phenotype reflects the
measurable manifestation of that change in a given assay system. This distinction is emphasized by the fact that a single
genotype may express different phenotypes depending on the assay applied. Thus, for example, the same missense
mutation in a virus gene may cause temperature sensitivity in one cell line but not in another, or a deletion in another
virus gene may have no effect on the replication of virus in culture but may alter virulence in an animal model.

Selection/Screen

Selection and screen refer to two fundamentally different methods of identifying individual virus variants contained in a
mixed population of viruses. Selection implies that a condition exists in which only the desired virus will grow, while
growth of unwanted viruses is suppressed. Thus, a drug-resistant virus can be identified by plating a mixture of wild-type,
drug-sensitive viruses, and mutant, drug-resistant viruses together on the same cell monolayer in the presence of the
inhibitory drug, thereby selecting for drug-resistant viruses, which grow, and selecting against wild-type viruses, which do
under a given condition, so that many viruses must be analyzed individually to identify the desired variant. For example,
in searching for a temperature-sensitive mutant—that is, a virus whose growth is inhibited relative to wild-type virus at an
elevated temperature—no condition exists under which the mutant alone will grow. Therefore, virus must be plated at a
low temperature at which both wild-type and mutant virus will grow, and plaques must be tested individually for
temperature sensitivity.

Sometimes, a screen can be streamlined by introducing a phenotypic marker into the variant of choice. For example, a
knockout virus might be constructed by inserting the beta-galactosidase gene into the virus gene to be inactivated. In the
presence of an appropriate indicator dye, viruses containing the insertional knockout produce blue plaques and can
example is still a screen, because both wild-type and mutant viruses grow under the conditions used, but the screen is
simplified because mutant viruses can be readily identified by their color, obviating the need to pick and test individual
plaques. Selections have considerable advantages over screens but are not always possible.

Essential/Nonessential

The terms essential and nonessential describe phenotypes, specifically whether a given gene is required for growth
under a specific condition. Most viruses are finely tuned through selection to fit a specific niche. Not all viral genes are
absolutely required for virus replication in that niche; some may simply confer a subtle selective advantage. Furthermore,
if the niche is changed, for example from a natural animal host to a cell line in a laboratory, some genes that may have
been essential for productive infection in the animal may not be required for replication in cell culture. Genes that are
required for growth under a specific condition are termed essential, and those that are not required are termed
nonessential. Because as a phenotype, essentiality may be a function of the specific test conditions, the test conditions
need to be specified in describing the mutation; for example, the herpesvirus thymidine kinase gene is nonessential for
virus replication in cell culture. A genes that is essential or nonessential under a given condition presents unique
characteristics for analysis. Thus, mutants in nonessential genes may be easy to isolate because the gene can be
deleted, but the function of the gene may be difficult to determine because, by definition, nonessential genes have no
phenotype. On the other hand, genes that are essential can be used to study gene function by characterizing the precise
replication defect caused by a mutation in the gene, but acquiring the appropriate mutant is confounded by the necessity
for identifying a condition that will permit growth of the virus for study.

Mutation

Spontaneous Mutation

of measuring the proportion of spontaneous mutants with a particular phenotype in many replicate cultures of virus, and
applying the Poisson distribution to these data to calculate a mutation rate. It is important to note that, because



spontaneous mutations occur at random and may occur only rarely, the raw data in a fluctuation analysis display
enormous scatter, with some cultures containing a high proportion of mutants and some containing no mutants. Thus,
from a practical perspective, although the proportion of mutants in a single culture of virus may reflect the mutation rate, it
does not necessarily provide an accurate measure of mutation rate.

Both DNA and RNA viruses undergo spontaneous mutation, but the spontaneous mutation rate in RNA viruses is usually
much higher than in DNA viruses. In general, the mutation rate at a specific site in different DNA viruses ranges from 10 8
to 107! per replication, whereas in RNA viruses it is at least 100-fold higher, between 10 ~* and 107° per replication. The
difference in mutation rate observed between RNA and DNA viruses is thought to result primarily from differences in the
replication enzymes. Specifically, the DNA-dependent DNA polymerases used by DNA viruses contain a proofreading
function, whereas the reverse transcriptases used by retroviruses and the RNA-dependent RNA polymerases used by
RNA viruses lack a proofreading function. The difference in spontaneous mutation rate has profound consequences for
both the biology of the viruses and for laboratory genetic analysis of viruses. Specifically, RNA viruses exist in nature as

genetically more stable but less adaptable. In the laboratory, the high mutation rate in RNA viruses presents difficulties in
routine genetic analysis because mutants easily revert to a wild-type virus that can outgrow the mutant virus.

It is noteworthy that whereas the actual mutation rate at a single locus is probably relatively constant for a given virus,
the apparent mutation rate to a given phenotype depends on the nature of the mutation(s) that can give rise to that
phenotype. For example, spontaneous mutation to bromodeoxyuridine (BUdR) resistance in vaccinia virus may occur at
least 10 to 100 times more frequently than spontaneous reversions of temperature-sensitive mutations to a wild-type,
temperature-insensitive phenotype. In the case of BUdR resistance, any mutation that inactivates the thymidine kinase
causes resistance to BUdR, and thus there are literally hundreds of different ways in which spontaneous mutation can
give rise to BUdR resistance. By contrast, a temperature-sensitive mutation is usually a single-base missense mutation:
There may exist only one possible mutational event that could cause reversion to the wild-type phenotype, and thus the
apparent spontaneous mutation rate for the revertant phenotype is lower than the apparent spontaneous mutation rate to
the BUdR resistance phenotype.

From a practical perspective, the apparent spontaneous mutation rate for specific selectable phenotypes may be
sufficiently high that induction of mutants is unnecessary for their isolation. Note, for example, that the wild-type vaccinia
could easily be plaquefﬁlj}mi?'i"ed from assays done in the presence of IBT. However, for most mutants (e.g.,
temperature-sensitive mutants), in which the desired mutational events are rare and a screen must be used rather than a
selection, induced mutation is required for efficient isolation of mutants.

Induced Mutation

Under most circumstances, the incidence of spontaneous mutations is low enough that induction of mutation is a practical
prerequisite for isolation of virus mutants. It is usually desirable to induce limited, normally single-base changes, and for
this purpose, chemical mutagens are most appropriate. Commonly used chemical mutagens are of two types, in vitro
treating virions in the absence of replication. Examples of in vitro mutagens include hydroxylamine, nitrous acid, and
alkylating agents, which through chemical modification of specific bases cause mispairing leading to missense mutations.
In vivo chemical mutagens comprise compounds such as nucleoside analogs, which must be incorporated during viral
replication and thus must be applied to an infected cell. One of the most effective mutagens is an alkylating agent,
nitrosoguanidine, which, although it is capable of alkylating nucleic acid in vitro, is most effective when used in vivg,
where it works by alkylating guanine residues at the replication fork, ultimately causing mispairing.

The effectiveness of a mutagenesis is often assayed by observing the killing effect of the mutagen on the virus, the
assumption being that many mutational events will be lethal, and thus an effective mutagenesis will decrease a virus titer
relative to an untreated control. However, killing does not always correlate precisely with mutagenesis, especially with an
in vitro mutagen that can damage virion structure without necessarily causing mutation. An alternative method for
assessing mutagenesis is to monitor an increase in the mutation frequency to a selectable phenotype where possible.
For example, in vaccinia virus, mutagenesis causes a dose-dependent increase in resistance to phosphonoacetic acid, a
increase the mutation frequency several hundred fold, such that desired mutants may comprise as much as 0.5% of the
total virus population.

Double Mutants/Siblings

The existence of double mutants and siblings can theoretically complicate genetic analysis of a virus. Double (or
multiple) mutants may contain more than one mutation contributing to a phenotype. Theoretically, because the probability
that a double mutant will be created increases as the dose of a mutagen is increased, there is a practical limit to the
amount of induced mutation that is desirable. Double mutants are usually revealed as mutants that are
noncomplementing with more than one mutant, or that are impossible to map by recombination or physical methods.
Siblings result from replication of mutant virus either through amplification of a mutagenized stock, or during an in vivo
mutagenesis. The only completely reliable method to avoid isolation of sibling mutants is to isolate each mutant from an
independently plaque-purified stock of wild-type virus. In practice, siblings seldom present a problem serious enough to
justify the effort required to avoid them.

Mutant Genotypes

There exist two basic categories of mutation, base substitution and deletion/insertion mutations. Both mutation types can
occur with consequence in either a protein coding sequence or in a control sequence, such as a transcriptional promoter,



a replication origin, or a packaging sequence. Base substitution mutations consist of the precise replacement of one
nucleotide with a different nucleotide in a nucleic acid sequence. In coding sequences, base substitution mutations can
be silent, causing no change in amino acid sequence of a protein; they can be missense, causing replacement of the
wild-type amino acid with a different residue; or they can be nonsense, causing premature translation termination during
protein synthesis. Deletion and insertion mutations comprise deletion or insertion of one or more nucleotides in a nucleic
acid sequence. In a coding sequence, deletion or insertion of multiples of three nucleotides can result in precise deletion
or insertion of one or more amino acids in a protein sequence. In a coding sequence, deletions or insertions that do not
involve multiples of three nucleotides result in a shift in the translational reading frame, which almost invariably results in
premature termination at some distance downstream of the mutation. In general, nonsense mutations, frameshift
mutations, or large in-frame insertions or deletions are expected to inactivate a gene, whereas missense mutations may
cause much more subtle phenotypes such as drug resistance or temperature sensitivity.

Mutant Phenotypes

In the context of experimental virology, where the goal is to understand the function of individual virus genes, the most
useful mutants are those that inhibit virus replication by inactivating a virus gene. The nonproductive infections with these
lethal mutants can be studied in detail to determine the precise aspect of virus replication that has been affected, thus
providing information about the normal function of the affected gene. However, one must be able to grow the mutant to
conduct experiments, so a condition must be found in which the mutation in question is not lethal, hence the general
class of mutant phenotypes called conditional lethal. Conditional lethal mutants comprise by far the largest and most
useful class of mutant phenotypes; they consist of host-range, nonsense, temperature-sensitive, and drug-dependent
phenotypes, and they will be described individually later. Two additional classes of mutant phenotypes, resistance and
plaque morphology, which have very specific application to genetic analysis of viruses, will also be described.

Host-Range

A host-range virus mutant is broadly defined as a mutant that grows on one cell type and not on another, in contrast to
the wild-type virus, which grows on both cell types. Two general subcategories of host-range mutants exist, natural and
engineered. Natural host-range virus mutants are relatively rare, primarily because they must be identified by brute-force
screen or serendipity, in many cases in the absence of a viable rationale for the targeted host range. The existence of a
host-range phenotype implies that a specific virus—host interaction is compromised, which also implies that for any
specific host-range phenotype, only one virus gene (or a limited number) will be targeted. A classic example of a natural
host-range mutants are the hrt mutants of mouse polyoma virus, which affect both small and middle T antigens, and
constructed by deleting an essential gene of interest in the virus while at the same time creating a cell line that expresses
the gene. The engineered cell line provides a permissive host for growth of the mutant virus because it complements the
missing virus function, whereas the normal host lacking the gene of interest provides a nonpermissive host for study of
the phenotype of the virus. This technology has been useful for studying a variety of viruses, notably herpes simplex

Nonsense Mutants

Nonsense mutants are those that contain a premature translation termination mutation in the coding region of the mutant
gene. Nonsense mutants are formally a specific class of conditionally lethal, host-range mutants. Specifically, the
permissive host is one that expresses a tRNA containing an anticodon mutation that results in insertion of an amino acid
in response to a nonsense codon, thus restoring synthesis of a full-length polypeptide and suppressing the effects of the
virus nonsense mutation. The nonpermissive host is a normal cell in which a truncated, nonfunctional polypeptide is
made. In practice, most nonsense mutants in existence have been isolated by random mutagenesis followed by a
brute-force screen for host range. Nonsense mutants have three distinct advantages for the conduct of virus genetics: (a)
Mutants can be isolated in virtually any essential virus gene using one set of permissive and nonpermissive hosts and
one set of techniques, (b) the mutations result in synthesis of a truncated polypeptide, thereby facilitating identification of
the affected gene, and (c) virus mutants can be relatively easily engineered, as the exact sequence of the desired
mutation is predictable.

Nonsense mutants have provided the single most powerful genetic tool in the study of bacteriophage, where efficient,
viable nonsense-suppressing bacteria are readily available. Unfortunately, attempts to isolate honsense-suppressing
mammalian cells have met with only limited success, probably because the nonsense-suppressing tRNAs are lethal in

Temperature Sensitivity

Temperature sensitivity is a type of conditional lethality in which mutants can grow at a low temperature but not at a high
temperature, in contrast to wild-type virus, which grows at both temperatures. Genotypically, temperature-sensitive
mutants are usually relatively subtle, single amino acid substitutions that render the target protein unstable and hence
nonfunctional at an elevated or nonpermissive temperature, while leaving the protein stable and functional at a low,
permissive temperature. In practice, temperature-sensitive mutants are usually isolated by random mutagenesis followed
by brute-force screening for growth at two temperatures. Screening can be streamlined by a plague enlargement
technique in which mutagenized virus is first plated at a permissive temperature, then stained and shifted to a
nonpermissive temperature after marking the size of plaques, to screen for plaques that do not increase in size at the

of mutant candidates in yeast and bacteria have not been successfully adapted to virology, and thus a screen for
temperature sensitivity, even when streamlined with plaque enlargement, ultimately depends on the laborious but reliable
process of picking and testing individual plaques.

Temperature-sensitive mutants have the profound advantage of theoretically accessing any essential virus gene using a



single set of protocols. Temperature-sensitive mutants have proved enormously useful in all branches of virology, but
they have been particularly useful for the study of animal viruses, where nonsense suppression has not been a viable
option. Cold-sensitive mutants—that is, mutants that grow at a high but not a low temperature—comprise a relatively rare
but nevertheless useful alternative type of temperature-sensitive mutants.

Temperature-sensitive mutants can actually be divided into two subclasses, thermolabile and

inactivated following synthesis by a shift from the permissive to the nonpermissive temperature. Mutants that are
temperature sensitive for synthesis display gene dysfunction only if the infection is held at the nonpermissive temperature
during synthesis of the mutant gene product; if the gene product is made at the permissive temperature, it cannot be
inactivated by raising the temperature. Clearly, the two mutant types can be distinguished by performing appropriate
temperature-shift experiments. Thermolability obviously implies that a protein preformed at the permissive temperature is
directly destabilized by raising the temperature. Temperature-sensitive-for-synthesis mutations commonly involve
multisubunit structures or complex organelles: Theoretically, the quaternary structure of a complex formed correctly at the
permissive temperature stabilizes the mutant protein, making the mutation resistant to temperature shift. If a
temperature-sensitive-for-synthesis mutant protein is synthesized at the nonpermissive temperature, it may be degraded
before assembly or may not assemble properly because of misfolding. For most purposes, the thermolabile and
temperature-sensitive-for-synthesis mutant types are equally useful.

Drug Resistance/Dependence

A number of antiviral compounds have now been identified, and virus mutants that are resistant to or that depend on
these compounds have found utility in genetic analysis of viruses. A few compounds have been identified that target

growth in a plague assay without killing cells in a monolayer, so that resistant or dependent viruses can be selected by
virtue of their ability to form plagues on a drug-treated monolayer. Examples of both drug resistance and drug

Drug-resistant or -dependent virus mutants have two general uses in virus genetics. First, they can be useful for
identifying the target or mechanism of action of an antiviral drug. For example, studies of influenza virus mutants
resistant to amantidine were of importance in characterizing both the M2 gene and the mechanism of action of

for the assessment of specific genetic protocols, or for selection of recombinant viruses in reverse genetic protocols. For
example, guanidine resistance has been used as a marker for use in three-factor crosses in recombination mapping of

Plaque Morphology

Plaque morphology mutants are those in which the appearance of mutant plaques is readily distinguishable from that of
wild-type plagues. Most commonly, the morphologic distinction is plaque size—that is, mutant plaques may be larger or
smaller than wild-type plagues. However, other morphologic distinctions are possible—for example, formation of clear
versus turbid bacteriophage plaques. Most plague morphology mutants affect very specific virus functions, which in turn
affect the virus—host relationship in a fashion that impacts on the appearance of a plaque. Notable examples from
bacteriophage research include clear plague mutants of bacteriophage lambda and rapid lysis mutants of the T-even
bacteriophage. Wild-type lambda forms turbid plagues because some percentage of cells are lysogenized and thus
survive the infection, leaving intact bacteria within a plaque. Clear mutants of lambda typically affect the lambda
phages produce small plaques with a turbid halo because only a fraction of infected bacteria lyse during a normal
infection, a phenomenon called lysis inhibition. Rapid lysis mutants, which affect a phage membrane protein, do not

surface glycoproteins and result in fusion of infected cells, whereas wild-type virus causes cells to round and clump
without significant fusion. Thus, syn mutants form large clear plaques readily distinguishable from the smaller dense foci
actual functions affected, or as specific phenotypic markers for use in recombination studies, where they can be used in
the same fashion as drug-resistance markers, described previously.

In addition to the existence of specific plaque morphology loci in several viruses, it is noteworthy that any mutation that
effects virus yield or growth rate may result in the production of a smaller-than-wild-type plaque, which can be useful in
genetic experiments. Thus, many temperature-sensitive mutants form smaller-than-wild-type plaques even at the
permissive temperature because the mutant gene may not be fully functional even under permissive conditions, and this
property is often useful in mutant isolation or for distinguishing wild-type from mutant virus in plague assays involving
smaller-than-wild-type plaques at the permissive temperature, 31°C. Last, intragenic or extragenic suppressors of
conditional lethal virus mutants may grow poorly relative to the wild-type virus and form small plaques as a result,



Neutralization Escape

Neutralization escape mutants are a specific class of mutants selected as variant viruses that form plaques in the
presence of neutralizing antibodies. Such mutants affect the structure or modification of viral surface proteins. They have

Reversion

Reversion may be defined as mutation that results in a change from a mutant genotype to the original wild-type genotype.
Accordingly, revertants in a stock of mutant virus are revealed as viruses that have acquired a wild-type phenotype. For
temperature, a number of plaques with wild-type morphology, probably revertants, are detectable at low dilutions of virus.
Spontaneous reversion of missense mutations probably results from misincorporation during replication, as the reversion
frequency of different viruses often reflects the error rate of the replication enzyme. Spontaneous reversion of significant
deletion mutations occurs rarely if at all, as reversion would require replacement of missing nucleotides with the correct
sequence.

Reversion impacts on viral genetics in two ways. First, in any genetic experiment involving mixed infections with two
genetically different viruses, wild-type viruses can arise either through reversion or recombination, and in most cases it is
important to be able to distinguish between these two processes. This is discussed in more detail later in the sections
describing complementation and recombination. Second, as described previously in the description of spontaneous
mutation, if the spontaneous reversion rate is extremely high, revertants can easily come to dominate a mutant virus
stock, thus obscuring the mutant phenotype and causing serious difficulties in both genetic and biochemical analysis of
mutants.

Leakiness

Not all conditionally lethal mutants are completely defective in replication under nonpermissive conditions, and leakiness
is a quantitative measure of the ability of a mutant virus to grow under nonpermissive conditions. Leakiness can be
guantified with a one-step growth experiment. To quantify leakiness of a temperature-sensitive mutant, for example, cells
are infected at a high moi with wild-type or mutant virus, infected cells are incubated at either permissive or
nonpermissive temperatures, and maximal virus yields are then determined by plaque titration under permissive
conditions so that the growth of mutant and wild-type virus can be quantitatively compared. Ideally, for wild-type virus the
ratio of the yield for infections done at the nonpermissive temperature relative to the permissive temperature should be
1—that is, the virus should grow equally well at both temperatures. For mutant viruses, the ratio of the yield for infections
done at the nonpermissive temperature relative to the permissive temperature may range from less than 10% to as much
as 100%, even for mutants that are clearly defective in plaque formation under nonpermissive conditions. Mutants that
are “tight” (i.e., that grow poorly under nonpermissive conditions) are desirable for phenotypic characterization relative to
leaky mutants, because leaky mutants will logically display considerable wild-type phenotypic behavior.

In special cases, extreme leakiness is an expected and desirable trait. Specifically, virus mutants that are wild type for
replication and production of infectious virions but defective in cell-to-cell spread have a phenotype characterized by
defective plaque formation, which requires spread, but 100% leakiness, which does not require spread if assayed in a

Genetic Analysis of Mutants
Complementation

Complementation analysis provides a general method for determining whether two different virus mutants affect the same
or different genes. The quantitative test to determine complementation is a two-step procedure in which co-infections are
first done to induce an interaction between two mutants, then the results of those infections are quantitatively assessed
by plaque titration. The test compares the ability of two mutants to grow in mixed, relative to single, infections under
nonpermissive conditions. Specifically, cells are first infected with two different virus mutants at high moi so that all cells
are co-infected with both mutants, and infected cells are incubated under nonpermissive conditions where neither mutant
alone can replicate, for an interval sufficient to achieve maximal virus yield. Single high-moi infections under
nonpermissive conditions are performed as controls. Virus is then harvested, yields are quantified by plaque titration
under both permissive and nonpermissive conditions, and a complementation index (Cl) is calculated according to the
following formula:

yield (A + B)p = yield (A + By

= (l,
yield (A)p + yield (B)p

where A and B represent individual virus mutants and the subscripts p and np represent the conditions, permissive or
nonpermissive, under which the virus yields were plaque-titrated. Because both mutant and wild-type viruses will be
counted in plaque titrations done at the permissive temperature, the first term in the numerator, yield (A + B) ,, measures
the yield of all viruses, both mutant and wild type, from the initial high-moi mixed infections done under nonpermissive
conditions. The second term in the numerator, yield (A + B) ,,, measures the yield of wild-type viruses, mostly
recombinants, from the high-moi mixed infections done under nonpermissive conditions, because only wild-type viruses
will be counted in plaque titrations done at the nonpermissive temperature. Subtraction of the wild-type viruses from the
total viruses leaves a count of only the mutant viruses in the numerator. The denominator measures the ability of each of
the mutants to grow in single high-moi infections done initially under nonpermissive conditions.



If the two mutants, A and B, are in different virus genes, then in the mixed infection done under nonpermissive conditions
mutant A can contribute wild-type B gene product and mutant B can contribute wild-type A gene product. Thus, the
mutants can help or complement each other, resulting in a high yield of mutant virus in the mixed infection compared to
the single infections, and a ClI significantly greater than 1. If the two mutants A and B affect the same gene, then the
wild-type gene product will be lacking in the mixed infection. In this case, the yield from the mixed infection will be
equivalent to the yield from the single infections, and the CI should not exceed 1. In practice, because of error in plaque
assays and from other sources, mixed infections with mutants in the same viral gene will often yield complementation
indices of slightly greater than 1, and the practical cutoff must be determined empirically for a given viral system.

these data demonstrates both the utility and the vagaries of complementation analysis. For example, ts21, ts19, and ts17
clearly form a complementation group, as they are all noncomplementing with each other, and they complement all other
mutants with the exception of ts24. The ts24 mutant is retained in group A because it is clearly noncomplementing with
two other group A mutants, despite relatively high complementation indices with ts19 and ts17. The ts6 mutant is unusual
in that it yields, for unknown reasons, relatively high complementation indices with all other mutants. The
complementation pattern observed with tsll is erratic; it was originally assigned to an independent group, then to group
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TABLE 6. Complementation between ts mutants of Sindbis virus

These qualitative tests are much easier to perform than quantitative tests and in practice just as reliable. In general,
these tests are designed so that bacterial lawns or eukaryotic cell monolayers are infected either singly or with two
viruses under nonpermissive conditions and at relatively low moi. The moi must be high enough so that numerous cells
are doubly infected in the mixed infection, but low enough so that most cells are uninfected and a lawn or monolayer is
maintained. Complementing mutant pairs produce plaques or cleared areas under nonpermissive conditions, whereas
10. A
disadvantage of the qualitative test is that it theoretically does not discriminate between complementation and
recombination, but in practice this deficiency has not been a problem.

FIG. 10. Qualitative complementation test. This test was done to confirm that five different vaccinia virus
temperature-sensitive mutants, ts12, ts15, ts28, ts54, and ts61, all reside in the same complementation group.
Monolayers of the African green monkey kidney cell line BSC40 grown in a 24-well dish were infected at very low moi
(0.03 pfu/cell) with individual mutants or mutant pairs. The dish was incubated at a nonpermissive temperature (40°C) for
3 days and stained with crystal violet. The stained dish is shown at the top, and a key to the infections is shown at the
bottom. Mixed infections in the first 10 wells represent all possible pairwise combinations of the five candidate
temperature-sensitive mutants, and the absence of plaques in these wells confirms that they all reside in a single
complementation group. As a control, each mutant was also tested with another temperature-sensitive mutant, ts7, which
was known to be in a different complementation group. The presence of plaques in each of the mixed infections
containing ts7 represents positive complementation and confirms the validity of the test. Each mutant was tested in a

Complementation analysis has been of tremendous benefit in sorting mutants in most but not all viral systems. A notable
exception is poliovirus, where complementation between temperature-sensitive mutants in vivo is not observed. The lack



of complementation in picornaviruses may be related to the unique mechanism of viral gene expression, in which all
protein products are produced from a polyprotein precursor by proteolytic cleavage. If individual temperature-sensitive
mutants affect structure, synthesis, or cleavage of the polyprotein precursor, they may behave as if they all belong to a
single complementation group, even though they may map to different protein end products.

As a concept, complementation impacts broadly on virology and is not limited simply to the grouping of conditionally
lethal mutants into genes. For example, the growth of engineered host-range deletion mutants in essential virus genes,
discussed previously, relies on complementation of the missing viral function by an engineered cell line that expresses
the wild-type viral gene product. In addition, the accumulation of defective virus genomes at high-multiplicity passage,
also discussed previously, results from a complementing helper function provided by wild-type virus.

Recombination and Reassortment

Recombination describes a process by which nucleic acid sequences from two genotypically different parental viruses
are exchanged so that the progeny contain sequences derived from both parents. In viral systems, there exist three
distinct mechanisms of recombination, dictated by the structures of the viral genomes. For DNA viruses, recombination
occurs by the physical breakage and rejoining of parental DNA molecules through regions of sequence homology, in a
fashion similar or identical to the same process in bacteria or higher organisms. Of the RNA viruses containing
nonsegmented genomes, only picornaviruses, coronaviruses, togaviruses, and retroviruses display efficient
recombination, which is thought to occur during replication via “copy choice”—namely, switching templates during
replication so that the newly synthesized genome contains sequences from two different parental molecules

parental genome segments into progeny viruses. Historically, recombination has been used to construct genetic maps of
virus mutants and to construct novel virus genotypes. Although recombination mapping has been largely replaced by
physical mapping techniques such as marker rescue, a technical knowledge of recombination mapping can contribute to
an appreciation of the complexity of genetic interactions between viruses.

The methods used to determine recombination frequencies are the same regardless of genome structure or mechanism
of recombination. Like complementation, the quantitative test to determine recombination frequency between two
mutants, called a two-factor cross, is a two-step procedure, but in this case co-infections are first done under conditions
permissive to recombination, and then the fraction of recombinants relative to the total virus yield is quantitatively
assessed by plaque titration. Specifically, cells are first infected with two different virus mutants at high moi so that all
cells are co-infected with both mutants, and infected cells are incubated under permissive conditions so that both mutants
have maximal opportunity for interaction, for an interval sufficient to achieve maximal virus yield. Single high-moi
infections under permissive conditions are performed as controls. Virus is then harvested, yields are quantified by plaque
titration under both permissive and nonpermissive conditions, and a recombination frequency is calculated according to
the followng formula:

yield (A + Blap — vield (A)p — vield (Bly .

. 2 % 100% =RF,
vield (A + B). ’

where A and B represent individual virus mutants and the subscripts p and np represent the conditions, permissive or
nonpermissive, under which the virus yields were plaque-titrated. The first term in the numerator, yield (A + B) ,

guantifies wild-type virus emerging from the mixed infection, including both recombinants and revertants, because only
wild-type virus will grow in the plaque assay done under nonpermissive conditions. The second and third terms in the
numerator, yield (A),, and yield (B) ,,, quantify wild-type virus emerging from the control single infections, providing a

measure of reversion in each of the two mutants. Subtraction of the revertants from the total yield of wild-type virus
leaves a measure of recombinants only in the numerator. The denominator, yield (A + B) ,, quantifies the total virus yield

from the mixed infection including both wild-type and mutant virus, as all input virus types will grow in the plaque assay
done under permissive conditions. The quotient is multiplied by a factor of 2 to account for unscored progeny
representing the reciprocal of the wild-type recombinants, namely double mutants, and converted to a percent.

Recombination mapping in DNA viruses relies on the assumption that the frequency of recombination between two
genetic markers is proportional to the distance between the two markers. For several DNA viruses, observed
recombination frequencies comprise a continuous range from less than 1% up to a theoretical maximum of 50%, allowing

In viruses with segmented genomes, recombination between markers on the same segment is extremely rare, but
reassortment of segments is extremely efficient, so that recombination is an all-or-none phenomenon, with markers on
the same segment displaying no recombination, and markers on different segments displaying very high levels of

rather than recombination. Reassortment analysis for segmented viruses is useful for determining whether two mutants
map to the same genome segment, but it cannot be used to determine the order of markers on a given segment. Mutants
can be mapped to individual RNA segments by performing intertypic crosses between virus types that differ in the
electrophoretic mobility of each RNA segment. Specifically, if crosses are performed between a wild-type virus of one
type and a mutant virus of another type and numerous wild-type progeny analyzed, one segment bearing the wild-type

Marker Rescue

Marker rescue is a physical mapping technique that measures directly whether a given virus mutation maps within a
specific subfragment of a virus genome. Use of marker rescue is confined to DNA viruses in which homologous
recombination takes place, but it has been of enormous value in these systems. The application of the technique varies
somewhat depending on the virus system under study, but the general principles are the same. Specifically, full-length



mutant viral genomic DNA plus a wild-type DNA genomic subfragment, usually a cloned DNA molecule, are introduced
into cells under conditions permissive for recombination and for wild-type virus replication. For viruses that contain

virus, and this is followed by transfection with the wild-type DNA subfragment. In either case, the protocol allows for
homologous recombination between the mutant genome and the wild-type DNA subfragment. If the wild-type DNA
subfragment contains the wild-type allele for the mutation, the recombination can exchange the wild type for the mutant
sequence in the mutant genome, creating wild-type virus. Conversely, if the wild-type fragment does not contain the
wild-type allele for the mutation, no wild-type virus, above a background of revertants, will be created in the experiment.

The presence of wild-type virus can be assayed using either a two-step or a one-step protocol. In the two-step protocol,
depending on the nature of the mutation being rescued, infected and/or transfected cells are incubated under permissive
conditions to facilitate recombination and replication, or under nonpermissive conditions to select for wild-type
recombinants; then wild-type virus yields are quantified by plaque titration under nonpermissive conditions. In the
one-step protocol, the infection and/or transfection is done so that only a small fraction of the cells in a monolayer are
infected, and cells are then incubated under nonpermissive conditions so that wild-type virus formed during a successful
of mutant virus to wild type with a given wild-type DNA fragment means that the mutation maps within that fragment.
Initial marker rescue mapping experiments may be facilitated by the use of a few large but overlapping wild-type DNA
fragments, and fine mapping may be accomplished with fragments as small as a few hundred nucleotides. Marker rescue
mapping has completely replaced recombination mapping as a method for mapping DNA virus mutants, and precise
genetic maps of several DNA viruses have now been constructed.

Reverse Genetics

Prior to the advent of recombinant DNA and DNA sequencing technologies, classical genetic analysis, namely random
isolation and characterization of virus mutants, was one of the few effective methods for identifying, mapping, and
characterizing virus genes, and it was the only method for obtaining virus mutants. With the current ready availability of
genomic sequences for virtually all the prototypical members of each virus family and a versatile package of genetic
engineering tools, the experimental landscape has changed completely. One can now conduct a genetic analysis with a
reasonably complete foreknowledge of the genetic structure of the virus, focus attention on individual genes of interest,
and deliberately engineer mutations in genes to study their function. Termed reverse genetics, this process has come to
dominate the genetic analysis of viruses.

Reverse genetic analysis involves two distinct considerations: strategies for construction of cloned mutations and
strategies for incorporation of mutations into viral genomes. The principles governing these strategies are highly
dependent on the structure of a given viral genome and the strategy of virus replication, and thus they vary in the
extreme. However, a few general principles can be identified and are discussed later.

Incorporation of Mutations into Viral Genomes

The methods used for incorporation of mutations into viral genomes depend on several features of the individual virus
under consideration, including genome size, whether the nucleic acid is infectious, and whether the genome is RNA or
DNA. For DNA or RNA viruses with relatively small genomes and for which the nucleic acid is infectious, incorporation of
a given mutation into the viral genome is a relatively straightforward matter of cloning the desired mutation in a full-length
genomic clone in a prokaryotic vector, then transfecting cells with the mutant nucleic acid. For examples, engineered

For DNA viruses that are either too large or too complex to be easily manipulated as a full-length genomic clone, or that
contain genomes that are not infectious as nucleic acids, incorporation of mutations into the viral genome requires
homologous recombination catalyzed in infected and/or transfected cells, in a fashion virtually identical to marker rescue
protocols described previously. For example, in vivo recombination has been used very successfully to construct

For RNA viruses whose genomic nucleic acid is not infectious and for which homologous recombination is not an option,
the protocols for incorporation of mutations into the genome become more complex and tailored to the particulars of
replication of individual viruses. For example, construction of engineered mutations in rhabdoviruses requires
construction of a full-length genomic clone which contains the mutation, and which can be transcribed from a
bacteriophage T7 promoter. The mutant viral genome is activated by cotransferation with T7 promoter-driven plasmids
encoding all required rhabdovirus replication proteins into cells infected with a recombinant vaccinia virus expressing T7

The methods used for isolation of the desired mutant virus depend on the nature of the mutation being constructed, and
on the method of incorporation into the virus genome. In situations not requiring in viva homologous recombination
between cloned mutant DNA and wild-type virus, only the mutant allele of the target gene is present in the construction,
all virus recovered from the construction will be mutant, and no selection or screen for mutants is required. This situation
applies, for example, to construction of mutations in papovaviruses, picornaviruses, or rhabdoviruses, as described
previously. In situations when in vivo homologous recombination is used to incorporate the cloned mutation into a
wild-type genome, for example in poxviruses or herpesviruses, both mutant and wild-type viruses emerge from the mutant
construction protocol, and thus a screen or selection is required to identify the mutant of interest. For mutations in
nonessential genes, this may be a relatively straightforward matter of inserting into the target gene a color marker such



sensitivity, although techniques exist that enrich for recombinant viruses, mutant isolation ultimately relies on a screen of
individual mutants for differential growth under permissive and nonpermissive conditions.

Construction of Cloned Mutations

Construction of cloned mutations for use in virology is problematic only if the gene in question is essential, necessitating
isolation of a conditionally lethal mutation. For genes that are nonessential, construction of a cloned mutation is a simple
matter of engineering a null mutation, for example a deletion, insertion, or nonsense mutation, into the cloned gene
sequence. Three basic types of engineered conditionally lethal mutations are currently in use: host-range deletion
mutants that rely on the availability of a complementing host cell, temperature-sensitive mutants constructed by clustered
charge-to-alanine scanning, and artificially induced gene regulation. For host-range deletion mutants, the primary
problem is construction of a host cell that expresses the target gene in a fashion appropriate for complementation of a
null mutant in the virus. Once a cell line has been isolated, construction of the cloned mutation in the virus gene follows
the same principles governing construction of a null mutation in a nonessential gene. The fundamental problem in
creating temperature-sensitive mutations is that it is currently impossible to predict from primary amino acid sequence or
even from three-dimensional protein structure what type of mutation will render a protein temperature sensitive. This
difficulty has been partially overcome with the use of clustered charge-to-alanine scanning mutagenesis, in which
clusters of three or more charged residues in the primary amino acid sequence of a protein are all changed to alanine
protein—protein interactions, and neutralization of the charge by replacement with alanine may weaken such interactions
without seriously disrupting the three-dimensional conformation of the protein. In practice, as much as 30% of clustered
charge-to-alanine scanning mutants prove to be temperature sensitive in vivo, and this mutagenesis technique has been

Viral Interference, Defective Interfering Particles

Interference refers generally to a phenomenon whereby infection by one virus results in inhibition of replication of

interferon-mediated heterologous interference, and defective interfering (DI) particle—mediated homologous interference.
Direct heterologous interference describes a negative interaction between viruses of two different types, even different
families, wherein viral gene products or alterations in the intracellular environment induced by one virus disrupt
replication of another virus. The incompatibility of heterologous virus infections is not surprising, given the intricate
interplay of virus and host functions in an infection, and the enormous variety of intracellular changes induced by

virus induces interferon synthesis by the infected cell, and the interferon in turn induces an antiviral state in neighboring
uninfected cells. DI particle—mediated homologous interference has been of particular interest to geneticists because of
insights into the mechanisms of virus replication provided by defective interfering particles.

that serial undiluted passage of influenza virus resulted in a dramatic decrease in infectious titer, whereas the number of
particles remained constant. Essentially the same phenomenon was subsequently observed in a wide variety of RNA and

Virus stocks accumulate DI patrticles, which are virus particles that contain genomes that are grossly altered genetically,
usually by significant deletion of essential functions, but that nevertheless retain critical replication origins and packaging
signals, allowing for amplification and packaging in co-infections with complementing wild-type “helper” virus. DI particles
usually display a replication advantage relative to wild-type virus, resulting from increases in the copy number or
efficiency of replication origins. DI particles actively inhibit replication of wild-type virus, presumably by competing for
limiting essential replication factors. Study of DI particles has provided significant insight into the viral replication, in
particular structure and function of replication origins.
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Virus particles have evolved to transfer genetic material between cells and to encode information sufficient to ensure
their own continued propagation. They are, in effect, extracellular organelles. They contain most or all of the molecular
machinery necessary for efficient and specific packaging of viral genomes, escape from an infected cell, survival of
transfer to a new host cell, attachment, penetration, and initiation of a new replication cycle. In many cases, the molecular
machinery works in part by subverting more elaborate elements of the host cell apparatus for carrying out related
processes. The principles of virus structure thus arise from the requirements imposed by the functions just outlined on
the evolution of viral molecular architecture.

What are these requirements? One of the simplest and most general is the formation of a closed shell to protect viral
nucleic acid during its passage from one cell to another. A second is one of genetic economy: the information necessary
to specify the structural proteins must not exhaust the coding capacity of the viral genome. A third is the embodiment of
specific strategies for exit and entry. The principles of protein folding and assembly, the sources of specificity in
protein—protein interactions, and the possibilities for triggered conformational changes have determined what sorts of
structures are observed. Indeed, much of our appreciation of these principles and possibilities has come from the study
of viruses because they are among the simplest and most accessible of macromolecular machines.

Viruses come in many shapes and sizes. The broadest distinction is between the so-called enveloped and nonenveloped
viruses, that is, those that contain or do not contain, respectively, a lipid-bilayer membrane. Most enveloped viruses
acquire their envelope by budding through a membrane of the host cell into some extracytoplasmic compartment—either
through the plasma membrane itself or through a membrane of the endoplasmic reticulum (ER) or Golgi apparatus. This
last step in viral assembly is thus also an important part of the mechanism by which the virus escapes from an infected
cell. Enveloped viruses then enter another host cell by fusion of their membrane with a membrane of the cell being
infected. Again, this can be either the plasma membrane or the membrane of an internal compartment, such as an
endosome. Nonenveloped viruses generally escape by lysis of the cell in which they have propagated, and their
mechanism of entry is still incompletely understood.

Further categorization of virus structures depends on details of their molecular organization. The progress made recently
in understanding viral architecture in atomic detail now allows us a glimpse of underlying similarities across various
families of viruses, and the final section of this chapter attempts to develop some of those categories. We need first,
however, to outline how virus structures are studied and to introduce the language needed to describe them. Integrated
into this introduction is a synopsis of the principles of virus assembly and a discussion of how observed structural
similarities relate to functional homologies in viral entry.

HOW VIRUS STRUCTURES ARE STUDIED

Electron microscopy is the most useful way to determine the general morphology of a virus particle. For examining
infected cells and larger, isolated particles, the traditional thin-sectioning methods are used. The thickness of a section
and the coarseness of staining methods limit resolution to about 50 to 75 A, even in the best cases. ( Resolution means
the approximate minimal size of a substructure that can be detected or separated in an image from its neighbor. Recall
that one atomic diameter is 2-3 A; an a-helix, 10 A; and a DNA double helix, 20 A.) Negative staining, with uranyl
acetate, potassium phosphotungstate, or related electron-dense compounds, gives somewhat more detailed images of
isolated and purified virus particles. Viruses embedded in negative stain are often relatively well preserved. The electron
beam destroys the particle itself very rapidly, but it leaves the dense “cast” of stain undamaged for much longer. If the
particle is fully covered by the negative stain, the image contains contrast from both the upper and the lower surface of

Recently, methods for preserving viruses and other macromolecular assemblies by rapid freezing to liquid nitrogen or
liquid helium temperatures have permitted visualization of electron-scattering contrast from the structures in the particle

heterogeneous field, allowing study of unstable or relatively impure preparations. A gallery of cryoelectron microscopy



FIG. 1. A gallery of image reconstructions from cryoelectron microscopy of icosahedrally symmetric virus particles. The
images illustrate the variety of sizes and specializations, even in these highly regular structures. The patrticles are
labeled; the herpes simplex image is the nucleocapsid only. The image of an immunoglobulin molecule (IgG) is included

with permission.)

The detail obtained from even the most elegant of electron microscopy methods still falls short of what is required to
understand molecular interactions. A higher-resolution picture can be obtained by x-ray diffraction methods, if single
crystals of the relevant structure can be prepared. It has been known since the 1930s that simple plant viruses, such as

determined. Only very regular structures can form single crystals; to study the molecular details of larger and more
complex virus particles, it is necessary to dissect them into well-defined subunits or substructures. This dissection was
originally done with proteases, by disassembly, or by isolation of substructures from infected cells. For example, the

VIRUSES AS MOLECULAR PACKAGES

The simplest sort of package is a shell that can assemble spontaneously from a single component. The observation that
certain viruses, particularly tobacco mosaic virus (TMV), assemble in vitro from dissociated components led Crick and
simple: gémﬁ'etic efficiency requires that the viral coat be composed of many identical subunits, and experimentally
observed self-assembly requires that the interactions among these subunits be specific and well defined. Identical
subunits with specific interactions in general produce symmetric structures.

What is meant by symmetric? The rigorous definition of symmetry involves an operation, such as a rotation, that brings
will not be possible to recognize that a rotation has occurred (assuming that the commas are truly indistinguishable). The
full symmetry of an object is defined by the collection of such operations that apply to it. In the case of protein
assemblies, these operations can be rotations, translations, or combinations of the two. A symmetry axis that includes
rotation by 180 degrees is called a twofold axis or a dyad; one with a 120-degree rotation (and, of course, a 240-degree
rotation as well) is called a threefold axis; and so forth. Note the distinction between shape and symmetry: the shape of
an object refers to the geometry of its outline, whereas its symmetry refers to the operations that describe it. The set of

rings, and countless other objects with unrelated shapes.
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FIG. 2. Three commas, arranged with threefold symmetry. The threefold rotation axis passes through the solid triangle in
the center of the diagram.



Closed shells composed of identical subunits that interact through conserved, specific interfaces and that have a more or
less spherical outline can have one of only three symmetries: the symmetry of the regular tetrahedron, the cube, or the
regular icosahedron. These shells accommodate 12, 24, or 60 subunits, respectively. The icosahedral shells are
obviously the most efficient of the three designs: they use the largest number of subunits to make a container of a given
size, and hence they use subunits of the smallest size and the smallest coding requirement. Indeed, many of the viruses
of interest to medical virologists contain at least some element with an icosahedrally symmetric shell, and the tetrahedral
and cubic symmetries have not appeared in any normal virus assembly. We therefore describe icosahedral symmetry in
some detail. Again, note the distinction between icosahedral symmetry and icosahedral shape. Not all objects with
icosahedral symmetry have even the vague outline of an icosahedron; conversely, painting a single asymmetric object,
like a comma, on each face of an icosahedron, rather than three such objects related by a threefold axis, would destroy
the symmetry of the decorated object but would not affect its shape.

Icosahedral Shells

Icosahedral Symmetry

twofold, threefold, and fivefold rotation axes. Placement of a single, asymmetric object on a surface governed by this
symmetry leads to the generation of 59 others, when the various rotations are applied. One such object, one sixtieth of
the total shell, can therefore be designated as an icosahedral asymmetric unit, the fundamental piece of structure from
which all the rest can be produced by the operations of icosahedral symmetry. With a typical, compact protein domain of
250 to 300 amino acid residues, close to the upper limit for most single protein domains, what sort of container can we
construct? Suppose that the protein is so constructed that 60 copies fit together into a 30 A thick shell with no significant
gaps. The cavity within that shell will then have a radius of about 80 A, which can contain a 3-kb piece of single-stranded
DNA or RNA (ssDNA or ssRNA, respectively), tightly condensed. A few, very simple virus particles indeed conform to this

the Latin capsa, for box, is used to describe the protein shell that directly packages DNA or RNA; nucleocapsid is
sometimes used to refer to the shell plus its nucleic acid contents.) Likewise, the satellite of tobacco necrosis virus
(STNV) contains 60 copies of a 195-residue subunit and a 1120 ssRNA genome, of which over half is used for the coat

FIG. 3. Left: Outline of an icosahedron, showing some of the symmetry axes. Fivefold axes (vertices) are represented by
pentagons; threefold axes (faces) by triangles; twofold axes (edges) by ovals. Right: 60 commas, distributed with
icosahedral symmetry on the surface of a sphere. The dashed lines correspond to the edges of an icosahedron, projected
onto the spherical surface.

the jelly-roll domain, which form contacts about the threefold axes. Right: Ribbon diagram of the folded subunit of canine
parvovirus, viewed perpendicular to the fivefold and twofold axes, that is, as if viewing from the “southeast” the subunit
that is just to the lower right of center in the larger packing diagram. The position and orientation of a fivefold axis, with
respect to the subunit, are shown by the line with a fivefold symbol at its end. The jelly-roll b-barrel is at the lower left of



FIG. 5. Organization of the protein shell of picornaviruses. A: Subunit packing. Upper left: The order of domains in the
precursor polypeptide chain. The cleavages between VPO and VP3 and between VPP3 and VP1 are performed by a viral
protease; the cleavage of VPO to VP2 and VP4 is autolytic. Each subunit contains a jelly-roll b-barrel ( trapezoidal solid),
with highly variable loops and long N- and C-terminal extensions ( curved lines). Two protomers (VP1, VP2, VP3, and V4)
are shown in more detail in the center of the diagram. Distinct line qualities are used for each type of subunit. The
diagram on the right is an “exploded view” of the right-hand protomer in the packing diagram. B: Schematic diagram of
the folding of a polypeptide chain into a jelly-roll b-barrel. The strands are lettered in the order of their sequence in the
chain. Strands B, |, D, and G form one sheet; C, H, E, and F, the other. The interstrand loops are designated BC, CD,
etc. In picornaviruses and T=3 plant viruses, there are usually a-helices in the positions, shown as a cylinders. Cto E:
Ribbon diagrams of the jelly-roll cores of VP1 to VP3 of poliovirus. The numerals show residue numbers in each chain.
Note how the loops give each subunit distinct characteristics. There is no evident sequence similarity, despite the
similarity of fold. The small, curved arrow in C points to the entrance of a hydrophobic channel in the b-barrel, where
various antipicornaviral drugs bind, blocking one or more steps in viral entry.

There are various ways in which viruses have evolved to produce larger icosahedral shells and thus to package larger
genomes. The simplest is just to use several different subunits, each of “garden-variety” size, to make up one icosahedral
asymmetric unit. The picornaviruses (e.g., polioviruses, rhinoviruses) have 60 copies of three distinct proteins, VP1, VP2,

picornavi us expend about one third of their genome to encode the structural proteins of the virion. ( Virion is used
interchangeably with complete virus particle.) We note here two other important features of picornavirus molecular
architecture. First, the folded structures of VP1, VP2, and VP3 are all based on the same kernel—a domain known as a

is a module particularly well suited to the formation of closed, spherical shells, because of its blocklike, trapezoidal
outline, but its prevalence among viral subunits may be evidence of a deeper evolutionary relationship. A second
noteworthy feature of picornavirus design is the use of armlike extensions of the subunits for tying together the

Quasi-Equivalence

A conceptually more complex, but evolutionarily simpler and more economical, way to build a shell of more than 60

five or six), but they fall into three sets, designated A, B, and C. If the commas are taken to represent proteins, the
conformational differences between A and B positions, for example, involve the differences between rings of five and
protein subunits might have the sort of flexibility or capacity for conformational switching needed to accommodate in this
way, and that viruses with more than 60 chemically and genetically identical subunits might exhibit the sort of near




chemically identical subunits that compose the capsid. The subunits are actually larger than those of the picornaviruses,
but most of the extra size comes from a second, projecting domain that serves functions other than the construction of a
closed shell. The size of the shell domain (S domain) in both cases is just about 200 residues, and the folded structure of
the domain is again a jelly-roll b-barrel. The important feature of the packing of these 180 S domains is illustrated by the

conformation for part of the N-terminal arm and in the angle of the hinge between the S domain and the projecting
domain (P domain). The A and B conformations are nearly identical, with disordered arms and similar hinge angles. The
C conformation has an ordered arm and a different hinge angle from A and B. The ordered arms extend along the base of
the S domain and intertwine with two others around the icosahedral threefold axis. Thus, the whole collection of 60
C-subunit arms forms a coherent inner scaffold.

FIG. 7. Comparison of the packing of the jelly-roll b-barrel domains in T=3 plant and insect viruses; vertebrate
picornaviruses; and plant comoviruses. In T=3 structures, the A, B and C subunits are chemically identical. In
comoviruses, the large subunit contains two b-barrel domains, in positions corresponding respectively to C and B in T=3
structures or to VP2 and VP3 in picornaviruses, and the small subunit contains one such domain, in a position
corresponding to A or VP1. The diagrams are oriented (with respect to the icosahedral axes) like in Fig. 3 and Fig. 5A,
but tilted slightly upward. The trapezoidal outlines represent subunits; the lettering or numbering on the subunits is
oriented to show the rotational relationships among them. The small, solid symbols represent symmetry axes as defined

FIG. 8. Molecular architecture of tomato bushy stunt virus (TBSV), illustrating some of the principles of domain
organization and quasi-equivalent interaction described in the text. TBSV is an icosahedrally symmetric, RNA-containing
particle with 180 identical subunits. The 40-kd coat protein is organized into four regions: a positively charged, N-terminal
R-segment; a connecting arm (a), and two compactly folded domains—S (shell) and P (projecting). There is a hinge (h)
between the S and P domains. The relationship of the domains and connecting segments to the sequence (N- to
C-terminus) is shown at the upper left. A ribbon diagram of the S domain is shown in the upper right, in an orientation

all the subunits illustrated in these figures. The R segment BSV is probably irregularly folded in the particle interior; it
interacts with viral RNA. By analogy with work on alfalfa mosaic virus (see text), a short piece of the R segment might be
recognized by the RNA packaging signal, but this interaction has not been defined for TBSV. The arm is folded against
the S domain on 60 of the subunits (those in positions symmetrically related to C), but it extends inward in a more
disordered way on the remaining 120 (positions equivalent to A and B). The folded arms form an internal framework
(dashed lines in full-particle diagram), with three arms meeting and interdigitating at each of the icosahedral threefold
positions (cutaway in full-particle diagram). The shell can be considered an assembly of 90 dimers—30 C/C dimers, with
ordered arms and rather little local curvature and 60 A/B dimers, with disordered arms and significant local curvature
(lower left). The ordered framework of arms forces the bases of the S domains apart, whereas along the line that bisects
an A/B dimer (the line that joins a fivefold to an icosahedral threefold), the bases of the S domains come together. The
detailed side-chain interactions along the fulcrum of this contact remain essentially unchanged, however. Note that the
interdomain hinges are essentially passive followers, so that the pair-wise clustered P domains simply project out along
the strict and local twofold axes, and the weak interdomain contacts within a subunit do not significantly influence their



orientation.

protruding (P) domain. The packing of S domains is shown in A. The P domain in Norwalk virus does not resemble the P
domain in TBSV—it is larger, and it has two distinct subdomains—»but it also forms strong dimer contacts. By comparing
see that the basic packing principle is similar in the two particles: the A/B contact generates curvature, whereas the C/C
contact is relatively flat. The fulcrum around which the S-domain contact rotates in Norwalk virus is somewhat closer to

How equivalent or nonequivalent are the actual intersubunit contacts in TBSV or in other examples of quasi-equivalent
designs? Most of the interfaces are quite conserved, with very modest local distortions that do not significantly change
the way individual amino acid side chains contact each other. The interfaces between conformers that do exhibit
noteworthy differences are those that include the ordered C-conformer arms in one of their quasi-equivalent locations.
Even at these interfaces, however, where a clear switching mechanism takes place, many side-chain contacts are

vertices are transformed into fivefold vertices. The intervening twofold, threefold, and sixfold symmetry axes of the flat net
are transformed either into quasi-twofold, quasi-threefold, and quasi-sixfold axes of the icosahedral net (i.e., approximate
symmetry axes that apply only locally to the subunits in the immediate neighborhood) or, in some cases, into strict

FIG. 10. A: Portion of a hexagonal lattice. Six triangular cells of the lattice meet at each lattice point, and each triangular
cell contains three “subunits” (commas). Thus, there is a sixfold symmetry axis at each lattice point, a threefold symmetry
axis at the center of each triangle, and a twofold axis at the midpoint of each edge. Imagine that the lattice extends
indefinitely in all directions. B: Curvature can be introduced by transforming one of the sixfold positions into a fivefold
(center). A 60-degree “pie slice” has been removed from the object in A by cutting along the heavy dotted lines, and the
cut edges have been joined to generate the curved lattice shown here. C: If further cuts are made at regular intervals in
an extended lattice, such as the one in A, and the edges joined as in B, a closed solid can be produced. In the case of
the icosahedral solid shown here, vertices of the lattice separated by two cell edges have been transformed into fivefold
axes, whereas the intervening lattice points have been left as local sixfold axes, producing a T=4 (h=2, k=0) structure.
Notice that the local sixfold axes are actually only approximately sixfold in character; they correspond strictly to the
twofold axes of the icosahedral object. D: Lines joining the centers of the triangular cells in A create a pattern of
hexagons. E: When a sixfold is transformed into a fivefold, a hexagon becomes a pentagon. F: If second
nearest-neighbor lattice points are all transformed into pentagons, a “soccer ball” figure results. This is a T=3 structure. A
description of the lattice as a network of hexagons and pentagons is complementary to its description as a network of
triangles. The representations in Figure 3 and Figure 6 use triangles. The representations in Figure 11 and Figure 12




use hexagons and pentagons. One representation for a given structure can easily be derived from the other.

oriented so that there are pentagons at the north and south poles. Altogether, there are 12 pentagons and 20 hexagons
(180 subunits) in a T=3 assembly. B: Schematic representation of the lattice describing phage f29. There are 12
pentagons and 30 hexagons (240 subunits). Again, there are pentagons at the poles of the structure. C: The f29 lattice
can be derived by cutting the T=3 structure into two hemispheres, each with a pentagon at its pole, and adding a band of

FIG. 12. Left: a conelike lattice of hexagons and pentagons, representing the rearranged (“mature”) capsid of human
immunodeficiency virus type 1. There are seven pentagons in the upper curved surface and five in the lower one. Thus,
the upper surface contains a bit more than a full hemisphere and the lower surface, a bit less. Right: View from below,

guasi-equivalent design. At high enough resolution, they will do so, of course, but as seen in the electron microscope at
moderate resolution, they reveal variously disposed “bumps” rather than individual protein subunits. The bumps usually
correspond to projecting parts of subunits, clustered around local symmetry axes. The 90 bumps in a three-dimensional
reconstruction from electron micrographs of negatively stained TBSV, for example, correspond to pair-wise clustered P
domains of the protein subunit, projecting at the 30 strict twofold and 60 quasi-twofold positions. In a frequently found
arrangement, the intersubunit contacts are particularly tight and prominent around fivefold and quasi-sixfold axes in the
surface lattice, as in the images of the herpesvirus capsid, bacteriophage P2, and cowpea chlorotic mottle virus (CCMV)

subdivided hexamers and pentamers. In general, hexamer-pentamer clustering produces 10 (T — 1) + 12 bumps in an
icosahedral lattice with triangulation number T. Before the molecular principles of virus structure were fully understood,
these bumps were called capsomeres (meaning the structural units of the capsid). This word is sometimes still used
when referring to apparent morphologic units on the surface of a virus shell, but it is best reserved for cases in which all
capsomeres are the same and hence represent a defined oligomer, as in the pentameric units of papovaviruses (see
later).

Some noteworthy variations on subtriangulated icosahedral designs are nonetheless in keeping with the basic
Caspar-Klug notion of quasi-equivalence, namely, that once a stable and specific protein interface has evolved,
structures requiring deviations from simple designs generally make use of the possibility for flexing the contact, rather
than developing a completely different specificity within the same surface of the folded subunit. One such variation is
normal icosahedral design. As the lattice approaches the equator, however, the regular interspersion of fivefold and
guasi-sixfold axes gives way to sixfold axes only, so that there is a tubular region around the middle of the particle. The
tubular region can be of varying extent; in extreme cases, it can be much longer than the caps themselves. A further
variation on this theme is found in the shells formed by the CA fragment of the lentivirus Gag protein. Conical structures



if there are only sixfold and fivefold vertices in a closed surface lattice, there will always be exactly 12 of the latter.)

A key issue in assemblies with quasi-equivalent contacts, like those just illustrated, is positional regulation. Of the
different quasi-equivalent interactions, what determines, for any given site, which state is actually present? Consider for
dimers of the protein subunit. We can think of the dimer as having two states: the A-B state, characterized by unfolded
arms and one position for the interdomain hinge, and the C-C state, characterized by folded arms and another position
for the interdomain hinge. Experiments show that assembly proceeds by addition of dimers to a growing shell and that
the correct state, and the characteristics of the site at which the dimer adds determine that state. Assembly mechanisms
of this kind depend on getting started correctly—having a correct initial nucleus—and on addition of defined “assembly
units.” In the case of TBSV, the initial nucleus probably includes an RNA packaging signal, and the assembly unit is the
subunit dimer.

are: specific initiation, propagation by addition of a defined assembly unit, and closure. In the case of most T=3 structures
that have been studied, the assembly unit is a dimer of the subunit. The initiation structure is shown as a trimer of dimers,
nucleated by interaction with a packaging signal on the RNA. All the dimers adopt the C/C (ordered arm) conformation
conformation (disordered arms), also nucleated by the packaging signal. In either case, the key characteristic of each
addition step is that the conformation of the assembly unit that associates with the growing shell is uniquely determined
by the nature of the site at which it adds. In the model shown here, the first addition to the trimer of C/C dimers is
necessarily an A/B dimer because the interdigitated arms prevent further ordered arms around that threefold, and the
assembly unit that slips in must necessarily leave its arms in a disordered state.

More Complex Icosahedral Shells
Pentameric Assembly Units in Papovaviruses

A number of icosahedral shells have structures in which the individual subunits are not in roughly equivalent positions

fivefold positions, and the remainder are six-coordinated. That is, 60 of the 72 pentamers are “fivefold pegs in sixfold
holes.” In the case of the polyomaviruses (such as SV40 and murine polyoma), each subunit has an extended, C-terminal
donates and accepts an arm. The interactions made by the arms are essentially invariant: they fit the same way into
every target subunit. The essential variability lies in the way an arm bridges from one pentamer to the next, in other
words, in the flexibility of the arm as it passes across the boundary between the pentamer from which it emanates and
the pentamer into which it inserts. The folded part of the subunit is a jelly-roll b-barrel, just as in the RNA viruses with
guasi-equivalent designs, but the long axis of the domain is oriented essentially radially, rather than tangentially, in the
shell.
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The diagram is based on a molecular graphics representation in which the polypeptide chain of each subunit is shown as
a folded line. The pentamers are all centered on lattice points of a T=7 icosahedral surface lattice. Only 12 of those
lattice points are five-coordinated, however; the remaining 60 are six-coordinated. The orientation of the particle

image, along the central vertical axis. The intervening pentamers are six-coordinated. B: A six-coordinated VP1



pentamer, “extracted” from the model in A. The extended carboxyl-terminal arms are shown in the conformations they
adopt in the assembled particle; in the free pentamer, they are disordered and flexible. C: Pattern of interchange of arms
in the virion. The arms “invade” neighboring pentamers, to link the structure together. The body of a pentamer is shown
as a five-petalled flower; the arms are cylinders (a-helices) and lines. The small open circles mark Ca?* sites. The central
pentamer in this diagram corresponds to the one just to the upper right of center in A. D: The subunit, viewed normal to
the pentamer axis. Strands are represented as ribbons; helices, as cylinders; loops as narrow tubes. The two sheets of
the b-barrel domain are in different dark shades; the carboxyl-terminal arms are pale; the amino-terminal arms are
somewhat darker. The complete carboxyl-terminal arm seen here actually emanates from a subunit in another pentamer;
only the initial, a-helical segment of the arm from this subunit is shown because it then extends out of the page. Note how
the amino-terminal segment clamps the invading arm in place. The small ball represents the site of a Ca 2* ion. E:
Interaction of VP2 (or VP3) with VP1. The VP1 pentamer is shown in cross-sectional “side” view, with the outside of the
virion at the top and the inside at the bottom. The C-terminal part of VP2 (identical with the C-terminal part of VP3)

described previously involves a unique nucleation event, followed by successive addition of individual dimers, so the
likely mechanism for assembly of the papovavirus shell involves a specific initiation step followed by successive addition
of pentamers. A scheme can be drawn by which the nature of a site for pentamer addition, at the growing edge of the

design is that there is a single type of preformed assembly unit: the pentamer.
Scaffold Proteins in Phage and Herpesvirus Capsid Assembly

Structures with hexamers and pentamers of the same protein species cannot assemble by simple addition of a single
kind of assembly unit, and they consequently require a substantially more intricate assembly mechanism. For example,
genuine T=7 structures do exist, with 12 pentamers and 60 hexamers made of the same subunit. The heads of

cannot be put together from a unique kind of subassembly. Indeed, their assembly pathway is quite complex, involving
formation of a precursor particle (the procapsid) with participation of an internal scaffold protein, which is degraded or

hexamers, of the hexon protein, and each face of the icosahedron is triangulated into a net with local threefold (rather
than sixfold) symmetry. Within a face, the hexons make essentially equivalent interactions with each other, but at the

generating three related but distinct subunits by gene duplication and divergence (e.g., going from a TBSV-like design to
a picornavirus-like design), so too can one imagine taking a subunit from a true, quasi-equivalent, T=25 lattice and
generating the adenovirus-like structure by gene duplication without separation of the two polypeptide chains.

FIG. 15. A: Diagram of the adenovirus particle, showing the location of major protein subassemblies. The nine hexons
drawn as a group and the “peripentonal” hexons are trimers of the same polypeptide; they are distinguished only by their

probable location of the principal polypeptide components and the viral DNA. The assignment for proteins other than II
(hexon), Il (penton base), and IV (penton fiber) is based on studies of step-wise dissociation and on difference



FIG. 16. Comparison of the adenovirus hexon structure and the P3 outer-shell protein from bacteriophage PRD1. A and
B: The polypeptide chains of P3 and adenovirus hexon. The direction of view is perpendicular to the threefold axis. The
two b-barrel domains are shown in gray; the loops between strands in each domain and between domains are shown in a
lighter shade. Note that these domains are oriented so that their b-strands would run radially in the virus particle, as in

the polyomaviruses, rather than tangentially, as in the picornaviruses. Except for the much more restricted loops of the
“tower,” P3 closely resembles hexon. C: Top view of the PRD1 P3 trimer, showing its pseudo-hexagonal outline. The
adenovirus hexon would have, near its base, a very similar outline; this is the part of the trimer that interacts with others
foreground, is in the same orientation as the single subunit in A. The loops of the individual chains fold extensively with
each other. These loops would probably not be ordered in a monomeric subunit, and it is likely that subunit folding and

Multishelled Architecture of Double-Stranded RNA Viruses

Double-stranded RNA viruses also exhibit both nonequivalent and quasi-equivalent interactions, but in separate protein
shells. The core of bluetongue virus, for example, has an inner shell, made of 120 copies of a protein known as VP3, and

partners, depending on the interface in which they lie. The distortion of the subunit itself, when the two environments are
compared, is quite small. By contrast, the VP7 shell has a classic, T=13, quasi-equivalent design. The contacts between
VP7 trimers resemble each other closely. Intershell contacts are obviously highly variable because there is no match
between the triangulation of the two shells. It is likely that addition of VP7 nucleates at threefold positions, where there is
a match in symmetry of the two layers; these strong intershell contacts can then initiate lateral propagation of the VP7
lattice by addition of further trimers.

The 60 dark copies of the protein |1 (one of which is labeled A) and the 60 lighter copies (B) have different interactions
within the shell. For example, the “tips” of five A subunits contact each other around a fivefold axis, whereas the
corresponding surfaces of B subunits touch different parts of A subunits. Thus, the same molecular surface makes two
quite different, yet specific, interactions. A similar arrangement of the protein VP3 is found in the core of bluetongue virus

Rearrangements in Icosahedral Lattices

Icosahedral surface lattices can undergo rearrangements, which preserve the overall symmetry of the structure but
change the pattern of specific intersubunit contacts. There is often an accompanying change in the diameter of the shell.
The T=3 plant viruses expand, in most cases reversibly, when the calcium cations that stabilize a particular set of subunit
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FIG. 18. Expansion of TBSV. The mature, compact particle (upper left) expands when Ca?* ions (small circles) are
removed. The expanded form (upper right) is reached by a smooth transition, in which many of the intersubunit contacts
are conserved. The contacts that included the ions in the compact state have separated substantially, creating a
fenestrated shell. As diagrammed in the lower part of the figure, the arms of A and B subunits, which do not participate in

Symmetry Mismatches

P>The papovavirus structures have already provided us with one example of mismatched symmetry—what we called a
“fivefold peg in a sixfold hole.” A somewhat different example is the way these same pentamers bind the internal proteins,

protein projecting inward from a given VP1 pentamer adopts one of five equally likely orientations. A similar rotational
randomness is likely to characterize the adenovirus fiber, which is a trimeric molecule anchored in a pentameric base

phage heads, to subdivide a full rotation into discrete steps.
Helical Tubes

Isometric virus structures occur much more frequently than tubular ones, perhaps because of the inherently greater
efficiency of nucleic acid packaging within a quasi-spherical cavity. There are, however, a number of well-known and
widely studied helical and filamentous viruses, and the nucleocapsids (protein-coated nucleic acid) of many enveloped,
negative-strand RNA viruses are helical arrays, which coil within the virion and uncoil when released.

Helical structures are organized around a single axis (the helix axis). They can be described by the number of units per
turn, u (not necessarily integral), and the axial rise per unit, p. (Axial rise is the increment in “height” along the helix axis
between one unit and the next.) The pitch of the helix, P, defined as the distance along the helix axis corresponding to
exactly one turn, is equal to the product of u and p. Helical structures can have a rotation axis coincident with the helix
axis (e.g., the T4 phage tail, with a sixfold axis) or an array of twofold axes perpendicular to the helix axis (as in DNA).

A, and P = 23 A) can also be described by reference to a surface lattice—the network connecting equivalent units in the
curved surface. The lattice lines correspond to different helical paths, as shown in the figure and described in more detail
in the caption.

FIG. 19. The helical structure of tobacco mosaic virus (TMV). There are 161/3 subunits per turn of the helix, which has a
23 A pitch. Three RNA nucleotides fit into a groove on each subunit. There is an about 30 A diameter hollow along the
axis. The surface lattice (four “unit cells”) is indicated in the lower part of the figure.

In TMV, and probably in the nucleocapsids of negative-stranded RNA viruses like influenza and vesicular stomatitis virus
(VSV), the RNA winds in a helical path that follows the protein. That is, the tubular package does not simply contain the
RNA, it co-incorporates it. There are exactly three nucleotides per subunit in TMV, and they fit into a defined groove
between the helically arrayed proteins. By contrast, the protein coat of a flamentous, sSSDNA phage, such as M13, forms
a sleeve that surrounds and constrains the closed, circular genome, without there being a specific way in which each



Genome Packaging

Incorporation of viral nucleic acid must be specific but independent of most of its base sequence. Therefore, viral
genomes often contain a packaging signal—a short sequence or set of sequences that directs encapsidation.
Recognition of the packaging signal depends on the nature of the genome and on the complexity of the assembly
mechanism. The coats of simple viruses usually assemble around the genomes, and in these cases, there is likely to be
a direct interaction between genome and capsid protein. More complex viruses sometimes insert nucleic acid into a
preformed shell, and genome recognition is a property of the packaging system. If replication and packaging are closely
coupled in some way, there may be no requirement for a specific packaging signal at all, as may be true of the
picornaviruses.

In positive-stranded RNA viruses, no definite overall secondary or tertiary fold is needed for the genomic RNA, aside
from the restriction that it fit within the shell. This restriction is actually quite severe, and the RNA is generally packed
very tightly, approximating the density of RNA in crystals (e.g., of tRNA). Even random-sequence ssRNA contains about
stems must pack tangentially, many in contact with the inward-facing surface of the shell. Such packing can be achieved
by assembly around the RNA, without defined capsid—RNA interactions. In some viruses, segments of partially ordered
may result simply from the shape of the groove and the possible structures that a tightly packed polynucleotide chain can
adopt. There do not appear to be any base-specific contacts in these ordered segments.

Recognition of RNA packaging signals has been analyzed in detail in a few cases. In RNA phage such as MS2 and R17,

into a groove on the inward-fa surface of the subunit dimer, and conserved bases make defined protein contacts. The
MS2 subunit has a structure unrelated to those of nonenveloped positive-stranded RNA viruses of eukaryotes, many of
which recognize their genomic RNA, not through a groove-like site on the protein, but rather through a flexibly extended,
positively charged protein arm, often at the N-terminus. In the case of alfalfa mosaic virus, the arm may fit against a

proteins direct specific RNA packaging.
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FIG. 20. RNA virus packaging signals. A: Recognition of the bacteriophage MS2 packaging sequence (a stem-loop
structure, with a sequence shown in the lower part of the figure) by a dimer of the coat protein. The stem-loop fits into a
hollow on the inward-facing surface of the protein (upper left); three bases in the loop and a looped-out base in the stem
are critical for specific recognition; the stem structure presents them to the protein in correct spatial orientation ( upper

sequence by the dual “zinc knuckle” element in the NC protein. The amino acid sequence of this 55-residue element is
shown at the top, using single-letter notation. The nucleotide sequence of the packaging signal (“psi sequence”) in the
genomic RNA is shown in the middle. Note that it contains four distinct stem-loops. The two zinc knuckles (F1 and F2)
fold around the loop at the tip of stem-loop 3 (SL3), and a segment N-terminal to the first Zn knuckle forms an a-helix in
the widened major groove of the RNA. The NC peptide itself is ordered only within each Zn-liganding fold (about 16
residues each), and the two knuckles are flexibly linked. The structure of SL3 thus imposes additional structure on the

and likely secondary structure of the assembly origin are shown on the left. The location of this origin, roughly 500
nucleotides from the 3' end of the RNA, implies that the 5' end of the RNA runs back along the axis of the assembling
particle, as shown on the right.

Retroviral packaging signals, known as psi sequences, are recognized by the nucleocapsid (NC) domain of the Gag
protein. The HIV-1 psi element has a stem-loop structure that associates with two “zinc-knuckle” modules in HIV-1 NC

organization in complex with the RNA. Thus, the structure of the RNA imparts additional order to the protein element with
which it binds.

Helical structures must unwind any base-paired stems of an RNA genome in order to package it. For example, TMV



The mechanism of overall condensation of a viral genome may be distinct from the specific recognition just discussed. If
there is no regular, repeated interaction between coat protein and nucleic acid, there are various strategies for
neutralizing the net negative charge on the nucleic acid. Those icosahedral viruses with inwardly projecting, positively
charged arms use most of these arms for nonspecific interactions with RNA and only one or a few for specific recognition.
In the picornaviruses, polyamines are incorporated to achieve charge neutralization. Double-stranded DNA viruses use
either cellular histone to condense the viral chromosome (polyomaviruses) or basic, virally encoded proteins
(adenoviruses). The dsDNA bacteriophages and the herpesviruses “pump” DNA into a capsid precursor, using adenosine
triphosphate hydrolysis to drive condensation. The most efficient packing of a double-stranded genome within a hollow
shell can be achieved by uniform coiling of the dsDNA or dsRNA, such that in cross-section, adjacent segments are

rotary motor. In the filled, mature phage head, adjacent, parallel segments of DNA form a local hexagonal packing
(cutaway view toward the bottom of the drawing.) B: Model for coiling of double-stranded RNA (dsRNA) genomic
generated by the polymerase (oval outline), after core assembly in which are packaged one each of the positive-stranded
segments. Each genomic segment must be transcribed multiple times, probably by the polymerase around which it is
coiled. The transcript exits through a pore along the fivefold axis; in the case of orthoreoviruses, it passes through the
chamber of a capping-enzyme complex (hollow turrets).

Viral Membranes
Budding

Most enveloped viruses (except for the large and very complex poxviruses) acquire their membrane, a lipid bilayer with
associated proteins, by budding through an appropriate cellular membrane—the plasma membrane in many cases, the

viruses direct the insertion of their surface glycoproteins into the relevant membrane of the cell. Budding is driven either
by interactions between cytoplasmic tails of the glycoproteins and assembling or preassembled internal structures, by
lateral interactions between glycoprotein subunits, or by a combination of both. In some cases, assembly of an internal
structure on the cytoplasmic face of the membrane is sufficient to drive budding, even if glycoproteins are lacking.
Pinching off from the cell surface, or into the lumen of the ER or Golgi apparatus, appears not to need a cellular activity;
assembly of viral components provides the force needed to distort the membrane bilayer. The lipids in the resulting
bilayer derive from the cell, whereas the proteins are virally encoded. To a first approximation, the incorporated lipids
represent a sample of those in the membrane through which the virus budded, but the significance of potential detailed
specificities in lipid incorporation are still poorly understood. Viruses that emerge through the plasma membrane contain
phospholipid and cholesterol in characteristic proportions, whereas those that emerge into the lumen of the ER contain
almost no cholesterol. Cholesterol tends to increase the thickness of a bilayer, by restricting free rotation around single
glycoproteins vary accordingly: from about 26 residues in influenza (which buds at the cell surface) to 18 to 20 residues
in yellow fever (which buds into the ER).



FIG. 22. Budding of enveloped viruses. A: Diagram of alphavirus biosynthesis and assembly. The viral structural proteins
are synthesized as a polyprotein from a single message. The core protein, a serine protease that acts only on its own
polypeptide chain, cleaves itself from the precursor at an early stage. The ribosomes and nascent viral polyprotein then
associate with endoplasmic reticulum membranes to complete synthesis of the glycoproteins, which are exported to the
cell surface by the standard constitutive route through the Golgi compartments. Core protein and RNA assemble to form
nucleocapsids, which associate with glycoprotein patches and initiate budding. B: Influenza virus budding. Nucleocapsid
protein (N), matrix protein (M), and glycoproteins (HA, NA) are synthesized from independent messages. Glycoproteins
arrive at the cell surface by the usual route. Budding is a coassembly at the cell surface of the glycoproteins with M and
with RNP segments. Host cell proteins are excluded (arrows).

(influenza). The structure of the nucleocapsid varies with virus type. It is a compact, spherical particle in the alphavirus; a
filamentous, helical nucleocapsid in paramyxoviruses and rhabdoviruses; and a multisegmented helical nucleocapsid in
the orthomyxoviruses. The viral glycoproteins are anchored in the cellular membrane by a transmembrane hydrophobic
a core particle (nucleocapsid) assembles independently in the cytoplasm. Interactions between the core and the
cytoplasmic tail of the glycoproteins then determine the location of budding. Lateral interactions of the glycoproteins also
associates with the nucleocapsid segments and with the underside of the membrane, presumably by interaction with the
cytoplasmic domains of the glycoproteins. M organizes both the glycoproteins and the nucleocapsids. Budding then
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in gag can change the budding pattern from that of type D to that of type C, that is, from preassembly of a core in the
cytoplasm to coassembly of core and envelope at the membrane. B: Organization of the gag region of a retroviral
genome and its relationship to the organization of an “immature” (unprocessed Gag precursor) and “mature”
(proteolytically processed Gag) virion. Top: overall arrangement of genomic information. Middle: The subunit products of
cleavage of the Gag precursor and their specific names in the case of Mason-Pfizer monkey virus (M-PMV), a type D
particle, Rous sarcoma virus (RSV), a type A/B particle, murine leukemia virus (MuLV), a type C particle, and human
immunodeficiency virus (HIV), a lentivirus. Bottom: Representation of an HIV patrticle, showing locations of MA, CA, and
domain is myristoylated at its N-terminus, facilitating its association with the membrane. It forms a trimer. The CA domain
dimerizes, through its carboxyl-terminal subdomain. This combination of trimer and dimer formation may help drive
extended lateral association and budding.

The simplest enveloped virus particles—those of the alphaviruses and the flaviviruses—are icosahedrally symmetric. In
these positive-stranded RNA viruses, one-to-one interactions between the envelope glycoprotein and the nucleocapsid

symmetry and stability. The rhabdoviruses have a helically organized shaft with a (probably hemi-icosahedral) cap at one



end. The orthomyxoviruses, like influenza A, bud out as variable elongated structures with no overall symmetry, although
there is probably considerable local order. Retrovirus particles also do not appear to have a global symmetry. The fluid
character of a lipid bilayer means that the virus can form a closed structure without a perfect surface lattice. Defects in a
protein layer that would produce unacceptable holes in a nonenveloped virus are tolerable if the barrier protecting the
genome is a lipid membrane rather than a protein shell.

FIG. 24. Organization of two types of enveloped viruses. A: Diagram of an alphavirus particle (Sindbis). The pear-shaped
objects represent the ectodomains of E1 and E2, closely associated as heterodimers and further clustered into trimers in

of the closely related Semliki Forest virus particle from cryoelectron microscopy at 10 A resolution. Most of the figure
shows a surface rendering; the upper right-hand quadrant shows a thin cross-section, with a scale to show radius (in
stomatitis virus (VSV) particle, showing the relationship of nucleocapsid (N), matrix protein (M), and glycoprotein (G) to
the lipid bilayer. The scale of this diagram is about half that of the diagram in A, but the VSV genome is only slightly
larger than that of Sindbis. The Sindbis RNA, which collapses into stem-loop structures in the interior of the core, is
therefore markedly more condensed than the VSV RNA, which winds as an extended strand along the helical
nucleocapsid. D: Electron micrograph of disrupted VSV, showing partially disassembled “cores.” The hollow tubes are
helically coiled nucleocapsid ( NC), fixed into a rigid structure by interaction with M, which has probably dissociated from
the more loosely coiled NC (e.g., upper right). Paramyxovirus nucleocapsids have a rather similar appearance, after
release from disrupted particles.

Internal Structures

As Figure 22, Figure 23 and Figure 24 suggest, the proteins on the internal side of viral envelopes are significantly more
varied in design than those in the outer shells of nonenveloped viruses, where most of the known outershell protein
structures contain jelly-roll b-barrel domains. The alphaviruses have subverted a serine protease to serve as the principal

polyprotein of these positive-stranded RNA viruses. The core, sealed within the bilayer, can afford to be fenestrated. The
hexamer and pentamer clusters of the protease domains do not contact each other, and coherence of the T=4
icosahedral lattice is maintained by interacting N-terminal arms. Thus, these positively charged arms, like those of TBSV

few other retroviruses.

Most viral envelope proteins are so-called type | membrane proteins, with a single transmembrane a-helix linking the
ectodomain and the cytoplasmic tail. The transmembrane helices have been resolved in a recent cryoelectron

underlying core of matrix subunits generally determine specificity of envelope protein incorporation. These interactions

). Individual
interactions are weak, and bilayer disruption by nonionic detergents readily dissociates them. But the co ativity
imparted by lateral contacts, both within the core or matrix and within the outersurface layer, is strong, and the ensemble
of cooperative, weak interactions drives budding.

Surface Proteins

The proteins on the surface of an enveloped virus must carry out at least two functions: receptor (and co-receptor)
binding and fusion. In addition, there may be a receptor-destroying enzyme (e.g., the influenza-virus neuraminidase or
the coronavirus esterase), to promote viral release. The membrane of influenza A contains a fourth activity: a proton
channel that assists uncoating and transcriptase activation (M2). In some cases (e.g., rhabdoviruses and retroviruses),
the receptor-binding and fusion activities are combined in a single protein; in others (e.g., paramyxoviruses), there are
two distinct proteins to carry out these functions. A trimeric, coiled-coil fusion-protein structure, found in a wide range of
enveloped viruses, is described later under Membrane Fusion.



Viral Entry into Cells

Receptor Binding

two broad issues here. The first is that most viruses have evolved a mechanism to avoid “getting stuck” at the cell surface
when emerging from an infected cell. Many viruses simply bind weakly to their receptors and thus can dissociate in a
reasonable time. The virulence of polyomavirus in mice is inversely related to viral affinity for its sialoglycoconjugate

two distinct receptors, in order to e ficiently. One receptor is required for initial cell attachment and a second for
triggering fusion or penetration. The former may be a quite broadly distributed molecule, like sialic acid or other glycans
(heparan sulfate for HSV-1), or it may be a quite specific protein, like the adenovirus receptor, CAR, or the HIV-1

the case of HIV-1, CD4pr|mes the envelope glycoprotein to bind the co-receptor, which in turn induces fusion activation.
An obligate order of this sort may turn out to be relatively common.

FIG. 25. Virus—receptor interactions. A: Influenza virus recognizes the terminal sialic acid on cell surface
glycoconjugates, both glycoproteins and glycolipids. The sialic acid—binding site, shown here, lies on the outward-facing
tip of the haemagaglutinin protein, indicated by a star in Figure 26B (110). Polypeptide chain segments adjacent to the
bound sugar are shown as “worms” and as a helix. Side chains of residues that contact the sialic acid are shown
explicitly. Dashed lines indicate hydrogen bonds. B: Polyomavirus binds glycans with structures such as sialic

sialic acid fits into a specificity pocket, and the shallow groove that receives the rest of the carbohydrate moiety is
complementary to the shape imparted by its particular glycosidic linkages. Pocket 1 receives the terminal sialic acid;
pocket 2, the galactose and N-acetyl glucosamine; pocket 3 can receive an additional sialic acid, in a-2,6 linkage to the
glucosamine. The pockets for sialic acid are structurally unrelated to the influenza sialic acid site. The affinity for an
individual receptor group is very low (about 1 mmolar). The virus can probably bind glycan that is attached to any cell
surface glycoprotein; the position and direction of the protein linkage is shown by the arrow. C: The complex of the core

phenylalanine on CD4 fits into a hydrophobic pocket on gp120 ( center).

FIG. 26. Influenza-virus haemagglutinin (HA). A: Schematic representation of the primary structure of the 1968 Hong
Kong virus HA, showing the ectodomain, HA; + HA,(1-185), the transmembrane anchor (HA, 185-211), and the

cytoplasmic domain (HA, 212-221). The cleavage site between HA ; and HA, is labeled fusion activation. The secretion

signal sequence (removed by signalase), S-S bridges, carbohydrate (CHO) attachment sites, and fusion peptide
(N-terminus of HA,) are shown. The uncleaved precursor is known as HA ,. B to E: The folded structure of HA and its

rearrangement when exposed to low pH. B: The HA monomer: HA, is light; HA, is dark; the fusion peptide is black.
Residue numbers in HA, are shown at several key positions to assist in visualizing the conformational change that occurs

segments are not shown. C: The HA, monomer in the fusion-active form. A short segment of HA, (white) remains bound



to the rearranged HA, in this structure. Note the dramatic conformational change, in which residues 40 to 105 become a
continuous a-helix. The introduction of a kink at residue 105 also causes the “bottom” part of the molecule to turn

upward, so that the N- and C-termini of the fragment are next to each other. Thus, the fusion peptide, extending from the
N-terminus, and the transmembrane segment, extending from the C-terminus, would be spatially adjacent after the full
conformational change. D: The HA trimer. The subunit toward the right in this illustration is viewed in essentially the
same orientation as the monomer in B. HA, is shaded. Exposure to low pH initiates a conformational change, causing the
“top” domains of HA; to move apart (arrows at top of diagram). E: The rearranged HA, trimer. Imagine the tops of HA; to
have spread to either side, and the three HA, monomers to have undergone rearrangement to the conformation shown in
C. (Courtesy of F. Hughson, modified.)

An Irreversible Step Between Assembly and Entry

Assembly of TMV protein and RNA into infectious particles was among the key observations that triggered thinking about
viral symmetry. In vitro self-assembly of components from the mature virion into complete infectious particles is, however,
an exceptional characteristic of the simplest plant and bacterial RNA viruses. A far more general property of virus
assembly pathways is a modification, often a simple proteolytic cleavage, that “primes” the particle for large-scale,
irreversible events accompanying entry. Loss of a scaffolding protein is a particularly extreme example of such a
modification. Picornaviruses such as polio assemble from VPO, VP1, and VP3, but autolytic cleavage of VPO into VP4 (an

barrier to an irreversible reorganization. The function of this reorganization is viral entry, and the triggering mechanism
has evolved to occur only in an appropriate location. Reoviruses have an outer protein, s3, that caps the penetration

folds in the ER into a stable, trimeric structure. Cleavage of one peptide bond in HA by the protease, furin, in a
compartment late in the secretory pathway, primes the protein to undergo a dramatic, low-pH triggered rearrangement
metastable, but the barrier to rearrangement is so great at neutral pH that no conformational change occurs. Proton
binding in the low pH environment of the endosome removes this barrier and triggers a refolding of the HA protein.
Protons have the role taken in other cases by a second receptor (e.g., the chemokine receptors for HIV-1). The

“Jack-in-the-box” might be a comparable image for poliovirus after cleavage of VPO.

Membrane Fusion

of other viral fusion proteins. The first is ejection of a previously protected hydrophobic fusion peptide, which is at the
N-terminus of HAZ2 in the case of influenza. The second is a folding back of the fusion protein (HA ,) so that the

that the fusion peptide inserts into the target membrane, as generally believed, a possible intermediate state, for which
there is indirect evidence in the case of HIV-1 gp41, would be an extended structure with the fusion peptide buried in one

and induce a fusion pore. What further molecular events, if any, are needed to cause the two bilayers to fuse remains an
important open question.

peptides are buried. B: Initial conformation change triggered by low pH. The receptor-binding domains of HA ; (ellipsoids)
have separated from each other and from the HA, stems (although in influenza, they remain attached by a disulfide bond;
in retroviruses, the corresponding SU fragment dissociates). The fusion peptides have been thrust by the conformational
change into the membrane of the cell to be infected. C: The HA, stem folds back to form a chain-reversed structure, as
seen in Fig. 26C and Fig. 26E. The fusion peptide and the transmembrane anchor of HA are brought together by the
folding back. Because the former lies in the cell membrane and the latter in the viral membrane, the two membranes are
forced to approach each other. As suggested by the diagram, more than one HA trimer is needed to form an effective
fusion structure. D: Putative fusion pore, formed by local rearrangement of the two apposed bilayers. (Adapted from ref.




Are rodlike structures the only way in which molecular fold-back can bring about close approach of two membranes?
Apparently not, because the flaviviruses have quite a different structure for their fusion protein, as exemplified by the E

platelike rather than a rodlike molecule. Moreover, the E protein itself does not undergo cleavage; rather, proteolytic
processing of a second protein, PrM, is the step that primes the virion for a low-pH triggered conformational

peptides (see Chapter 29 and Chapter 38).

Penetration of Nonenveloped Viruses

Nonenveloped viruses must breach a membrane to access the cytoplasm or nucleus of a cell, but unlike their enveloped
cousins, they cannot do so by membrane fusion. The molecular mechanism by which a nonenveloped virus particle,
bound at the surface of a cell or taken up into an endosome, translocates itself (or its genome) across the intervening
lipid bilayer is not fully understood. In general, it appears that binding of a receptor or co-receptor induces a
conformational change in the virion and that a consequent exposure of previously buried hydrophobic elements is
important for penetration. In several cases, at least one of the exposed hydrophobic elements is an N-terminal myristoyl
target proteins to membranes, and it is logical to suppose that exposure of the myristoylated protein leads it to associate
with membranes and ultimately to contribute to penetration.

One class of models for nonenveloped virus penetration invokes formation of a pore, through which the viral genome is
drawn into the cell; another class of models postulates a more extensive, transient disruption of the cell membrane (or of
the endosome) in order to admit the virion (in altered form) into the cytoplasm. In the case of adenoviruses, uptake into
cytoplasm lacks pentons, as a result of events triggered by receptor and co-receptor binding; this partially stripped virion
subsequently disassembles in association with a nuclear pore. The dsRNA viruses must likewise insert an intact, roughly
700 A diameter inner capsid particle (the core in the case of reoviruses; the double-layered particle in the case of
rotaviruses) into the cytoplasm. Indeed, this particle never uncoats because it contains the enzymes necessary for mRNA
synthesis and modification (see Chapter 52 and Chapter 54). In the case of picornaviruses, receptor binding triggers a
rearrangement or destabilization of the virion, exposing the myristoylated VP4 as well as a hydrophobic N-terminal

been proposed. Such a model requires a mechanism by which secondary structural elements in the RNA are melted out
to make translocation possible but for which candidate helicases have not been demonstrated. One possibility would be
a ribosome, by analogy with an uncoating mechanism established (in vitro) for certain positive-stranded RNA plant
viruses. With those viruses, exposure of the 5' end of the RNA (e.g., through expansion of the virion induced by
intracellular ionic conditions) leads to association of ribosomes with the still largely packaged RNA genome, and

could, in principle, draw RNA through a membrane pore as well as through an opening in the viral shell. An alternative
picture for picornavirus penetration involves membrane disruption (a “large” pore), either by the altered particle plus VP4
or by the dissociated components; RNA unwinding is not required in this model.

STRUCTURE-BASED CATEGORIES OF VIRAL DESIGNS

A patrticularly noteworthy consequence of the proliferation of high-resolution structural information about viruses is the
frequent discovery of totally unexpected relationships. This sort of surprise came early, when the determination of the

alignment methods has failed to predict structural homologies that are obvious once high-resolution three-dimensional
images are available. Thus, the number of strategies that evolution has found, for carrying out the functions that are
embodied in virions, is smaller than one might have imagined. In the sections that follow, we attempt to group certain
viruses or viral substructures, not by replication strategy or host range, but rather by three-dimensional organization and
its functional consequences. The available structural information is by no means sufficient to make a full catalog, but
there is reason to believe that in the future, newly determined structures are quite likely to look like something we have
already seen in another, perhaps superficially unrelated, virus particle.

Simple, Icosahedrally Symmetric Capsids with Jelly-Roll b-Barrel Subunits

Small, Nonenveloped, Positive-Stranded RNA Viruses

based on 180 jelly-roll b-barrels. Variant packing of the same sort of domain yield T=1 and T=4 structures, such as those
found in STNV and in nodaviruses, respectively. Common features in addition to the shell domains themselves are the



formation of an internal network of amino-terminal arms and (in the T=3 and T=4 structures) a specific switching
mechanism to ensure accurate assembly. When this switching mechanism is disturbed (e.g., through cleavage of the
shells have a similar basic architecture, the loops between framework elements of the jelly-roll b-barrel \;g?y enormously
from one virus to another. These variations give rise to differences in receptor interactions, antigenic characteristics, and
particle stability. The RNA bacteriophages have a T=3 icosahedral shell, but with a very different subunit architecture

into the interstrand loops increase the volume of the capsid it forms. The jelly-roll cores pack neatly around the fivefold
and twofold axes, roughly as in the T=1 variants of T=3 structures, but a very large (more than 200-residue) segment

Twelve pentamers of a distinct, jelly-roll subunit (protein G) decorate the surface: the protein G pentamers resemble the
polyomavirus VP1 capsomeres in the packing of their subunits. Because there may be a restricted number of ways to
organize jelly-roll structures into icosahedral shells, these similarities may not imply close evolutionary relationships.

Double-Stranded DNA Viruses

Papovaviruses

major capsid protein (VP1 in polyomaviruses; L1 in papillomaviruses). The axes of the 72 pentamers that form the viral
shell align with the vertices of a T=7 icosahedral lattice, but they do not conform to its symmetry because even the

(VP2/VP3 and L2, respectively). VP2 is probably required for penetration; L2 may have a similar function.
Adenoviruses

The architecture of adenoviruses is based on a shell of hexons, centered at the six-coordinated vertices of a T=25
icosahedral surface lattice. The hexons are trimers with an approximate internal repeat, making them pseudo-hexamers
The phage """ p rotein looks like a “stripped-down” version of the hexon: it lacks the elaborate projecting loops that form the
principal antigenic structures in the adenovirus protein. This striking relationship between an animal-virus structural
protein and a phage structural protein is evidently more than a simple convergence, but how viruses have made the
presumed evolutionary jump is not clear. Phage PRD1 has a separate penton-base subunit and a penton fiber, just like
the common shell can clearly be combined with different internal structures, depending on strategies for asse?ﬁlubly, entry,
and uncoating.

Herpesvirus Capsids

Herpesviruses are enveloped particles, but the capsid is an independently assembling entity that has many of the

protein has yet to be determined. Moderate-resolution studies of capsid structure and assembly, using electron
cryomicroscopy, show that the hexamers and pentamers of the major capsid protein are held together at local threefold
positions by a heterotrimeric “triplex” complex, which may serve a function analogous to the cement proteins in
adenoviruses. Assembly of the herpesvirus capsid by way of a scaffold-containing procapsid regulates morphogenesis at

Double-Stranded RNA Viruses

All dsRNA viruses of the Reoviridae family have a common design for the 120-subunit shell that serves as the major
rotaviruses, VP3 in orbiviruses, and so forth—has the shape of a flattened teardrop. Five copies radiate from a fivefold
axis, like petals of a gently cupped flower, and five further copies insert between them. This decamer may also be the
assembly unit. Certain other components (an RNA polymerase 