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Preface

Urothelial carcinoma is the major histological subtype of bladder cancer in most regions of
the world, except where endemic schistosomiasis causes another subtype, squamous cell
carcinoma. Outside the field of urology, the incidence and impact of urothelial carcinoma are
often underestimated, but in fact, it is the fourth most common cancer in males in many
countries, albeit with a lower incidence in women. One reason for this underestimate may be
that a large fraction of urothelial carcinomas are papillary tumors with a low tendency toward
progression to invasive andmetastatic cancers. However, while rarely life-endangering, these
tumors require surgery, may progress to higher stages, and, not least, have a nasty tendency
to recur, thus necessitating long-term monitoring and treatment. Moreover, the 20–30% of
urothelial carcinomas, which are invasive at first presentation or have progressed from
papillary tumors, are as dangerous as any carcinoma in other tissues. Despite radical surgery
and multimodal cytotoxic chemotherapy, only about half of the patients survive for more
than 5 years. Worse, no major improvements have been achieved in the therapy of invasive
urothelial carcinoma over the last two decades and in particular, none of the novel molecu-
larly targeted drugs has yielded significant benefit in this cancer type and, accordingly, none
has entered routine clinical practice.

Obviously, a better understanding of the biology of urothelial carcinoma is a fundamen-
tal prerequisite to develop more appropriate approaches for therapy. Another evident key
issue for this heterogeneous disease is the development of biomarkers, especially for moni-
toring following initial therapy and for prognostication of its progression risk. For urothelial
carcinoma, analysis of urine offers a unique access. A third important issue is prevention,
which could be improved by further insights into the mechanisms of carcinogenesis.
Prevention may be neglected in cancer research in general, but this would be particularly
ironic in the case of urothelial carcinoma, where specific chemical carcinogens have been
known to be involved for many years.

It has been felt by many that, like progress in its treatment, research on urothelial
carcinoma was proceeding at a much too slow pace. Fortunately, now, it has reached a
turning point. To some extent, this development owes to the outpour of data from large-
scale high-throughput investigations, as in other tumor types. Nevertheless, large amounts
of data obtained by generic approaches provide only the basis for investigations. In order to
translate insights into pathomechanisms and application in diagnostics and therapy, further
dedicated and specific analyses tailored to the particular disease are crucial. As documented
by this volume, these are forthcoming in urothelial carcinoma. Based on these considera-
tions, in addition to standard techniques for the characterization of urothelial carcinoma,
methods to investigate mechanisms of carcinogenesis constitute one focus of this volume.
Another main focus is on cellular and animal models for urothelial carcinoma and related
diseases. The fourth major section comprises molecular analyses from body fluids, but
especially from urine. New approaches to therapy constitute the final section.
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We hope that the concepts and techniques described in this volume will contribute to
the current upturn in research on urothelial carcinoma and to the application of its results in
clinical practice. Moreover, we are confident that many techniques described here in the
context of urothelial carcinoma may be valuable also for colleagues whose research aims at
better understanding, prevention, diagnostics, and treatment of other cancers.

D€usseldorf, Germany Wolfgang A. Schulz
Michèle J. Hoffmann

G€unter Niegisch
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CÁRMEN VASCONCELOS-NÓBREGA � Centre for the Study of Education, Technologies and

Health, Polythecnic Institute of Viseu, Viseu, Portugal
PATCHARAWALAI WHONGSIRI � Department of Biochemistry, Faculty of Medicine,

Chulalongkorn University, Bangkok, Thailand
MANFRED P. WIRTH � Department of Urology, Technische Universit€at Dresden, Dresden,

Germany
TAKAHIRO YOSHIDA � Department of Urology, The James Buchanan Brady Urological

Institute, The Johns Hopkins University School of Medicine, Baltimore, MD, USA
ELLEN C. ZWARTHOFF � Department of Pathology, Erasmus MC, Rotterdam, The

Netherlands

xiv Contributors



Part I

Molecular Characterization



Chapter 1

Analysis of Chromosomal Alterations in Urothelial
Carcinoma

Donatella Conconi and Angela Bentivegna

Abstract

Here, we describe the use of complementary techniques applicable to different types of samples to analyze
chromosomal alterations in urothelial carcinoma. By a conventional chromosome analysis on fresh biopsies,
it is possible to delineate the status of ploidy and rough chromosomal aberrations. The multi-target
fluorescence in situ hybridization (FISH) UroVysion test, for the rapid detection of chromosomal aneus-
omy of chromosomes 3, 7, and 17 and/or deletion of 9p21 locus, is applicable to urine specimens as well as
to formalin-fixed paraffin-embedded (FFPE) specimens and fresh biopsies. Finally, array comparative
genomic hybridization (array-CGH) gives the possibility of analyzing the DNA in a single experiment
from a biopsy of the tumor but also from FFPE specimens; this technique is able to detect alterations at the
genome level not excluding any chromosome.

Key words Urothelial carcinoma, Chromosome aberrations, Fluorescence in situ hybridization
(FISH), UroVysion test, Comparative Genomic Hybridization (Array-CGH), DNA copy number
variations, Urine specimens, Fresh biopsies, Formalin-fixed paraffin-embedded (FFPE) specimens

1 Introduction

The biological differences among the two different clinical and
prognostic subtypes of transitional cell carcinoma (TCC, also
urothelial cell carcinoma)—non-muscle-invasive, and muscle-
invasive bladder cancers—reflect the underlying genetic heteroge-
neity that leads to specific pathways of tumor development and
progression and they consequently influence the prognosis, the
choice of treatment, and the survival rate. Innumerable studies
have traced the status of known oncogenes and tumor suppressor
genes and have revealed several recurring chromosomal changes
associated with the pathologic stage and/or outcome of the tumor
[1, 2]. On one hand, based on the well-known genetic alterations
of bladder cancer, a multi-target fluorescence in situ hybridization
(FISH) assay has been developed for the detection of TCC in urine
specimens [3]. The UroVysion FISH test, approved by the U.S.

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
vol. 1655, DOI 10.1007/978-1-4939-7234-0_1, © Springer Science+Business Media LLC 2018
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Food and Drug Administration, is based on three centromeric
probes specific for chromosomes 3, 7, and 17 and a fourth probe
to the 9p21 region, for the detection of chromosomal aneusomy
and/or deletion of 9p21 locus, which are common genetic altera-
tions in TCCs [4, 5]. On the other hand, the development of array
comparative genomic hybridization (array-CGH) led to the possi-
bility of analyzing the whole genome in a single experiment, sug-
gesting its possible application in screening/surveillance programs
of cancer patients. With the use of the high-resolution mapping of
array-CGH, novel copy number alterations were identified in many
small genomic regions that had not been detected in previous
studies [6–8].

Here, in order to analyze chromosomal alterations in urothelial
carcinoma, we describe the use of complementary techniques appli-
cable to different types of samples: starting from conventional
chromosome analysis on TCC biopsies in order to delineate the
status of ploidy in bulk tumors and rough chromosomal aberra-
tions, moving to array-CGH and FISH. These are complementary
techniques, as array-CGH is able to detect alterations at the
genome level not excluding any chromosome across a sample,
whereas FISH is able to reveal information for individual cells,
but focuses on few genomic regions. Array-CGH provides the
possibility of analyzing the DNA from a biopsy of the tumor but
also from formalin-fixed paraffin-embedded (FFPE) specimens; in
addition to these two resources, the UroVysion FISH test is also
applicable to urine specimens.

2 Materials

2.1 Cytogenetic

Analysis from Fresh

Tumor Biopsies

2.1.1 Solutions

1. Transport solution: 30 ml of HBSS (Hank’s Balanced Salt
Solution) and 0.2 ml of heparin under sterile conditions.
Store at 4 �C.

2. Hank’s Balanced Salt Solution.

3. Complete culture medium: RPMI 1640 supplemented with
20% of fetal calf serum and 1% of penicillin/streptomycin.
Store at 4 �C, pre-warm before the use.

4. Colcemid solution (10 μg/ml). Store at 4 �C, pre-warm before
the use.

5. Sodium citrate tribasic dihydrate 1% solution: dissolve 1 g of
sodium citrate tribasic dihydrate in 100 ml of sterile distilled
water. Store at 4 �C, pre-warm before the use.

6. Fixative solution for fragments: acid acetic: ethanol absolute
3:1 solution. The fixative solution must be made fresh.

4 Donatella Conconi and Angela Bentivegna



7. Dissociating solution (acid acetic aqueous solution 60%): 3 ml
of acid acetic and 2 ml of sterile distilled water. The dissociating
solution must be made fresh.

8. Potassium chloride solution: 0.56 g of KCl in 100 ml of sterile
distilled water. Store at 4 �C, pre-warm before the use.

9. Fixative solution for cell suspension: methanol: acid acetic 3:1
solution. The fixative solution must be made fresh.

10. Quinacrine mustard solution: dissolve 5 mg in 100 ml of sterile
distiller water. Store at 4 �C in the dark. Use at room
temperature.

11. McIlvaine’s buffer: dissolve 3.8 g of citric acid monohydrate
and 29.15 g of disodium phosphate dihydrate in 1 l of sterile
distilled water. Store at 4 �C, use at room temperature.

2.1.2 Laboratory

Equipment

1. Multipurpose container for tissue culture, with lid, sterile.

2. Sterile nippers.

3. Cell culture dishes (35 mm).

4. Sterile scissors.

5. Microliter pipettors (100–1000 μl) and clean tips.

6. Pasteur glass pipettes.

7. Paper towel.

8. Microscope slides.

9. Spreader.

10. Conical centrifuge tubes (15 ml).

11. Serological pipettes (5 ml).

12. Glass coverslip (22 � 50 mm).

13. Vertical Staining Jar with Cover.

2.1.3 Laboratory

Facilities

1. Laminar flow hood.

2. CO2 incubator.

3. Fume hood.

4. Agglutinoscope or instrument for automated smearing.

5. Bench-top centrifuge.

6. Phase-contrast microscope.

7. Fluorescent microscope equipped with a charge coupled device
camera.

8. Software for cytogenetic analyses.
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2.2 Fluorescent In

Situ Hybridization on

Urine Specimens

(Urovysion Bladder

Cancer kit)

2.2.1 Solutions

1. UroVysion® Bladder Cancer Kit composed of:

(a) UroVysion DNA ProbeMixture (see datasheet for details).
Store at �20 �C.

(b) DAPI II Counterstain (see datasheet for details). Store at
�20 �C.

(c) NP-40 (see datasheet for details). Store at �20 �C.

(d) 20� SSC (see datasheet for details). Store at �20 �C.

2. PBS 1�.

3. Fixative solution: methanol: acid acetic 3:1 solution. The fixa-
tive solution must be made fresh.

4. Acid acetic aqueous solution: 3 ml of acid acetic and 2 ml of
sterile distilled water. The solution must be made fresh.

5. 2� SSC: 100 ml of 20� SSC and 900 ml of distilled H2O.
Store at room temperature.

6. Pepsin solution (Zytovision, ES-00001-4).

7. Ethanol solutions: prepare dilutions of 70% and 85% using
100% ethanol and purified water. Store at room temperature
in tightly capped containers when not in use.

8. 0.4� SSC þ 0.3% NP-40: 20 ml of 20� SSC, 877 ml of
distilled H2O and 3 ml of NP-40. Adjust pH to 7.5 and adjust
volume to 1 l with water. Store at room temperature.

9. 2� SSCþ 0.1% NP-40: 100 ml of 20� SSC, 849ml of distilled
H2O and 1 ml of NP-40. Adjust pH to 7.0 and adjust volume
to 1 l with water. Store at room temperature.

2.2.2 Laboratory

Equipment

1. Conical centrifuge tubes (15 and 50 ml).

2. Serological pipettes (5 ml).

3. Pasteur glass pipettes.

4. Microscope slides.

5. Diamond Tip Glass Engraving Pen.

6. Vertical Staining Jar with Cover.

7. Microliter pipettors (2–20 μl) and clean tips.

8. Glass coverslip (size depending to the size of selected area).

9. Humidified hybridization chamber.

2.2.3 Laboratory

Facilities

1. Bench-top centrifuge.

2. Refrigerator.

3. Phase-contrast microscope.

4. Laboratory water bath (73 �C).

5. HYBrite System (Vysis).

6. Vortex mixer.
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7. Microcentrifuge.

8. Laboratory oven (39 �C).

9. Fluorescence microscope equipped with a 100-watt mercury
lamp and recommended filters.

2.3 Fluorescent In

Situ Hybridization on

Tumor-Isolated Cells

(Urovysion Bladder

Cancer kit)

2.3.1 Solutions

1. UroVysion® Bladder Cancer Kit composed of:

(a) UroVysion DNA ProbeMixture (see datasheet for details).
Store at �20 �C.

(b) DAPI II Counterstain (see datasheet for details). Store at
�20 �C.

(c) NP-40 (see datasheet for details). Store at �20 �C.

(d) 20� SSC (see datasheet for details). Store at �20 �C.

2. 2� SSC: 100 ml of 20� SSC and 900 ml of distilled H2O.
Store at room temperature.

3. Pepsin solution (Zytovision, ES-00001-4).

4. PBS 1�.

5. Post-fixative solution: 37.1 ml of PBS 1�, 1.9 ml of MgCl2
and 1 ml of formaldehyde solution 37%. Store at 4 �C.

6. Ethanol solutions: prepare dilutions of 70% and 85% using
100% ethanol and purified water. Store at room temperature
in tightly capped containers when not in use.

7. 0.4� SSC þ 0.3% NP-40: 20 ml of 20� SSC, 877 ml of
distilled H2O and 3 ml of NP-40. Adjust pH to 7.5 and adjust
volume to 1 l with water. Store at room temperature.

8. 2� SSCþ 0.1% NP-40: 100 ml of 20� SSC, 849ml of distilled
H2O and 1 ml of NP-40. Adjust pH to 7.0 and adjust volume
to 1 l with water. Store at room temperature.

2.3.2 Laboratory

Equipment

1. Microscope slides.

2. Diamond Tip Glass Engraving Pen.

3. Vertical Staining Jar with Cover.

4. Glass coverslip (size depending to the size of selected area).

5. Microliter pipettors (2–20 μl) and clean tips.

6. Humidified hybridization chamber.

2.3.3 Laboratory

Facilities

1. Phase-contrast microscope.

2. Laboratory water bath (73 �C).

3. HYBrite System (Vysis).

4. Vortex mixer.

5. Microcentrifuge.

6. Laboratory oven (39 �C).
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7. Refrigerator.

8. Fluorescence microscope equipped with a 100-watt mercury
lamp and recommended filters.

2.4 Fluorescent

In Situ Hybridization

on Formalin-Fixed,

Paraffin-Embedded

(FFPE) Tissues

(Urovysion Bladder

Cancer Kit)

2.4.1 Solutions

1. UroVysion® Bladder Cancer Kit composed by:

(a) UroVysion DNA ProbeMixture (see datasheet for details).
Store at �20 �C.

(b) DAPI II Counterstain (see datasheet for details). Store at
�20 �C.

(c) NP-40 (see datasheet for details). Store at �20 �C.

(d) 20� SSC (see datasheet for details). Store at �20 �C.

2. Xylene.

3. Ethanol solutions: prepare dilutions of 70% and 85% using
100% ethanol and purified water. Store at room temperature
in tightly capped containers when not in use.

4. Distilled H2O.

5. Heat pre-treatment solution citric (Zytovision, PT-00001-
500). Store at 4 �C.

6. Pepsin solution (Zytovision, ES-00001-4). Store at 4 �C.

7. Propidium iodide stain.

8. 0.4� SSC þ 0.3% NP-40: 20 ml of 20� SSC, 877 ml of
distilled H2O and 3 ml of NP-40. Adjust pH to 7.5 and adjust
volume to 1 l with water. Store at room temperature.

9. 2� SSCþ 0.1% NP-40: 100 ml of 20� SSC, 849ml of distilled
H2O and 1 ml of NP-40. Adjust pH to 7.0 and adjust volume
to 1 l with water. Store at room temperature.

2.4.2 Laboratory

Equipment

1. Diamond Tip Glass Engraving Pen.

2. Vertical Staining Jar with Cover.

3. Microliter pipettors (2–20 μl) and clean tips.

4. Glass coverslip (size depending to the size of selected area).

5. Humidified hybridization chamber.

2.4.3 Laboratory

Facilities

1. Laboratory oven (39–60 �C).

2. Laboratory water bath (95 �C).

3. HYBrite System (Vysis).

4. Vortex mixer.

5. Microcentrifuge.

6. Fluorescence microscope equipped with a 100-watt mercury
lamp and recommended filters.
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2.5 Array

Comparative Genomic

Hybridization

(Array-CGH)

Solution, laboratory equipment and facilities according to the Agilent
Technologies instructions (http://www.agilent.com/cs/library/
usermanuals/Public/G4410-90020_CGH_ULS_3.5.pdf).

3 Methods

3.1 Cytogenetic

Analysis from Fresh

Tumor Biopsies

3.1.1 Biopsy Sample

Preparation

1. Prepare transport solution and put in a multipurpose container
for tissue culture under sterile conditions.

2. Put the biopsy in the container for tissue culture using sterile
nipper.

Work under a laminar flow hood for steps 3–6.
3. Remove the biopsy from container and transfer in a 35 mm cell

culture dish with 2 ml of HBSS (Hank’s Balanced Salt
Solution).

4. Cut the biopsy with sterile scissors into small pieces.

5. Move some pieces with a sterile nipper into a new 35 mm cell
culture dish that contains 2.5 ml of complete culture medium.
Incubate cells in a 37 �C, 5% CO2 incubator.

6. After at least 2 h add 100 μl of Colcemid and leave in a CO2

incubator overnight at 37 �C.
Work under a laboratory fume hood for points 3.1.2 and 3.1.3.
Perform these points at the same time.

3.1.2 Chromosome

Preparation from Biopsy

Fragments.

1. Transfer the fragments with a Pasteur glass pipette in a dish that
contains 2.5 ml of Sodium citrate tribasic dihydrate 1% solution
(hypotonic solution), pre-warmed at 37 �C and incubate for
30 min at room temperature.

2. Transfer the fragments with a Pasteur glass pipette in a 35 mm
dish that contains 3 ml of fixative solution for 1 min.

3. Transfer the fragments with a Pasteur glass pipette in a 35 mm
dish that contains 3 ml of fixative solution for 15 min.

4. Aspirate only fixative solution with a Pasteur glass pipette,
remove the excess with a paper towel and add a few drops of
dissociating solution on fragments (see Note 1).

5. Put the slide on agglutinoscope, drop two or three drops of
dissociating cells on a slide with a Pasteur glass pipette and
smear the drops onto a slide surface with a spreader (make a
spreader from disposable Pasteur glass pipette). Alternatively
use an instrument for automated smearing.

Leave the slides to air-dry. Check the slide for the presence
and quality of metaphases by a phase-contrast microscope
(see Note 2).

6. Store the remaining pellet in fixative solution at �20 �C. Store
slides at room temperature.
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3.1.3 Chromosome

Preparation from Cell

Suspension

1. Transfer the complete culture medium deprived of fragments
in a 15 ml conical tube. Centrifuge at 750 � g for 10 min.

2. Remove the supernatant and resuspend completely the cell
pellet in 5 ml of pre-warmed 37 �C hypotonic solution KCl
0.56%. Incubate for 20 min at room temperature.

3. Add 1 ml of fixative solution for 1 min, shaking the tube.
Centrifuge at 750 � g for 5 min.

4. Remove the supernatant and resuspend completely the cell
pellet in 5 ml of fixative solution. Incubate for 20 min at
room temperature. Centrifuge at 750 � g for 5 min.

5. Remove the supernatant and add a few drops of fixative solu-
tion. Drop (from a height of about 5–10 cm) two or three
drops of cells on a slide with a Pasteur glass pipette to obtain a
cell smear. Leave the slides to air-dry. Examine the slides for the
presence and quality of metaphases under a Phase-contrast
microscope (see Note 3).

6. Store cell pellet in fixative solution at þ4 �C for short time or
�20 �C for long time. Store slides at room temperature.

3.1.4 Staining

of the Slides

Stain the slides by immersion in quinacrine mustard solution for
5 min. Remove the slides from the stain and put in McIlvaine’s
buffer for few seconds. Mount the slide with a coverslip.

3.1.5 Acquisition

of the Images

Photograph the metaphases using a fluorescent microscope
equipped with a charge coupled device camera (Fig. 1, see Note 4)
and analyze them by means of a software for cytogenetics.

Fig. 1 Examples of QFQ banded metaphases obtained from fresh tumor biopsies. As expected, there are
polyploid and rearranged metaphases
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3.2 Fluorescent

In Situ Hybridization

(UroVysion Bladder

Cancer Kit)

The UroVysion® Bladder Cancer Kit is FDA approved and
designed to detect aneuploidy for chromosomes 3, 7, 17 and loss
of the 9p21 locus in urine specimens from persons with hematuria
suspected of having bladder cancer or for surveillance of recurrence
in patients previously diagnosed with bladder cancer (https://www.
abbottmolecular.com/us/products/urovysion.html).

This probe consists of three alpha-satellite repeat sequence
probes: CEP 3 SpectrumRed, CEP 7 SpectrumGreen, and CEP
17 SpectrumAqua that hybridize to the centromere regions of
chromosomes 3, 7, and 17, respectively and a unique sequence
probe, LSI p16 (9p21) SpectrumGold, that hybridizes to the
CDKN2A/p16 gene.

3.2.1 Fluorescent In Situ

Hybridization on Urine

Specimens

1. Centrifuge the urine specimens at 750 � g for 10 min in a
50 ml tube.

2. Remove the supernatant and resuspend the pellet in 10 ml of
PBS 1�. Transfer the contents to a 15 ml conical tube.

3. Centrifuge the urine specimens at 750 � g for 10 min.

4. Remove the supernatant leaving about 500 μl of supernatant.
Slowly add 5 ml of fixative solution.

5. Let fixed specimens at �20 �C for a minimum of 30 min
(maximum 10 days).

6. Centrifuge at 750 � g for 5 min. Carefully remove the super-
natant and resuspend the pellet in 5 ml of fixative solution.

7. Centrifuge at 750 � g for 5 min. Carefully remove the super-
natant and resuspend the pellet in few drops of fixative solu-
tion. Put one drop of cell suspension on a slide with a Pasteur
glass pipette and leave to air-dry. Examine the slide under a
phase-contrast microscope for choosing the hybridization area
in which at least 100 cells are visible in the field (use a diamond
tip glass engraving pen). Avoid overlapping cells.

8. Immerse slide in the acid acetic aqueous solution 60% for 5 min
at room temperature. Leave the slides to air-dry.

9. Put slide in the pre-warmed 2� SSC solution for 2 min at 73 �C
in a water bath.

10. Leave the slides to air-dry for a few minutes, then place on a
HYBrite plate at 37 �C, and put a few drops of pepsin on the
target area, for 5 min.

11. Wash the slide in 2� SSC for 1 min at room temperature.

12. Wash the slide in PBS 1� for 5 min at room temperature.

13. Immerse the slide in fixative solution for 5 min at room
temperature.

14. Allow the slide to completely dry at room temperature.
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15. Remove the UroVysion probe from �20 �C storage and allow
warming to room temperature. Vortex and spin briefly.

16. Put 2–10 μl of probe (depending on the size of the selected
area) to the slide and place a coverslip over the probe. Apply
light pressure to the coverslip to allow the probe to distribute
under the coverslip. Avoid air bubbles.

17. Use HYBrite instrument to perform co-denaturation of slide
and probe at 73 �C for 2 min.

18. Wait that the temperature decreases to 39 �C, and then place
slide in a pre-warmed humidified hybridization chamber. Incu-
bate at 39 �C overnight in the dark.

19. Remove the coverslip and immediately immerse the slide in a
pre-warmed 0.4� SSC þ 0.3% NP-40 solution at 73 �C for
2 min.

20. Immerse the slide in the pre-warmed 2� SSC þ 0.1% NP-40
solution at room temperature for 1 min.

21. Remove the slide from the wash solution and allow it to dry
completely.

22. Apply 10–20 μl (depending on the size of the selected area) of
DAPI II on the target area and place a coverslip. Avoid air
bubbles. Leave the slide in the dark at 4 �C for some minutes
before count. Store the slide in the dark at 4 �C for short times,
at �20 �C for long periods.

23. Count 100 nuclei signals with a fluorescence microscope
equipped with a 100-watt mercury lamp and recommended
filters capable of detecting the emission spectrum of the probes
used (see Note 5).

3.2.2 Fluorescent In Situ

Hybridization on

Tumor-Isolated Cells

1. Follow the protocol for cytogenetic analysis at steps
3.1.2–3.1.3. Examine the slide under a Phase-contrast micro-
scope for choosing the hybridization area in which at least 100
cells are visible in the field (use a diamond-tip glass-engraving
pen). Avoid overlapping cells.

2. Put the slide in the pre-warmed 2� SSC solution for 2 min at
73 �C in a water bath.

3. Leave the slides to air-dry for a few minutes, and then place on
the HYBrite plate at 37 �C and put a few drops of pepsin on the
target area, for 20 min.

4. Wash the slide in PBS 1� for 5 min at room temperature.

5. Immerse the slide in the post-fixative solution for 5 min at
room temperature.

6. Wash the slide in PBS 1� for 5 min at room temperature.

7. Dehydrate the slide in 70% ethanol solution at room tempera-
ture for 1 min. Repeat with 85% ethanol, followed by 100%
ethanol.
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8. Allow the slide to completely dry at room temperature.

9. Remove the UroVysion probe from �20 �C storage and allow
warming to room temperature. Vortex and spin briefly.

10. Put 2–10 μl of probe (depending on the size of the selected
area) to the slide and place a coverslip over the probe. Apply
light pressure to the coverslip to allow the probe to distribute
under the coverslip. Avoid air bubbles.

11. Use HYBrite instrument to perform co-denaturation of slide
and probe at 73 �C for 2 min.

12. Wait that the temperature decreases to 39 �C, and then place
the slide in a pre-warmed humidified hybridization chamber.
Incubate at 39 �C overnight in the dark.

13. Remove the coverslip and immediately immerse the slide in the
pre-warmed 0.4� SSC þ 0.3% NP-40 solution at 73 �C for
2 min.

14. Immerse the slide in the pre-warmed 2� SSC þ 0.1% NP-40
solution at room temperature for 1 min.

15. Remove the slide from the wash solution and allow it to dry
completely.

16. Apply 10–20 μl (depending on the size of the selected area) of
DAPI II on the target area and place a coverslip. Avoid air
bubbles. Leave the slide in the dark at 4 �C for some minutes
before count. Store the slide in the dark at 4 �C for short times,
at �20 �C for long periods.

17. Count 100 nuclei signals with a fluorescence microscope
equipped with a 100-watt mercury lamp and recommended
filters capable of detecting the emission spectrum of the probes
used (see Note 6 and Fig. 2).

Fig. 2 Examples of UroVysion FISH test on a metaphase (a), an isolated cell (b), and a cell cluster (c). (a)
Metaphase shows a normal/disomic signals pattern (2 red, 2 green, 2 aqua, 2 yellow). (b) Isolated cell shows
an aberrant signals pattern with multiple copies of each probe. (c) Cell cluster shows multiple copies of CEP3,
CEP7, and CEP17 signals, but a complete loss of 9p21 locus (yellow probe) [9]
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3.2.3 Fluorescent In Situ

Hybridization on Formalin-

Fixed, Paraffin-Embedded

(FFPE) Tissues

1. Use 4–5 μm thick section from formalin-fixed, paraffin-
embedded tissues. Examine the slides under a phase-contrast
microscope for choosing the hybridization area in which at
least 100 tumoral cells are visible in the field (use a diamond-
tip glass-engraving pen). The slides must be baked overnight
vertically in an oven at 60 �C before use.

2. Deparaffinize tissue section in xylene two times for 30 min
each.

3. Hydrate the slide in two changes of 100% ethanol at room
temperature, 10 and 5 min respectively, two changes of 85%
ethanol, and two changes of 70% ethanol, 5 min each.

4. Immerse the slide in distilled H2O for at least 10 min (better
overnight).

5. Incubate the slide in the pre-warmed pretreatment solution for
10min at 95 �C. After 10 min, leave the slide in the solution for
7 min at room temperature.

6. Rinse the slide in two changes of distilled H2O, 3 min each.

7. Leave the slide to air-dry, then place on HYBrite plate at 37 �C
and put a few drops of pepsin on the target area, for 7–12 min.
Time depends on fixation, age of section, and type of tissue
(see Note 7).

8. Rinse the slide in two changes of distilled H2O, 3 min each.

9. Apply 10–20 μl (depending on the size of tissue section) of
propidium iodide on the target area and place a coverslip.
Check the tissue digestion (seeNote 8) with a fluorescent micro-
scope, eventually remove the coverslip and repeat steps 6–8.

10. Remove the coverslip and rinse the slide in three changes of
distilled H2O, 3 min each.

11. Dehydrate slide in 70% ethanol solution at room temperature
for 2 min. Repeat with 85% ethanol, followed by 100% ethanol.

12. Allow slides to completely dry at room temperature.

13. Remove the UroVysion probe from �20 �C storage and allow
warming to room temperature. Vortex and spin briefly.

14. Put 2–10 μl of probe (depending on the size of section) to the
tissue section and place a coverslip over the probe. Apply light
pressure to the coverslip to allow the probe to distribute under
the coverslip. Avoid air bubbles.

15. Use HYBrite instrument to perform co-denaturation of slide
and probe at 75 �C for 10 min.

16. Wait that the temperature decreases to 39 �C, then place slide
in a pre-warmed humidified hybridization chamber. Incubate
at 39 �C overnight in the dark.
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17. Remove the coverslip and immediately immerse slide in the
pre-warmed 0.4� SSC þ 0.3% NP-40 solution at 73 �C for
2 min.

18. Immerse the slide in the pre-warmed 2� SSC þ 0.1% NP-40
solution at room temperature for 1 min.

19. Remove the slide from the wash solution, briefly dry, and
immediately apply 10–20 μl (depending on the size of section)
of DAPI II on the tissue section and place a coverslip. Avoid air
bubbles. Leave slide in the dark at 4 �C for some minutes
before count. Store the slide in the dark at 4 �C for short
times, at �20 �C for long periods.

20. Count 100 nuclei signals with a fluorescence microscope
equipped with a 100-watt mercury lamp and recommended
filters capable of detecting the emission spectrum of the probes
used (see Note 6 and Fig. 3).

3.3 Array

Comparative Genomic

Hybridization

(Array-CGH)

Perform array-CGH following the Agilent Technologies instructions
faithfully (http://www.agilent.com/cs/library/usermanuals/Public/
G4410-90020_CGH_ULS_3.5.pdf).

This technique gives the possibility of analyzing the DNA from
blood, cells, and FFPE tissues.

For results interpretation we apply a filtering option of a mini-
mum of 3 aberrant consecutive probes and a minimum absolute
average log2 ratio that differs among all samples and depends on
DLRS values, so it is related to the quality of experiment.

Somatic mosaicism is a typical condition of cancer, which is a
mixture of different subpopulations. For this reason, also mosaic
gains and losses must be discovered. In particular, non-mosaic gains

Fig. 3 Examples of UroVysion FISH test on formalin-fixed paraffin-embedded tissues. (a) Clear distinction
between neoplastic and normal tissue divided by the stromal axis. Neoplastic tissue is recognizable by the
complete loss of 9p21 locus (yellow probe) present in normal tissue (left). (b) Cells with an aberrant pattern of
signals, characterized by the complete loss of 9p21 signal (yellow probe) and the presence of multiple copies
of CEP3 (red), CEP7 (green), and CEP17 (aqua)

Chromosomal Aberrations in Urothelial Carcinoma 15

http://www.agilent.com/cs/library/usermanuals/Public/G4410-90020_CGH_ULS_3.5.pdf
http://www.agilent.com/cs/library/usermanuals/Public/G4410-90020_CGH_ULS_3.5.pdf


and losses are identified by standard log2 ratios values for all
samples: values over 0.6, which correspond to 3 copies, identify
non-mosaic gains; values under �1, which correspond to 1 copy,
identify non-mosaic losses. Accordingly, log2 ratios values for
mosaic gains range between DLRS value and 0.6 and for mosaic
losses between DLRS value and �1 [10] (Fig. 4).

4 Notes

1. Leave the dissociating solution for a few minutes, gently resus-
pending with a Pasteur glass pipette.

2. If the slide is too full of nuclei and the metaphases are too
closed, add more drops of dissociating solution and repeat
point 5.

3. If metaphases are too closed, put the slide above a hot vapor for
a few seconds (use the laboratory water bath). If metaphases are
too open, put the slide under a lamp for a few seconds.

4. Select metaphases with a good banding resolution. Avoid
metaphases with overlapping chromosomes.

5. Count only morphologically abnormal cells; do not count
morphologically normal, overlapping or damaged cells.

6. Count only morphologically abnormal cells; do not count
morphologically normal, overlapping or damaged cells. For
FFPE tissue sections, it is also important to avoid cells that
are truncated during the sectioning process.

1
A B

2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

13 14 15 16 17 18 19 20 21 22 X Y 13 14 15 16 17 18 19 20 21 22 X Y

Fig. 4 Examples of array-CGH results analyzed using Agilent Genomic Workbench v5.0 software (red: gains,
green: losses). (a) Low-grade non-muscle-invasive transitional cell carcinoma. (b) High-grade muscle-
invasive transitional cell carcinoma
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7. 7–12 min are recommended for bladder cancer FFPE; different
types of tissues might require various tests to identify the best
condition.

8. If the nuclei are visible with distinct cell borders from one
another, the digestion of the stroma/matrix can be considered
adequate. Holes in the tissue or a pale staining of nuclei indi-
cate an over-digestion. In this case, restart from point 1 with a
new slide.
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Chapter 2

Analysis of Point Mutations in Clinical Samples of Urothelial
Carcinoma

Mustafa Alamyar and Ellen C. Zwarthoff

Abstract

In the last two decades specific point mutations in oncogenes have been identified in urinary bladder
cancers. Identification of these mutations in clinical samples (e.g., urine or tumor tissue) can be of use for
diagnostic or prognostic purposes. In this chapter we describe howmutations in multiple oncogenes can be
identified with a simple assay.

Key words Oncogenic mutations, FGFR3, TERT, PIK3CA, RAS, DNA isolation, Mutation analysis

1 Introduction

1.1 Oncogenic

Mutations in Bladder

Tumors

In bladder tumors specific point mutations have been found in the
FGFR3, TERT, PIK3CA, HRAS, KRAS, and NRAS oncogenes.
Except for TERT, the mutations lead to the incorporation of
another amino acid in the corresponding protein. This results in a
more active protein, and since these proteins are all involved in cell
growth and proliferation, the end result is tumor growth. Muta-
tions in the TERT gene occur instead in the promoter region and
result in more mRNA and more protein and hence active lengthen-
ing of telomeres at the end of chromosomes, which is thought to
immortalize cells. Table 1 gives an overview of the common muta-
tions in these genes [1–3].

FGFR3 mutations occur in about 60% of bladder tumors, with
the highest prevalence in stage Ta (65%,) with 33% in stage T1
(both non-muscle invasive (NMIBC)) and 22% in MIBC. Because
of this distribution FGFR3 together with Ki-67 can be used
to predict progression in NMIBC tumors [1]. TERT mutations
were found in 60–80% of tumors, regardless of stage and grade
[1, 2, 4, 5]. Mutations in PIK3CA are found in 24% of bladder
tumors, with a similarly equal distribution over stage. Finally,
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mutations in the three RAS genes are relatively uncommon
(6–10%) [1]. Figure 1 gives an overview of frequencies according
to stage [1–3].

1.2 The Use of

Oncogenic Mutations

in Clinical Practice

Analyses of the mutations in DNA isolated from tumor tissue is
important for predicting possible progression, as is the case for
FGFR3 mutations. In addition, mutations in PIK3CA and the
RAS genes may be of use as companion diagnostic for targeted
therapies as the pathways in which these genes function will be
constitutively active downstream of the mutant protein and hence
upstream inhibition will be ineffective. In addition, targeted thera-
pies with small molecule inhibitors or monoclonal antibodies are in

Table 1
Overview of the relevant genes and their mutation sites

Genes Mutation sites

HRAS G12C/S, G12D/V, G13C/R, Q61K, Q61L/R

KRAS G12C/R/S, G12A/D/V, Q61E

NRAS Q12R, Q61L/R

PIK3CA E542K, E545K/Q, E545G, H1047L/R

FGFR3 R248C, S249C, G372C, S373C, Y375C, G382R,
A393E, K652E/Q, K652 T/M

TERT a -124 C > T/A; �138 C > T; �146 C > T

aMutations in TERT are respective to the ATG start codon
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Fig. 1 Frequencies of FGFR3, RAS, PIK3CA and TERT mutations according to
stage
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clinical trials for tumors with an activated FGFR3 gene. Likewise
there are multiple small molecule inhibitors for the active PIK3CA
protein. Finally, the high frequency with which FGFR3 and TERT
mutations occur makes them ideal for the identification of bladder
tumor cells in DNA isolated from urinary cell pellets, both for
patients under surveillance for recurrences after resection of a pri-
mary NMIBC as well as for patients presenting with hematuria to
rule out that a bladder tumor is the cause of hematuria [1–3, 6, 7].
This chapter provides background information per mutation type
and illustrates how mutation analysis can be carried out from
voided urine or tumor tissue [8].

2 Materials

2.1 DNA Isolation

from Urine

1. 50 ml centrifuge tubes.

2. Phosphate-buffered saline.

3. 1.5 ml Eppendorf vials.

4. QIAamp mini and Blood kit.

5. Ethanol (96–100%).

6. Qubit 2.0 Fluorometer device.

7. Qubit dsDNA HS Assay Kit.

2.2 DNA Isolation

from Formalin-Fixed

Paraffin-Embedded

(FFPE) Tissue

1. Disposable 1 mm biopsy punch.

2. Xylene.

3. Ethanol 100%.

4. Ethanol 70%.

5. Lysis buffer; 10 mM Tris–HCl, pH 8.0, 100 mM EDTA,
pH 8.0, 50 mM NaCl, 0.5% SDS.

6. Proteinase K, 20 mg/ml.

7. Chelex.

2.3 Mutation

Analysis

2.3.1 Materials

1. KAPA2G Robust Hotstart ReadyMix.

2. Shrimp alkaline phosphatase.

3. Exonuclease-I.

4. SNaPshot Multiplex kit (Applied Biosystems, Life Technolo-
gies, UK).

5. Formamide.

6. Automatic sequencer ABI PRISM 3130 XL Genetic Analyzer
or similar.

7. GeneScan Analysis Software version 2.4.2 (SoftGenetics LLC).
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3 Methods

The mutations described above are good diagnostic candidates for
early detection and disease surveillance. For the analysis one needs
10–100 ml of voided urine from a (potential) patient.

3.1 DNA Isolation

from Urine

1. Transfer the urine sample to a 50 ml centrifuge tube.

2. Centrifuge the 50 ml tube at 1500 � g for 10 min.

3. Resuspend the pellet in 900 μl phosphate-buffered saline (PBS)
and transfer this to a 1.5 ml Eppendorf tube.

4. Centrifuge the 1.5 ml tube at 3000 � g for 5 min.

5. Discard the supernatant; pellets can be kept at �80 �C until
DNA isolation.

6. DNA from urine pellets is isolated using the QIAamp mini and
Blood kit. Before starting, bring samples to room temperature.

7. Add 20 μl proteinase K (20 mg/ml) and 200 μl buffer AL to
the sample. Mix for 15 s using the pulse-vortex and incubate
for 10 min at 56 �C.

8. Centrifuge the tubes shortly to remove drops from the inside of
the lid.

9. Add 200 μl ethanol (96–100%) to the sample and mix again
using the pulse-vortex. Again centrifuge the tubes to remove
drops from the lid.

10. Add the mixture from the 1.5 ml tube to the QIAamp Mini
spin column in a 2 ml collection tube without wetting the rim.

11. Centrifuge the column at 6000� g for 1 min and place the spin
column in a clean 2 ml collection tube. Dispose the tube with
the eluate.

12. Apply buffer AW1 to the spin column and centrifuge at
6000 � g for 1 min, dispose the tube with the eluate.

13. Apply buffer AW2 (500 μl) to the spin column and centrifuge
at 20,000 � g for 3 min, discard the eluate.

14. For DNA elution transfer the spin column to a 1.5 ml Eppen-
dorf vial and add 100 μl AE buffer to the spin column and
incubate at room temperature for 5 min. Centrifuge at
6000 � g for 1 min. N.B. the DNA is in the eluate.

15. Measure the DNA concentration from the eluate according to
manufacturer’s protocol using the Qubit 2.0 Fluorometer
device and corresponding Qubit dsDNA HS Assay Kit.

3.2 DNA Isolation

from Formalin-Fixed

Paraffin-Embedded

(FFPE) Tissue

1. Use a hematoxylin-eosin-stained section of the tissue block for
selection of an area with tumor cells.

2. Take a 1 mm punch from the selected region using a punch
tool.
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3. Transfer the sample to a 1.5 ml tube and add 800 μl xylene to
remove paraffin.

4. Incubate for 10 min at room temperature.

5. Centrifuge the mixture at 16,000 � g for 1 min and pipet the
xylene supernatant from the mixture.

6. For ethanol rehydration add 800 μl of 100% ethanol to the
specimen, vortex and centrifuge at 16000 � g for 3 min.

7. Remove the ethanol supernatant without touching the pellet.

8. Pipet 800 μl of 70% ethanol, vortex and centrifuge at
16,000 � g for 3 min.

9. Remove the ethanol supernatant as much as possible.

10. Open the tube and air-dry the pellet for 10 min.

11. For the tissue dissolution add 100 μl lysis buffer, 25 μl protein-
ase K (20 mg/ml) and 25 μl Chelex (Bio-RAD, California,
USA) to the pellet.

12. Incubate overnight in heat block at 56 �C.

13. Incubate the mixture at 95 �C for 10 min to deactivate pro-
teinase K, and centrifuge for 1 min at 16,000 � g.

14. The supernatant contains the extracted DNA. Transfer into a
clean tube leaving the Chelex mixture with the cell debris
behind (see Note 1).

15. Measure DNA concentration as explained for urine DNA (see
Note 2).

3.3 Mutation

Analysis

1. For FGFR3mutation analysis, set up a multiplex PCR in a final
volume of 10 μl containing 5 ng of DNA, 5 μl KAPA2GRobust
Hotstart ReadyMix, 18 pmol of exon 7 primers and 10 pmol
each of exon 10 and 15 primers (see Table 2 for primer
sequences)(see Note 3).

2. After 3 min at 95 �C, 40 PCR cycles are carried out (15 s at
95 �C, 15 s at 55 �C and 20 s at 72 �C) followed by 10 min at
72 �C.

3. Treat the PCR product with 1.5 units of shrimp alkaline phos-
phatase and two units of exonuclease-I for 60 min at 37 �C to
get rid of excess primers and deoxynucleotide triphosphates
(ddNTPs), followed by 15 min at 85 �C to inactivate the
enzymes.

4. Next, use a SNaPshotMultiplex kit for a single-nucleotide probe
extension based on probes that anneal adjacent to the investi-
gated nucleotides (probe sequences in Table 2, see Note 4).

5. The SNaPshot reaction is carried out in a total volume of 10 μl
containing 1 μl of PCR product, 2.5 μl of the Snapshot ready
mix, 2 μl of the 5� sequencing buffer and 1 μl of the probe mix.
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6. Probe extension is for 35 cycles of 10 s at 96 �C, followed by
40 s at 58.5 �C.

7. Treat the Snapshot product with 1 U SAP for 30 min at 37 �C
to remove excess ddNTPs and incubate for 15 min at 85 �C to
inactivate the enzyme.

8. Add 1 μl of the reaction to 10 μl formamide and denature by
incubation at 95 �C for 5 min.

9. Use this mixture for the separation of the product in a
20–25 min run on 36 cm long capillaries using the automatic
sequencer. The absence or presence of a mutation is indicated
by the fluorescent marker of the incorporated ddNTP.

10. Use GeneScan Analysis Software version 2.4.2 for analysis of
the generated data or alternatively software provided by
Applied Biosystems.

Table 2
Primer and probe sequence for FGFR3 mutation analysis

Primer Sequence (50- > 30)
Product
size (bp) pmol

FGFR3 RI Fw AGTGGCGGTGGTGGTGAGGGAG 115 18

FGFR3 RI Rev GCACCGCCGTCTGGTTGG 18

FGFR3 RII Fw CAACGCCCATGTCTTTGCAG 138 10

FGFR3 RII Rev AGGCGGCAGAGCGTCACAG 10

FGFR3 RIII Fw GACCGAGGACAACGTGATG 160 10

FGFR3 RIII Rev GTGTGGGAAGGCGGTGTTG 10

Probe Sequence (50- >> 30) Size (bp) Strand WT MT

S373C T19 GAGGATGCCTGCATACACACa 39 sense Tb A 2

K652 M/T T20 CACAACCTCGACTACTACAAGA 42 sense A T/C 7

G372C T29 GGTGGAGGCTGACGAGGCG 48 sense G T 2

A393E T34 CCTGTTCATCCTGGTGGTGG 54 sense C A 10

R248C T46 CGTCATCTGCCCCCACAGAG 66 sense C G 8

Y375C T43 ACGAGGCGGGCAGTGTGT 61 sense A G 10

S249C T36TCTGCCCCCACAGAGCGCT 55 sense C T 4

K652Q/E T50 GCACAACCTCGACTACTACAAG 72 antisense A C/G 3

G382R T56 GAACAGGAAGAAGCCCACACC 76 antisense C T 6

aT19 etc. indicate the length of the T-tails
bThe color of the incorporated WT and MT nucleotides corresponds with the color of the peaks in the sequence run
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The TERT and PIK3CA mutation analyses are similar to the
FGFR3 mutation analysis. The TERT PCR covers the two most
frequent sites for TERT mutations in the promoter. Primer and
probe sequences for TERT mutation analysis are given in Table 3.
Figure 2 illustrates the results of a TERT mutation analysis.

The PIK3CA PCR covers the hotspot mutation sites in the
gene (E542K, E545G, E545K, and H1047R) [1]. Primer and
probe sequences for PIK3CA mutation analysis are given in
Table 4. Mutations in the HRAS, KRAS, and NRAS genes are
not very common in bladder tumors. We therefore combined the
most prevalent mutations in one assay as explained in Kompier et al.
[1]. This assay covers 96% of the possibleRASmutations in bladder
tumors. Details on primers and probes for the different mutations
are depicted in Tables 2–5.

4 Notes

1. Take care to get rid of the Chelex beads as they may interfere
with subsequent steps.

2. Do not use a spectrophotometer for determining DNA con-
centration. Especially with FFPE samples many proteins are still
present in the DNA solution. Proteins absorb ultraviolet light
in the 230 and 280 nM range and high concentrations may
result in absorption at 260 nM and hence the DNA concentra-
tion may be overestimated.

3. Make up with water to 10 μl, if necessary. Optional: add a small
drop of paraffin oil to prevent evaporation.

4. T-tails are added to the probe to allow separation and visuali-
zation of the different probes on the sequencer.

Table 3
Primer and probe sequence for TERT mutation analysis

Primer Sequence (50- > 30)
Product
size (bp) pmol

TERT Fw AGCGCTGCCTGAAACTCG 155 10

TERT Rev CCCTTCACCTTCCAGCTC 10

Probe Sequence (50- >> 30) Size
(bp)

Strand WT MT pmol/
reaction

TERT; �124 C > T T20 GGCTGGGAGGGCCCGGAa 37 sense G A/Tb 10

TERT; �138C > T T27 GGAGGGGGCTGGGCCGG 44 sense G A 5

TERT; �146 C > T T39 CTGGGCCGGGGACCCGG 56 sense G A 15

aT20 etc. indicate the length of the T-tails
bThe color of the incorporated WT and MT nucleotides corresponds with the color of the peaks in the sequence run
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Table 4
Primer and probe sequence for PIK3CA mutation analysis

Primer Sequence (50- > 30)
Product
size (bp) pmol

PIK3CA
ex9-Fw

AGTAACAGACTAGCTAGAGA 139 0.5

PIK3CA
ex9-Rev.

ATTTTAGCACTTACCTGTGAC 0.5

PIK3CA
ex20-Fw

GACCCTAGCCTTAGATAAAAC 109 1

PIK3CA
ex20-Rev

GTGGAAGATCCAATCCATTT 1

Probe Sequence (50- >> 30) Size (bp) Strand WT MT pmol/
reaction

E542K T17 ACACGAGATCCTCCTCTCT* 35 sense Ga Ab 1.5

E545G T21 CCTCTCTCTGAAATCACTG 40 sense A G 5

E545G T25 ATCCTCTCTCTGAAATCACT 45 sense G A 3

H1047R T30 GAAACAAATGAATGATGCAC 50 sense A G 3

aT17 etc. indicate the length of the T-tails
bThe color of the incorporated WT and MT nucleotides corresponds with the color of the peaks in the sequence run
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10.000

5.000

0

-124 C>T/A
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5.000
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Fig. 2 Example of a wild type and mutant type (lower panel) TERT mutation analysis result
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Table 5
Primer and probe sequence for HRAS, KRAS, NRAS mutation analysis

Primer Sequence (50- > 30)
Product
size (bp) pmol

HRAS
exon1 Fw

CAGGAGACCCTGTAGGAGG 139 6

HRAS
exon1 Rev

TCGTCCACAAAATGGTTCTG 6

HRAS
exon2 Fw

GGAGACGTGCCTGTTGGA 140 3

HRAS
exon2 Rev

GGTGGATGTCCTCAAAAGAC 3

KRAS
exon1 Fw

GGTCCTGCTGAAAATGACTG 163 3

KRAS
exon1 Rev

GGTCCTGCACCAGTAATATG 3

KRAS
exon1 Fw

CCAGACTGTGTTTCTCCCTT 155 3

KRAS
exon1 Rev

CACAAAGAAAGCCCTCCCCA 3

NRAS
exon1 Fw

GGTGTGAAATGACTGAGTAC 128 3

NRAS
exon1 Rev

GGGCCTCACCTCTATGGTG 3

NRAS
exon2 Fw

GGTGAAACCTGTTTGTTGGA 103 3

NRAS
exon2 Rev

ATACACAGAGGAAGCCTTCG 3

(continued)
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Table 5
(continued)

Probe Sequence (50- >> 30)
Size
(bp) Strand WT MT

pmol/
reaction

HRAS
pos.34

T17 CTGGTGGTGGTGGGCGCCa 35 Sense Gb C/T/A 5

HRAS
pos.182

T18 GCATGGCGCTGTACTCCTCC 38 antisense T G/C/A 1.5

KRAS
pos.34

T25 GGACTCTTGCCTACGCCCAC 45 antisense C G/A/T 5

HRAS
pos.35

T31 CGCACTCTTGCCCACACCG 50 antisense C G/A/T 7

NRAS
pos.182

T33 GACATACTGGATACAGCTGGAC 55 sense A G/C/T 5

KRAS
pos.181

T41 CTCATTGCACTGTACTCCTCTT 63 antisense G T/C 2

HRAS
pos.181

T46 CATCCTGGATACCGCCGGC 65 sense C A/G 7

KRAS
pos.35

T49 AACTTGTGGTAGTTGGAGCTG 70 sense G C/T/A 2

HRAS
pos.37

T55 CAGCGCACTCTTGCCCACAC 75 antisense C G/A/T 7

NRAS
pos.34

T62 CTGGTGGTGGTTGGAGCA 80 sense G C/T/A 2

aT17 etc. indicate the length of the T-tails
bThe color of the incorporated WT and MT nucleotides corresponds with the color of the peaks in the sequence
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Chapter 3

A Versatile Assay for Detection of Aberrant DNA Methylation
in Bladder Cancer

Stella Tommasi and Ahmad Besaratinia

Abstract

Urothelial carcinoma of the bladder is one of the most common malignancies in the industrialized world,
mainly caused by smoking and occupational exposure to chemicals. The favorable prognosis of early stage
bladder cancer underscores the importance of early detection for the treatment of this disease. The high
recurrence rate of this malignancy also highlights the need for close post-diagnosis monitoring of bladder
cancer patients. As for other malignancies, aberrant DNA methylation has been shown to play a crucial role
in the initiation and progression of bladder cancer, and thus holds great promise as a diagnostic and
prognostic biological marker. Here, we describe a protocol for a versatile DNA methylation enrichment
method, the Methylated CpG Island Recovery Assay (MIRA), which enables analysis of the DNA methyl-
ation status in individual genes or across the entire genome. MIRA is based on the ability of the methyl-
binding domain (MBD) proteins, the MBD2B/MBD3L1 complex, to specifically bind methylated CpG
dinucleotides. This easy-to-perform method can be used to analyze the methylome of bladder cancer or
urothelial cells shed in the urine to elucidate the evolution of bladder carcinogenesis and/or identify
epigenetic signatures of chemicals known to cause this malignancy.

Key words Aromatic amines, Biomarkers, Epigenetics, Methyl-binding domain (MBD) proteins,
Tobacco smoke, Urine

1 Introduction

Bladder cancer is the ninth most common cancer in the world, with
an estimated 430,000 new cases and 165,000 deaths in 2012
[1–3]. In the US alone, 76,960 new cases are expected to occur
in 2016, and 16,390 bladder cancer patients are expected to die
from the disease in the same year [4]. The vast majority (>90%) of
bladder cancer cases are urothelial carcinomas. Approximately 75%
of patients are diagnosed with non-muscle-invasive bladder cancer,
of which roughly 50% are of low-grade [1, 3]. The prognosis of
these noninvasive tumors is usually favorable; however, up to 80%
of cases will recur after complete transurethral resection, and up to
45% of cases will progress to invasive cancer within 5 years [5, 6].
Cystoscopy, followed by biopsy of suspicious lesions, remains the

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
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gold standard for the detection of both new and recurrent bladder
cancer. However, this approach is highly invasive and costly and its
sensitivity can be as low as 60% for the detection of carcinoma in
situ [6, 7]. Noninvasive tests for bladder cancer diagnosis are
available and include voided urine cytology, cytogenetic analysis
by fluorescence in situ hybridization, and detection of genetic
mutations in urine. Yet, these tests have limited sensitivities
(54–86%), and specificities (61–90%), and often yield false positive
results [3, 6, 8]. Given the high recurrence rate of bladder cancer
and the costs and discomfort associated with post-diagnosis follow-
ups, the quest for novel noninvasive tests to improve early detection
and assist with surveillance is currently a top research priority [8, 9].

Unlike other types of human cancer with unknown or less well-
defined etiologic agent(s), bladder cancer is primarily linked to
exposure to aromatic amines, a family of chemicals present in
tobacco smoke and various industrial products and workplace set-
tings [10–13]. Epidemiologic studies have shown that smokers
have two- to sixfold higher risk of bladder cancer relative to non-
smokers [1, 14]. Also, those who smoke black (air-cured) tobacco
products are at increased risk of bladder cancer compared to those
who smoke blond tobacco (flue-cured) products. The latter is
consistent with the higher content of aromatic amines in smoke
from black tobacco products relative to blond tobacco products
[11]. Furthermore, higher incidence of bladder cancer has been
observed in industrial workers exposed to aromatic amines gener-
ated during the manufacture or processing of a variety of products,
including rubber, cable, textile, dye, paints, solvents, leather dust,
inks, etc. [10–13, 15]. Lifestyle choices, such as the use of hair dyes
containing aromatic amines, have also been suggested as a potential
determinant of bladder cancer, although conclusive evidence is yet
to emerge [15].

Aromatic amines are known to induce DNA damage and muta-
tions that may cause disruption of key biological pathways that may
lead to cell transformation, e.g., in normal urothelium [9, 11, 16,
17]. In addition to having a genotoxic mode of action, aromatic
amines, like many other chemical carcinogens, may also exert epi-
genetic effects of relevance to bladder carcinogenesis [6, 18–20].
Epigenetics is a fast growing field in cancer biology with tremen-
dous potential for environmental, clinical, and translational
research [21–23]. Epigenetic effects are defined as heritable
changes in gene expression that do not involve alterations in the
underlying DNA sequence. Aberrant DNA methylation associated
with transcriptional deregulation of cancer-related genes is the
best-studied epigenetic mechanism of carcinogenesis [23–28].
Aberrancies in DNA methylation patterns commonly occur in the
early stages of carcinogenesis and as such, are detectable prior to
clinical diagnosis of cancer. Thus, modification of DNA methyla-
tion patterns together with alterations of gene expression may serve
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as predictive biomarkers for early detection of cancer [29]. Further-
more, epigenetic changes intensify as cancer progresses, and are
potentially reversible through pharmacological interventions or
genetic manipulation [30, 31]. Therefore, epigenetic biomarkers
can also be used for both prognostic and therapeutic purposes.

Investigating the epigenetic basis of bladder carcinogenesis,
especially in individuals with known history of exposure to aromatic
amines, e.g., specific industry workers or smokers, holds great
promise for cancer biomarker discovery [6, 8, 9, 20, 32–34]. The
continuous shedding of bladder cells into the urine offers a unique
opportunity for noninvasive surveillance of the epigenetic land-
scape both before and after clinical manifestation of bladder cancer
[34–36]. The noninvasively obtainable urine specimens from, e.g.,
occupationally exposed individuals to aromatic amines or smokers,
can be analyzed over time to evaluate alterations of the epigenome
during the initiation and progression of bladder cancer. Elucidating
the underlying mechanisms of bladder carcinogenesis by determin-
ing the epigenetic signature of aromatic amines in a readily available
surrogate tissue (i.e., urine) will be critical to developing novel
diagnostic and/or prognostic biomarkers for bladder cancer.

Over the past decades, an increasing number of methods have
been developed to examine the DNA methylation profile at individ-
ual loci or on a genome-wide scale in a variety of experimental
systems [37–40]. Here, we described a protocol for the Methylated
CpG Island Recovery Assay (MIRA), a sensitive and versatile pull-
down assay for the enrichment of methylated DNA [41, 42]. This
technique is easy to perform and allows recovery of methylated DNA
without relying on the use of expensive antibodies. The MIRA (out-
lined in Fig. 1) is based on the ability of the methyl-binding domain
(MBD) proteins, the MBD2b/MBD3L1 complex, to specifically
bind methylated-CpG dinucleotides [40–42]. The MIRA-enriched
DNA fractions can be used in several downstream applications,
including DNA methylation analysis of single loci by real-time
PCR or bisulfite conversion followed by cloning and DNA sequenc-
ing [40]. MIRA is also compatible with high-throughput microarray
or next-generation sequencing platforms, e.g., the Illumina Genome
Analyzer (MIRA-seq). So far, several versions of MIRA-seq have
been developed, all requiring ligation of specific adapters for library
construction, DNA sequencing, and sequence read alignment using
a reference genome [43–45].We and others have successfully applied
MIRA to detect aberrant DNA methylation in a variety of tumor
types, including human melanoma, lung and breast cancer [41, 46],
immortalized cell lines [47] and mice/cells treated in vivo/in vitro
with prototype carcinogens [48, 49]. The MIRA technology is
licensed to Active Motif (under U.S. Patent No. 7,425,415),
which has developed easy-to-perform kits for MIRA (MethylCollec-
tor™ Ultra, Active Motif®) and MIRA-seq (MethylCollector™
Ultra-Seq, Active Motif®).
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Fig. 1 Outline of MIRA. This method enables analysis of the DNA methylation
status in individual genes or across the entire genome. MIRA is based on the
ability of the methyl-binding domain (MBD) proteins, the MBD2B/MBD3L1 com-
plex, to specifically bind methylated CpG dinucleotides. Enriched DNA fractions
can be analyzed on high-throughput microarray or NGS platforms



2 Materials

All the reagents must be of molecular biology grade and solutions
must be prepared using distilled milliQ water and then autoclaved/
filter-sterilized.

2.1 Purification

of GST-MBD2b

and His-MBD3L1

Proteins for MIRA

1. GST-tagged MBD2b and histidine-tagged MBD3L1 expres-
sion plasmids.

2. LB broth, LB agar, and SOC medium, for bacteriological work
[50].

3. BL21 (DE3) Competent Cells (Agilent Technologies, Santa
Clara, CA).

4. Isopropyl-Beta-D-Thiogalatoside (IPTG). Make a 100 mM
stock solution in H2O, filter sterilize and keep at �20 �C.

5. Lysozyme. Make a 100 mg/ml stock solution in H2O, aliquot
and keep at �20 �C.

6. Sodium Chloride-Tris-EDTA (STE) buffer; 150 mM NaCl,
10 mM Tris–HCl, pH 7.8, 0.1 mM or 1 mM EDTA, pH 8.0.

7. GST-STE buffer; 150 mM NaCl, 10 mM Tris–HCl, pH 7.8,
1 mM EDTA, pH 8.0.

8. His-STE buffer; 150 mM NaCl, 10 mM Tris–HCl, pH 7.8,
0.1 mM EDTA, pH 8.0.

9. Phenylmethylsulfonylfluoride (PMSF). Make a 100 mM stock
solution in isopropanol, aliquot and keep at �20 �C.

10. N-lauroylsarcosine. Make a 10% (w/v) stock solution in H2O,
aliquot and keep at �20 �C.

11. Glutathione Sepharose 4B beads (GEHealthcare Life Sciences,
Uppsala, Sweden).

12. Ni-NTA His-Bind® Resin (MilliporeSigma, Darmstadt,
Germany).

13. GST-washing buffer; 0.1% (v/v) Triton X-100 in phosphate
buffered saline (PBS) buffer.

14. His-washing buffer; 50 mM NaH2PO4�H2O, 300 mM NaCl,
20 mM Imidazole. Adjust pH to 8.0 with 1 M NaOH.

15. GST-Elution buffer; 50 mM Tris–HCl, pH 8.5, 150 mM
NaCl, 20 mM reduced glutathione, 0.1% Triton X-100.

16. His-Elution buffer: 50 mM NaH2PO4�H2O, 300 mM NaCl,
250 mM Imidazole. Adjust pH to 8.0 with 1 M NaOH.

17. 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) HEPES.

18. Protein-dialysis buffer (for both GST- and His-tagged pro-
teins): 50 mM Hepes, pH 7.4, 150 mM NaCl, 5 mM β-
mercaptoethanol, 50% Glycerol.

19. Bovine Serum Albumin (BSA).
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2.2 Sample

Preparation for MIRA

1. Elution buffer (EB) (Qiagen, Valencia, CA).

2. TE; 10 mM Tris–HCl, 1 mM EDTA, pH 8.0.

3. Quick-DNA™ Urine kit (Zymo Research, Irvine, CA).

2.3 MIRA Enrichment

and PCR Amplification

1. Purified GST-tagged MBD2b and His-tagged MBD3L1 pro-
teins (~1 μg each).

2. Sonicated DNA from JM110 bacterial strain (see Note 1).

3. 10� MIRA-binding buffer; 100 mM Tris–HCl, pH 7.9,
500 mM NaCl, 100 mM MgCl2, 10 mM DL-Dithiothreitol
(DTT), 1% (v/v) Triton X-100 (see Note 2).

4. MagneGST Glutathione Particles and magnetic stand (Pro-
mega, Madison, WI).

5. Qiaquick PCR purification kit (Qiagen, Valencia, CA).

6. MIRA-washing buffer; 10 mM Tris–HCl, pH 7.5, 700 mM
NaCl, 1 mM EDTA, 3 mM MgCl2, 0.1% (v/v) Triton X-100.

7. T4 DNA polymerase, 10� NEB 2 buffer, T4 DNA ligase and
10� T4 DNA ligase buffer (New England Biolabs, Ipswich,
MA).

8. Ligation-mediated PCR (LM-PCR) Linker is obtained by
annealing a long oligo: 50-GCGGTGACCCGGGAGATCT-
GAATTC-30 with a short complementary oligo: 50-GAATT-
CAGATCTCCCG-30 (see Note 3).

9. Taq DNA polymerase, 10� PCR buffer, 5� Q solution (Qia-
gen, Valencia, CA).

10. Sybr Green I Nucleic Acid Gel Stain (Roche, Mannheim,
Germany).

3 Methods

3.1 Purification

of GST-MBD2b and

His-MBD3L1 Proteins

for MIRA

GST-MBD2b and His-MBD3L1 can be purified in parallel.
Distinct buffers/reagents are usually needed.

3.1.1 Transformation 1. In two separate tubes, transform BL21 (DE3)-competent cells
with:

(a) GST-MBD2b protein-expressing plasmid (1 μl).
(b) His-MBD3L1 protein-expressing plasmid (1 μl).

2. Incubate tubes on ice for 30 min, at 42 �C for 38 s, and back on
ice for 2 min.

3. Add 500 μl SOC medium and incubate at 37 �C for 1 h with
shaking.
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4. Following transformation, plate cells (100 μl) on:
(a) ampicillin-containing plates for GST-MBD2b.

(b) kanamycin-containing plates for His-MBD3L1.

5. Incubate at 37 �C overnight.

3.1.2 IPTG Induction 1. Inoculate 200 ml LB (add ampicillin for GST-MBD2b culture
or kanamycin for His-MBD3L1 culture) with 30–40 well-
developed bacterial colonies.

2. Grow in a shaker at 37 �C until OD reaches 0.6 at a fixed
wavelength of 600 nm.

3. To each flask, add 200 μl of 100 mM IPTG (0.1 mM IPTG
final concentration) to induce expression of GST-tagged
MBD2b or His-tagged MBD3L1 proteins.

4. Allow the cells to grow in the shaker at 37 �C for additional
4–6 h.

5. Split cell suspension in 50 ml falcon tubes (4�) and centrifuge
at 3500 � g for 15 min at 4 �C. Discard the supernatant.

6. Cell pellets can be processed immediately or kept at�80 �C for
several months.

3.1.3 Protein Purification 1. Resuspend the cell pellet (from a single falcon tube) in 10 ml
of:

(a) GST-STE buffer containing 100 μg/ml lysozyme for
GST-MBD2b;

(b) His-STE buffer containing 100 μg/ml lysozyme for His-
MBD3L1.

2. To each tube, add 100 μl of 100 mM PMSF (to a final concen-
tration of 1 mM PMSF) and incubate on ice for 10 min.

3. Lyse bacterial cells by adding 1 ml of 10% N-lauroylsarcosine.

4. Sonicate bacterial lysate until it clears up and loses viscosity.

5. Add 1 ml of 10% Triton-X to the lysate and vortex it for 20 s.

6. Centrifuge lysate at 3500� g for 15min (4 �C) and transfer the
supernatant into a new tube (~12 ml).

7. To the cleared lysate add:

(a) 0.1 ml 50% slurry Glutathione Sepharose 4B beads for
GST-MBD2b;

(b) 0.1 ml Ni-NTA Agarose beads for His-MBD3L1.

8. Mix gently by shaking at 4 �C for 30–45 min.

9. Pellet the beads at 1000 � g for 1 min.

10. Wash with:

(a) 10 ml of GST-washing buffer for GST-MBD2b;

(b) 10 ml of His-washing buffer for His-MBD3L1.
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11. Invert tubes several times, then collect beads by centrifugation
at 1000 � g for 1 min.

12. Repeat washes two more times.

3.1.4 Elution and Dialysis 1. Elute proteins from beads with:

(a) 1 ml GST-Elution buffer for ~4 h at 4 �C on a rotating
platform for GST-MBD2b;

(b) 1 ml His-Elution buffer for 30 min at 4 �C on a rotating
platform for His-MBD3L1.

2. Dialyze the eluted proteins against:

(a) 1–2 l of 1� PBS (+PMSF) for 5 h at 4 �C, and then against
1–2 l of protein-dialysis buffer (+PMSF) overnight at
4 �C.

(b) After dialysis, check protein integrity and concentration
on a 10% SDS-PAGE gel using BSA as a standard.

3. Aliquots of purified MBD2b and MBD3L1 proteins can be
kept at �20 �C for several months.

3.2 Sample

Preparation for MIRA

3.2.1 DNA Isolation

1. High molecular weight genomic DNA can be isolated from
cells and tissues using standard phenol/chloroform extraction
protocols [50]. Alternatively, commercially available kits, such
as the DNeasy Blood & Tissue Kit (Qiagen, Valencia, CA), can
be used.

2. Genomic DNA can be extracted from urine specimens with the
Quick-DNA™ Urine kit (Zymo Research, Irvine, CA).

3.2.2 Fragmentation

of Genomic DNA

We routinely use a Bioruptor® sonicator (Diagenode, Denville, NJ)
to shear genomic DNA to generate 200- to 600-bp fragments (see
Note 4).

1. Resuspend 500–700 ng genomic DNA to a final volume of
200 μl (with EB or TE buffer).

2. Sonication is performed in apposite tubes using the medium
power setting with alternating 30 s on/30 s off intervals for a
total of 15 min. Avoid overheating.

3. Check an aliquot on 2% agarose gel.

4. Keep 10–20 ng sonicated DNA to use as input (non-MIRA-
enriched fraction).

3.3 MIRA

3.3.1 Binding of MBD

Proteins to

Fragmented DNA

1. In a 1.5 ml Eppendorf tube, mix: 1� NEB buffer 2, 0.1%
Triton X-100, 0.5 μg sonicated JM110 DNA, 1 μg purified
GST-MBD2b, 1 μg purified His-MBD3L1, and H2O to a final
volume of 100 μl.

2. Mix by pipetting and preincubate at 4 �C for 20 min on a
rotating platform. Rotate at a low speed to prevent foaming.
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This step is required for MBD2b/MBD3L1 complex
formation.

3. Add 500–700 ng sonicated genomic DNA to the 100 μl bind-
ing mix. Adjust final volume to 400 μl (with EB buffer).

4. Incubate at 4 �C overnight (or for at least 5 h) on a rotating
platform.

3.3.2 Washing

and Pre-blocking of Magne

GST Beads

1. Add 2.5 μl of MagneGST Glutathione Particles into 1 ml of 1�
PBS containing 0.1% Triton X-100 and invert tubes several
times.

2. Capture magnetic beads using a magnetic stand and carefully
decant the supernatant.

3. Add 1 ml of 1� PBS/0.1% Triton X-100 into each tube.

4. Repeat washes for two to three times.

5. To decrease nonspecific background, pre-block the washed
beads with a solution of: 1� NEB buffer 2, 0.1% Triton X-
100, 0.5 μg sonicated JM110 DNA, and H2O up to 400 μl.

6. Mix by pipetting and incubate at 4 �C for 20 min on a rotating
platform.

7. Remove the supernatant with the aid of a magnetic stand.

8. Add 400 μl of protein-DNA mix (Subheading 3.3.1) to the
pre-blocked beads.

9. Incubate at 4 �C for ~2 h on a rotating platform.

3.3.3 Recovery

of the MIRA-Enriched

DNA Fraction

1. Capture the beads with the aid of a magnetic stand and care-
fully remove the supernatant.

2. Add 800 μl of MIRA-washing buffer into the tube and invert
four to five times. Capture the beads on a magnetic stand.
Discard the supernatant.

3. Wash beads (carrying the methylated CpG fraction) for two to
three times with 1 ml of MIRA-washing buffer. Following
beads pulldown, discard the supernatant.

4. Purify the CpG-enriched fraction from the beads with the
Qiaquick PCR purification kit according to the manufacturer’s
instructions.

5. Elute the CpG-rich fraction from the column with 50 μl of EB
buffer.

3.3.4 Generation

of Blunt-Ended DNA

Following sonication, DNA fragments must undergo an end-
treatment filling step for the successful ligation of the blunt-
ended linker adaptor. *Remember to include the input sample
(non-MIRA-enriched DNA fraction) in parallel at this point.
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1. To each input and MIRA-enriched DNA sample (50 μl) add:
1� NEB buffer 2, 100 μM dNTPs, 1� BSA, 0.6 U T4 DNA
polymerase, and H2O up to a final volume of 60 μl.

2. Mix by pipetting and incubate at 12 �C for 20 min.

3. Add 300 μl PBI buffer to each tube and purify according to the
Qiaquick protocol (Qiagen).

4. Elute in 50 μl EB buffer.

5. Speed vac to 5 μl.

3.3.5 Linker Ligation

and PCR Amplification

1. For linker ligation, to each blunt-ended DNA sample (5 μl),
add 5 μl ligation mix containing: 15 μM double-stranded LM-
PCR linker, 1� T4 DNA ligase buffer, and 400 U T4 DNA
ligase.

2. Incubate at 16 �C overnight.

3. For PCR amplification, add to each tube: 1� PCR Buffer, 1�
Q solution, 1.2 mM MgCl2, 0.35 mM dNTP, 0.375� Sybr
Green, 5 U Taq Polymerase, and H2O up to 100 μl.

4. Incubate samples in a real-time PCR machine using the follow-
ing cycling conditions: 72 �C for 15 min; 95 �C for 3 min;
[95 �C for 30 s, 60 �C 20 s] for 14–16 cycles; 72 �C for 3 min
and 30 s (see Note 5).

5. Following PCR amplification, purify DNA by Qiaquick purifi-
cation kit (Qiagen) and elute in 50 μl EB buffer.

6. Measure the concentration by a spectrophotometer or
Nanodrop.

7. At this point, input and MIRA-enriched DNA from experi-
mental and control samples can be labeled and examined by
microarray analysis. Alternatively, samples can be ligated to
specific adaptors followed by library construction and analysis
on NGS platforms (Fig. 1).

4 Notes

1. JM110 is a bacterial strain that lacks both DNA adenine meth-
ylation (dam) and DNA cytosine methylation (dcm) activities.
Purified JM110 DNA is sonicated to an average length of
400–500 bp. Sonicated JM110 DNA is used in the binding
reaction to decrease nonspecific binding of DNA to MBD
proteins and/or beads.

2. 10� NEB 2 buffer (New England Biolabs, Ipswich, MA) can
be used as an alternative buffer. Remember to add Triton X-
100 to a final concentration of 0.1%.
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3. The LM-PCR linker is prepared by combining 50 μl of 100 μM
long oligo with 50 μl of 100 μM short oligo. The mix (50 μM)
is incubated for 3 min in a boiling water bath, and allowed to
slowly cool down to room temperature. The annealed double-
stranded linker is kept in small aliquots at �20 �C.

4. Alternatively, genomic DNA can be restriction digested with
MseI (50-TTAA-30), which cuts outside the CpG islands. Dif-
ferent sets of oligos are required to make the linker adaptor.
Sonication is preferable to MseI digestion because it does not
introduce significant sequence bias.

5. The initial step at 72 �C is required to fill in the 30 ends of the
double-stranded linker adaptor. PCR cycling is monitored in a
real-time thermocycler and reactions are stopped immediately
before reaching the amplification plateau (14–16 cycles are
usually sufficient). PCR reactions can be scaled down to
10–50 μl (final volume).
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Chapter 4

Immunohistochemical Analysis of Urothelial Carcinoma
Tissues for Proliferation and Differentiation Markers

Michael Rose and Nadine T. Gaisa

Abstract

Immunohistochemistry is a standard method in histopathology and enables the localized detection of
proteins in histological tissue sections. Specific antibodies are bound to cellular antigens, captured by
secondary antibodies or polymers, linked to enzymes and visualized by chromogenic substrates. Here, we
describe an automated staining technique for larger slide batches as well as a manual protocol for only few
slides using a polymer technique. We focus on differentiation markers, measures of cell proliferation, and
therapeutic targets in benign and malignant urothelial tissues.

Key words Immunohistochemistry, Polymer, (Cyto)keratins, Uroplakins, Ki67

1 Introduction

Immunohistochemistry (IHC) has a long history and is still an
irreplaceable method in histopathology for diagnostic, therapeutic,
and prognostic purposes [1]. In the 1930s first experiments
demonstrated that specificity of antibody reactions was not
impaired by covalently linked molecules [2], thus laying the scien-
tific foundation for IHC. In 1941, Albert H. Coons and colleagues
performed the next step by verifying streptococcal antigens in
frozen sections of rheumatic fever lesions via coupling fluorescent
compounds to antibodies [3, 4]. Labeled molecules have changed
over time, but linkage of enzymes [5] such as horseradish peroxidase
(HRP) that was investigated already in the 1960s [6–8] is still used.
These enzyme-linked antibodies catalyze a chromogenic substrate
turnover allowing the visualization of specific antigen binding in
tissue sections by light microscopy. Breaking steps toward an
improved staining were the invention of monoclonal antibodies,
reducing unspecific cross-reactions, in 1975 [9], and the introduc-
tion of polymer-based detection systems, enhancing the gain of
chromogenic-based signals, in the 1990s. Since formalin-fixed,
paraffin-embedded (FFPE) tissues were routinely applied [10],

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
vol. 1655, DOI 10.1007/978-1-4939-7234-0_4, © Springer Science+Business Media LLC 2018

43



standardization in order to achieve reproducibility has become the
major focus in IHC as the antigen-antibody recognition is affected
by multiple working steps including sample preparation and anti-
gen retrieval techniques [11].

In the current era of “big data” and “molecular pathology”
triggered by high-throughput methods like next-generation
sequencing (NGS), immunohistochemical staining remains a cost-
efficient standard technique offering a wide range of applications
via localized specific antigen detection. The advantages are obvious:
in heterogeneous tumor tissues staining patterns, which reflect
expression and stability of a distinct protein, can be quantified and
assigned to different cell types such as fibroblasts, immune, muscle,
or epithelial cells. On the single-cell level further information can
be provided by the cellular localization distinguishing between
membranous, cytoplasmic or nuclear protein expressions. In clini-
cal use IHC has a profound impact on tumor diagnostics and,
meanwhile, also on managing risk stratification and therapeutic
strategies of malignant diseases [1]. Antigens such as Ki67, a
nucleus-specific proliferation marker, are easy to implement into
pathological evaluation and hold a clear prognostic value in urothe-
lial cancer (UC) [12]. In combination with aberrantly expressed
CK20/KRT 20 (a differentiation marker normally only expressed
in umbrella cells), Ki67 is thought to predict recurrence, progres-
sion, and survival stratifying clinical important patient groups in
bladder cancer [13]. Since Choi et al. and other working groups
reported intrinsic subtypes of invasive UC (basal and luminal) in
2014 [14], markers such as KRT5, KRT14, CD44, or KRT 20,
GATA3 and HER2 which have been previously described for breast
cancer subtype classification [15], have become more important for
future UC diagnostics/management. As antigens like EGFR
include also information about targeted therapies, their application
may also guide and improve subtype-specific UC treatment.

In the following sections, detailed instructions for reproducible
immunohistochemical stains of FFPE urothelial tissue sections are
provided.

2 Materials

For both, automated and manual staining procedures, various dis-
tributors offer antibodies, reagents, and machines. Thus, in the
following, we describe a protocol optimized for our selected local
supplier, using commercially available premade solutions. How-
ever, we keep it as general as possible in order to enable transfer
to other automated systems and self-prepared staining solutions as
well. For optimal performance antibodies and reagents (and also
machines) should be concerted.
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2.1 Antigen Retrieval 1. Low pH buffer (see Note 1); To prepare 0.01 M citrate buffer
pH 6.1 weigh 2.94 g tri-sodium citrate (Na3C6H5O7.2H2O)
and transfer it to a cylinder or beaker. Add ultrapure water to a
volume of 950 mL (see Note 2) and mix. When fully dissolved
make up to 1 L with ultrapure water. Adjust pH with HCl.
Store at 4 �C.

2. High pH buffer (seeNote 3); To prepare 0.01 M EDTA buffer
pH 9.0 weigh 0.37 g ethylendiaminetetraacetic acid disodium
salt dihydrate (EDTA) and transfer it to a cylinder. Add water
to a volume of 950 mL. Mix and adjust pH with NaOH/KOH
(seeNote 4). Make up to 1 L with ultrapure water. Again adjust
pH with NaOH/KOH. Store at 4 �C.

3. Temperature-controlled water bath (alternatively microwave
oven or pressure cooker).

4. Heat-resistant glass or plastic ware with cover.

5. Wet chamber.

2.2 Solutions 1. Peroxidase blocking (see Note 5); Peroxidase activity can be
blocked by 3%H2O2 solution (in ultrapure water) (seeNote 6).

2. Protein blocking; Proteins can be blocked by normal serum of
species other than the used primary antibody and the used
tissue source (usually the species of the secondary antibody is
used). A concentration of 1–5% in PBS should be obtained (see
Note 7).

3. Antibody dilution (see Note 8); Antibodies can be diluted in
phosphate buffered saline (PBS).

4. Wash buffer (see Note 9); It is possible to use PBS as wash
buffer. In order to reduce unspecific background staining
0.01–0.1% Tween 20 can be added (see Note 10).

2.3 Antibodies Antibodies for proliferation and differentiation markers in urothe-
lial tissues are listed in Table 1.

2.4 Detection

Systems

There are various methods for the detection of antigen-antibody
reactions. The oldest method using direct immunolabeling with
enzyme-conjugated primary antibodies is (due to weak 1:1 signals)
no longer used for routine immunohistochemistry, but still pre-
ferred in high resolution immunofluorescence. All current immu-
nohistochemistry protocols apply indirect immunolabeling with a
non-conjugated primary antibody and different capturing techni-
ques with bridging secondary antibodies or polymers. In the last
10 years the polymer technique, using ten or more secondary
antibodies and >70 enzymes at once for each primary-secondary
antibody reaction, has proven excellent signals in tissues and is now
mainly used. Therefore, this protocol is based on polymer tech-
nique (Fig. 1).
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Table 1
Antibodies for proliferation and (subtype-specific) differentiation markers in urothelial tissues

Antibody/
clone Company/order # Dilution

Antigen
retrieval

Detection system
(DAKO)

Ki-67
MIB-1

DAKO
M7240

1:400 pH 6.1 FLEX þ M

(Cyto)keratin
5/6 D5/16 B4

DAKO
M7237

1:100 pH 9.0 FLEX þ M

(Cyto)keratin 5
XM26

abcam
ab17130

1:50 pH 6.1 FLEX þ M

(Cyto)keratin
14
LL002

abcam
ab7800

1:400 pH 6.1 FLEX þ M

(Cyto)keratin
20 Ks20.8

DAKO
M7019

1:100 pH 6.1 FLEX þ M

Uroplakin II BIOCARE MEDICAL
ACI3051C

1:100 pH 6.1 FLEX þ M

Uroplakin III
AU1

PROGEN 610108 1:10 pH 6.1 FLEX þ M

GATA3
L50-823

BioCare Medica
CM 405 B

1:250 pH 6.1 FLEX þ M

HER2
(HercepTest)

DAKO
K5204

1:300 pH 6.1 �

EGFR
E30

DAKO
M7239

1:50 � FLEX þ M

M mouse linker

DAB DAB

antigen

primary antibody

linker

secondary antibody

polymer

enzyme HRP

Fig. 1 Scheme of polymer-based antigen detection. A tissue antigen is captured
by a primary antibody in a first step. In a facultative second step a species-
specific linker molecule can be added in order to enable binding of multiple
polymers. In the following step, polymers with multiple secondary antibodies
and enzymes can bind to the antigen itself or the linker molecule. By addition of
a chromogenic substrate (DAB) enzyme-induced color development at the
targeted structures takes place
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2.5 Chromogens 1. Diaminobenzidine (DAB): two component solutions of vari-
ous distributors are available. These kits have to be used
according to the manufacturer’s instructions (e.g., mix 20 mL
substrate buffer with 20 drops of DAB chromogen).

2. Fast Red: multi-component (e.g., AP substrate buffer, chro-
mogen red 1, chromogen red 2, chromogen red 3) kit of
various distributors. Depending on the total volume needed
follow the protocol of the manufacturer (e.g., for ~1120 μL:
1000 μL substrate buffer, 40 μL chromogen 1, 40 μL chromo-
gen 2, 40 μL chromogen 3) (see Note 11).

3. Others: other chromogens like nitroblue-tetrazolium (dark
blue-violet) or DAB with nickel (gray-black) may be used for
special purposes and chromogen kits are offered by several
companies. They have to be used according to the manufac-
turer’s protocols. It is important to select best suitable combi-
nations of chromogen and counterstain in order to highlight
the targeted structures (see Note 12).

2.6 Counterstain Counterstaining for DAB chromogen is usually performed with
premade hematoxylin solutions. According to the used automated
staining system they are offered by the company. For manual stain-
ing also standard hematoxylin solutions can be used.

2.7 Mounting Mounting of slides can either be performed by a fully automated
glass/foil cover slipper or manually.

1. Cover slips.

2. Mounting medium.

3 Methods

3.1 Automated

Staining Procedure

3.1.1 Pretreatment

1. Fill, switch on, and heat pretreatment device according to the
manufacturer’s instructions (see Note 13).

2. Place paraffin slides (seeNote 14) into the racks (in the order of
the programming of the stainer) and insert them into the
device when starting temperature is reached.

3. Pretreatment program (our in house protocol):

Step Action Duration

Preheating Heating up to 80 �C ~25 min

Insert slides

Start heating Heating up to 97 �C ~10 min

Demasking Holding 97 �C 20 min

Cooling Cooling down to 65 �C ~15 min

Take out slides
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4. Transfer slides to wash buffer and leave them for 5–10 min (see
Note 15).

3.1.2 Staining Procedure 1. Program the automated slide stainer according to your require-
ments while pretreatment is going on.

2. Equip the stainer with the necessary reagents (see below).

3. Transfer slides from wash buffer to the stainer.

4. Machine staining protocol: our in-house protocol with DAKO
K8002. Note that optimal dilution, antigen retrieval proce-
dure, and detection systems are listed in Table 1.

Step Reagent Duration

Slide transfer/washing Wash buffer As required

Washing Wash buffer ~15–20 min

Peroxidase block Peroxidase-blocking reagent 5 min

Washing Wash buffer ~15–20 min

Primary antibody Primary antibody diluted in
antibody diluent

30 min

Washing Wash buffer ~2 min

Linker Linker 15 min

Washing Wash buffer 10 min

Secondary polymer Polymer/HRP 20 min

Washing Wash buffer 10 min

Washing Wash buffer 10 min

Chromogen DAB substrate working solution
(mix)

10 min

Washing Wash buffer 15–20 min

Counter staining Hematoxylin 5 min

Counter staining
development

Ultrapure water 20 min

Washing Wash buffer ~2 min

According to tissue requirements 2–3 the reagent drop zones
of the robot can be chosen. Volumes of peroxidase block, primary
antibody, linker, and secondary polymer are 100 μL per drop zone.
For chromogen and counterstaining 200 μL volume per drop zone
are suggested. Washing durations are variable due to slide numbers.
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3.2 Manual Staining

Procedure

3.2.1 Deparaffinization

1. Keep freshly cut 1–3 μm paraffin slides overnight at 50 max.
60 �C in an oven.

2. Take the slides out of the oven and start the following dewax-
ing procedure (see Note 16):

Step Reagent Duration

Dewax Xylene 10 min

Dewax Xylene 10 min

Decending alcohols 100% ethanol 10 min

Decending alcohols 100% ethanol 10 min

Decending alcohols 96% ethanol 5 min

Decending alcohols 70% ethanol 5 min

Rehydration Aqua dest 5 min

3.2.2 Antigen Retrieval 1. Place heat-resistant container filled with appropriate antigen
retrieval buffer into the water bath (alternatively microwave
oven or pressure cooker) and start heating.

2. When 98 �C (boiling temperature) is reached place the slides
into the retrieval buffer and start demasking. Retrieval times
vary among different antibodies and retrieval buffers (on aver-
age pH 6.1 citrate buffer ~15–30 min, pH 9.0 EDTA buffer
~5–15 min).

3. Stop heating, take the container out, and cool down slides by
slow and continuous dilution of retrieval buffer with aqua dest.
Transfer slides to wash buffer, let them cool down to room
temperature, and rest for about 15 min.

3.2.3 Staining 1. Take slides out of wash buffer and transfer them to a wet
chamber (plastic box with lid and wet pulp) (see Note 17).

2. Apply 200 μL peroxidase-blocking reagent per slide for
10–15 min.

3. Wash slides three times for 5 min with wash buffer/PBS.

4. For antibodies with strong background reaction protein block
may be applied for 15 min. Discard protein block (do not
wash).

5. Place 200 μL of diluted primary antibody (see Table 1) onto
each slide and incubate for 30 min at room temperature.

6. Wash slides three times for 5 min with wash buffer/PBS.

7. Apply 200 μL linker for 15 min.

8. Wash slides three times for 5 min with wash buffer/PBS.

9. Incubate slides with polymer for 20 min.
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10. Wash slides three times for 5 min with wash buffer/PBS.

11. Apply 200–500 μL DAB substrate working solution (mix) for
10 min.

12. Wash slides three times for 5 min with wash buffer/PBS.

13. Counterstain slides with hematoxylin for 10 min and wash
briefly with tap water.

14. Differentiate staining with aqua dest. for 10 min.

3.3 Dehydration and

Mounting (Automated

Staining and Manual

Staining)

For automated staining the following steps 1 and 2 can be per-
formed in any routine histology robot.

1. Dehydrate slides in an ascending alcohol series as follows:

Step Reagent Duration

Transfer Aqua dest 1 min

Ascending alcohols 70% ethanol 30 s

Ascending alcohols 70% ethanol 30 s

Ascending alcohols 70% ethanol 30 s

Ascending alcohols 96% ethanol 30 s

Ascending alcohols 96% ethanol 30 s

Ascending alcohols 96% ethanol 30 s

Dehydration 100% ethanol 2 min

Dehydration 100% ethanol 2 min

Dehydration Xylene 2–5 min

Dehydration Xylene 2–5 min

Dehydration Xylene 2–5 min

Dehydration Xylene 2–5 min

2. Transfer dehydrated slides in xylene to a cover slipper machine
or place 2 drops cover medium onto the slide and cover each
slide with a cover slip. Apply slight pressure in order to remove
air bubbles.

4 Notes

1. We use commercially available low pH buffer (pH 6.1).

2. When dissolving tri-sodium citrate the volume of the solution
will increase. Therefore, start dissolving in 950 mL and fill up
to nearly 1 L when the salt is fully dissolved.

3. We use commercially available high pH buffer (pH 9.0).
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4. Concentrated KOH/NaOH can be used at first to approach
the required pH. Close to the final pH, less concentrated bases
are preferred, as the pH of EDTA buffer may suddenly rise
above the required value.

5. We use commercially available peroxidase-blocking reagent.

6. Peroxidase solutions should be kept in dark plastic containers
since light enhances decomposition of H2O2 into H2O and O2

reducing the effectiveness of the solution and producing gas
(cave: glass bottles may explode). Peroxidase blocking solution
is alternatively commercially available by several suppliers.

7. Protein blocking is used to reduce background staining due to
hydrophobic interactions. It can be used as a blocking step
prior to the incubation with the primary antibody. Blocking
solution is just discarded (no washing) and then the antibody
incubation follows. More elegantly the primary antibody can
be diluted in antibody-diluent containing 1% bovine serum
albumin (BSA) with comparable effects. Protein blocking
solutions are alternatively commercially available by several
suppliers.

8. We use commercially available antibody diluent.

9. We use commercially available wash buffer concentrate.

10. Adding detergent (e.g., Tween 20) reduces surface tension of
the water and also dissolves membrane glycoproteins (e.g., Fc-
receptors) resulting in less background staining. Pipetting of
detergents may be difficult due to their viscosity; aspirate
slowly.

11. Fast Red solution is not very stable. The four-component
mixture should be freshly prepared maximum 10 min prior to
use.

12. Optimal chromogen and counterstain combinations are the
ones with best contrast: DAB (brown) &amp;amp; hematoxy-
lin (light blue), DAB/DAB þ Ni (brown/black) &amp;amp;
methyl green, red chromogens &amp;amp; hematoxylin (light
blue)/methyl green, nitroblue tetrazolium (blue) &amp;amp;
nuclear fast red.

13. Change target retrieval solutions after three to four times of
use as retrieval may be less effective afterwards.

14. 1–3 μm paraffin slides for immunohistochemistry should ide-
ally be prepared the previous day and kept overnight at 50 �C
(max. 60 �C). From 50 �C they should be directly transferred
to the antigen retrieval procedure.

15. If paraffin residues are found in washing buffer or on the top of
the pretreated slides, rinse slides with buffer or PBS in order to
optimize antibody binding during the staining procedure.
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16. Deparaffinization has to be carried out in a fume hood due to
vapors. Xylene and alcohol solutions have to be checked and
changed regularly. If precipitates form solutions have to be
discarded.

17. For optimal staining results slides should never dry out. Place
slides plane into the wet chamber, close the lid, and move the
chamber as little as possible. In order to avoid spread of
reagents far beyond the tissue the sections can be encircled
with a wax pen.
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Chapter 5

Molecular Subtype Profiling of Urothelial Carcinoma
Using a Subtype-Specific Immunohistochemistry Panel

Gottfrid Sjödahl

Abstract

Molecular subtypes of bladder cancer (BC) can be determined by relatively small immunohistochemistry
panels both for non-muscle invasive (NMI) and muscle invasive (MI) tumors. For analysis of NMI tumors,
as few as two markers are needed, although classification is dependent also on pathological grade and
histological evaluation. The result is a classification into the three tumor-cell phenotypes of NMI-BC,
Urothelial-like (Uro), Genomically Unstable (GU), and Basal/SCC-like. For analysis of MI tumors, 13
markers are needed. The larger number of markers required for the classification of MI-BC reflects the
inclusion of two additional phenotypes exclusively found in invasive tumors; Mesenchymal-like (Mes-like)
and Small-cell/Neuroendocrine-like (Sc/NE-like). Here follows a description of how to perform and
approach IHC-based subtype classification of bladder cancer.

Key words Bladder cancer, Urothelial carcinoma, Molecular subtypes, Phenotype, Classification,
Urothelial-like, Genomically unstable, Basal/SCC-like, Mesenchymal-like, Small-cell/neuroendo-
crine-like

1 Introduction

Stratification of tumors into molecular subtypes by means of
mRNA or protein profiling is becoming a prerequisite for molecu-
lar cancer research. Although unbiased mRNA expression profiling
is considered the state-of-the-art method for subtype classification,
some aspects of classification can only be obtained by the tissue
resolution of in-situ analysis.

Here follows a description of how tissue microarray (TMA) and
immunohistochemistry (IHC) techniques were combined to sub-
type classify urothelial carcinomas of all pathological stages from Ta
to �T2. The method consists of three main steps: IHC staining,
IHC evaluation, and data analysis and classification, which are
covered separately under the methods section. The 2 � 1.0 mm
TMA core format was used throughout the development of this
method. In theory, however, the method should be readily

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
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transferable to other TMA formats, and with some modification
also to classification on full tissue-sections and cell lines/model
systems. The protein markers and simple classification rules
described have been applied in three TMA cohorts containing
n ¼ 237 [1], N ¼ 167 [2], and n ¼ 425 [7]. The correspondence
to several mRNA subtype classification systems [3–6] was based on
the parallel analysis of both IHC andmRNA data for a total of more
than five hundred tumors. In comparison to subtype identification
by mRNA expression profiling the main difference in IHC-based
profiling is the absence of immune/stroma-rich subtypes as all the
analyses are based on the phenotype of the tumor-cells alone. Such
immune-enriched phenotypes are present in most classification
systems (MDA Tp53-like, TCGA Cluster II, Lund Infiltrated).
For a schematic guide to the different subtype classification systems
of bladder cancer, see Fig. 1. The method detailed here is open for
improvement in several ways: Although the marker profiles pre-
sented here accurately identify the existing phenotypes of bladder
cancer, it is possible that even better markers exist. It is also likely
that additional phenotypes of bladder cancer will be described as
larger cohorts are analyzed. However, given the size of cohorts
analyzed so far, novel phenotypes are not likely to comprise more
than 5% of any of the stage groups Ta, T1, and �T2. Furthermore,
additional studies are required for phenotypic classification of upper
urinary tract urothelial cancer, pre-neoplastic urothelial disorders,
as well as mild to severe dysplasia, and urothelial carcinoma in-situ.

2 Materials

In addition to the materials described below, standard IHC-lab
equipment is required. A Dako Autostainer instrument (Dako AS,
Glostrup, Denmark) was used for all stainings on which this
method is based, but is not an absolute requirement. A PT link
pretreatment module for tissue sections (Dako) was used for all

Fig. 1 Schematic approximate representation of the overlap between mRNA-based subtype classification
systems of bladder cancer. UNC, University of North Carolina group [5], MDA, MD Anderson group [4], TCGA,
The Cancer Genome Atlas [6]. Lund, The Lund Bladder cancer Research Group [7]. UroA. Urothelial-like A, GU,
Genomically Unstable, Mes-like, mesenchymal-like, Sc/NE-like, Small-cell/Neuroendocrine-like
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stainings on which this method is based, but is not an absolute
requirement.

1. Glass slides (Super frost plus).

2. Pertex medium for mounting and preserving of slide
specimens.

3. Formalin-fixed paraffin-embedded (FFPE) cancer tissue from
trans-urethral resection of the bladder (TUR-B) in TMA for-
mat. A core diameter of 1.0 mmwas used in all TMAs on which
this method is based.

4. Primary antibodies. For a list of antibodies including vendors
and product number, see Table 1.

5. EnVision FLEX K8010 kit (Dako) including both low- and
high-pH Target Retrieval Solutions.

6. Slide scanner with the capability of scanning TMA slides at 20�
magnification.

3 Methods

Before starting the project, select which stainings to perform for
subtype classification and validation. Exhaustive subtype classifica-
tion requires more markers than identification of only a single
subtype (e.g., identification of Basal/SCC-like cases only) or of
subclassification of a subtype (e.g., classification of a cohort of
luminal-type tumors into Uro and GU subtypes) (see Note 1).

3.1 Immunohisto-

chemistry

1. Mount TMA sections of 4 μm thickness onto Super frost plus
glass slides (see Note 2). Let slides dry at room temperature,
and then incubate for 2 h at 60 �C.

Step 2 is performed in a pretreatment module for tissue sections
(Dako) if possible.

2. Pretreat by incubating in pH 6 or pH 9 Target Retrieval
Solution (seeNote 3) preheated to 65 �C. Rise the temperature
to 98 �C for 20 min, and then let it cool back down to 65 �C.
Remove the slides and wash them gently in Wash buffer.

Steps 3–7 are performed in Autostainer instrument if possible.
Wash the slides with Wash buffer between each step.

3. Block your slides by incubating with Peroxidase Blocking Solu-
tion for 5 min.

4. Incubate slides with primary antibody for 30 min (seeNote 4).
For primary antibody dilutions, see Table 1.

5. Incubate slides with FLEX HRP detection reagent for 25 min.

6. Incubate slides with DAB and DAB+ Chromogen solution and
substrate buffer according to the kit instructions for 2� 5 min.
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Table 1
Subtype-specific primary antibodies described in this method

Marker Catalog No. Vendor Dilution Evaluation
Corr IHC-
GEX (Affy)

Corr IHC-GEX
(Illumina)

ACTA2 M0851 Dako 1:500 – – –

CCNB1 1495-1 Epitomics 1:100 Perc. 0.52 0.60

CCND1 M3635 Dako 1:100 Perc./Intensity 0.77 0.56

CDH1 M3612 Dako 1:200 Intensity 0.65 0.28

CDH3 #610228 BD Biosciences 1:200 Perc./Intensity 0.78 0.46

CHGA M0869 Dako 1:100 Intensity 0.36 –

E2F3 MS-1063 Lab vision 1:80 Perc./Intensity 0.63 0.45

EGFR M7239 Dako 1:25 Perc./Intensity 0.65 0.47

EPCAM M3525 Dako 1:40 Intensity 0.64 –

ERBB2 790-2991 Ventana RTU Intensity 0.75 0.49

FGFR3 #4574 Cell signaling 1:40 Intensity 0.75 0.65

FOXA1
(clone
2F83)

ab40868 Abcam 1:200 Intensity 0.69 –

GATA3 #5852 Cell signaling 1:800 Perc./Intensity 0.81 –

KRT14 MS-115 Lab vision 1:200 Perc./Intensity 0.82 0.64

KRT20 M7019 Dako 1:500 Intensity 0.71 0.61

KRT5 RM-2106 Lab vision 1:200 Perc./Intensity 0.81 0.72

NCAM1 NCL-L-
CD56-504

Leica 1:50 Perc./Intensity – –

CDKN2A
(p16)

#550834 BD Biosciences 1:50 Intensity 0.57 0.56

PPARG #2435 Cell signaling 1:400 Perc./Intensity 0.70 –

RB1 #9309 Cell signaling 1:100 Perc. 0.53 0.44

SYP M0776 Dako 1:100 Perc./Intensity 0.42 –

TP63 IMG-80212 Imgenex 1:100 Perc. 0.83 0.73

TUBB2B LS-B4190-50 LifeSpan 1:200 Perc./Intensity 0.61 –

UPK3 AIB-30180 Nordic Biosite 1:20 Intensity 0.44 0.19

VIM M0725 Dako 1:200 Perc./Intensity 0.57 –

ZEB2 61095 Active Motif 1:500 Intensity 0.41 –

In addition to catalog numbers and vendors, the dilution of primary antibody in IHC and the evaluation criteria

(Intensity, percentage, or both) is given for each marker. The correlation (Pearson r) between IHC (tumor-cell score)

and normalized mRNA expression values was investigated using a cohort of FFPE-derived RNA samples from advanced
tumors (Affymetrix ST 1.0, unpublished data), and a cohort of fresh-frozen tissue-derived RNA samples from a mixed

stage cohort (Illumina HT-12 platform) [3]
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7. Counterstain slides with Mayer’s Hematoxylin for 2 min.

8. Dehydrate slides by serial incubation as follows: water
(10 min), 96% ethanol (5 min), 99% ethanol (5 min), and
xylene (10 min).

9. Apply cover slides using the Pertex medium for mounting and
preserving of slide specimens.

3.2 Immunohisto-

chemistry Evaluation

Each IHC staining is evaluated either as the intensity (0–3) of stain-
ing, or as the percentage of positive cells in bins of 10% (0–9), or
both. The type of evaluation depends on the appearance of the
staining. Antibodies that usually stain all tumor-cells evenly such as
CDH1 are evaluated only by intensity, whereas nuclear markers with
digital “on/off” type expression such as RB1 andTP63 are evaluated
only by percentage positive tumor-cells. Markers that are heteroge-
neously expressed such as KRT5 and CDH3 are evaluated both by
intensity and percentage positive tumor-cells (seeNote 5). As IHC is
a semiquantitative technique, the cutoffs for intensity evaluation
have to be established for each project. Generally, the intensity cut-
offs are set so that 0 represents no staining, 1 represents low, but
detectable degree of staining, 2 represents clearly positive cases, and
3 represents strong expression.

1. For each staining, confirm that the staining patterns match
those described (see Note 6) and that both low and high
scoring cases can be found in the material to be evaluated.

2. Markers of the different patterns are evaluated as described in
Table 1. All the cores that cannot be evaluated should be
marked as “N/A,” or equivalent and should be excluded
from further calculations. For notes regarding individual mar-
kers’ staining patterns, see Note 6.

3.3 Data

Adjustments

and Subtype

Classification

1. Calculation of tumor-cell scores. For each marker multiply the
intensity score (0–3) with the percentage score (0–9) divided
by 10 (0–0.9). The resulting score is the tumor-cell score. For
markers evaluated only by intensity (0–3) or percentage (now
converted to 0–0.9) those values represent tumor-cell scores.

2. If cases are represented by multiple tissue cores, merging of
replicate cores must be done before subtype classification. The
tumor-cell score for the case is in this case equal to the mean
score of all cores representing that case.

3. If the cohort contains mainly non-muscle invasive tumors,
tumors should primarily be classified into “Uro-like” (Uro),
“Genomically Unstable” (GU), and “Basal/SCC-like” sub-
types. If the cohort contains mostly muscle invasive cases, this
step can be skipped. In that case go to step 5 below.

For classification, count how many of the following criteria are
fulfilled:
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l Tumor has a urothelial-like histology. For additional infor-
mation on this evaluation, see Note 7.

l Tumor is pathologically low-grade (G1-G2, and not G3)
(see Note 8).

l The tumor-cell score for the proliferation marker CCNB1 is
low (�0.17). For a discussion on cut-off values, see Note 9.

If two or more of the criteria delineated above are met, the
tumor is classified as Uro. If none or only one of the criteria is
met, the tumor is classified as GU if the tumor-cell score for
KRT5 is low (�0.57) and as Basal/SCC-like if the tumor-cell
score for KRT5 is high (>0.57). Examples of the relevant
stainings in the three different phenotypes can be seen in
Fig. 2. For a discussion on cut-off values, see Note 9.

4. Validation of non-muscle invasive (NMI) subtype classification.
After subtypes have been assigned using the NMI method, it is
highly recommended that the subtype classification is validated
by a number of additional stainings. The most efficient markers

Fig. 2 Example images of Hematoxylin & Eosin (H&E), Cyclin B1 (CCNB1), and Keratin 5 (KRT5) staining in the
three phenotypes of non-muscle invasive bladder cancer, Urothelial-like (Uro), Genomically Unstable (GU), and
Basal/SCC-like

58 Gottfrid Sjödahl



for NMI subtype validation are FGFR3 and CCND1 for the
Uro subtype, ERBB2 and CDKN2A (p16) for the GU subtype,
and P-cadherin and DSC2/3 for the Basal/SCC-like subtype.
Additionally, RB1 loss, seen as complete absence of RB1 stain-
ing, should be more frequent in GU and Basal/SCC-like cases
than in Uro cases. TP63 staining should be higher in Uro cases
and in Basal/SCC-like cases than in GU cases. If this relatively
limited set of markers shows significant association to the
corresponding group, the classification can be considered valid.

5. If the cohort contains mainly muscle invasive cases, tumors
should primarily be classified into “Urothelial-like” (Uro),
“Genomically Unstable” (GU), “Basal/SCC-like”, “Mesen-
chymal-like” (Mes-like), and “Small-cell/Neuroendocrine-
like” (Sc/NE-like). This classification is performed according
to the samples definition scores (Table 2).

To calculate definition scores, each marker score is divided
by the range-maximum in order to normalize scores recorded
as percentages versus those recorded as intensities. Definition
scores are then calculated by adding/subtracting each normal-
ized marker. If a case has a high definition score (>0.6) for the
Basal/SCC-like, Mes-like, or Sc/NE-like definitions, then the
case is classified according to the score that was highest of the
three. If neither of these three definitions is high (>0.6), then
the case is classified as Uro if the Uro definition is high (>0.6)
and as GU if it is low (<0.6). The GU phenotype is thus
defined as the opposite of the Uro phenotype. The examples
of the relevant stainings in the five different phenotypes can be
seen in Fig. 3.

6. Validation of muscle invasive (MI) subtype classification. After
subtypes have been assigned using the MI method, subtype
classification may be validated by additional stainings that are
not allowed to affect the classification results. The validation
marker results should be reported as a between groups statisti-
cal comparison.

Table 2
Markers used to define the phenotypes of muscle invasive bladder cancer

Uro FGFR3 + CCND1 + RB1 + CDKN2A (p16) �
GU FGFR3 � CCND1 � RB1 � CDKN2A (p16) +

Basal/SCC-like KRT5 + KRT14 + FOXA1 � GATA3 �
Mes-like VIM + ZEB2 + CDH1 � EPCAM �
Sc/NE-like TUBB2B + EPCAM + CDH1 � GATA3 �

Based on the four markers shown, a definition score is calculated for each subtype. The definition score is then used to
assign unclassified cases to one of the five phenotypes
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4 Notes

1. For unbiased subtype classification of NMI-based cohorts,
stainings for CCNB1 and KRT5 have to be performed, as
that data is used in tumor classification. Additionally, it is
recommended that a number of validation markers are used
in step 4. FGFR3, CCND1, ERBB2, CDKN2A (p16), P-
Cadherin, and DSC2/3 are the ones suggested in step 4
under Data Adjustments and Subtype Classification. For unbi-
ased classification of MI-based cohorts the classification itself
uses 13 markers. Additional validation markers in Table 1 can
be used.

Fig. 3 Example images of markers used for subtype classification of the five phenotypes of muscle invasive
bladder cancer, Urothelial-like (Uro), Genomically Unstable (GU), Basal/SCC-like, Mesenchymal-like (Mes-
like), and Small-cell/Neuroendocrine-like (Sc/NE-like)
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2. For the antibodies included in Table 1, thorough comparisons
to gene expression data (Illumina HT-12 and/or Affymetrix
ST 1.0 platforms) have been performed, and no staining of
positive or negative control tissue needs to be performed.

3. At times, but not always, depending on the primary antibody
used, switching from the standard pH 9 Target Retrieval Buffer
to the pH 6 Target Retrieval Buffer can increase the contrast of
the staining. Performing antigen retrieval in the more acidic
buffer can thus be tried when the results using the conventional
buffer need to be improved.

4. Primary antibody incubation time and dilution are the main
parameters that can be changed to increase or decrease the general
intensity of staining. If the results obtained using the dilutions
suggested in Table 1 lead to too weak or too strong stainings, the
appropriate adjustments need to be made at this step.

5. It is good practice to always include a “comments” field during
evaluation. Here, it is possible to note if a marker that is
normally homogeneously expressed would only be expressed
in 50% of the tumor-cells. This would then be taken into
account when calculating a tumor-cell score for this case even
though the evaluations for this marker are done only using
intensity scale (0–3).

6. This note gives a description of the staining pattern and potential
usefulness of each IHC marker. For some markers, additional
information can be found in the Supplementary Appendix of
[1, 7]. ACTA2, Smooth-muscle actin. This antibody is used to
visualize stroma for determining which cases are urothelial-like,
see [1]. CCNB1, Cyclin B1. This is evaluated by percentage
positive tumor-cells. It stains the cytoplasm and nucleus of cells
in G2 and M-phases of the cell cycle. Typically, it is expressed at
10–20% in NMI-BC and 30–40% in MI-BC. CCND1, Cyclin
D1. This is evaluated by intensity and percentage positive
tumor-cells. It stains the nucleus of basal and intermediate cell
layers of Uro tumors. CDH1, E-Cadherin. This is evaluated by
intensity. It stains the plasma membrane of tumor-cells. Basal/
SCC-like subtype has slightly decreased intensity, whereas Mes-
like and Sc/NE-like tumors frequently lose expression entirely.
CDH3, P-Cadherin. This is evaluated by intensity and percent-
age positive tumor-cells. It stains the plasma membrane of basal
cells of Uro tumors and all tumor-cells of Basal/SCC-like
tumors.CHGA, Chromogranin A. This is evaluated by intensity.
It stains cells with neuroendocrine differentiation (>90% of cases
are negative). Validation marker for the Sc/NE-like group.
E2F3, this is evaluated by intensity and percentage positive
tumor-cells. This is overexpressed in GU and Sc/NE-like cases
due to a subtype-specific genomic amplification. It serves as a
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validation marker for these subtypes. EGFR, Epidermal growth
factor receptor. This is evaluated by intensity and percentage
positive tumor-cells. It stains the cytoplasm and plasma mem-
brane of basal cells layer of Uro tumors and all tumor-cells of
Basal/SCC-like tumors. EPCAM, Epithelial cell adhesion mole-
cule. This is evaluated by intensity. It stains the plasma mem-
brane of tumor-cells. Expression is only lost in the Mes-like
subtype. ERBB2, Epidermal growth factor receptor 2. This is
evaluated by intensity. It stains the plasma membrane of tumor-
cells of the Uro and, most strongly, of the GU subtype. FGFR3,
Fibroblast growth factor receptor 3. This is evaluated by inten-
sity. It stains the plasma membrane of tumor-cells of the Uro
subtype. FOXA1, Forkhead-box transcription factor A1. This is
evaluated by intensity. It stains the nucleus of tumor-cells of the
Uro and GU subtypes. Similar expression profile to GATA3.
GATA3, GATA binding protein 3. This is evaluated by intensity
and percentage positive tumor-cells. It stains the nucleus of
tumor-cells of the Uro and GU subtypes. KRT14, Keratin 14.
This is evaluated by intensity and percentage positive tumor-
cells. It stains the cytoplasm of tumor-cells of the Basal/SCC-
like subtype. KRT20, Keratin 20. This is evaluated by intensity.
It stains the cytoplasm of tumor-cells of the Uro and GU sub-
types. In tumors, KRT20 is frequently strongly de-regulated and
expression is not limited to morphologically differentiated cells.
KRT5, Keratin 5. This is evaluated by intensity and percentage
positive tumor-cells. It stains the cytoplasm and plasma mem-
brane of basal cells layer of Uro tumors and all tumor-cells of
Basal/SCC-like tumors. In Uro tumors usually only 10% of the
cells (basal) are positive, whereas in some Uro cases and in
Basal/SCC-like cases 20–100% of cells are positive. NCAM1,
CD56, Neural cell adhesion molecule 1. This is evaluated by
intensity and percentage positive tumor-cells. It stains cells with
neuroendocrine differentiation (>90% of cases are negative).
Validation marker for the Sc/NE-like group. CDKN2A (p16),
Cyclin-dependent kinase inhibitor 2A p16INK4A. This is eval-
uated by intensity. It stains the cytoplasm of GU tumors
strongly. Normal expression represents a score of 1, and Uro
tumors have frequently lost expression due to subtype-specific
genomic loss, leading to complete lack of expression. PPARG,
Peroxisome proliferator activated receptor gamma. This is eval-
uated by intensity and percentage positive tumor-cells. It stains
the nucleus of tumor-cells of the Uro and GU subtypes. Similar
expression profile to GATA3. RB1, Retinoblastoma 1. This is
evaluated by percentage positive tumor-cells. It stains the
nucleus of all tumor-cells that have not specifically lost expres-
sion. Loss of expression is least frequent in the Uro subtype, of
intermediate frequency in the Basal/SCC-like subtype, and
most frequent in the GU and the Sc/NE-like subtypes. SYP,
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Synaptophysin. This is evaluated by intensity and percentage
positive tumor-cells. It stains cells with neuroendocrine differen-
tiation (>90% of cases are negative). Validation marker for the
Sc/NE-like group. TP63, Tumor protein p63. This is evaluated
by percentage positive tumor-cells. It stains the nucleus of basal
and intermediate cell layers of tumor-cells of the Uro subtype.
Tumors of the Basal/SCC-like subtype are positive, whereas the
GU and the Sc/NE-like subtypes are negative. TUBB2B, Beta-
tubulin class 2B. This is evaluated by intensity and percentage
positive tumor-cells. It stains the cytoplasm of tumor-cells of the
Sc/NE-like subtype. Skeletal muscle also stains positive. UPK3,
Uroplakin 3. This is evaluated by intensity. It stains the plasma
membrane of tumor-cells of the Uro and GU subtypes. In
tumors, UPK3 is frequently strongly de-regulated and expres-
sion is not limited to morphologically differentiated cells. VIM,
Vimentin. This is evaluated by intensity and percentage positive
tumor-cells. It stains the cytoplasm of stromal cells strongly. It
occasionally stains small subsets of tumor-cells at the invasive
front, but stains all tumor-cells of the Mes-like subtype. ZEB2,
Zinc Finger E-Box Binding Homeobox 2. This is evaluated by
intensity. It stains the nucleus of stromal cells and tumor-cells of
the Mes-like subtype.

7. To be classified as Urothelial-like histology the tumor should
have a smooth, undisrupted tumor-stroma interface, nuclei of
similar shape and size, and a conserved directionality of cells
from basal cell layers outward [1]. This variable overlaps with
low pathological grade to a quite large extent but not fully. The
purpose of including the urothelial-like histology is to capture
the defining aspect of the urothelial-like subtype, which is that
the tumors have retained the normal stratification of cell layers
seen in the urothelium.

8. WHO 1973 grade (G1-G3) or equivalent should be used. It has
not been tested to what extent the use of WHO 2004 grade
(High grade versus low grade) would affect classification results.

9. Due to the semiquantitative nature of the IHC analysis, the
intensity cutoffs used in the evaluation step will not be defined
too precisely. Thus, there will be some systematic variation
between studies depending on how cut-off values are selected.
A measure has been taken to minimize the effect of such a bias in
the selection of markers. Most of the markers described here are
easy to evaluate and naturally fall into the (0–3) intensity cate-
gories. Nevertheless, the lack of absolute correspondence
between evaluation cutoffs has an effect also on the numeric
cutoffs used for classification. Therefore, these numeric values
are to be regarded as starting points. If validation markers give
weak subtype associations or if the proportion of subtypes are
skewed compared to the stage distribution of the cohort, adjust-
ment of the numeric cutoffs for classification should be made.
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Chapter 6

Defining the Pathways of Urogenital
Schistosomiasis-Associated Urothelial
Carcinogenesis through Transgenic and Bladder
Wall Egg Injection Models

Evaristus C. Mbanefo and Michael H. Hsieh

Abstract

Urogenital schistosomiasis (infection with Schistosoma haematobium) is a major cause of bladder carcino-
genesis. However, the exact mechanisms of the sequelae leading up to the development of bladder cancer
are poorly understood, mainly because of a dearth of tractable mouse models. We developed a mouse model
of urogenital schistosomiasis through intramural injection of parasite eggs into the bladder wall to mimic
the trapping of parasite eggs in the bladder. This approach recapitulates many of the sequelae observed in
infected humans. Here, we describe procedures for utilizing this surgical technique in combination with
well-established transgenic mouse strains to dissect the role of cancer-related genes in the initiation and
establishment of bladder carcinogenesis. The described method utilizes CRE-mediated flox activity to
render mice p53 haploinsufficient before challenging them with bladder wall egg injection. These techni-
ques are potentially amenable to studying the role of other pro-carcinogenic and cancer suppressor gene(s)
in urogenital schistosomiasis-associated urothelial carcinogenesis.

Key words Bladder cancer, Urogenital schistosomiasis, Bladder wall injection, Genetic manipulation,
CRE recombinase, p53

1 Introduction

Schistosoma haematobium, the etiological agent of urogenital schis-
tosomiasis (UGS), is classified among the group 1 carcinogens by
the International Agency for Research on Cancer (IARC) [1]. It is a
major cause of bladder cancer in Africa and parts of theMiddle-East
[2]. Indeed, urogenital schistosomiasis may rival smoking, in con-
cert with other risk factors such as diet, host genetic factors, envi-
ronmental exposures, and co-infection with other uropathogens, as
arguably the most important risk factors for bladder cancer globally
[3] (Fig. 1). Bladder cancer is the most severe outcome of UGS,
and is the product of chronic inflammation in response to

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
vol. 1655, DOI 10.1007/978-1-4939-7234-0_6, © Springer Science+Business Media LLC 2018
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continuous release of antigens from parasite eggs lodged in the
walls of the bladder [4, 5]. During UGS, antigens secreted from
parasite eggs elicit host-induced granuloma formation around the
trapped eggs [6]. The ensuing attempt at tissue repair results in
fibrosis and chronic inflammation [7]. The chronic sequelae that
follow lead to alterations in the urothelium, including severe ulcer-
ation and denudation, hyperplasia, dysplasia, squamous metaplasia,
and sometimes bladder carcinoma [8].

Despite being a carcinogen and a major debilitating disease, the
mechanisms by which urogenital schistosomiasis-associated chronic
inflammation promotes bladder carcinogenesis are poorly under-
stood, mainly because research into its basic biology is hampered by
the dearth of experimental tools and tractable animal models that
recapitulate the sequelae of urogenital schistosomiasis [9, 10].
For instance, natural infection of mice with S. haematobium
cercariae, the infective larval stage for humans, results in hepatoen-
teric schistosomiasis rather than the pelvic form seen during human
infection. Novel discoveries that fill these gaps will be the key to our
understanding of the fundamental biology and associated develop-
ment of preventive and therapeutic measures against urogenital
schistosomiasis-associated bladder cancer. In an effort to make
breakthroughs in addressing these gaps, our group has developed
several mouse models of urogenital schistosomiasis [3, 9, 11–13],
including tractable mouse models for urogenital schistosomiasis-
associated bladder cancer [8] through a combination of use of
transgenic mice and parasite egg injection into the mouse bladder
wall. Here, we detail the basic procedures for effectively generating
and utilizing these resources for studying the mechanisms of uro-
genital schistosomiasis-associated urothelial carcinogenesis. In
brief, urothelial-associated, p53 haploinsufficient mice are gener-
ated by crossing Upk3a-GCE mice (featuring urothelial specific
tamoxifen-inducible Cre recombinase expression) with p53-floxed
mice which have the Trp53 gene flanked by a pair of loxP

Fig. 1 Proposed mechanisms of urogenital schistosomiasis-associated bladder carcinogenesis
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recombination sites. The p53-haploinsufficient or intact transgenic
progeny is subjected to bladder wall injection with Schistosoma
haematobium eggs, which recapitulates the chronic pathogenic
sequelae leading up to schistosomiasis-associated bladder carcino-
genesis. This model can be exploited to study the effect of other
bladder cancer-related gene knockouts.

2 Materials

2.1 Animals

(Transgenic Mice

and LVG Hamsters)

1. DBA-Tg(Upk3a-GFP/cre/ERT2)26Amc/J mice (Upk3a-
GCE mice), featuring tamoxifen-inducible Cre recombinase
activity in cells expressing uroplakin-3a, a urothelial-specific
gene [14]. We had earlier validated the urothelial specificity
of the Cre recombinase activity in this Upk3a-GCE transgenic
mouse model [8].

2. p53-floxed mice with loxP recombination sites flanking exons
2–10 of the Trp53 gene.

3. Schistosoma haematobium-infected LVG Hamsters for generat-
ing Schistosoma haematobium eggs.

2.2 Bladder Wall

Injection

of Schistosoma

haematobium Eggs

1. Isoflurane general anesthesia apparatus with vaporizer system
and nozzle for maintenance anesthesia of mice.

2. Dissecting microscope for magnification (optional).

3. 30-gauge needles.

4. 100 μL Hamilton syringes.

5. Sterilized surgical instruments suitable for laboratory mice
(scissors, forceps, needle drivers).

6. General surgical supplies: sterile surgical drapes, gauze, and
wipes.

7. Hair clippers or depilatory cream.

8. Betadine solution.

9. 4–0 Vicryl and 4–0 non-absorbable silk sutures.

10. Topical antibiotic ointment (Bacitracin 500 units/gram).

11. Buprenorphine—0.6–0.9 mg/kg (an opioid analgesic agent).

12. Bupivicaine—1 mg/kg (local anesthetic agent).

13. Electric heating pad.

2.3 Schistosoma

haematobium Egg

Preparation

1. Schistosoma haematobium-infected LVG hamsters from the
NIAID Schistosomiasis Resource Center.

2. Waring blender.

3. Ice-cold 1.2% NaCl solution containing antibiotic antimycotic
solution (100 units penicillin, 100 mg/mL streptomycin, and
0.25 mg/mL amphotericin B).
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4. Stainless-steel sieves with pore sizes of 420 μm, 180 μm,
105 μm, and 45 μm sieve (Newark Wire Cloth).

5. Light box.

6. Flat-bottom glass Petri dishes.

7. Cell strainers.

8. Pasteur pipettes.

3 Methods

3.1 Generating

Urothelial p53

Haploinsufficient Mice

1. To generate p53 haploinsufficient mice, crossbreed Upk3a-
GCE mice with p53 floxed mice (Fig. 2) to generate an F1
generation (Upk3a-GCE; p53flox/WT) featuring a loxP-flanked
Trp53 gene in one Trp53 allele and urothelial specific Cre
recombinase activity. See Notes 1 and 9 for sources of these
mice and other recommended alternative models.

2. Subsequently, intraperitoneally inject 3 consecutive daily doses
of 0.13 g/kg tamoxifen in corn oil to the F1 progeny to induce
excision of the loxP flanked exons (exons 2–10) of the Trp53
gene by Cre-mediated recombinase activity, which partly trun-
cates p53 expression and renders the F1 progeny haploinsuffi-
cient for p53 in the urothelium (Fig. 2).

3. You can now utilize the p53 haploinsufficient mice to study the
implications of p53 abnormalities in schistosomiasis-associated
bladder carcinogenesis. In the absence of a tractable mouse
model of natural infection-induced, schistosomiasis-associated

Fig. 2 Genetic crossing of Upk3a-GCE mice with p53 floxed mice and subsequent tamoxifen administration
results in Cre-mediated recombinase activity at the loxP sites flanking exons 2–10 of the Tpr53 gene, which
renders the F1 generation p53 haploinsufficient in the urothelium
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bladder carcinogenesis, our recommended alternative is to
inject the parasite eggs into the walls of the bladder [11], akin
to the biological lodging of parasite eggs in the host bladder
walls.

3.2 Schistosoma

haematobium Egg

Preparation

1. Keep LVG hamsters previously infected with Schistosoma hae-
matobium according to detailed procedures for infection of
laboratory animals, including a wide range of schistosomiasis
life cycle maintenance procedures, described at the website
http://www.afbr-bri.com/schistosomiasis/ and in published
protocols [15] Also see Note 2.

2. At approximately 18 weeks post infection, the peak of egg
deposition in the liver and intestines [16], euthanize the
infected hamsters and excise their livers and intestines. It is
recommended to confirm successful infection of hamsters
before this step (see Note 3).

3. Homogenize the hamster livers and intestines in ice-cold 1.2%
NaCl salt solution. SeeNotes 4 and 5 on recommendations on
preparation of this solution.

4. Sequentially pass the homogenate through a series of sieves
with decreasing pore sizes: 420 μm, 180 μm, and 105 μm,
and then collect the eggs on a 45 μm sieve. Rinse the eggs
onto a Petri dish using the salt solution.

5. To enrich for mature eggs and exclude host tissues and other
extraneous debris, swirl the Petri dish on a light box in a
circular motion to concentrate the eggs at the center. Carefully
remove the concentrated eggs at the center using a Pasteur
pipette before adding more 1.2% NaCl solution.

6. The enriched eggs may be further concentrated by transferring
the content of the Pasteur pipette to a 40 μm cell strainer
placed in another Petri dish half filled with the cold 1.2%
NaCl solution.

7. Repeat this swirling procedure three to four times or until pure,
enriched mature eggs are obtained.

8. Transfer the pure mature eggs to a 15 mL conical tube, fill with
cold 1.2% NaCl, and allow eggs to settle by gravity before
removing excess salt solution to concentrate eggs. Proceed
with injection of eggs into the mouse bladder wall.

3.3 Bladder Wall

Injection

of Schistosoma

haematobium Eggs

1. Ensure that the anesthesia system and all your supplies are
available and in good sterile condition before starting. Also
see Note 6.

2. The surgical instruments must be autoclaved beforehand. Also,
prior to each use and between individual animal procedures,
sterilize surgical instruments with a hot bead sterilizer.
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3. Clean the surgical space with soap and water.

4. Repeatedly wipe the surgical table surface with Cide Swipes or
antiseptic wipes.

5. Wash the 100 μL Hamilton syringes and 30-gauge (1/2 in.
long) needles by repeatedly aspirating absolute alcohol and
then phosphate buffered saline (PBS) through the channels
prior to first surgery, and wash subsequently with sterile phos-
phate buffered saline between injections.

6. Place the subject mouse in an isoflurane induction chamber,
with the isoflurane set between 2 and 5% to induce general
anesthesia. See Note 7 on recommendations on general
anaesthesia.

7. After general anesthesia is induced, remove the mouse from the
isoflurane induction chamber and place the mouse with the
ventral abdominal region facing up under a dissecting micro-
scope on a sterile surgical space (sterile drape) set onto an
electric warming pad to maintain normal body temperature.
Place the snout into the anesthesia maintenance nozzle to keep
the mouse anesthetized during surgery (the isoflurane flow
may be adjusted to 1–3% as necessary to maintain appropriate
anesthesia).

8. Using an electric clipper, shave the abdominal skin. Alterna-
tively, apply a depilatory cream and wipe off after 1 min with
sterile water.

9. Cover the anus using sterile surgical gauze to prevent contami-
nation by fecal material when the abdomen is open during
surgery.

10. Cover the surgical field (lower abdomen) with sterile surgical
gauze.

11. Apply Betadine three to four times on the lower abdomen by
prepping the surface with Betadine-soaked gauze.

12. Inject the local anesthetic agent (bupivicaine—1 mg/kg) sub-
cutaneously at the site of the planned lower abdominal midline
incision. Next, inject Buprenorphine (0.6–0.9 mg/kg) subcu-
taneously at the planned incision site.

13. Under the dissecting microscope, make a lower midline
abdominal incision with scissors while holding up the skin
with a pair of forceps. The incision need not be too long but
should be just enough to allow exposure of the bladder.

14. Expose the bladder by gentle pressure on the sides of the inci-
sion. A full bladder will usually pop out with gentle pressure.

15. Partially decompress the bladder if too full by applying a gentle
downward pressure at the dome but do not completely empty
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the bladder. A completely empty bladder will be more chal-
lenging to inject due to poor traction with the needle.

16. Using a 30-gauge needle and Hamilton syringe with the bevel
of the needle facing upwards, slowly insert the needle into the
wall of the bladder dome and gently push the plunger to
inject the sample solution as shown in Fig. 3 (3000 eggs in
50 μL of PBS).

17. Confirm successful injection by verifying the presence of a well-
localized bleb inside the bladder wall.

18. Once injection is complete, remove the syringe and carefully
push back the exposed bladder into the abdomen with gentle
pressure.

19. Close the incision with Vicryl suture for the inner layer and silk
suture for the outer layer (skin). See Note 8 for recommenda-
tion for injecting multiple mice in a day.

20. Apply topical antibiotic ointment (Bacitracin 500 units/gram)
on the sutured incision.

21. Place the mouse on a warming pad during the recovery period
before transferring to a new housing cage.

22. Inject another dose of the analgesic agent before the end of the
day, and weekly thereafter, if necessary.

23. Maintain the injected mice in conventional mouse housing
with an ad libitum supply of mouse chow and water for about
3 months.

Fig. 3 Bladder wall injection of Schistosoma haematobium eggs. Successful injection can be confirmed as a
bleb in the bladder wall
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24. Euthanize the mouse and aseptically excise the bladder.

25. Fix the bladder (in tissue cassettes) immediately in buffered
10% formalin.

26. Process the fixed bladders histologically by embedding in par-
affin, sectioning, followed by hematoxylin and eosin staining.

27. Observe histopathological changes microscopically. Typical
examples of histopathological changes in egg-injected bladders
on days 4, 28, and 99 post-injection are depicted in Fig. 4 [11].

4 Notes

1. DBA-Tg(Upk3a-GFP/cre/ERT2)26Amc/J mice (Upk3a-
GCE mice) can be purchased from Jackson Laboratories (Bar
Harbor, Maine, USA), while p53-floxed mice were obtained as
a gift from Zijie Sun.

2. If the generation of urothelial-specific, inducible p53 haploin-
sufficiency is cost- and/or time-prohibitive, one can consider
the use of conventional p53 mutant transgenic mice. Another
option is use of p53-floxed mice crossed with mice expressing
tamoxifen-inducible Cre in all tissues, and then administer
tamoxifen intravesically (through a transurethral catheter) in
order to induce excision of p53 alleles in the bladder
urothelium.

Fig. 4 Bladder wall injection of Schistosoma haematobium eggs results in granuloma formation, urothelial
ulceration, hyperplasia, dysplasia, and squamous metaplasia. The bladder sections from control mice are
shown in (a) and (e), while b–d and f–h show 4� and 40� magnification of egg-injected mice bladder
sections at days 4, 28, and 99, respectively. Adapted from ref. [11]
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3. Schistosoma haematobium-infected LVG Hamsters for generat-
ing Schistosoma haematobium eggs can be ordered from the
NIH Schistosomiasis Resource Center (http://afbr-bri.com/
schistosomiasis).

4. Before euthanizing hamsters, it is recommended to parasito-
logically confirm successful infection by identification of para-
site eggs in stool exam. A modified Kato Katz method for this
procedure can be found in our published protocols, which also
demonstrated how fulminant infection can be identified by
tracking hamster weight over time [17].

5. Instead of making the 1.2% NaCl solution and storing on the
long term, we find that the solution is better prepared fresh.
The required amount of the NaCl salt may be weighed out and
stored in 50 mL tubes, ready to be dissolved just before use.

6. An ice-cold solution of 1.2% NaCl should be used throughout
the egg preparation steps to prevent premature hatching of the
eggs.

7. Before starting surgery, ensure that the anesthesia system, ster-
ile equipment, and all surgery supplies are available. We nor-
mally prepare these materials before the day of surgery. Make
and use a checklist.

8. Ensure that mice are anesthetized by observing breathing pat-
terns and responses to a gentle paw pinch.

9. When injecting many mice in a day, it is recommended to work
in a team of two. The second member of the team can perform
suturing and post-op care as the first operates on the next
animal.
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Chapter 7

Algorithm for the Automated Evaluation of NAT2 Genotypes

Georg Michael, Ricarda Thier, Meinolf Blaszkewicz,
Silvia Selinski, and Klaus Golka

Abstract

N-Acetyltransferase 2 (NAT2) genotyping by PCR and RFLP-based methods provides information on
seven single nucleotide polymorphisms (SNPs) without deriving the chromosomal phase (haplotype). So
genotyping results must be processed to get all possibleNAT2 haplotype (or allele) combinations. Here we
describe the procedure for genotyping and present a program based on Microsoft® Access® which auto-
matically generates all possible haplotype pairs for a given unphasedNAT2 genotype.NAT2 haplotypes are
important to predict the NAT2 phenotype.

Key words N-Acetyltransferase 2, Alleles, Automated evaluation, Computer program, Genotyping,
Haplotype

1 Introduction

N-Acetyltransferase 2 (NAT2) is a polymorphic xenobiotic meta-
bolizing enzyme. Currently, more than 100 NAT2 haplotypes (or
alleles), mostly based on one to four single nucleotide polymorph-
isms (SNPs), have been identified in humans [1] with a remarkable
intra- and interethnic variability [2]. Generally, presence of at least
one SNP on both chromosomes leads to a decreased metabolic
capacity—so-called “slow” acetylators—compared to “rapid” acet-
ylators which have at least one copy of the gene without critical
SNPs. To complicate the situation not all of the SNPs—or their
combinations on the same chromosome (haplotype)—lead to a
reduced NAT2 metabolism. Furthermore, recent studies indicate
that different slow haplotypes also differ in their metabolic capacity,
e.g., [3], also requiring haplotype information rather than
simple discrimination between “rapid” and “slow” acetylators.
Deriving the possible haplotype combination—and thus the
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acetylation capacity—is important in bladder cancer studies because
carcinogenic aromatic amines are substrates of this enzyme. In the
past, exposure to carcinogenic aromatic amines like benzidine or
2-naphthylamine was a significant problem in occupational medi-
cine [4], leading to more than 2000 bladder cancer cases recog-
nized as an occupational disease in Germany [5, 6]. 2-
Naphthylamine and o-toluidine, but not benzidine, are also con-
stituents of tobacco smoke [7, 8]. In persons with a decreased
metabolic capacity, an alternative oxidative pathway is increasingly
used, leading to a higher proportion of the highly reactive arylni-
trenium ions. These metabolites can bind directly to the DNA of
the urothelial cells and thus may cause bladder cancer [9]. There-
fore, it is important to determine the slow NAT2 genotype,
showing an increased risk particularly in older studies with occupa-
tional exposures [10] or in smokers [11], but also in a recently
published meta-analysis [12]. However, in some more recent stud-
ies, an impact of the slow acetylation state is no more observed [13,
14]. In persons of Central European origin (“Caucasians”),
NAT2 genotyping is commonly based on seven SNPs
(rs1801279, rs1041983, rs1801280, rs1799929, rs1799930,
rs1208, rs1799931) [15].

The genotyping procedure consists of PCR assays yielding two
amplicons of 442 and 559 base pairs, corresponding to nt �69 to
373 and 342 to 900, respectively. The application of restriction
enzymes on the DNA fragments allows the identification of the 7
SNPs.

As the results of the PCR and RFLP measurements do not
allow conclusion about the chromosomal phase, i.e., which SNPs
are present on the same chromosome, the ‘true” haplotype pair of
an individual remains unclear if more than one heterozygous SNP is
present [15]. In this case several different combinations of
NAT2 haplotypes can explain the measured genotype, i.e., the
PCR and RFLP measurements. The program presented here
matches the PCR and RFLP results to the complete set of prede-
fined NAT2 haplotypes as published by the Arylamine N-acetyl-
transferase Gene Nomenclature Committee [1]. For each
haplotype combination a combination of DNA fragments is unique
but not necessarily vice versa. The program shows for each sample
(“current measurement”) all haplotype combinations that match to
the set of measured DNA fragments.

2 Materials

2.1 Genotyping

Assay

DNA can be isolated for example by commercially available extrac-
tion kits or by phenol extraction. The assay used for NAT2 geno-
typing by PCR/RFLP follows ref. [16], with modifications.
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2.1.1 Reagents for PCR 1. Tenfold PCR buffer concentrate, including 15 mM MgCl2, is
supplied by the manufacturer of the DNA Taq polymerase; Q
solution and additional MgCl2 supplied with the enzyme are
not required for this method.

2. Bidistilled water (autoclaved, free of DNase).

3. Deoxynucleoside triphosphates (dNTPs).

4. Restriction enzymes: MspI, FokI, DdeI, KpnI, TaqI, BamHI.

5. Restriction enzyme buffer, tenfold concentrate, supplied by the
manufacturer of the restriction enzymes.

6. Bovine serum albumin (BSA), 100 μg/mL (see Note 1).

7. Sterile water for the amplification, 10 mL ampoules.

8. Thermostable DNA Taq polymerase (5 U/μL).

2.1.2 Primers 1. NAT2-P1: 50-GTCACACGAGGAAATCAAATGC-30.

2. NAT2-P2: 50-ACCCAGCATCGACAATGTAATTCCTGCCC
TCA-30.

3. NAT2-P3: 50-ACACAAGGGTTTATTTTGTTCC-30.

4. NAT2-P4: 50-AATTACATTGTCGATGCTGGGT-30 (see
Note 2).

2.1.3 Reagents

for Agarose Gel

Electrophoresis

1. Agarose.

2. NuSieve™ GTG™ Agarose.

3. Boric acid H3BO3.

4. Bromophenol blue, sodium salt.

5. DNA standards; 100 base pair ladder.

6. Glacial acetic acid.

7. Ethidium bromide (in solution 10 mg/mL).

8. Ficoll, Type 400 (Polysucrose).

9. Na2-EDTA � 2 H2O (Disodium ethylenediaminetetraacetate
dihydrate) p.a.

10. TRIS (Tris(hydroxymethyl) aminomethane) p.a.

2.1.4 Solutions The following weighed-in amounts, preparations and volumes were
selected to suit the thermocycler used in this case (96 PCR ana-
lyses). These quantities must be adjusted to suit the conditions of
the device in the laboratory of the user.

1. 0.5 M EDTA solution pH 8; 4.65 g ethylenediaminetetraacetic
acid disodium salt dihydrate are weighed exactly in a 25 mL
volumetric flask. The contents are swirled from time to time,
while the volumetric flask is being filled to its nominal volume
with bidistilled water. The solution is transferred into a 50 mL
glass beaker and the pH value of the solution is adjusted to
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pH 8 by careful dropwise addition of sodium hydroxide. The
pH value is checked using a pH meter (see Note 3).

2. Fivefold TBE buffer concentrate (TRIS boric acid electropho-
resis buffer).

54 g (446 mmol) TRIS are weighed into a 1 L volumetric flask.
Approx. 500 mL bidistilled water is added, and the contents of
the flask are swirled around until a clear solution is obtained.
Then 27.5 g (445 mmol) boric acid is added and the contents
of the flask are swirled again until a clear solution is formed.
20 mL of a 0.5 M EDTA solution (pH 8) is added and the
volumetric flask is subsequently filled to its nominal volume
with bidistilled water. This solution is stable for several months.

3. Onefold TBE buffer concentrate.

200 mL of the fivefold TBE buffer concentrate (see above) are
placed in a 1 L volumetric flask. While the volumetric flask is
being filled to its nominal volume with bidistilled water, the
contents are swirled occasionally. This buffer is stable for
6–8 weeks.

4. Ficoll gel-loading buffer with bromophenol blue.

7.5 g Ficoll (type 400) is weighed into a 100 mL glass beaker.
50 mL sterile bidistilled water is added and the Ficoll is dis-
solved while being warmed and stirred gently (magnetic stir-
rer). Then 125 mg bromophenol blue is added to the solution
and dissolved with a gentle swirling motion. Aliquots of 1 mL
of this material (sufficient for 200 analyses in each case) are
pipetted into sealable reaction vessels and stored in the deep-
freezer at approx. – 18 �C.

5. Calibration solutions for the DNA ladder.

The 100 bp DNA standard (1 μg/μL) is used to check the
restriction cleavage. For this purpose 100 μL of the appropriate
standard is diluted with 200 μL Ficoll gel-loading buffer with
bromophenol blue and 700 μL onefold TBE buffer concen-
trate. 10–15 μL of the dilutions is loaded into the gel wells.

6. Ethidium bromide solution.
10 mg ethidium bromide (or 1 tablet containing 10 mg) is
added to a 2 mL reaction vessel with a cover. Then 1 mL
bidistilled water is added with a pipette, the vessel is closed
and shaken until the solution becomes clear (see Note 4).

2.1.5 First PCR Master

Mix for 100 Samples

All the solutions and chemicals needed for the first PCR are com-
bined in the first PCR master mix. The volume of the master mix is
selected so that approx. 100 DNA samples (or one plate with 96
wells) can be measured. Such a master mix must be freshly prepared
on the day of analysis.
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For this purpose the reagent volumes given in Table 1 are
pipetted into a 10 mL screw-capped jar. Then the contents are
thoroughly mixed by intensive shaking.

2.1.6 Second PCR

Master Mix for 100

Samples

All the solutions and chemicals needed for the second PCR are
combined in the second PCRmaster mix. The volume of the master
mix is selected so that approx. 100 DNA samples (or one plate with
96 wells) can be measured. Such a master mix must be freshly
prepared on the day of analysis. It differs from the master mix for
the first PCR in the type of primer added.

For this purpose the reagent volumes given in Table 2 are
pipetted into a 10 mL screw-capped jar. Then the contents are
thoroughly mixed by intensive shaking.

The volume of the following compositions of the master mix
for the restriction enzymes is selected so that approx. 100 samples
(for a plate with 96 wells) can be processed.

2.1.7 Master Mix for

Restriction Enzyme MspI

(First PCR)

50 μL MspI, 200 μL tenfold restriction enzyme buffer and 750 μL
sterile bidistilled water are pipetted into a 2 mL reaction vessel with
a cover. The vessel is closed and shaken intensively. This master mix
must be freshly prepared on the day of analysis (see also Table 3).

2.1.8 Master Mix for

Restriction Enzyme FokI

(First PCR)

100 μL FokI, 200 μL tenfold restriction enzyme buffer and 700 μL
sterile bidistilled water are pipetted into a 2 mL reaction vessel with
a cover. The vessel is closed and shaken intensively. This master mix
must be freshly prepared on the day of analysis (see also Table 3).

2.1.9 Master Mix for

Restriction Enzyme DdeI

(First PCR)

50 μL DdeI, 200 μL tenfold restriction enzyme buffer and 750 μL
sterile bidistilled water are pipetted into a 2 mL reaction vessel with
a cover. The vessel is closed and shaken intensively. This master mix
must be freshly prepared on the day of analysis (see also Table 3).

Table 1
First PCR master mix batch

Reagents
Volume of
reagents (μL) Final concentrationa

Tenfold PCR buffer (incl. MgCl2) 500 Onefold PCR buffer
(1.5 mM MgCl2)

10 mM dNTPs 100 200 μM per dNTP

10 μM primer NAT2 P1 160 0.32 μM

10 μM primer NAT2 P2 160 0.32 μM

DNA Taq polymerase (5 U/μL) 25 1.25 U

Bidistilled H2O (sterile!) 3555 –

aThe final concentration given here is calculated on the basis of the volume after addition
of 5 μL DNA sample to 45 μL master mix in each individual sample
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2.1.10 Master Mix for

Restriction Enzyme KpnI

(Second PCR)

100 μL KpnI, 200 μL tenfold restriction enzyme buffer, 20 μL
bovine serum albumin (BSA) and 680 μL sterile bidistilled water
are pipetted into a 2 mL reaction vessel with a cover. The vessel is
closed and shaken intensively. This master mix must be freshly
prepared on the day of analysis (see also Table 3).

2.1.11 Master Mix for

Restriction Enzyme TaqI

(Second PCR)

50 μL TaqI, 200 μL tenfold restriction enzyme buffer, 20 μL
bovine serum albumin (BSA), and 730 μL sterile bidistilled water
are pipetted into a 2 mL reaction vessel with a cover. The vessel is
closed and shaken intensively. This master mix must be freshly
prepared on the day of analysis (see also Table 3).

Table 3
Pipetting scheme of the master mixes for the restriction enzymes

Volumes for 100 samples

MspI FokI DdeI KpnI TaqI DdeI BamHI

Restriction enzyme 50 μL
1000 U

100 μL
400 U

50 μL
500 U

100 μL
1000 U

50 μL
1000 U

50 μL
500 U

50 μL
1000 U

Tenfold restriction
enzyme
buffer (incl.
MgCl2)

200 μL 200 μL 200 μL 200 μL 200 μL 200 μL 200 μL

BSA – – – 20 μL 20 μL – 20 μL

Bidistilled H2O
(sterile!)

750 μL 700 μL 750 μL 680 μL 730 μL 750 μL 730 μL

Table 2
Master mix batch for second PCR

Reagents
Volume of
reagents (μL) Final concentrationa

Tenfold PCR buffer (incl. MgCl2) 500 Onefold PCR buffer
(1.5 mM MgCl2)

10 mM dNTPs 100 200 μM per dNTP

10 μM primer NAT2 P3 160 0.32 μM

10 μM primer NAT2 P4 160 0.32 μM

DNA Taq polymerase (5 U/μL) 25 1.25 U

Bidistilled H2O (sterile!) 3555 –

aThe final concentration given here is calculated on the basis of the volume after addition of 5 μL DNA sample to 45 μL
master mix in each individual sample
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2.1.12 Master Mix for

Restriction Enzyme DdeI

(Second PCR)

50 μL DdeI, 200 μL tenfold restriction enzyme buffer and 750 μL
sterile bidistilled water are pipetted into a 2 mL reaction vessel with
a cover. The vessel is closed and shaken intensively. This master mix
must be freshly prepared on the day of analysis (see also Table 3).

2.1.13 Master Mix for

Restriction Enzyme BamHI

(Second PCR)

50 μL BamHI, 200 μL tenfold restriction enzyme buffer, 20 μL
bovine serum albumin (BSA) and 730 μL sterile bidistilled water
are pipetted into a 2 mL reaction vessel with a cover. The vessel is
closed and shaken intensively. This master mix must be freshly
prepared on the day of analysis (see also Table 3).

2.2 Program for

Evaluation of NAT2

Genotypes

An IBM® compatible computer with the operating system Micro-
soft® Windows® XP, 2000, 7 or higher is needed. The application
runs under Microsoft® Access® 2003 or higher. The format of the
data is *.mdb.

The program comprises a library of subroutines of 32 alleles and is
available on the Springer Link and on the homepage of the Leibniz
Research Centre for Working Environment andHuman Factors at TU
Dortmund (www.ifado.de/SourcecodeNAT2GenotypingProgram/).

3 Methods

3.1 Genotyping

Assay

The procedure to retrieve the information needed for the computer
program is given in Fig. 1 and the text below (according to Blas-
zkewicz et al., 2004 [16], modified).

3.1.1 Gels

3.1.1.1 Agarose Gel

(1.5%)

1. Dissolve 1.5 g agarose in 100 mL onefold TBE buffer by
heating to the boiling point (microwave oven 600 W,
500 mL screw-capped flask made of e.g., Duran glass) and
swirl around from time to time to avoid delayed boiling.

2. Add 2 μL (10mg/mL) ethidium bromide solution per 100mL
total volume and cool the prepared agarose solution to about
60–80 �C while being stirred gently (see Note 4).

3. Pour the prepared agarose solution into the previously
prepared gel-pouring stand (insert the gel tray and the gel
cutters) and allow the gel to stand for 2 h at RT to set. A gel
of 25 cm width and 7.5 cm height with 50 wells can be
prepared from the amount given here.

4. Pack the gel in Clingfilm for food storage and keep it in the
refrigerator for up to 5 days.

3.1.1.2 NuSieve Agarose:

Agarose 3:1 (3.2%)

1. Dissolve 2.4 g NuSieve agarose and 0.8 g agarose as described
above in 100 mL onefold TBE buffer by intensive shaking and
repeated boiling.
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2. Add 2 μL (10 mg/mL) ethidium bromide solution and cool
the solution to about 60–80 �C while being stirred gently
(seeNote 4).

3. Pour the prepared NuSieve agarose solution into the gel-
pouring stand and allow the gel to stand for 2 h at RT to set.
The gel size and storage are identical to those described for the
agarose gel (1.5%).

3.1.2 First PCR (nt �69

to 373)

1. Add 45 μL of the master mix per reaction in a well of a 96 well-
plate inserted in a cooling block for well plates.

2. Add 5 μL DNA sample (100 ng DNA/μL) each and mix
thoroughly by sucking up and ejecting the samples repeatedly
with a pipette (see Note 5).

3. After all the reagents have been pipetted and mixed, cover the
plate with a rubber full plate cover and centrifuge briefly
(100 � g) to remove any air bubbles and to collect the liquid
in the bottom of the wells.

4. Place the plate in the PCR device, which is programmed as
shown in Table 5 and start the reaction. In the last step the
amplicon is kept cooled in the device until the success of the
reaction has been checked.

Fig. 1 Amplicon and restriction cleavage sites
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3.1.3 Electrophoresis 1

(Check of the Success of

the First Amplification)

Check the PCR product by means of electrophoresis on 1.5%
agarose gel.

1. Mix 5 μL of the amplicon, 5 μL onefold TBE buffer and 1 μL
gel-loading buffer (incl. bromophenol blue).

2. Transfer the mixture to the gel wells. The heavy loading buffer
ensures that the samples stay in the application wells.

3. Perform all the subsequent electrophoreses at 160 V (constant)
for approx. 60–80 min (migration path approx. 5 cm).

4. Terminate the separation when the bromophenol blue front
has almost reached the edge of the gel.

Table 5
Restriction cleavage for the amplicons of the first PCR

Volumes for one sample

MspI FokI DdeI

Product of first PCR 10 μL 10 μL 10 μL

Master mix

Restriction enzyme 0.50 μL
(10 U)

1.0 μL
(4 U)

0.50 μL
(5 U)

Tenfold restriction
enzyme buffer

2 μL 2 μL 2 μL

H2O sterile 7.50 μL 7.0 μL 7.50 μL

Incubation time 2 h 2 h 4 h

Incubation temp. 37 �C 37 �C 37 �C

Agarose gel 3.2%
NuSieve 3: 1

1.5%
agarose

3.2%
NuSieve 3: 1

9
>>>>>>=

>>>>>>;

Table 4
Thermocycler program for the first PCR

Denaturation 94 �C 3 min

Denaturation 94 �C 0.5 min

Annealing 58 �C 1 min 35 cycles

Extension 72 �C 1 min

Concluding extension 72 �C 10 min

Cooling 4 �C 1
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3.1.4 Restriction

Cleavage of the First PCR

After successful amplification (positive amplification control) pro-
cess a total of three 10 μL aliquots of the PCR products of the first
amplification per sample separately (according to Table 5) and
cleave the PCR products by restriction enzymes as follows:

1. Add 10 μL of the appropriate restriction enzyme master mix to
each separate 10 μL aliquot of the product of the first PCR.

2. Incubate the samples at 37 �C in a thermostatically controlled
water bath for the incubation times shown in Table 4. These
times are based on the information given by the manufacturer
of the enzymes and on the experience of the authors.

3.1.5 Electrophoresis 2 1. Transfer the products of restriction cleavage immediately to gel
electrophoresis. Use agarose gels given in Table 5.

2. Place the gel with the gel tray in the electrophoresis unit filled
with onefold TBE buffer. Cover the gel with buffer.

3. Add 2 μL Ficoll gel-loading buffer each and 20 μL of the
product of restriction cleavage and mix thoroughly by sucking
up and ejecting the samples repeatedly with a pipette.

4. After all the reagents have been pipetted and mixed, add
approx. 15 μL into the gel wells of a 96-well plate.

3.1.6 Second PCR (nt

342 to 900)

1. Add 45 μL of the master mix for the second PCR in the well of
a plate inserted in a cooling block for well plates.

2. Add 5 μL DNA sample (100 ng DNA/μL) each and mix
thoroughly by sucking up and ejecting the samples repeatedly
with a pipette.

3. After all the reagents have been pipetted and mixed, cover the
plate with a rubber full plate cover and centrifuge briefly
(100 � g) to remove any air bubbles and to collect the liquid
in the bottom of the wells.

4. Place the plate in the PCR device, which is programmed as
shown in Table 6 and start the reaction. The composition and

9
>>>>>>=

>>>>>>;

Table 6
Thermocycler program for the second PCR

Denaturation 94 �C 3 min

Denaturation 94 �C 0.5 min

Annealing 53 �C 1 min 35 cycles

Extension 72 �C 1 min

Concluding extension 72 �C 10 min

Cooling 4 �C 1
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the temperature program for the second PCR are shown in the
following tables. In the last step the amplicon is kept cooled in
the device until the success of the reaction has been checked.

3.1.7 Electrophoresis 3

(Check of the Success of

the Second Amplification)

Check the PCR product by means of electrophoresis on 1.5%
agarose gel.

1. Add 5 μL of the amplicon, 5 μL onefold TBE buffer and 1 μL
gel loading buffer (incl. bromophenol blue) and mix thor-
oughly by sucking up and ejecting the samples repeatedly
with a pipette.

2. After all the reagents have been pipetted and mixed, load the
reagents into the gel wells.

3.1.8 Restriction

Cleavage of the Second

PCR

1. Control for successful amplification.

2. Provide a total of three 10 μL aliquots of the PCR products of
the second amplification per sample for further processing
(according to Table 7) and restriction cleavage.

3. Add 10 μL of the appropriate restriction enzyme master mix to
each separate 10 μL aliquot of the product of the second PCR
and incubate the samples at 37 �C (65 �C in the case of TaqI) in
a thermostatically controlled water bath for the incubation
times shown in Table 7. These times are based on the informa-
tion given by the manufacturer of the enzymes and on the
experience of the authors.

Table 7
Restriction cleavage for the amplicons of the second PCR

Volumes for one sample

KpnI TaqI DdeI BamHI

Product 2nd PCR 10 μL 10 μL 10 μL 10 μL

Master mix
Restriction enzyme 1.00 μL (10 U) 0.50 μL (10 U) 0.50 μL (5 U) 0.50 μL (10 U)
Tenfold restriction
enzyme buffer

2 μL 2 μL 2 μL 2 μL

BSA 0.20 μL 0.20 μL Without BSA 0.20 μL
H2O sterile 6.80 μL 7.30 μL 7.50 μL 7.30 μL

Incubation time 2 h 18 h (overnight) 4 h 2.0 h

Incubation temp. 37 �C 65 �C 37 �C 37 �C

Agarose gel 1.5% agarose 3.2% NuSieve 3.2% NuSieve 1.5% agarose

Algorithm for NAT2 Evaluation 87



3.1.9 Electrophoresis 4 1. Transfer the products of restriction cleavage as quickly as pos-
sible to the gel electrophoresis device, as the DNA fragments
obtained cannot be stored.

2. Use the agarose gels given in Table 7.

3. Place the gel with the gel tray in the electrophoresis unit filled
with onefold TBE buffer. The gel must be covered with buffer.

4. Thoroughly mix 2 μL Ficoll gel-loading buffer with 20 μL
product of restriction cleavage by sucking up and ejecting the
samples repeatedly with a pipette.

5. After all the reagents have been pipetted and mixed, pipette
15 μL of the reagents in the gel wells of a 96-well plate.

3.1.10 Calibration 1. Use the 100 bp DNA ladder to calibrate the samples after
restriction cleavage and analyse these standards in each gel
electrophoresis in the outermost wells of each row.

3.1.11 Evaluation 1. Place the wet gel on the UV transilluminator. The ethidium
bromide intercalated in the DNA is excited to cause fluores-
cence emission at 312 nm (see Note 6).

2. Photograph the band pattern with the camera of the evaluation
device and print out.

3. Use the computer program for the results of the investigated
sample (Table 8) and determine the allele combination in the
samples by the presented algorithm for automated evaluation
of NAT2 genotypes.

3.2 Application of

the Program

3.2.1 Mathematical

Principles

A DNA fragment in a RFLP measurement is either present (¼1) or
not (¼0). Because of this the binary counting method is used for
the evaluation of the mutation, as this allows an unequivocal iden-
tification of the actual variations at this position (Table 9).

The decimal sum 4 for example can only be presented by the
binary combination “1 0 0”. This is also valid for all binary values
and can be used to identify variations that consist of 14 digits.

3.2.2 How to Use the

Program

Before an evaluation can take place the different haplotypes (or
alleles) have to be defined by the user. This is performed in the
table “Alleles” (Fig. 2).

The input of the measurement result has to be done in the form
“Auswertung (Evaluation)”. The SNP-information is assigned to
the cells f1 to f14 representing the seven SNPs in each haplotype
(see Fig. 2, Tab. 10, 11). Each SNP is represented by two cells: the
first one for the wild-type (or major) allele, the second one for the
variant (or minor) allele. The cells f1 (wildtype) and f2 (minor allele)
correspond to the SNP rs1801279 G/A (MspI 191), f3 and f4 to
the SNP rs1041983 C/T (FokI 282) etc. (see Fig. 1). If a haplotype
shows the wildtype allele at a particular locus—rs1801279[G], for
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instance—the first f-cell is marked. If there is a base pair exchange at
the locus the second f-cell is marked. This procedure is repeated for
the other six SNPs of the haplotype. Then a binary code is created
for each haplotype by the program from the designations of the
cells f1 to f14. A marked cell is designated figure “1”, an empty cell

Table 8
DNA fragment lengths from the restriction cleavage

Restriction cleavage
Mutation
site Sequence Fragment lengths (bp)

MspI (from first PCR) Reference sequence 181 168 93
191 Sequence variation 274 168

FokI (from first PCR) Reference sequence 337 105
282 Sequence variation 442

DdeI (from first PCR) Reference sequence 221 163 58
341 Sequence variation 189 163 58 32

KpnI (from second PCR) Reference sequence 424 135
481 Sequence variation 559

TaqI (from second PCR) Reference sequence 226 170 142 21
590 Sequence variation 396 142 21

DdeI (from second PCR) Reference sequence 345 124 90
803 Sequence variation 345 97 90 27

BamHI (from second PCR) Reference sequence 515 44
857 Sequence variation 559

First PCR ¼ 442 bp Second PCR ¼ 559 bp

Table 9
Binary counting method

Binary value (decimal) 22

(4)
21

(2)
20

(1)Decimal sum

0 0 0 0

1 0 0 1

2 0 1 0

3 0 1 1

4 1 0 0

5 1 0 1

6 1 1 0

7 1 1 1
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gets the figure “0”. The generated 14 digit binary code is then
converted into a decimal, e.g., the binary code forNAT2*4 is 1 0 1
0 1 0 1 0 1 0 1 0 1 0, corresponding to 10922, and the binary code
for *5B is 1 0 1 0 0 1 0 1 1 0 0 1 1 0, corresponding to 10598.
Current measurements and predefined haplotype pairs are coded
respectively as presence or absence of a particular allele at the
particular locus, e.g., the binary code 1 0 1 0 1 1 1 1 1 0 1 1 1
0 (¼ haplotype pairsNAT2*4/5B, *5A/*12A, *5C/*11A, *5D/
*12C) becomes 11246 (Fig. 3).

By pressing the button “Aktualisieren (Update)” you will get
the result of the evaluation: All possible haplotype combinations are
listed.

Fig. 2 Screenshot table “Alleles”

Fig. 3 Screenshot form “Evaluation (Auswertung)” after evaluation is done
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3.2.3 The Evaluation For the identification of the different variants in the current mea-
surement (or sample) the binary structures will be compared with
those of the predefined haplotypes. If all DNA fragments of a
predefined haplotype are present in the current measurement the
program will identify it as a possible combination candidate and
shows this on the screen. The identification is hereby based on an
“OR” comparison. If a DNA fragment is part of the predefined
haplotype or part of the current measurement the result is “1”. If
both DNA fragments are not present the result is “0”. The result of
this comparison will again be compared with the current measure-
ment. If the result is the same then the haplotype is part of the
current measurement (see examples below).

There are three options for each of the seven SNPs. Either the
band pattern matches the homozygous major allele or the homo-
zygous minor allele or the heterozygous type. These results are
filled in the input template (see Fig. 2) of the program. If the
band pattern reveals the homozygous major allele, e.g., G/G at
MspI 191, f1 is marked, if the pattern shows the homozygous minor
allele A/A at MspI 191, cell f2 is marked. If the analysis of the
pattern indicates both options G/A atMspI 191, the cells f1 as well
as f2 are marked. This procedure is repeated for the other six SNPs.
Then the binary code is created by the program from the designa-
tions of the cells f1 to f14 (see above) and then converted into a
decimal.

To determine all possible haplotype pairs matching to the
genotype of a person the program merges all possible haplotype
pairs (i.e., all combinations of two equal or unequal haplotypes) of
the 32 predefined library haplotypes, generates the binary code and
converts it into a decimal. Next all library decimals are compared
with the decimal of the sample. If the decimals are in coincidence,
the program outputs the corresponding haplotype pair. Note, that
the decimal of a haplotype pair is not unique, i.e., it is possible that
different haplotype pairs have the same decimal. For instance, *4/
*6A and *6B/*13 both have the code 1 0 1 1 1 0 1 0 1 1 1 0 1
0 with the decimal 11962 and are listed as possible haplotype pairs
for all sample with this decimal 11962 (Table 12).

All DNA fragments of the library haplotype *11A are part of
the current measurement. Therefore the result of the comparison
and of the current measurement is identical and haplotype *11A is
consistent with the current measurement. Note, that consistency
with the current measurement requires that *5C is the second
haplotype in the pair (Table 10).

The DNA fragment FokI2 of the haplotype *12B is not part of
the current measurement. Measurement and result of the compari-
son are incompatible, the library haplotype *12B is therefore not
part of this measurement (Table 11).

Some results of an evaluation performed with this program are
shown in Table 12, 13 (see Note 7).
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4 Notes

1. Bovine serum albumin (BSA), 100 μg/mL, is supplied by the
manufacturer of the restriction enzymes if required.

2. The primers are dissolved in sterile water so that concentrations
of 100 pmol/μL are available. They are stored at �20 �C. The
primers are stable for approx. 1–2 years under these conditions.

Table 10
Example A (the allele is part of the current measurement)
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Current
Measurement

1 0 1 0 1 1 1 1 1 0 1 1 1 0

Allele *11A 1 0 1 0 1 0 0 1 1 0 1 0 1 0

Result 1 0 1 0 1 1 1 1 1 0 1 1 1 0

The Arabic numerals of the names of the restriction enzymes are indices. Index 1¼ reference sequence (wild type), index

2¼ sequence variation (mutation). In the case of a double-digit index, the first digit codes for the first or second PCR and

the second digit codes for reference sequence and sequence variation, resp.

Table 11
Example B (the allele is not part of the current measurement)
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Current
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1 0 1 0 1 1 1 1 1 0 1 1 1 0

Allele *12B 0 0 0 1 1 0 1 0 1 0 0 1 1 0

Result 1 0 1 1 1 1 1 1 1 0 1 1 1 0

The Arabic numerals of the names of the restriction enzymes are indices. Index 1¼ reference sequence (wild type), index

2¼ sequence variation (mutation). In the case of a double-digit index, the first digit codes for the first or second PCR and

the second digit codes for reference sequence and sequence variation, resp.
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3. This solution can be stored in the refrigerator at approx. 6 �C
for several months.

4. Extreme care must be taken when handling ethidium bromide,
vinyl gloves must be worn. Ethidium bromide is mutagenic!
These solutions must be freshly prepared on the day of analysis.
Ethidium bromide is sensitive to light.

5. Necessary amounts are thawed before use in the PCR and kept
in the cooling block for PCR reagents until pipetting is carried
out. Gloves must be worn when preparing the PCR in order to
avoid contamination of the sample with extraneous DNA and
DNases, which cause degradation of DNA.

6. Suitable gloves must be worn to protect the skin against UV
irradiation!

7. If more than one allele pair is found and you would like to
know how likely a haplotype combination is, you have to use
highly sophisticated haplotyping programs like PHASE
[17–19].

Table 12
Calculation principle for an example resulting in the two possible allele combinations NAT2*4/*6A,
NAT2*6B/*13

Input template f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 Decimal

Code of two
alleles (sample)

1 0 1 1 1 0 1 0 1 1 1 0 1 0 11962

The decimal 11962 refers to the allele pair: *4/*6A

Single allele code
NAT2*4

1 0 1 0 1 0 1 0 1 0 1 0 1 0

Single allele code
NAT2*6A

1 0 0 1 1 0 1 0 0 1 1 0 1 0

Merged code
of two alleles

1 0 1 1 1 0 1 0 1 1 1 0 1 0 11962

This decimal also refers to the allele pair: *6B/*13

Single allele code
NAT2*6B

1 0 1 0 1 0 1 0 0 1 1 0 1 0

Single allele code
NAT2*13

1 0 0 1 1 0 1 0 1 0 1 0 1 0

Merged code
of two alleles

1 0 1 1 1 0 1 0 1 1 1 0 1 0 11962

Input template f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14

Restriction
enzyme

MspI FokI DdeI KpnI TaqI DdeI BamHI

Base exchange G/A C/T T/C C/T G/A A/G G/A
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Chapter 8

Detection of APOBEC3 Proteins and Catalytic Activity
in Urothelial Carcinoma

Ananda Ayyappan Jaguva Vasudevan, Wolfgang Goering,
Dieter H€aussinger, and Carsten M€unk

Abstract

Members of the APOBEC3 (A3) family of enzymes were shown to act in an oncogenic manner in several
cancer types. Immunodetection of APOBEC3A (A3A), APOBEC3B (A3B), and APOBEC3G (A3G)
proteins is particularly challenging due to the large sequence homology of these proteins and limited
availability of antibodies. Here we combine independent immunoblotting with an in vitro activity assay
technique, to detect and categorize specific A3s expressed in urothelial bladder cancer and other cancer
cells.

Key words APOBEC3, Cytidine deaminase, Urothelial bladder cancer, Mutation, Deamination assay,
Cancer cell

1 Introduction

APOBEC3G (apolipoprotein B mRNA-editing, enzyme-catalytic,
polypeptide-like 3G; referred to as A3G), one of the cellular poly-
nucleotide cytidine deaminases of the APOBEC3 (A3) family, is
extensively studied as a retroviral (HIV-1) restriction factor [1–3].
On infection, A3 proteins encapsidated into the virus catalyze the
deamination of cytidines to uridines in single-stranded viral cDNA
generated during reverse transcription in the target cells, thereby
hypermutating the viral genome and subsequently inhibiting pro-
ductive infection (for reviews on the antiviral role of A3s and their
protein features, see [4–6]). The preferred dinucleotides of A3G
and other A3s are CC and TC in the DNA substrate, respectively
[7–10]. A3 act only on single-strandedDNA and can deaminate the
cytosines on the substrate molecule in a processive manner in
30 ! 50 direction [11, 12]. To counter A3-mediated mutagenesis,
lentiviruses acquired the accessory protein Vif (viral infectivity
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factor) that anchors A3s to target them for polyubiquitylation and
proteasomal degradation [13, 14].

Recently, mutation signatures resulting from the catalytic activ-
ity of A3s (especially A3A and A3B) were reported in several cancer
types, including bladder, cervical, head and neck, breast and lung
cancers [8, 15–18]. Specifically, mRNA levels of A3B were found to
be elevated in breast, urothelial and several other cancer tissues [8,
19] positively correlating with overall mutation loads in the respec-
tive tumor genomes [8, 17]. Even though the mRNA levels of A3B
appear to be much higher [20], the mutation spectrum in the
bladder tumor patient cohort was found to be two times more
A3A specific (YTCA) than A3B specific (RTCA) [20, 21]. Interest-
ingly, an A3B deletion polymorphism was reported to increase the
risk of breast cancers [22, 23] and further analysis revealed that the
fusion form of protein A3A_B (A3A coding sequence with A3B 30

UTR) tends to be more mutagenic [24, 25]. In addition, the
haplotype I of APOBEC3H (A3H) was recently linked to breast
and lung cancer mutagenesis [26].

In experimental research, A3 proteins are often fused to an
epitope tag (such as hemagglutinin (HA), V5, or FLAG), which is
then used for detection of the particular proteins from the cell and
virus lysates using tag- specific antibodies. Although antibodies
raised against A3G and A3B are available, they broadly detect
A3A, A3B, and A3G due to their high sequence homology (for
example A3A and A3B C-terminal domains share >90% identity at
nucleotide and amino acid level). This makes it difficult to quanti-
tatively determine the endogenous A3(s) as well as to study the
localization of A3s by immunohistochemistry [9, 10]. However,
the approximate molecular weight of A3A, A3B and A3G are 23,
45.9 and 46.4 kDa, respectively. Because of this difficulty in asses-
sing A3 family members using mRNA expression profile and avail-
able antibodies, an additional independent method to validate
endogenous enzymatic activity of A3s in cancer research is crucial.
This validation is important to understand whether A3 borne
mutations in the genome are a consequence of malignancy and
whether this mutation load drives tumor development [9].

Our method involves immunodetection of A3s and determin-
ing deamination activity of the A3s using different substrate
nucleotides from cell lysates (Fig. 1). We adapted the PCR-based
in vitro deamination assay described by Nowarski et al. [12] which
depends on a cytidine to uridine conversion in an 80 nt ssDNA by
A3. A subsequent PCR generates a double-stranded DNA, replaces
the uridine with thymidine, and thus generates a new restriction site
(Fig. 1). The efficiency of the restriction enzyme digestion is moni-
tored using a similar 80 nt ssDNA containing uridine instead of a
cytidine in the hotspot. This method was shown to be effective in
determining specific A3 activity from various samples [27, 28].
Here we used two different bladder cancer cell lines (UMUC-3
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and VMCUB-1) to demonstrate our method. As a source of
defined cell-derived A3s, 293T cells transiently transfected with
A3-encoding plasmids were used.

2 Materials

Prepare all buffers using ultrapure water and analytical grade
reagents. Prepare and store all reagents at room temperature
(unless indicated otherwise). Diligently follow all waste disposal
regulations when disposing waste materials (see Note 1). Note
that we did not include the operating procedure for SDS-PAGE
and immunoblotting in this chapter, as it follows commonly used
standard protocols.

2.1 Cells and

Immunoblotting

1. Cell culture: Bladder cancer cell lines of interest and HEK293T
cells for transient transfection (see Note 2).

2. Complete Dulbecco’s Modified Eagle Medium (DMEM). For
293T: Dulbecco’s high-glucose modified Eagle’s medium
(DMEM), supplemented with 10% fetal bovine serum (FBS),
2 mM L-glutamine, 50 units/ml penicillin, and 50 μg/ml
streptomycin. For bladder cancer cell lines: DMEM plus 10%
FBS and 2 mM L-glutamine.

3. Phosphate buffered saline (PBS).

4. Trypsin-EDTA.

5. Transfection reagent such as Lipofectamine.

Fig. 1 (a) Flow chart representing the combination of techniques used for the characterization of endogenous
APOBEC3 from bladder cancer cell lines. (b) Principle of DNA deamination assay adapted from Nowarski et al.
[12] Incubation of ssDNA with A3 results in deamination of cytidine to uridine in the target motif (CC!CU),
generating a specific restriction site following PCR. S-substrate; P-product; RE-restriction enzyme

Characterization of Endogenous APOBEC3s in UC 99



6. Human APOBEC3 expression plasmids for A3B or A3G can be
obtained from the NIH AIDS reagent program (www.
aidsreagent.org/).

7. Mild lysis buffer (1�): 50 mM Tris, pH 8, 1 mM phenyl-
methylsulfonyl fluoride (PMSF), 10% glycerol, 0.8% NP-40,
150 mM NaCl and 1� complete protease inhibitor cocktail.
Store at 4 �C (see Note 3).

8. Materials needed for standard SDS-PAGE and immunoblot-
ting (semi-dry or wet blotting).

The data presented here was obtained using Mini PROTEAN®

three System glass plates and semi-dry blotting procedure
(Biorad). It is also expected to work in a similar way with
other glass plates and wet blotting.

9. PVDF membrane (see Note 4)

10. TBST (1�): 10 mM Tris, pH 8, 150 mM NaCl and 0.05%
Tween-20, adjust the pH to 8 using 1 M hydrochloric acid.
TBST can be prepared as 10� stock, store at room temperature.

11. Blocking solution: 5% skimmed-milk powder in 1� TBST (see
Note 5). Store at 4 �C.

12. A plastic container to handle blot.

13. Anti-HA antibody (1:7500 dilution, MMS-101P, Covance)
and anti-APOBEC3G antiserum (NIH catalog number
9906) (see Note 6).

14. Appropriate anti-mouse and anti-rabbit secondary antibodies
(see Note 7).

15. Chemiluminescent reagent (see Note 8).

2.2 In Vitro DNA

Deamination Assay

1. Single-stranded oligonucleotide DNA substrates (ss DNA),
and control oligonucleotides as given in Table 1 (see Note 9).

2. 250 mM Tris buffer; adjust the pH to 7.0 using 1 M hydro-
chloric acid, store at room temperature.

3. RNAse A.

4. Thermoblock.

5. Standard thermocycler

6. PCR reaction tubes.

7. PCR components: Taq DNA polymerase and its buffer, 10 mM
dNTPs, 10 μM forward and reverse primers (Table 1).

8. Restriction enzymes: Eco147I and MseI

2.3 Native-PAGE

Electrophoresis of DNA

1. In-house, native-PAGE gel: 10� TBE buffer: 890 mM Tris
(pH 8), 890 mM borate and 20 mM EDTA (can be diluted
from 0.5 M EDTA, pH 8), store at room temperature (see
Note 10).

100 Ananda Ayyappan Jaguva Vasudevan et al.

http://www.aidsreagent.org
http://www.aidsreagent.org


2. Aqueous 30% acrylamide and bisacrylamide stock solution at a
ratio of 37.5:1, store at 4 �C (see Note 11).

3. Ammonium persulfate (APS): 10% solution in water

4. N,N,N0,N0-tetramethylethylenediamine, 1,2-bis(dimethylamino)-
ethane (TEMED), store at 4 �C.

5. Ethidium bromide staining solution in water, 7.5 μg/ml final
concentration (see Note 12).

6. UV-detection and documentation system

3 Methods

Perform the following procedures at room temperature unless
otherwise specified.

3.1 Cell Lysis and

Immunoblotting

1. Maintain HEK293T cells and bladder cancer cell lines at 37 �C
in a humidified atmosphere of 5% CO2 in complete DMEM as
specified in 2.1. Treat the cancer cell line of interest as required.

2. Seed 6 � 105 293T cells per well in a 6-well plate. Next day,
transfect 293T cells with 1 μg of A3B or A3G expression
plasmids using a suitable transfection reagent. Incubate the
cells for 2 days.

Table 1
Oligonucleotides used in the deamination assay (substrate DNA and PCR primers) are listed. Note that
the underlined cytosine is the target base for deamination by A3. A3G and A3B prefer CC and TC motif
in the ssDNA, respectively. Uracil-containing modified DNA (CU and TU) oligonucleotides were used as
a control to denote the restriction enzyme digestion

Designation Oligonucleotide sequence

CC 50- GGATTGGTTGGTTATTTGTTTAAGGAAGGTGGATTAAAGGCCCAAGAA
GGTGATGGAAGTTATGTTTGGTAGATTGATGG

CU 50- GGATTGGTTGGTTATTTGTTTAAGGAAGGTGGATTAAAGGCCUAAGA
AGGTGATGGAAGTTATGTTTGGTA GATTGATGG

TC 50-GGATTGGTTGGTTATTTGTATAAGGAAGGTGGATTGAAGGTTCAAGAA
GGTGATGGAAGTTATGTTTGGTAGATTGATGG

TU 50-GGATTGGTTGGTTATTTGTATAAGGAAGGTGGATTGAAGGTTUAAGAA
GGTGATGGAAGTTATGTTTGGTAGATTGATGG

CC-forward 50-GGATTGGTTGGTTATTTGTTTAAGGA

Common reverse 50-CCATCAATCTACCAAACATAACTTCCA

TC-forward 50-GGATTGGTTGGTTATTTGTATAAGGA
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3. Lyse with 250–300 μl mild lysis buffer, incubate on ice for at
least 15 min and clarify the lysate at 21000 � g for 20 min at
4 �C, transfer the soluble fraction into a new tube (seeNote 13).

4. Determine the protein concentration in the cell lysate using
BCA assay.

5. Load 20 μg of total protein on the 12% SDS-PAGE gel after
heating the protein at 95 �C for 5 min with loading dye con-
taining denaturing agent.

6. Run the gel at a constant 40 mA/gel until the bromophenol
blue dye front has reached the bottom of the gel.

7. Transfer the protein onto a PVDF membrane using blotting
technique.

8. Block the membrane with 5% milk in TBST for 30 min (in a
blot shaker).

9. Incubate the blot with the primary antibody (anti-HA or anti-
A3G antiserum) for overnight at 4 �C or in a cold room with
slight shaking.

10. Next day, wash 3� with TBST, 10 min each time.

11. Probe the blot with appropriate secondary antibody and incu-
bate it for 1 h at room temperature.

12. Wash 3� with TBST, 10 min each time.

13. Detect the signals using appropriate chemiluminescent
reagent, image on the X-ray film or direct imaging system
(Fig. 2a).

3.2 In Vitro DNA

Cytidine Deamination

Assay

1. Set up the deamination reaction as follows: 100 fmol ssDNA,
1 μl of 250 mM Tris, pH 7, 2 μl of cell lysate, make up to 10 μl
volume with water and mix gently (see Note 14).

2. Split the reaction mixture into two halves; to one tube add
50 μg/ml RNAse A (final concentration) (see Note 15).

3. Incubate the reaction mixture at 37 �C for at least 1 h and then
terminate by boiling at 95 �C for 5 min (see Note 16).

4. Dilute the reaction mixture to 1/10 with water, in order to get
the substrate concentration to1 fmol/μl. Use 1 μl of this as
template DNA in the subsequent PCR reaction.

5. Set the PCR reaction (to a total volume 25 μl) with 1 μl of
template, 1 μl of each appropriate forward and reverse primers
(stock 10 μM) (Table 1), 1 μl of dNTPs (10 mM), 2.5 μl Taq
polymerase buffer containing MgCl2 (10�), 1.5 units Taq
DNA polymerase (see Note 17). The PCR parameters are
95 �C for 3 min, followed by 30 cycles of 61 �C for 30 s and
94 �C for 30 s (see Note 18).
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6. As a control for restriction enzyme digestion, include parallel
PCR reactions with CU and TU oligos (1 fmol) together.

7. Add 10 units of the respective restriction enzyme Eco147I or
MseI to the PCR reactions, mix thoroughly and incubate for at
least 1 h at 37 �C (see Note 19).

3.3 Native Page and

Visualization of DNA

1. Prepare a 15% NATIVE-PAGE gel as follows: Add 10 ml
of 30% acrylamide-bisacrylamide solution, 8 ml water, 2 ml
10� TBE, 165 μl APS and add finally 16.6 μl TEMED. Quick-
ly mix the casting solution by swirling the container and
pour between the glass plates placed in the casting frame.
Insert a comb immediately without introducing air bubbles
(see Note 20).

2. When polymerization is complete, immediately transfer the gel
to a running container, fill with 1� TBE buffer, and pre-run
the gel in 1� TBE for 30 min at 100 V before adding any
sample (see Note 21).

3. To avoid heat formation in the gel tank and buffer, running the
native gel in a cold room or on ice is recommended. Load the
digested PCR products with 6� loading dye.

4. Following electrophoresis, pry the gel plates open using a gel
releaser, stain with ethidium bromide solution in water for
5 min at room temperature.

5. Detect the DNA signal using a 320 nm UV-lamp and appro-
priate documentation system (Fig. 2b).

Fig. 2 (a) Immunodetection of endogenous A3 from bladder cancer cell lines UMUC-3 and VMCUB-1 lysates
and detection of ectopically expressed HA-tagged A3B and A3G from 293 T cells. Blot was stained with anti
A3G antiserum, where GAPDH served as a loading control. I and II represent two independent samples. (b)
Deamination activity of endogenous A3 proteins was tested on two different oligonucleotide substrates
containing either CC or TC. RNase A treatment was performed to derive physiologically active A3 proteins
from higher mass RNA complexes. Deamination substrate band (S) and product band (P) were marked. “U”
specifies the cleavage of CU or TU substrate by its respective restriction enzyme to be used as a marker to
denote deaminated product. “*” indicates an unspecific band. In a separate panel, activity assay gel image
representing A3G and A3B protein derived from 293 T cells was included
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4 Notes

1. Wear laboratory safety equipment such as goggles, nitrile gloves,
mask, and lab coat, follow the safety instructions suggested by
the manufacturer of chemicals and the local legal regulations.

2. We used UMUC-3 and VMCUB-1 bladder cancer cell lines as
a model in this chapter. Our method can be used for any other
cancer cell line as required. Cell lines can also be subjected to
drug treatment, ectopic co-expression of another factor or
downregulation by siRNA. Maintain the cells with appropriate
medium and conditions as required. HEK293T cells were used
for transient transfection of A3 since these cells are easily trans-
fectable using Lipofectamine reagent.

3. Prepare mild lysis buffer without adding the PMSF and 1�
protease inhibitor cocktail. It is suggested to make an aliquot of
the buffer and freshly add the above components for cell lysis.

4. We obtained optimum results using Immobilon-P Membrane,
0.45 μm from Millipore.

5. We routinely use 5% milk in TBST for blocking and diluting
primary and secondary antibodies. It doesn’t mean that you
must not use 5% BSA in TBST. Empirically determine the
better one suits for your antibody and detection method.

6. The NIH antibody was obtained through the NIH AIDS
reagent program. Researchers can request reagents through
their website (www.aidsreagent.org/).

7. We used anti-mouse, anti-rabbit antibody from GE healthcare
at dilution of 1: 10,000 as final concentration.

8. Our immunoblot was developed using ECL prime reagent and
X-ray film (both from GE healthcare). It should also work in a
similar manner with other reagents or imaging systems. Note
that different cell lines may have higher or lower A3 protein
levels; hence the detection reagent must be chosen accordingly
to avoid capturing saturated signal.

9. We recommend HPLC-purified standard oligonucleotides for
this assay. Salt-purified oligonucleotides may result in unspe-
cific DNA amplification.

10. 10� TBE buffer on long storage often tends to precipitate.
This complication can be resolved by warming up the buffer
for a while prior to use or by using a 5� TBE stock.

11. Due to the neurotoxicity of acrylamide, we prefer buying this
reagent rather than preparing it ourselves. Handle this solution
inside the hood while making gels.
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12. Alternatively, SYBR gold (1:1000 dilution) nucleic acid gel
stain from Thermo Fischer Scientific can be used, which better
stains weak signals. Note that the number of PCR cycles then
needs to be reduced to 18 (instead of 30) for optimal amplifi-
cation and staining.

13. We use mild lysis buffer for keeping the protein content native
for activity assay, but it is also good to try using other harsh
buffers such as RIPA if required for the cell lysis. Choose the
same buffer and conditions throughout for all the cell lines.

14. If required, for convenient sample handling, the 15 μl reaction
volume can be made up with the same substrate concentration.

15. It is easy to dilute the RNAse A to a concentration ten times
higher than the final working concentration required in
25 mM Tris buffer, pH 7. RNAse treatment is important to
release the A3 protein from the higher mass RNA complexes.

16. Spin the tube shortly to settle down the contents immediately
after boiling.

17. Archaeal DNA polymerases such as the Pfu enzyme bind
tightly to template-strand uracil and stall replication [29]
unless a point mutation V93Q is introduced [30]).

18. The PCR reaction volume was kept within 20–25 μl, because it
facilitates loading the complete products on the gel after
restriction digestion.

19. Following PCR, add the restriction enzyme directly to the
PCR product. PCR purification is not suggested (and not
needed) because the columns may not be able to bind the
80 bp ds DNA fragments. Specific restriction enzyme buffers
may not be required as well. We do this incubation in a PCR
machine, by setting 1 h at 37 �C and then 4 �C indefinitely.

20. Given here is a composition to make a mini-gel with 1.5 mm
thick glass plates from Biorad. The volumes can be scaled
according to the need. Note that here we have only one layer
of gel to cast, unlike stacking and separating gels of SDS-PAGE.

21. It is suggested to wash each well of the gel before and after pre-
run with a syringe (to remove unwanted gel fragments). This
ensures the convenient loading of samples.
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Chapter 9

Oxidative Stress in Urothelial Carcinogenesis:
Measurements of Protein Carbonylation and Intracellular
Production of Reactive Oxygen Species

Patcharawalai Whongsiri, Suchittra Phoyen, and Chanchai Boonla

Abstract

Oxidative stress contributes substantially to urothelial carcinogenesis. Its extent can be assessed by mea-
surements of reactive species (mainly reactive oxygen species (ROS)), oxidatively modified damage pro-
ducts, and levels of various antioxidants. We presented herein the methods for the measurement of protein
carbonyl content and intracellular production of ROS. Protein carbonyl is the most commonly used
indicator of protein oxidation because it is early formed and relatively stable under oxidative stress.
Determination of protein carbonyl relies on the derivatization of carbonyl groups (aldehydes: R-CHO
and ketones: R-CO-R) with 2,4-dinitrophenylhydrazine (DNPH) under strongly acidic conditions to yield
stable dinitrophenyl (DNP) hydrazones. Absorbance of the DNP hydrazones at 370–375 nm is propor-
tional to the content of carbonyl groups. To report the protein carbonyl content, it is usually normalized by
total proteins. Detection of intracellular ROS production is based on oxidation of 20,70-dichlorofluorescein-
diacetate (DCFH-DA) by ROS to produce the highly fluorescent 20,70-dichlorofluorescein (DCF). Fluo-
rescent intensity measured at 480 nm excitation and 535 nm emission is directly proportional to the
amount of ROS generated.

Key words Bladder cancer, Oxidative stress, Protein carbonyl, DNPH, ROS, DCFH

1 Introduction

Oxidative stress was first conceptualized by H. Sies as an imbalance
between reactive oxidant species and antioxidants leading to poten-
tial oxidative damage. Due to aerobic metabolism and environ-
ment, reactive oxygen species (ROS) is principally produced in
the cells, and it is a main cause of oxidative stress. ROS directly
attacks biomolecules yielding oxidatively modified damage pro-
ducts, which leads to cell injury and death. It is well documented
in both animal models [1–3] and human studies [4–8] that oxida-
tive stress critically contribute to the development of urothelial
cancer. Although oxidative stress has been shown to accelerate
both genetic mutations and epigenetic alterations, mechanistic
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insight into how ROS promotes carcinogenesis and progression of
bladder cancer is largely unknown. We recently demonstrated that
ROS induce hypomethylation of LINE-1 element via depletion of
methyl donor S-adenosylmethionine [9, 10]. Measurement of oxi-
dative stress level is required in experiments dealing with ROS. To
define the level of oxidative stress, direct measurement of ROS is
the best means. However, since ROS have a short half-life and very
low concentration in the cells, an indirect measure is more practical
by detecting the products oxidatively modified by ROS. In this
chapter, we present our experience in measurements of protein
carbonyl and intracellular ROS production in a cell culture model.

The carbonyl groups (aldehydes and ketones) are formed
directly by oxidation of amino acid side chains (Lys, Arg, Pro, and
Thr) and indirectly through reaction of nucleophilic side chains
(Cys, His, and Lys) with aldehyde substances (malondialdehyde,
4-hydroxynonenal, acrolein) generated during lipid peroxidation
[11, 12]. It should be kept in mind that carbonylated proteins are
not solely generated from the oxidation reaction, but can also be
produced from glycation and glycoxidation reactions [13]. How-
ever, protein carbonyl is still the most commonly used marker of
ROS-mediated protein oxidation. Determination of protein car-
bonyl depends on a classic reaction of carbonyl groups with 2,4-
dinitrophenylhydrazine (DNPH) pioneered by Levine and collea-
gues [14]. The dinitrophenyl (DNP) hydrazone products are
detected and quantified either by means of spectrophotometry or
immunodetection [15].

A variety of probes have been developed for detection and
quantification of ROS [16]. Among them, 20,70-dichlorofluores-
cein-diacetate (DCFH-DA), developed in 1965, is the most widely
used ROS sensing probe for motoring total ROS production in
cells [17, 18]. DCFH-DA is oxidized, not exclusively, by ROS to
yield a fluorescent product, 20,70-dichlorofluorescein (DCF). Simi-
lar to protein carbonyls, this is not the only source as it can also be
oxidized by reactive nitrogen species. Therefore, DCFH-DA is
rather a fluorescent sensor of total reactive species [18]. However,
it is generally accepted that the majority of reactive species pro-
duced in the cells are ROS, and the detected DCF fluorescent signal
reflects mainly ROS in cells.

2 Materials

We use purified water based on type II water purification system
(resistance of 15 MΩ-cm at 25 �C, TKA-Pacific) for preparing all
solutions.
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2.1 Protein Carbonyl

Measurement

1. Phosphate buffer saline (1� PBS), pH 7.4 for cell culture.

2. RIPA buffer; 50 mM Tris, 150 mM NaCl, 0.1% sodium dode-
cyl sulfate (SDS), 1% Tritron X-100, pH 7.4. Dissolve 0.6 g
Tris base, 0.87 g NaCl, 0.1 g SDS, add 1 mL Triton-X-100,
adjust pH to 7.4 and volume to 100 mL.

3. 100� Protease inhibitor cocktail (Cell signaling technology,
USA).

4. Bradford reagent.

5. Bovine serum albumin (BSA) (100� Purified BSA).

6. 10 mM 2,4-dinitrophenylhydrazine in 2 N HCl; Dissolve
0.991 g DNPH (TCI) in 500 mL of 2 N HCl.

7. 2 N HCl.

8. 20% (w/v) Trichloroacetic acid (TCA), keep it at 4 �C to be
used as cold TCA.

9. Ethanol:ethyl acetate (1:1, v/v).

10. 6 M Guanidine hydrochloride (GdmCl) in 0.5 M potassium
phosphate monobasic (KH2PO4), pH 2.5. Dissolve 286.6 g
GdmCl, 34.023 g KH2PO4, adjust pH to 2.5 with HCl, and
add water up to 500 mL (see Note 1).

11. Cell scrapers.

12. 1.5 mL microcentrifuge tubes.

13. Centrifuge.

14. Microplate reader.

15. 96-well ELISA plates and UV plates.

16. Water bath.

2.2 Intracellular ROS

Measurement

1. 0.25% Trypsin-EDTA.

2. Fetal bovine serum (FBS).

3. Dulbecco’s Modified Eagle Medium (DMEM).

4. 20,70-Dichlorofluorescin diacetate; Prepare stock solution of
50 mM DCFH-DA by dissolving 0.122 g of DCFH-DA in
5 mL of dimethyl sulfoxide. Wrap tube with aluminum foil and
keep at �20 �C. To prepare a working DCFH-DA solution
(0.5 mM), add 100 μL of stock solution in 9.9 mL serum-free
DMEM medium (1:100 dilution).

5. 96-well clear-bottom black microplate.

6. Trypan blue.

7. Neubauer chamber.

8. CO2 incubator.

9. Microplate reader.
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3 Methods

3.1 Protein Carbonyl

Measurement (DNPH

Assay)

3.1.1 Protein Extraction

from Cells: Cell Lysate

Sample Preparation

1. After finishing cell treatment, discard media, place cells on ice,
and wash twice with cold 1� PBS (2 mL each for 6-well plate).

2. Add RIPA buffer containing 1� Protease inhibitor cocktail (see
Note 2) to the cells and incubate for 10 min on ice.

3. Thoroughly scrape the cells by cell scraper, transfer the cell
lysate to a 1.5 mL microcentrifuge tube; incubate for 30 min
on ice (mix well every 10 min interval).

4. Centrifuge the cell lysate at 12,000 � g at 4 �C for 10 min.

5. Discard pellet, carefully collect the supernatant as a cell lysate
sample, put the lysate sample into a new 1.5 mL
microcentrifuge.

6. Cell lysate sample is ready for analysis or it can be stored at
�70 �C until testing.

3.1.2 Determination

of Protein Concentration

by Bradford Assay

1. Prepare BSA standard at concentrations of 0.25, 0.5, and
1 mg/mL. Water is used as blank control (0 mg/mL).

2. Add 5 μL of each BSA standard or blank or samples in tripli-
cates to 250 μL of Bradford reagent in a 96-well microplate,
and then mix well.

3. Incubate at room temperature for 5 min.

4. Measure absorbance (A) at 595 nm using Microplate reader.
Absorbance of each standard or sample is calculated from:
Astandard or sample � Ablank.

5. Create BSA standard curve (Absorbance, Y-axis vs. BSA con-
centrations, X-axis) and calculate linear equation (y ¼ mx + c).
We do not use the option pass origin. A good standard curve
should have R2 over 0.99.

6. Protein concentration in each sample is calculated from:
Asample�Ablankð Þ�c

m mg/mL.

3.1.3

Spectrophotometric DNPH

Method for Protein

Carbonyl

1. Basically, protein concentration for DNPH assay should not
exceed 5 mg/mL. In our experience, protein concentration in
cell lysate samples ranges between 1 and 2 mg/mL. Cell lysate
sample with very high protein concentration should be diluted
to 1–5 mg/mL with lysis buffer.

2. Each sample is divided into two tubes, derivatization or DNPH
reagent blank and test (Fig. 1).

3. Add 62.5 μL of cell lysate sample to each tube.

4. Add 250 μL of 10 mMDNPH into the test tube and 250 μL of
2 N HCl into the blank (see Note 3). Fundamentally, concen-
tration of DNPH should be maintained at least at 2 M during
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62.5 mL of cell lysate 
250 mL of 10 mM DNPH 
(yellow)

62.5 mL of cell lysate
250 mL of 2 N HCl

Mix well
Incubate for 60 

min at room 
temperature in 

dark

Mix well
Incubate on ice

 for 10 min
Centrifuge at

10,000 xg at 4 °C
for 15 min
Discard

supernatant

300 mL of 6 M GdmCl

300 mL of 20% cold TCA300 mL of 20% cold TCA

Wash pellet by
inversion

Centrifuge at
10,000 xg at 4 °C

for 15 min
Discard

supernatant

625 mL of Ethanol:Ethyl
acetate

625 mL of Ethanol:Ethyl
                         acetate

300 mL of 6 M GdmCl Re-dissolve the
pellet by

incubating at
60 °C for 15 min

Cell lysate sample

TestDerivatization or
Reagent Blank

Measure absorbance at 375 nm

Fig. 1 Procedure of DNPH assay
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the derivatization reaction [14]. In our case, we perform the
reaction at a final DNPH concentration of 8M.We do the assay
in triplicate (3 tubes for blank and 3 tubes for test in each
sample).

5. Mix well and incubate in the dark at room temperature for
60 min.

6. Add 300 μL of 20% cold TCA, mix well, and incubate on ice for
10 min.

7. Centrifuge at 10,000 � g at 4 �C for 15 min.

8. Carefully discard the supernatant without disturbing the pellet,
keep pellet.

9. Add 625 μL of ethanol:ethyl acetate mixture (seeNote 4) to the
pellet and mix by inversion to wash the pellet.

10. Centrifuge at 10,000 � g at 4 �C for 15 min (up to 30 min to
obtain a more densely packed pellet).

11. Discard the supernatant, collect the pellet.

12. Add 300 μL of 6 M GdmCl and incubate at 60 �C for
15–30 min to dissolve the pellet (see Note 5).

13. Transfer 250 μL of the mixture to a 96-well UV microplate (see
Note 6) and measure the absorbance at 375 nm. Absorbance
(A) of each sample is calculated from: Atest � Ablank.

14. Protein carbonyl content is calculated based on the obtained
absorbance and absorption coefficient of DNP
(22,000 M�1 cm�1) as follows:

Protein carbonyl
nmol

mL

� �
¼ A

22;000
x
109

103
¼ A x 45:45

15. Protein carbonyl is normalized to total protein content in the
sample: Protein carbonyl nmol

mL

� �
=total proteins mg

mL

� �
. Therefore,

the unit of protein carbonyl content in samples is nmol per mg
proteins (nmol/mg proteins).

3.2 Intracellular ROS

Measurement

(DCFH-DA Assay)

3.2.1 Cell Preparation

(Seeding)

1. Remove the medium from the confluent cells and wash the cells
twice with 1� PBS.

2. Add 0.25% Trypsin-EDTA and incubate at 37 �C, 5% CO2,
95% humidity in a CO2 incubator for 3–5 min.

3. Add DMEM (about 3 volume of the added volume of 0.25%
Trypsin-EDTA) to inactivate activity of trypsin, mix well by
pipetting.

4. Count the number of cells by trypan blue staining in Neubauer
chamber.

5. Dilute the cells to 25,000 cells/mL in DMEM.
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6. Add 200 μL of cell suspension to each well (5,000 cells/well) in
a 96-well black plate.

7. Incubate at 37 �C, 5% CO2, 95% humidity for 16–18 h for cell
adherence.

3.2.2 DCFH-DA

Procedure (See Note 7)

1. After overnight incubation, remove the medium from each
well.

2. Add 100 μL of working DCFH-DA and incubate for 30 min at
37 �C, 5% CO2, 95% humidity.

3. Remove the working DCFH-DA and immediately wash with
100 μL of 1� PBS.

4. Add 100 μL of conditioned medium for each treatment. We
perform the cell treatment in serum-free DMEM.

5. Measure the initial fluorescent intensity (480 nm excitation and
535 nm emission) (0 min time point, T0).

6. Place the plate back in the CO2 incubator again, incubate for
60 min at 37 �C, 5% CO2, 95% humidity.

7. Measure the fluorescent intensity again at the end (60 min time
point, T60).

8. Increment of ROS generation is calculated as the ratio of
fluorescent intensity (T60-to-T0 ratio). An example of our
result in bladder cancer cells exposed to H2O2 is shown in
Fig. 2.

Intracellular ROS generation arbitrary fluorescent unit;AFUð Þ
¼ Fluorescent intensity of T60=Fluorescent intensity of T0

4 Notes

1. Usually, 6 M GdmCL dissolves with difficulty. We gradually
add GdmCl to water and heat up to 37 �C to facilitate the
dissolution.

2. Working RIPA buffer containing protease inhibitors has to be
freshly prepared. Just prior to use, add 100� protease inhibitor
cocktail (10 μL) into RIPA buffer (1 mL). It is necessary to
perform all the steps on ice and keep the working lysis buffer on
ice.

3. DNPH is light sensitive. The DNPH solution should be stored
in an amber or brown glass bottle for light protection. All the
steps involving DNPH should be performed in the dark or
dimmed light.

4. Caution: Ethyl acetate possibly causes the irritation of the
respiratory system. Beware of inhalation.
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5. In some cases, the pellet is hard to redissolve. If the pellet
cannot be completely dissolved by heating at 60 �C, sonication
is additionally needed.

6. Alternatively, a quartz cuvette may be used. In this case, deriv-
atization blank is used to set zero.

7. As DCFH-DA is a fluorescent probe, all the steps handling with
this probe need to avoid exposure to light.
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Chapter 10

Urothelial Carcinoma Stem Cells: Current Concepts,
Controversies, and Methods

Jiri Hatina, Hamendra Singh Parmar, Michaela Kripnerova,
Anastasia Hepburn, and Rakesh Heer

Abstract

Cancer stem cells are defined as a self-renewing and self-protecting subpopulation of cancer cells able to
differentiate into morphologically and functionally diverse cancer cells with a limited lifespan. To purify
cancer stem cells, two basic approaches can be applied, the marker-based approach employing various more
of less-specific cell surface marker molecules and a marker-free approach largely based on various self-
protection mechanisms. Within the context of urothelial carcinoma, both methods could find use. The cell
surface markers have been mainly derived from the urothelial basal cell, a probable cell of origin of muscle-
invasive urothelial carcinoma, with CD14, CD44, CD90, and 67LR representing successful examples of
this strategy. The marker-free approaches involve side population sorting, for which a detailed protocol is
provided, as well as the Aldefluor assay, which rely on a specific overexpression of efflux pumps or the
detoxification enzyme aldehyde dehydrogenase, respectively, in stem cells. These assays have been applied
to both non-muscle-invasive and muscle-invasive bladder cancer samples and cell lines. Urothelial carci-
noma stem cells feature a pronounced heterogeneity as to their molecular stemness mechanisms. Several
aspects of urothelial cancer stem cell biology could enter translational development rather soon, e.g., a
specific CD44+-derived gene expression signature able to identify non-muscle-invasive bladder cancer
patients with a high risk of progression, or deciphering a mechanism responsible for repopulating activity
of urothelial carcinoma stem cells within the context of therapeutic resistance.

Key words Cancer stem cells, Urothelial regeneration, Urothelium stem cells, Urothelial carcinoma,
Urothelial carcinoma cells of origin, Urothelial carcinoma stem cell markers, Side population, Drug
resistance

1 Introduction

1.1 Cancer Stem Cell

Concept

The cancer stem cell (CSC) model is a relatively new concept in
cancer biology. Unlike the more traditional theories of clonal selec-
tion, where tumors are thought to develop genetic and phenotypic
heterogeneity following repeated rounds of mutation and selection,
the CSC concept relies on a notion of an intrinsic hierarchy among
tumor cells. The most primitive cancer cell population—the
CSCs—is endowed with several unique properties fairly similar to

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
vol. 1655, DOI 10.1007/978-1-4939-7234-0_10, © Springer Science+Business Media LLC 2018

121



normal (especially adult) stem cells, first and foremost with the
ability to self-renew. Accordingly, the tumor cell heterogeneity
develops via CSC differentiation, conceptually similar to normal
tissue differentiation; implicit in this concept is the idea that differ-
entiated cells, both normal and cancerous, have limited lifespan and
tend to be gradually eliminated. In addition to self-renewal and
differentiation abilities, both normal and cancer stem cells display
multiple self-protection mechanisms, making them long-lived and
self-perpetuating cell populations. The CSC concept thus tends to
view cancer as a sort of aberrant organ, by and large governed by
the same principles of cell turnover and replenishment as any other
organ in the body. Nevertheless, distinct differences are still seen
between cancer and normal tissue and several explanations have
been put forward to elucidate the loss of homeostatic regulation in
transformed cells. In this regard, it is worth noting that the clonal
evolution theory and the CSC concept are not mutually exclusive
and both appear to play a role in combination to account for tumor
heterogeneity and underpinning mechanisms of disease progres-
sion. In this view, tumors would be composed of multiple geneti-
cally distinct cell clones, each or at least some of them being
organized in a hierarchical manner, with its own CSC population.
In addition, cancer cells have been shown to manifest considerable
plasticity, which in some instances have been shown to undermine
the conventional model of a strict hierarchical arrangement of
stemness within tumors. Within this context, CSCs might represent
more an operational term and some prefer to use the term “tumor
initiating cell.” The same is true for cancerous differentiation,
which should be interpreted as a functional diversification [1, 2].
Despite the facultative nature of plasticity, in many cancers it has
now been shown that only a very small fraction of the total cell
population have the ability to regenerate the tumor and targeting
these cells may well be the way to kill the roots of the cancer “weed”
and not just the leaves.

1.2 Stem Cells

in Normal Urothelium

Urothelium represents a rather complicated and specialized multi-
layered epithelium. Based on both morphology and specific marker
expression, three cell types can be distinguished. Basal cells are
small cuboidal cells (~ 10 μm) sitting on the basement membrane.
They express basal type cytokeratins (CK-5, -14, and -17), Sonic
Hedgehog (Shh) and p63, and they are negative for uroplakins.
The uppermost layer of urothelium is occupied by large
(70–100 μm) umbrella cells that are, frequently, bi- or multinucle-
ated. These cells are central to maintaining the blood-urine barrier
through a specialized structure in their apical pole composed of
uroplakins (Upk). Additional umbrella cell markers are two low-
molecular weight cytokeratins, CK-18 and CK-20. The middle part
of the urothelium is represented by multiple layers of intermediate
cells (10–40 μm), some of them also in contact with the basement
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membrane and expressing a specific marker mixture (Shh+, CK-5¯,
CK-14¯, p63 heterogenous, Upk+). The urothelium, under
homeostatic conditions, displays a slow turnover (3–6 months),
but it is able to react to damage with a rapid regenerative response
culminating in full repair within days [3, 4].

The traditional view of the stem cell biology of urothelial
homeostasis and regeneration works on the assumption that
urothelial stem cells are located in the basal cell layer; according
to the label-retention experiment performed in rat, ~9% of basal
cells are slowly cycling and thus good candidates for urothelial stem
cells [5]. The intermediate cells would in this notion represent so-
called transit amplifying cells, i.e., mitotically active precursors able
to differentiate into postmitotic umbrella cells, but not of self-
renewing [3, 4]. During the last years, this traditional model has
been challenged by several lineage-tracing experiments accom-
plished in mouse. Studies of CK-5-driven fluorescent marking of
the basal layer showed that these cells failed to differentiate into
umbrella cells, whereas lineage tracing under the Uroplakin-2 gene
control resulted in a patch of urothelium involving both interme-
diate and umbrella cells. This lead to the formulation of a new
model proposing a coexistence of two separate stem cell popula-
tions in the normal urothelium, the basal urothelial stem cells on
the one hand, being solely responsible for the preservation of the
basal cell layer, and the intermediate urothelial stem cells on the
other hand, both self-renewing and differentiating into umbrella
cells [6]. Conceptually similar lineage tracing, with longer term
readouts performed in human urothelium, based on shared inacti-
vated X-chromosome or shared mitochondrial DNAmutations, are
more in keeping with the traditional view, nevertheless, revealing
patches of clonally related cells spanning the entire urothelial thick-
ness (i.e., from basal cells to umbrella cells) [7]. Thus the debate
about the lineage origins in the urothelium remains active. If there
are two independent stem cell populations in the mouse urothe-
lium, then the biological function of basal cells remains an open
question—are these cells providing a niche for intermediate stem
cells? Or is their function to signal to and thereby preserve the
suburothelial stroma? Alternative explanations, as shown with the
long-term lineage tracing in human, are that a rare common multi-
potent stem cell ancestor exists beyond the resolution of present
assays or that homeostatic mechanisms differ between mouse and
human urothelium.

1.3 Urothelial

Carcinoma Initiating

Cell

Irrespective of the identity of normal urothelial stem cells(s), there
is a fairly good consensus as to the origin of urothelial carcinoma,
especially regarding the muscle invasive subtype. The dual track
model of urothelial carcinoma, build on typical mutational spectra
for both non-muscle invasive bladder cancer (NMIBC) and muscle
invasive bladder cancer (MIBC) does not directly account for a
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possible difference in the respective cell of origin. Two independent
mouse models, both combining lineage tracing and bladder-
specific chemical mutagenesis, have convincingly shown that the
cell of origin for MIBC is a basal cell [8, 9], whereas a conceptually
very similar approach identified an intermediate cell as a probable
cell of origin for non-muscle invasive papillary tumors [8]. More-
over, the notion of independent cells of origin for both urothelial
carcinoma types in humans has been corroborated by a genome-
wide gene expression analysis [10].

Interestingly, Sonic Hedgehog seems to play a crucial and,
from a certain point of view, antithetical role in both urothelial
regeneration and muscle invasive tumor initiation, respectively, in
both cases involving tumor-stroma interaction. Expressed prefer-
entially by basal cells, this signaling molecule initiates a remarkable
epithelial-stromal interplay within the context of urothelial regen-
erative response. Acceptors of this signal are suburothelial stromal
fibroblasts, the Shh signal resulting in coordinated expression of
both mitogenic (Wnt 2, Wnt 4, and Fgf 16) and differentiation
promoting (Bmp 4, Bmp 5) factors, which signal back to the
urothelium, collectively promoting the very rapid regenerative
response [11, 12]. This differentiation promoting activity of stro-
mal fibroblasts is at the same time a break to cancer development,
nevertheless, and within the context of MIBC development, the
initiated basal cells switch off the Shh expression to allow for
mutation-driven cell proliferation [13].

1.4 Urothelial

Carcinoma Stem Cells

and Their Clinical

Impact

Apart from the label retention assay mentioned above, which makes
use of one particular biological aspect of both normal and cancer
stem cells, namely their relative quiescence, and which is only able to
identify stem cells retrospectively, there are two basic approaches to
prospectively isolate normal or cancer stem cells by fluorescent-
activated cells sorting (FACS). The first one exploits convenient
cell surface marker molecules, the second one another general
biological property of stem cells, namely their self-protection.
Because of the widespread consensus that MIBC has its origin in a
basal urothelial cell, it comes as little surprise that specific markers of
basal urothelial cells provided good candidates to purify stem-like
cells from muscle invasive tumors. Successful examples of this strat-
egy are CD44 [14] and the 67 kDa high affinity laminin receptor
(67LR) [15]. Even the basal cell cytokeratins turned out to be very
useful. Of course, being intracellular proteins, they are not apt as
target proteins in FACS purification protocols. They could be used
in two other ways, nevertheless. First, high specificity of basal cyto-
keratins gene promoters can be used to drive the expression of a
convenient fluorescent marker protein, like destabilized green fluo-
rescent protein (dGFP) [16]. Second, a specific algorithm has been
created to correlate the expression of basal type cytokeratins with cell
surface marker molecules, which lead to the discovery of additional
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cell surface markers, especially CD14 [17] and CD90 [18]. Another
new urothelial cancer stem cell surface marker molecule is CD47,
which has been identified based on a high correlation between its
expression with that of CD44 [14].

There are two possibilities of using specific self-protection stra-
tegies of (cancer) stem cells to allow for their prospective isolation.
The term “side population” (SP) describes cells, which protect
themselves from small toxic compounds by constitutively overex-
pressing ABC-efflux pumps; as several small fluorophores, like
Hoechst 33342 or Dye Cycle Violet belong to the substrates of
the ABC efflux pumps as well, their use in staining protocols (see
below) enables to sort out populations of dim cells corresponding
to stem cells. The Aldefluor assay is based on another self-
protection mechanism, namely on the constitutive expression of
the detoxification enzyme aldehyde dehydrogenase ALDH1A1. It
modifies a specific fluorescent dye Bodipy-aminoacetaldehyde in
such a way that it becomes very hydrophilic and thus unable to
leave the cell yielding a specific fluorescent signal in stem cells [1].
Both these approaches have been used for both NMIBC andMIBC
samples and respective cell lines.

The CD44+ cells have been analyzed as to the expression of
generally accepted stem cell factors that could be responsible for
their stemness [14]. This analysis revealed a significant heterogene-
ity; about 5% of cancer samples had activated β-catenin in their
CD44+ cells, 20% expressed nuclear Bmi-1, 40% activated nuclear
STAT-3 and 80% GLI-1, a transcription factor downstream of
SHH.How does this relate to the abrupt and widespread shutdown
of the Shh expression immediately after MIBC initiation discussed
above? It is possible that tumor stroma takes over the SHH expres-
sion, or even that tumor cells reexpress it at some point during
tumor development [19]. Alternatively, the GLI-1 activity might
become imposed by environmental carcinogens [20]. As for the
activated nuclear STAT-3, its activation might directly result from a
stromal influence. It has been reported that urothelial cancer stem
cells (defined as CD14+ cells in that case) are able to actively recruit
myeloid cells and promote their differentiation into tumor-
associated macrophages (TAMs), which signal back to cancer cells
by multiple mechanisms including the secretion of inflammatory
cytokines like Interleukin-6 [17], a known activator of STAT-3.

Interestingly, in the analysis above no CD44+ urothelial carci-
noma stem cell samples expressed basic stem cell factors OCT-4 and
NANOG. Two other factors ranked into the basic stem cell cir-
cuitry have been rather thoroughly analyzed in context of urothelial
CSCs, nevertheless, namely SOX-2 and SOX-4. The first has been
found as specifically overexpressed in Aldefluor positive populations
of invasive bladder cancer cell lines, and has been proposed to form,
together with the aldehyde dehydrogenase itself (ALDH2 in this
case, however), a simple diagnostic signature able to discriminate
NMIBC from MIBC with accuracy exceeding 90% [21].
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SOX-4 has been analyzed in at least two independent studies,
each involving different cell lines and different patient sample col-
lections, and the results of both studies are completely contradic-
tory. While Aaboe et al. identified SOX-4 as a tumor suppressor
gene, whose high expression imparted a more favorable prognosis
[22], an exact opposite has been found by Shen et al., who asso-
ciated SOX-4 expression with the acquisition of several stemness-
related traits and a clear poor prognostic significance [23]. The
reasons for such a flagrant discrepancy are entirely unclear. The
story becomes even more complicated with the realization that
SOX-4 is an upstream transcription activator of SOX-2 [24].
Finally, another member of the SOX family calls for attention,
namely SOX-9. Within the context of urothelial regeneration,
SOX-9 has been found to be a downstream transcription factor of
the mitogen-activated protein kinase (MAPK) cascade, triggered by
the autocrine epidermal growth factor (EGF) signaling [25]. This
finding could be relevant for urothelial CSCs in so far as a constitu-
tively active MAPK cascade, revealed by constitutively phosphory-
lated ERK2, seems to be typical for NMIBC SP-cells [26].

In addition to the SOX-2–ALDH2 bigenic profile mentioned
above, at least three other complex genomewide urothelial cancer
stem cell expression signatures have been published: CD44+ vs.
CD44¯ cells isolated from primary tumor (both NMIBC and
MIBC) samples [14], 67LRhigh vs. 67LRlow cells isolated from
xenografted MIBC cell line SW780 [15], and normal urothelium
derived signature based on comparing gene expression profiles of
basal vs. umbrella cells [10]. From the clinical point of view, the first
one could be of a special value. Not only that the CD44+-specific
gene expression signature was able to correctly discriminate
between the majority of NMIBC and MIBC samples, but it also
turned out to harbor an important prognostic value for NMIBC
tumors. It is well established that a small but meaningful fraction of
NMIBC cases (~15%) eventually progresses to the muscle invasive
stage, with a corresponding significant drop in the overall progno-
sis. And exactly these cases seem to have reactivated the CD44+

gene expression signature. Obviously, a timely identification of
these patients would be crucial to appropriately adopt their therapy,
and vice versa, the other group of NMIBC patients with inactive
CD44+ gene expression signature could be spared of unnecessary
therapy with all its side effects and costs. As noted independently
previously [4], this finding bears striking similarity to currently
clinically exploited complex gene expression profiles MammaPrint®

and Oncotype DX® serving principally the same purpose in breast
cancer. This aspect seems thus to be ready for translational
development.

How to explain that originally NMIBC, derived probably from
an intermediate cell, adopts a basal cell-derived stem cell signature?
An important role in this respect could be attributed to stromal
cancer elements. Indeed, it has been clearly shown that xenografted
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CD44+-derived [14] or 67LRhigh SW780-derived tumors [15]
adopt a strikingly similar stem—non-stem cell distribution, with
stem cells occupying the outermost cell layer of the resulting tumor
nodules, i.e., in direct contact with the mouse stromal cells, and
differentiated tumor cells extending towards the nodule center. In
addition to the tumor-associated macrophages mentioned above,
carcinoma-associated fibroblasts (CAFs) seem to play a very impor-
tant role as a niche-providing and stemness-promoting tumor cell
population. Using a novel coculture model of carcinoma cells and
CAFs established as pure cell lines from a single urothelial carci-
noma, we have previously shown that the coculture markedly
increased the expression of the stem cell-specific CK-17 in tumor
cells [3]. Within the context of antitumor therapy this stemness-
promoting role of CAFs can achieve another significance; as stem
cells feature various self-protection mechanisms, stroma-promoted
stemness could at the same time translate into a stroma-promoted
therapeutic resistance (Fig. 1).

The notion that CSCs, due to their relative quiescence and
numerous self-protection mechanisms, can survive chemotherapy
and after a latency period of variable length initiate renewed tumor

Fig. 1 Cancer-associated fibroblasts impart stemness and chemoresistance to carcinoma cells. Bladder
carcinoma cell line BC44 and cell line of carcinoma-associated fibroblasts BC44Fibr, both established from
the same tumor [27], were cocultured and subsequently treated with cisplatin (0.5 μg/ml) for 48 h.
Mitochondrial apoptosis detection staining was carried out by the Mitochondrial apoptosis detection kit
(Mitocapture™ from BioVision Incorporation, CA, USA). The kit utilizes a cationic dye that fluoresces
differently in healthy vs. apoptotic cells. Disruption of mitochondrial transmembrane potential is one of the
earliest events of apoptosis, preventing accumulation and aggregation of the mitocapture dye in mitochondria,
resulting in solely cytoplasmic localization of monomeric mitocapture dye and green fluorescence. In healthy
cells, mitocapture dye accumulates into mitochondria and aggregates into an oligomeric form, resulting in
bright red fluorescence. Left: Phase contrast image, with a large central colony of BC44 surrounded by
BC44Fibr cells. Right: The same colony stained with the Mitochondrial apoptosis detection kit. Apoptotic cells
are concentrated towards the colony center (green fluorescent signal), whereas cancer cells situated at the
adjunct of fibroblast cells (in peripheral region) show cisplatin resistance (red fluorescence-healthy cells). Cell
imaging was performed by Olympus IX 81-Cell-R microscopy system. Bar ¼ 500 μm
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growth does not give the complete picture, nevertheless. Being
spared of a direct chemotherapeutic attack, CSCs seem to be rapidly
and transiently mobilized to enter active proliferation by mediators
released from dying differentiated tumor cells. As a result, tumors
might clinically behave as primary chemoresistant, as their repopula-
tion capacity ensures that the differentiated tumor cells being killed
by chemotherapy are immediately replaced by expanding and differ-
entiating CSCs. A particular role for this CSCsmobilization could be
attributed to the prostaglandin E2 (PGE2), and indeed, pharmaco-
logical inhibition of Cyclooxygenase 2 (COX2), which is responsible
for PGE2 synthesis), has been able to prevent this rapid CSCs mobi-
lization and resulting tumor repopulation and restore chemosensi-
tivity [16]—another field ready for translational development.

1.5 Methodological

Approaches to Identify

Urothelial Carcinoma

Stem Cells

As already discussed above, cancer stem cells can be identified and
isolated either by virtue of the expression of surface molecular
markers (such as CD44, CD90, CD47, or 67LR) using antibody-
based flow cytometry or immunomagnetic-based selections, or by
marker-free approaches as side population or as Aldefluor-bright
cells. In any case, a purified tentative stem cell population has to be
subject to one or more bioassays to verify their stemness. Some of
the basic methodologies are described in detail herein.

1.5.1 Side Population The method for identification of side population cells was first
described in 1996 by Goodell et al. [28] for murine bone marrow
hemopoietic stem cells and has since been adapted for numerous
tissues [29] and cancers [30]. The SP assay is based on the differen-
tial capacity of cells to efflux the fluorescent DNA binding dye
Hoechst 33342 (4). Hoechst 33342 dye binds to AT-rich regions
of DNA and when excited with UV laser at 350 nm its fluorescence
can be detected in the “Hoechst Blue” (450 nm filter) and “Hoechst
Red” (675 nm filter) channels on a flow cytometer. Simultaneous
collection of the two fluorescence signals enables the observation of a
tail-shaped low fluorescent population extending from themain high
fluorescent bulk. This “tail” population is the SP (Fig. 2). SP cells
display high levels of expression of multidrug resistance membrane
pumps belonging to the superfamily of ATP-Binding Cassette
(ABC) transporters, such as P-glycoprotein/ABC superfamily B
member 1 (ABCB1) and breast cancer resistance protein (BCRP)/
ABC superfamily G member 2 (ABCG2), which they use to actively
pump out Hoechst 33342 dye. SP cells are sensitive to ABC trans-
porter inhibitors which reverse their phenotype and are used as a
control to confirm SP identification. A number of ABC transporter
inhibitors with different specificities for ABC family members are
available, including ABCB1 inhibitor Verapamil and ABCG2 inhibi-
tor Fumitremorgin C, or a broad-range inhibitor Reserpine, and
their use can further determine the identity of the transporter med-
iating SP (Fig. 3). SP has been shown to identify populations
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enriched for stem cell markers and endowed with long-term repo-
pulating capacity. Malignant SP cells have been shown to display
higher clonogenic and tumorigenic potential as well as higher resis-
tance to chemotherapy than non-SP cells [31–33].

1.5.2 Biological Assays

to Verify Stemness

of Purified Putative Cancer

Stem Cells

Irrespective of whether purified on the basis of a specific marker
expression, or as SP or Aldefluor-positive cells, stemness of the
purified cell population must be verified by a series of widely
acceptable biological assays. The two most extensively used bioas-
say types for cancer stem cells are in-vitro-clonogenicity and in-
vivo-tumorigenicity assays.

The clonogenic ability can be defined as an ability to initiate
productive growth of a cell colony out of a single sorted cell in
vitro. There are several versions of clonogenic assay. The most simple
one is based on the mere ability of self-renewing cells to found a
colony in a standard two-dimensional cell culture; in low-grade can-
cer samples or cell lines established from low-grade tumors, which
keep epithelial character, the stemness of the colony founding cell can
be in addition deduced from a specific colony morphology of small
densely packed cells (holoclones), whereas differentiated cells are
either devoid of any clonogenic activity, or they only form small
colonies of enlarged and loosely packed cells (paraclones or mero-
clones) [34]. Three-dimensional clonogenic assays are usually carried
out either as anchorage-independent clonogenic assays in semisolid
media (agar, agarose, methylcellulose) [35], or a specific sphere assay
is applied. The latter consists in culturing cells on ultra-low-attach-
ment plastic in serum-free specifically supplemented media, most

Fig. 2 Gating strategy for SP assay. An example of the step-by-step gating strategy. Cells are distinguished from
debris on the flow cytometric profile based on Forward Scatter (FSC) and Side Scatter (SSC) (1). Hoechst 33342
dye is excited with UV laser at 350 nm and its fluorescence is measured through the “Hoechst Blue” and
“Hoechst Red” channels. Doublets and aggregates are gated out based on Hoechst Blue area versus height to
ensure that a detected signal arises from single cells (2). SP cells are recognized as a distinct tail extending from
the main population with the characteristic low fluorescent profile based on Hoechst Red versus Hoechst Blue
area. PI, having been excited at 350 nm, is also measured through the “Hoechst Red” channel but is much
brighter than the Hoechst red signal so the dead cells line up on a vertical line to the far right (3)
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often with EGF (20 ng/ml), FGF (20 ng/ml) and the specific
supplement B27 (2%) [23]. Well established e.g., in brain, breast or
colon cancer stem cell characterization (called accordingly neuro-
spheres, mammospheres, or colonospheres, respectively), this
sphere-forming assay has not been extensively used for urothelial
stem cell characterization yet, nevertheless.

Fig. 3 SP profiles of bladder cancer cells. RT112 and J82 cells were stained with Hoechst 33342 dye alone or
in the presence of ABC transporter inhibitors fumitremorgin C (FTC) and verapamil and analyzed by flow
cytometry. Use of different pharmacological inhibitors of ABC-efflux pumps makes it possible to distinguish
different molecular mechanisms of SP, with ABCG2 and ABCB1 being primary responsible for RT112 and J82
SP cells, respectively
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The tumorigenicity tests for the ability of sorted cell population
to initiate tumor growth upon transplantation into a suitable ani-
mal host, and the quantitative threshold (i.e., the minimal amount
of cells transplanted) necessary. For animal tumors and their cancer
stem cells, the recipient animals have to be of the same species and
the same histocompatibility genotype. The only suitable animal
recipients for assessing cancer-initiating properties of human cancer
stem cells are various immunodeficient mouse strains (see below).
Also, tumorigenicity can be tested either xenotopically, most often
subcutaneously, or orthotopically, i.e., by injecting cells into the
bladder wall. If cell lines are used as the source of stem cells, they
might be genetically manipulated to express luciferase and the
tumor growth can be monitored in real time by whole-body biolu-
minescence imaging [21]. Finally, sorted cell populations can be
transplanted either alone in a suitable liquid medium, or various
supportive substances (collagen, Matrigel) or cells (fibroblasts) are
cotransplanted to assess their stemness-promoting and niche-
providing activity [36].

2 Materials

2.1 Hoechst 33342

Staining

1. Culture medium (see Note 1) warmed to 37 �C.

2. Hoechst 33342 powder is dissolved in distilled water at 1 mg/
ml concentration and filter sterilized. Aliquots are frozen at
�20 �C.

3. Verapamil is dissolved in ethanol at 5 mM. Aliquots are frozen
at �20 �C.

4. Reserpine is dissolved in DMSO at 5 mM. Aliquots are frozen
at �20 �C.

5. Fumitremorgin C is dissolved in DMSO at 10 mM. Aliquots
are frozen at �20 �C.

6. 15 ml conical bottom polypropylene tubes.

7. Phosphate buffered saline (PBS).

8. Refrigerated centrifuge.

9. Circulating water bath at 37 �C.

10. 5 ml polypropylene round bottom tubes.

11. 40 μm cell strainers.

12. Propidium iodide dissolved at 2.5 mg/ml in distilled water,
covered with aluminum foil and stored at 4 �C.

13. Flow cytometer with UV laser capable of excitation at 350 nm
and detection with 450/50 and 675lp optical filters.
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2.2 Clonogenic

Ability Evaluated

by 2D-Colony Forming

Assay

1. FACS sorted cells.

2. Culture medium.

3. 6-well cell culture plate.

4. Carnoy’s fixative; methanol: acetic acid, 3:1.

5. Crystal violet dissolved in distilled water at 0.4%.

2.3 Clonogenic

Ability Evaluated

by 3D-Colony Forming

Assay in Semisolid

Media

1. FACS sorted cells

2. Culture medium

3. 6-well cell culture plate, Ultra Low Attachment Surface (e.g.,
cat. No. 3471, Corning)

4. Methylcellulose

2.4 In Vivo

Tumorigenicity Assay

1. Mice (see Note 2)

2. FACS sorted cells

3. Culture medium

4. Matrigel (e.g., cat. No. 356234, BD Biosciences)

5. Insulin syringes

3 Methods

3.1 Hoechst 33342

Staining

Hoechst 33342 staining protocol for bladder cancer cells follows
[26].

1. Add ABC transporter inhibitor (reserpine 50 μM, verapamil
50 μM or fumitremorgin C 10 μM) to cell suspension
(106 cells/ml) resuspended in pre-warmed (37 �C) culture
medium in 15 ml conical bottom polypropylene tube for
15 min.

2. Add Hoechst 33342 to cell suspension to a final concentration
2.5 μg/ml.

3. Incubate sample for 90 min at 37 �C in a circulating water bath
and mix every 30 min (see Note 3).

4. Following staining always keep sample at 4 �C to prevent
Hoechst 33342 cell expulsion.

5. Antibody co-staining should be performed following Hoechst
33342 staining at concentrations recommended by the manu-
facturer or by titration at 4 �C.

6. Spin down cells in a refrigerated centrifuge for 5 min at 400� g
and resuspend in 1 ml iced PBS buffer.

7. Pour through cell strainer into 5 ml polypropylene round
bottom tube.

8. When sample is ready for fluorescence activated cell sorting
(FACS) add2 μg/mlpropidium iodide (PI) to excludedead cells.
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3.2 Clonogenic

Ability Evaluated

by 2D-Colony Forming

Assay

1. Seed FACS sorted cells in appropriate dilutions (depending on
rate of growth of cells) to form colonies in 2 weeks. Seed FACS
sorted cells into six-well cell culture plates at a density of 100
cells/well.

2. Fix colonies with 1 ml Carnoy’s fixative for 1 min.

3. Stain colonies with 1 ml 0.4% crystal violet (w/v) for 5 min.

4. Count colonies (omitting colonies with <64 cells as they rep-
resent early abortive colonies).

5. Colony forming efficiency (CFE, %) is calculated as [(no. colo-
nies counted/no. cells seeded) � 100].

3.3 Clonogenic

Ability Evaluated

by 3D-Colony Forming

Assay in Semisolid

Media

1. Prepare cell suspensions of equal numbers (5 � 103–80 � 104

cells, depending on the clonogenic potential of the sample) of
FACS-sorted cells to be tested (e.g., SP and non-SP cells) in
500 μl of complete media in a 15 ml tube

2. Pour 12 ml of methylcellulose solution (see Note 4) (1.5% in
complete medium) into the tube.

3. Make cell suspension in the methylcellulose medium by care-
fully pipetting up and down (the solution will be viscous,
20–30 pipetting steps might be required). Plate 4 ml of the
resulting cell suspension into a well of the Ultra-Low- Attach-
ment 6-well plate; due to the viscosity, the actual amount of the
suspension would be ~3 ml.

4. Overlay the methylcellulose layer with 0.5 ml of complete
growth medium.

5. Culture the cells for 3–5 weeks, with replenishment of the
upper medium layer once or twice a week to avoid drying of
the cultures.

6. Count colonies under an inverted microscope

3.4 In Vivo

Tumorigenicity Assay

1. Anesthetize mouse (one animal at a time) according to the local
institutional animal care rules.

2. Inject 1000 FACS sorted cells mixed in 100 μl of their regu-
lar culture medium and 100 μl of Matrigel subcutaneously
into the flank area.

3. Tumor growth is monitored by two dimensional measurement
with electronic calipers.

4. Tumor volume is calculated using the formula a/2 � b/2,
where a is the smallest measurement and b the largest.

5. Terminate experiment when tumor grows to a maximum of
750 mm3 or volume agreed in animal license.
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4 Notes

1. For established urothelial carcinoma cell lines, the most fre-
quently used culture media are the Dulbecco’s Modified Eagle
Medium (DMEM) and Roswell Park Memorial Institute
(RPMI) 1640 Medium, both available from a number of sup-
pliers. Specific culture media might be used for primary cancer
cell cultures [37].

2. For human cancer stem cells, various immunodeficient strains
(nude mouse, SCID, NOD/SCID, Rag2 �/� γc �/� or
NOD/SCID γc �/�, so-called NSG mouse) have to be
used, with increasing immunodeficiency directly proportional
to the increasing demands on the respective animal facility.
Nude mice carry a specific defect in T cell development due
to a mutational disruption of the FOXN1 gene, SCID (severe
combined immunodeficiency) show a practically complete
absence of the adaptive immune system due to their inability
to carry out the V(D)J recombination as a consequence of a
mutational disruption of the gene encoding the catalytic sub-
unit of DNA-activated protein kinase, and the same is basically
true for Rag2 �/� mice. The γc �/� mice carry a gene
knockout in the gene encoding a common subunit of receptors
for IL-2, IL-4, IL-7, IL-9, IL-15 and IL-21 and feature
another form of severe combined immunodeficiency character-
ized by T-, B-, an well as NK-cell deficiency [38]. NOD (non-
obese diabetic) represents, on the contrary, a specific autoim-
mune mouse strain with polygenic etiology.

3. SP depends on Hoechst concentration, incubation time, and
temperature stability. These conditions can dramatically vary
with cell type. A preliminary experiment to optimize these
conditions is critical for the success of this method and isolation
of a pure SP.

4. As a semisolid medium, agar, agarose or methylcellulose can be
used as equivalent possibilities giving the same message. From
the practical point of view, the methylcellulose is probably the
most easy to handle, except the solubilization, which should be
made at 4 �C for 1 week upon continuous stirring.
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Chapter 11

In Vitro Differentiation and Propagation of Urothelium
from Pluripotent Stem Cell Lines

Stephanie L. Osborn and Eric A. Kurzrock

Abstract

Bioengineering of bladder tissue, particularly for those patients who have advanced bladder disease,
requires a source of urothelium that is healthy, capable of significant proliferation in vitro and immunologi-
cally tolerated upon transplant. As pluripotent stem cells have the potential to fulfill such criteria, they
provide a critical cell source from which urotheliummight be derived in vitro and used clinically. Herein, we
describe the in vitro differentiation of urothelium from the H9 human embryonic stem cell (hESC) line
through the definitive endoderm (DE) phase via selective culture techniques. The protocol can be used to
derive urothelium from other hESCs or human-induced pluripotent stem cells.

Key words Induced pluripotent stem cells, Human embryonic stem cells, Urothelium, Bladder
bioengineering, Definitive endoderm, Activin A, Uroplakins

1 Introduction

Patients with urinary bladder disease, such as bladder cancer, neu-
ropathic bladder disorders, or trauma, often require bladder recon-
struction or augmentation. The current standard for cystoplasty
utilizes gastrointestinal tissue for reconstruction. Gastrointestinal
tissue has inherent absorptive and secretary properties that lead to
recurrent urinary infection, stone formation, and electrolyte imbal-
ance when juxtaposed with bladder tissue. Long-term marriage of
these tissues also brings about an increased incidence of adenocar-
cinomas [1–3].

The bladder is a luminal organ that works by deeply coordi-
nated efforts among the muscles, nerves, vasculature, and epithelial
lining to contract and expand for proper voiding. Although the
concept of bioengineering bladder tissue has been at the forefront
of urologic research for the last decade, the complexity of bladder
function poses significant challenges to engineering functional tis-
sue for use in reconstruction. Considerations for scaffold type and
cell source are integral to ensure that the engineered tissue best
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mirrors the function of the native organ, as well as to provide a safer
and more efficacious alternative to current clinical practices.

Cell sources for regenerating the bladder epithelium, or urothe-
lium, are particularly important to consider. The urothelium
expresses specialized proteins called uroplakins that organize into
plaques at the luminal surface [4–6]. These plaques create an impen-
etrable barrier, which functions in concert with muscle contractions
to store and void urine, all while preventing toxins and pathogens
from reentering the blood stream. Thus, proper and safe function of
an engineered bladder hinges on the urothelium. Autologous cells
are ideal for use in bioengineering since transplant of these cells
would minimize harmful immune responses and graft rejection.
However, most patients needing reconstruction are those with
advanced bladder disease or bladder cancer, where the use of autolo-
gous urothelium would not be prudent. Furthermore, the urothe-
lium from many patients with benign bladder disease is weakly
proliferative in vitro and may not be functional when transplanted
[7]. Thus, patients with bladder disease would greatly benefit from a
healthy and robust non-urologic, non-autologous source of urothe-
lium for the creation of a neobladder [8]. Human pluripotent stem
cells are able to renew and proliferate indefinitely and differentiate
into any cell type and therefore have become attractive candidates for
cell therapy and bioengineering applications.

The protocol herein describes the directed differentiation of
urothelium fromH9 hESCs through the definitive endoderm (DE)
step, which is an important milestone in the development of the
bladder epithelium in vivo [9]. The protocol can also be used to
derive urothelium from other hESCs or human-induced pluripo-
tent stem cells [10]. Recapitulation of the developmental process
in vitro efficiently induces urothelium that may serve as a future
source of urothelial cells for bioengineering of bladder tissue for
patients needing cystoplasty.

2 Materials

All cell culture should be performed within a biosafety cabinet
using sterile technique and cell culture-specific or sterile-filtered
media, buffers, compounds, and tissue culture-treated plastic
ware. All the cells are cultured in humidified incubators at 37 �C
with 5% CO2. All media should be stored at 4 �C and pre-warmed
to 37 �C prior to use, unless otherwise indicated.

2.1 H9 hESC Culture 1. H9 hESC line (WA09; WiCell).

2. Irradiated mouse embryonic fibroblasts (GlobalStem, Inc.).
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3. H9 medium; 80% Dulbecco’s Modified Eagles Medium
(DMEM)/F12 Nutrient Mix, 20% KnockOut Serum Replace-
ment (ThermoFisher Scientific), 4 ng/mL basic fibroblast
growth factor (bFGF), 1 mM GlutaMAX, 0.1 mM β-mercap-
toethanol, 1% nonessential amino acids.

4. 6-well tissue culture plates.

2.2 Induction of DE 1. RPMI medium; RPMI 1640 supplemented with 1 mM Gluta-
MAX, penicilin/streptomycin, and FBS at varying concentra-
tions (0%, 0.2%, or 2%, as indicated in the Methods section).

2. Activin A (human, recombinant) reconstituted as per the man-
ufacturer’s recommendation, and added to cultures, when indi-
cated, for a final concentration of 100 ng/mL.

2.3 Induction,

Propagation,

and Cryopreservation

of Urothelium

1. RPMI-based Uromedium (R-Uromedium); RPMI 1640 sup-
plemented with Clonetics Singlequots™ consisting of 60 μg/
mL bovine pituitary extract, 0.1 ng/mL human EGF, 5 μg/
mL insulin, 0.5 μg/mL hydrocortisone, 30 μg/mL gentamy-
cin, and 15 ng/mL amphotericin (Lonza), 30 ng/mL cholera
toxin A and 2% FBS.

2. KBM-based Uromedium (K-Uromedium): same supplementa-
tion as for RPMI-based Uromedium, but use KBM (Lonza) as
basal medium.

3. (Optional) Retinoic Acid, reconstituted as per the manufac-
turer’s instructions (see Note 1).

4. (Optional) Cloning cylinders.

5. Dispase II (Life Technologies) at 0.5% (wt/vol) in PBS without
Ca2+ or Mg2+.

6. Cell lifters.

7. Cryopreservation medium: K-Uromedium with 10% FBS and
10% DMSO.

8. Cryovials.

9. Controlled-rate freezing container (i.e., Mr. Frosty™).

3 Methods

A schematic of the entire urothelial induction process is depicted in
Fig. 1a, including time and culture medium.

3.1 Maintenance of

the H9 Human ESC Line

(See Note 2) [11]

1. Plate irradiated mouse embryonic fibroblasts (MEF), as per
manufacturer’s instructions, into 6-well plates.

2. On the next day, plate H9 ESCs onto MEF feeder layer in H9
medium.
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3. Incubate H9 ESCs on MEF feeders at 37 �C in 5% CO2 and
perform medium changes every day.

4. Passage H9 at a 1:4 split ratio approximately every 5–7 days
using the manual passage technique, as detailed by Loring et al.
[11] (see Note 3).

5. H9 ESCs will grow as tightly packed colonies on the top of the
MEF feeder layer (Fig. 1b).

3.2 Induction

of Pluripotent Stem

Cells to Definitive

Endoderm (DE) [12]

1. Prior to initiating differentiation of H9 to DE, gently wash H9
cells with PBS (with Ca2+ and Mg2+).

2. Replace the H9 medium with RPMI medium containing 0%
FBS and culture for 24 h.

3. Replace the medium with RPMI supplemented with 0.2% FBS
and culture for another 24 h.

4. Replace the medium with RPMI supplemented with 2% FBS
and use for all subsequent days of differentiation.

5. After 24 h in RPMI supplemented with 2% FBS, add 100 ng/
mL recombinant human Activin A to the cultures. Maintain
cultures in Activin A-supplemented medium for 9 days to
induce differentiation to DE (see Note 4 and Fig. 1c). During
this culture period, replace the medium every 2 days.

6. If desired, test for the efficiency of DE induction using immu-
nocytochemistry or intracellular flow cytometry (see Note 5
and Subheading 3.5).

Fig. 1 The differentiation of urothelium from H9 ESCs. (a) Schematic of the induction protocol from ESCs to DE
to urothelium, depicting culture time for each phase as well as induction media. (b–d) Phase contrast images
of H9 ESCs, DE, and induced urothelium, respectively; 10� magnification. (e) Immunocytochemistry staining
of an induced urothelial colony at p0 (day 21) for UP3 (green) and DAPI (blue) as the counterstain; 10�
magnification
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3.3 Differentiation

and Propagation

of Urothelium from DE

1. At the end of the 12 days of DE induction, replace the RPMI
medium with R-Uromedium; change to R-Uromedium
denotes day 0 and passage 0 (p0) of the urothelial induction
phase (see Note 6).

2. (Optional) Add RA to the R-Uromedium at a final concentra-
tion of 10 μM (see Note 1).

3. Change the medium every 2–3 days.

4. Note the multilayered, cobblestone morphology of the
induced urothelial colonies via phase contrast microscopy
(Fig. 1d).

5. Urothelial fate specification can be assessed at various times
during the differentiation process. Note the expression of uro-
plakin 3 (UP3) in colonies at day 21 by immunocytochemistry
(Fig. 1e) (see Subheading 3.5 and Table 1).

6. At day 21 of urothelial induction, release cells from adherence
using 0.5% Dispase II solution. Incubate cells at 37 �C in
Dispase II for approximately 5 min. Add twofold volume of
R-Uromedium to inactivate the Dispase and gently lift the cells
from the plate using a cell lifter (see Notes 7 and 8).

7. Centrifuge the cell suspension for 5 min at 160 � g.

8. Resuspend cells in KBM-based Uromedium (K-Uromedium)
and replate the cells at a split ratio of approximately 1:4. Mark
the passage as p1 (see Note 9).

9. Return the cells to culture and passage the cells when they
reach approximately 80% confluence (see Note 10).

Table 1
Antibodies for determining efficiency of DE and urothelial induction via intracellular flow cytometry
(FC) and immunocytochemistry (ICC)

Application Antibody Source Dilution* (FC, ICC)

FC Sox17 Alexa Fluor 488 conjugate R&D Systems, mouse IgG1 1:20

FC FoxA2 BD Biosciences, mouse IgG1 1:50

FC, ICC UP1a Abcam, rabbit 1:100, 1:1000

FC, ICC UP1b Abcam, rabbit 1:100, 1:1000

FC, ICC UP2 Santa Cruz, goat (N-18) 1:20, 1:50

ICC UP2 Abcam, rabbit 1:1000

FC UP3 Santa Cruz, goat (M-20) 1:20

ICC UP3 Abcam, rabbit 1:1000

*Dilutions for FC are based on the staining of 106 cells in 100 μL volume.
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3.4 Cryopreservation

of Induced Urothelial

Cells

1. Release cells to be cryopreserved from adherence as in Sub-
heading 3.3.

2. After centrifugation, gently resuspend cells to a concentration
of 1 � 106 cells/mL in cold cryopreservation medium.

3. Aliquot into cryovials, cap and freeze at �80 �C using a
controlled-rate freezing container.

4. Store long term in a liquid nitrogen cryogenic freezer.

3.5 Quantifying the

Yield of Induced DE

and Urothelium in

Culture

We have successfully used both quantitative immunocytochemistry
and intracellular flow cytometry to quantify the amount of DE and
urothelium derived from the induction protocol (see Note 11)
[10]. Table 1 lists information for antibodies we have successfully
used for these purposes.

4 Notes

1. While retinoic acid (RA) is a primary vitamin A derivative that is
important for specification of endodermal lineages, including
urothelium, we did not find exogenous RA to increase the yield
of urothelium in the presence of serum (FBS). However, the
addition of RA has been shown to be necessary in serum-free
induction conditions [13]. Moreover, researchers may consider
adding RA if the yield of urothelium is sub-par, as the concen-
tration of RA (and other factors) in FBS varies greatly among
suppliers and lots.

2. Detailed information on maintaining and passaging human
ESCs can be found inHuman Stem Cell Manual: A Laboratory
Guide [11].

3. Because hESCs do not fare well upon dissociation to single
cells, the manual dissection method is the preferred method for
passage (versus enzymatic methods) as it allows pieces of colo-
nies containing only a few hundred cells to be lifted from the
plate. Briefly, colonies are cut and released from the plate by
cross-hatching with a sterile pipet tip or needle. The colony
pieces are washed from the plate, gently resuspended as a
uniform solution of cell clumps (not a single cell suspension),
and replated at the suggested split ratio.

4. Induction of DE is 12 days in total. The first 3 days are three
24-hour periods of increasing FBS concentrations, followed by
9 more days at the highest FBS concentration (2%). More
detailed information on DE induction from hESCs can be
found in the original publication by d’Amour et al. [12].

5. We routinely check the efficiency of DE induction by intracel-
lular flow cytometry for DE markers, Sox17, and/or FoxA2
(Table 1) [10].
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6. For the initial induction of DE to urothelium, we sought to
minimize the stress on the DE culture. To do so, we kept RPMI
as the basal medium and supplemented it with the components
necessary for urothelial cell specification.

7. Our method for increasing the urothelial cell purity of the
mixed culture upon passage involves transfer to a urothelial
selective medium; this method routinely gave us greater than
80% purity over multiple passages. Alternatively, cobblestone,
multi-layered colonies can be individually cloned, if preferred.
Colonies can be morphologically identified by microscopy,
marked with an objective marker and isolated with a cloning
cylinder. After Dispase treatment, the individual colony within
the cylinder can be gently scraped with a pipet tip, collected,
centrifuged, and returned to culture as described.

8. Cells can also be released from adherence using TrypLE (Life
Technologies) or Trypsin-EDTA. We prefer the use of either
Dispase or TrypLE, as these solutions are less harsh on the
proteins of the urothelial cell surfaces. Urothelial cells are
strongly adherent cells and release best when lifted manually
after a gentle and brief enzymatic treatment. In the absence of
manual release, the prolonged enzymatic treatment that would
be necessary to detach urothelial cells may negatively alter the
expression of the ever so important uroplakin proteins on the
cell surface.

9. Upon the initial passage of induced urothelium, the medium
should be switched from R-Uromedium to K-Uromedium. K-
Uromedium is more specifically tailored to epithelial cell cul-
turing and is the traditional medium for growing urothelium
in vitro, thus favoring and enriching for urothelial growth.

10. We have successfully cultured the induced urothelium out to
passage 4 with greater than 80% purity. The urothelium con-
tinues to grow as a cobblestone monolayer, just as it did at p0
(Fig. 1d).

11. There are four subtypes of uroplakins, which assemble within
intracellular vesicles and heterodimerize (UP1a/UP2, UP1b/
UP3) to form the cell surface plaques that create the impene-
trable urothelial lining of the bladder [5]. The expression
pattern of the uroplakin subtypes also indicates the level of
differentiation of the urothelial cells. Cultured urothelial cells
typically take on a more undifferentiated phenotype [14], thus
assessing yield is best done with UP1a or UP1b. Furthermore,
uroplakins are found within intracellular vesicles, particularly
prior to terminal differentiation, so it is prudent to assess the
yield of urothelium by a method that accounts for both extra-
cellular and intracellular uroplakin expression.
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Chapter 12

Spheroid Cultures of Primary Urothelial Cancer Cells:
Cancer Tissue-Originated Spheroid (CTOS) Method

Takahiro Yoshida, Hiroaki Okuyama, Hiroko Endo, and Masahiro Inoue

Abstract

Increasingly, it has been recognized that studying cancer samples from individual patients is important for
the development of effective therapeutic strategies and in endeavors to overcome therapy resistance.
Primary cultures of cancer cells acutely dissected from individual patients can provide a platform that
enables the study and characterization of individual tumors. To that end, we have developed a method
for preparing cancer cells in the form of multi-cellular spheroids. The cells can be derived from patient
tumors (primary cells), from patient-derived xenografts, or from genetically- or chemically induced animal
tumors. This method of culturing spheroids composed of cells derived from cancer tissues can be applied to
various types of cancer, including urothelial cancer. The method is based on the principle of retaining cell-
cell contact throughout cancer cell preparation and culturing. The first step is a partial digestion of the
tumor specimen into small fragments; these fragments spontaneously form spheroidal shapes within several
hours. The spheroid is referred to as a cancer tissue-originated spheroid (CTOS). The advantage of the
CTOS method is that it allows one to prepare pure cancer cells at high yield. CTOSs can be stably cultured
in serum-free conditions. The CTOS method can be applied to drug sensitivity assays, drug screening, and
analyses of intracellular signaling. Moreover, the CTOSmethod provides a platform for studying the nature
of cancer cell clusters.

Key words Urothelial cancer, Bladder cancer, Primary cell culture, Spheroid, Organoid, CTOS

1 Introduction

Established cancer cell lines cultured in 2D conditions have served
as a major platform for studying cancer cells in vitro [1, 2]. Indeed,
most of our knowledge about intracellular signaling has been elu-
cidated in vitro with cell lines. Nevertheless, compared to cells
cultured in 2D conditions, multicellular spheroids, also known as
3D-cultured cancer cells, are thought to exhibit more similarity to
cancer cells in vivo [1, 3]. Recent studies have reported that cancer
cell clusters existed in blood and urine, and these cell clusters were
found to contribute to metastasis [3–5]. Thus, more studies are
emerging that focus on cell clusters, rather than on single cells.
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Cancer is a heterogeneous disease. Cancer characteristics vary,
even between patients with the same pathological diagnosis [6, 7].
Increasingly, it has been recognized that studying cancer tissues
derived from individual patients is important for developing effec-
tive therapeutic strategies and for overcoming therapy resistance
[8]. Conventional cell lines cannot fulfill the requirements, due to
the low success rate and the long times required to become estab-
lished [8]. Thus, primary cultures, i.e., culturing cancer cells from
individual patients, are necessary. Primary cultures have not been
widely used, due to the technical obstacles involved, including
cumbersome procedures, poor success rates, low purity, low yields,
and poor reproducibility.

We recently developed a method for preparing cancer cells in
the form of multi-cellular spheroids composed of cells derived from
patient tumors (primary cells), from patient-derived xenografts, or
from genetically- or chemically induced animal tumors [9, 10].
This method of preparing spheroids from cells that originate from
cancer tissues can be applied to various types of cancer, including
urothelial cancer [5, 11, 12]. The principle of this method is to
retain cell-cell contact between cancer cells throughout the prepa-
ration and culturing procedures. The first step is the partial diges-
tion of tumor specimens into small fragments, which spontaneously
form a spheroidal structure within several hours. The spheroid is
referred to as a cancer tissue-originated spheroid (CTOS). The
advantage of the CTOS method is that it produces pure cancer
cells in high yield. CTOSs can be stably cultured in serum-free
conditions. In contrast to single cell cultures, CTOSs can be
cultured in suspension without any extrinsic extracellular matrix.
The CTOS method is applicable to drug sensitivity assays, drug
screening [13], and analyses of intracellular signaling [9, 11,
13–15].

For urothelial cancer, we revealed that CTOS growth
depended mostly on the heregulin-HER3-Akt pathway, but with
some exceptions, which indicated that inter-patient heterogeneity
existed in growth factor signaling [11]. A varied response was also
observed in a sensitivity assay performed with individual patient
CTOSs, where high-dose drugs used in intravesical chemotherapy
were tested. That study showed that cell death was caspase-inde-
pendent [12].

The multicentricity of urothelial cancer might be due to dis-
semination of cancer cells into the walls of the urinary tract; thus,
the interaction between cancer cell clusters and urothelial cells may
be an important step for implantation [16]. We previously demon-
strated that, in the urine of patients with urothelial cancer, there
were cell clusters that could be cultured as spheroids in vitro.
Furthermore, we revealed that, once part of a floating CTOS had
attached to type I collagen, the p63 protein was immediately
degraded in all the cells of the urothelial cancer CTOSs. The
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degradation of p63, and the consequential reduction of E-cadherin,
were necessary for the attachment of cell clusters to normal urothe-
lium [5]. Thus, the CTOSmethod provides a platform for studying
the nature of cancer cell clusters.

In this chapter, we describe the protocol for CTOS preparation
from urothelial cancer tissues and the protocol for performing a
drug sensitivity assay with CTOS cultures.

2 Materials

2.1 Equipment 1. Sterile forceps and scalpel.

2. Conical tube, 50 mL.

3. Water bath.

4. Glass flask (100 mL) and magnetic stir bar. Put the magnetic
stir bar in the glass flask and autoclave them.

5. An Immersible Magnetic Stirring apparatus and Controller
(MS-101, MC-303, Scinics, Tokyo, Japan).

6. Stainless-steel wire mesh filter, 250 μm.

7. Cell strainer, 40 μm (352340, BD Falcon, Franklin Lakes, NJ).

8. Nontreated culture dish, 60 or 10 mm.

9. Nontreated 96-well culture dish.

2.2 Materials

and Reagents

1. Fresh samples from a human bladder tumor or an upper uri-
nary tract tumor. The CTOS method is also applicable to
patient-derived xenotumors, generated with a subcutaneous
inoculation of a human urothelial cancer specimen into
NOD-SCID mice.

2. DMEM/F-12 (11330032, Thermo Fisher Scientific, Wal-
tham, MA, USA).

3. HBSS (14025092, Thermo Fisher Scientific, Waltham, MA,
USA).

4. Penicillin-Streptomycin (15140122, Thermo Fisher Scientific,
Waltham, MA, USA).

5. Liberase DH, 50 mg (5401089001, Roche Applied Science,
Mannheim, Germany). For making the stock solution (5
mg/mL), dissolve the powder in 10 mL of DMEM/F12 on
ice. Make aliquots of 100 μL, and store at �20 �C. Be sure to
complete this procedure within 30 min.

6. 2-mercaptoethanol, 55 mM (21985023, Thermo Fisher Scien-
tific, Waltham, MA, USA).

7. StemPro hESC SFM (A1000701, Thermo Fisher Scientific,
Waltham, MA, USA). This solution consists of DMEM/F-12
with GlutaMAX, StemPro hESC Supplement (StemPro), and
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25% bovine serum albumin. Make aliquots of 400 μL for
StemPro, and store at �20 �C.

8. DNaseI, 100 mg (11284932001, Roche Applied Science,
Mannheim, Germany). For making the stock solution (10
mg/mL), dissolve the powder in 10 mL of sterile deionized
water. Make aliquots of 1 mL and store at �20 �C. Once
thawed, maintain the aliquot at 4 �C to avoid repeating a
freeze/thaw cycle.

9. Matrigel Matrix Growth Factor, Reduced (Matrigel) (354230,
BD Falcon, Franklin Lakes, NJ). Make aliquots of 0.5 mL or
1.0 mL and store at �20 �C. Once thawed, maintain the
aliquot at 4 �C to avoid repeating a freeze/thaw cycle.

3 Methods

3.1 Preparation

of CTOS

1. Immediately after tumor resection or biopsy (see Notes 1 and
2), place the tissue sample in a 50 mL conical tube on ice, with
10 mL DMEM/F12 supplemented with 100 units/mL peni-
cillin and 100 μg/mL streptomycin. Store the specimen at 4 �C
until ready to proceed (see Note 3).

2. Transfer the medium and the samples to a 10 cm tissue culture
dish, by inverting the tube.

3. Mince the tissue into small (1–2 mm) pieces with sterile forceps
and a scalpel.

4. Resuspend the minced tissue in a 100 mL sterile glass flask with
10 mLDMEM/F12 supplemented with 100 U/mL penicillin,
100 μg/mL streptomycin, and 100 μL Liberase DH (final
concentration, 50 μg/mL); add a magnetic stir bar.

5. Place the glass flask into a 37 �C water bath with constant
stirring, and allow sample digestion for 1–2 h (Fig. 1) (see
Note 4). Digestion times can be longer, depending on the
amount of sample.

6. Prepare complete culture medium according to the manufac-
ture’s protocol, with some modifications. To make 10 mL of
medium, start with 9.08 mL DMEM/F-12 with Glutamax-
MAX, and add 100 U/mL penicillin, 100 μg/mL streptomy-
cin, 200 μL StemPro, 720 μL of 25% bovine serum albumin,
and 18.2 μL of 55 mM 2-mercaptoethanol. Pre-warm the
complete culture medium at 37 �C (see Note 5).

7. Add 10 μL DNaseI to the glass flask (final concentration;
10 μg/mL). Digest the samples for another 15 min.

8. Filter the samples sequentially, through a 500 μm, then a 250
μm wire mesh (see Note 6). Transfer the filtrate into a 50 mL
conical tube (Fig. 2).
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9. Filter the flow-through fraction with a 40 μm cell strainer (see
Note 7).

10. Place 30mL of HBSS in a 10 cm tissue culture dish, and dip the
bottom of the cell strainer into the solution; swirl it gently to
remove the small debris, the single cells, and cell clumps with
diameters <40 μm.

11. Collect the organoids that remain in the cell strainer with a 1
mL micropipette (Fig. 3).

12. Centrifuge at 100 � g at room temperature (RT) for 2 min.
Discard the supernatant.

13. Wash the samples by pipetting with 20 mL HBSS.

14. Centrifuge at 100 � g at RT for 2 min.

Fig. 1 A glass flask is partially immersed in a 37 �C water bath with constant stirring

Fig. 2 Setup for the filtration procedure. On the open top of the 50 mL tube, 500 μm wire mesh, 250 μm wire
mesh, 100 μm cell strainer (yellow), and 40 μm cell strainer (blue) are placed (from left to right). The digested
sample is in the glass flask with a stir bar (second from right). HBSS in a 10 cm dish (right most)
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15. Discard the supernatant.

16. Add 5 or 10 mL of the complete culture medium, depending
on the amount of the sample. Pipette the pellet to disperse
small clumps.

17. Transfer the organoids and medium to a 6- or 10 cm non-
treated dish.

18. View under a phase-contrast microscope; organoids appear as
irregular fragments (Fig. 4).

Fig. 3 Collecting the organoids for CTOS isolation. The 100 μm cell strainer
(yellow) and 40 μm cell strainer (blue) are dipped in 30 mL HBSS in a 10 cm
tissue culture dish. The fragments that remain in the cell strainer are collected
with a 1 mL micropipette

Fig. 4 CTOS culture on day 0. Phase contrast image shows organoid fractions
immediately after digestion and filtration. Scale bar: 100-μm
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19. Incubate in a 5% CO2 humidified chamber at 37 �C for 24 h.

20. View under a phase-contrast microscope; CTOSs appear as
bright, smooth spheres (Fig. 5).

3.2 Three-

Dimensional

Chemosensitivity

Assay with CTOS

1. Prepare CTOSs 24–48 h before performing this assay.

2. Thaw the stock Matrigel solution at 4 �C overnight, and main-
tain it on ice (see Note 8).

3. Prepare a drug solution at the prescribed concentration with
StemPro. Warm the drug solution to 37 �C in a water bath.

4. View the CTOSs under a phase-contrast microscope. When
many single cells are present, transfer the CTOSs to a 15 mL
conical tube, and allow it to stand for 5 min. Discard the
supernatant, resuspend the pellet in fresh complete culture
medium, and transfer to a new dish.

5. Make a droplet of 10 μL Matrigel, at the center of the well of a
96-well nontreated dish.

6. Under a phase-contrast microscope, pick up a CTOS with a
micropipette. The volume should be set at 0.8 μL.

7. Inject the CTOS into the Matrigel droplet.

8. Repeat steps 5 and 6, until you obtain the required number of
wells.

9. Incubate the 96-well dish in a 5% CO2 humidified chamber at
37 �C for 30 min to solidify the Matrigel.

10. Add 100 μL StemPro with the indicated dose of the drug.

11. Acquire a photograph of each CTOS under a phase-contrast
microscope with a 10� objective lens (day 0).

Fig. 5 CTOS formation. Phase contrast image shows organoids at 24 h after
digestion. Scale bar: 100 μm
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12. After 4–7 days, acquire another photograph of each CTOS
under a phase-contrast microscope with a 10� objective lens.

13. Measure the CTOS areas by analyzing the photographs with
image analysis software. The CTOS growth rate is calculated by
dividing the area measured on days 4–7 by the area measured
on day 1 (Fig. 6). Alternatively, intracellular ATP levels can be
measured (seeNote 9). Since ATP levels of CTOSs are propor-
tional to the area of CTOSs, ATP levels can be adjusted by the
area at day 1 [14].

4 Notes

1. CTOSs are much easier to prepare from papillary tumors than
from non-papillary tumors [11, 12]. With papillary tumor
tissue, a 5 mm3 tumor sample will yield 100–300 CTOSs.

2. Sterile saline is adequate for transporting clinical samples from
the operation room to the lab.

3. In DMEM/F-12 or saline, CTOS preparation can be per-
formed within 2–3 h after the tumor is resected.

4. Enzymatic digestion can be performed in the 37 �C incubator,
when the magnetic stirring system can be placed inside.

5. In general, heregulin has been the most efficient growth factor
[11] examined to date, but some CTOSs respond better to
other growth factors [11]. To examine the effect of a single
growth factor, we do not add StemPro, which includes multiple
growth factors, into the complete culture medium.

6. When the initial sample volume is very low, the entire digested
sample should be cultured without filtration and wash.

Fig. 6 Evaluation of the sensitivity of CTOS growth rate to chemotherapy drug. Images show CTOSs on day 1
and day 7 of treatment with the indicated doses of cisplatin (CDDP)
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7. You can use a 100 μm cell strainer (352360; BD Falcon,
Franklin Lakes, NJ), depending on the desired CTOS size.

8. CTOSs generally grow in suspension. However, when CTOSs
are embedded in Matrigel or type I collagen gel, growth is
enhanced.

9. ATP is measured with the CellTiter-Glo® Luminescent Cell
Viability Assay (G7571, Promega, Fitchburg, WI, USA).
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Chapter 13

The N-butyl-N-4-hydroxybutyl Nitrosamine Mouse Urinary
Bladder Cancer Model

Paula A. Oliveira, Cármen Vasconcelos-Nóbrega, Rui M. Gil da Costa,
and Regina Arantes-Rodrigues

Abstract

Urinary bladder cancer (UBC) is a common and complex malignancy, with a multifactorial etiology, like
environmental factors, such as cigarette smoking, occupational exposure, and genetic factors.
UBC exhibits considerable genotypic and phenotypic heterogeneity. Among all UBC lesions, urothelial

carcinoma is the most frequently observed histological type. Despite all the developments made in urologic
oncology field, therapeutic options remain inadequate. There is urgency for the identification and develop-
ment of new antineoplastic drugs to replace or improve current protocols and in vivo models have been
proven to be essential for this step. There are different animal models of UBC: Spontaneous and experimen-
tally induced models (genetically engineered, transplantable-xenograft and syngeneic animals- and chemi-
cally induced models). N-butyl-N(4-hydroxybutil)nitrosamine (BBN) is the most suitable reagent to
generate chemically induced in vivo models of UBC and to study bladder carcinogenesis. BBN has proven,
over the years, to be very realistic and reliable. It is bladder specific, and induces high tumor incidence.

Key words Bladder cancer, Chemical carcinogenesis, Arylamines, Animal models

1 Urinary Bladder Cancer (UBC)

Urinary bladder cancer (UBC) is a common and complex malig-
nancy and is estimated to be the ninth most frequent cause of
cancer this year worldwide, with approximately 77,000 estimated
new cases and 16,390 estimated deaths, from both sexes, only in
the United States [1]. It is the seventh most frequent neoplasia in
men and the seventeenth in women, with a threefold higher proba-
bility of developing in men than in women, and with a ratio of 2:1
for whites and blacks, respectively [2]. UBC predominantly affects
the elderly. Its incidence peaks in the 7th decade of life (from the
age of 60), and about 20% of the patients are more than 80 years old
[3]. Since the mid to late-1990s, incidence rates have stabilized or
decreased in men from Western and Northern Europe, but kept
increasing in Southern, Central, and Eastern Europe. In Southern
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Europe, Spain and Italy are the countries with the highest incidence
rates [4]. However, the highest mortality rates are recorded in
Northern Africa and the Middle East [5].

The etiology of UBC can be considered multifactorial. Envi-
ronmental factors, such as cigarette smoking, and occupational
exposure, do indeed contribute to a part of the UBC risk. Cigarette
smoking is the primary and the most important risk factor, due to
aromatic amines and hydrocarbons that can form DNA adducts
[6]. No less important are the genetic factors, gene-gene or gene-
environment interaction may better predict the risk of developing
UBC [7]. In the Middle East and some African countries, such as
Israel, Egypt, Iran, and Iraqi, chronic urothelial infections with
Schistosoma haematobium occur, leading to a high incidence of
squamous cell carcinoma of the bladder [8].

1.1 Types of UBC

and Treatment

UBC exhibits considerable genotypic and phenotypic heterogeneity,
with differing outcomes related to its underlying basic biology,
responsiveness to therapy, and host-related factors. Consequently,
the spectrum of UBC ranges from a manageable entity that may be
only just a nuisance to a lethal variant with high metastatic potential
[9–11]. Among all UBC lesions, urothelial carcinoma (formerly:
transitional cell carcinoma) is the most frequently observed histolog-
ical type [12]. Squamous cell carcinoma, adenocarcinoma, small-cell
tumors, and sarcomatoid tumors are less common [13]. Nearly 70%
of the patients with urothelial carcinoma have tumors confined to the
mucosa or sub-mucosa, called non-muscle invasive tumors, while the
remaining present with muscle invasive tumors [14].

The non-muscle invasive tumors are mostly low-grade and
well-differentiated papillary lesions [15], which tend to recur
locally and rarely metastasize, with a favorable prognosis [16, 17].
Low-grade papillary lesions frequently show HRAS and fibroblast
growth factor receptor 3 (FGFR3) activating mutations [18, 19].
Constitutive activation of receptor tyrosine kinases (RTKs),
upstream of RAS-activated pathways, in particular FGFR3, has
been detected in 75% of low-grade lesions [20]. Other RTKs asso-
ciated with low-grade noninvasive papillary tumors are ERBB3 and
ERBB4 [21]. These lesions are generally managed with surgical
resection and/or by induction and maintenance immunotherapy
with intravesical Bacillus Calmette-Guérin (BCG) vaccine or intra-
vesical chemotherapy [11]. The main goals of these therapies are to
prevent recurrence and progression of UBC patients [22].

Several clinical factors, such as tumor multiplicity, diameter,
concomitant carcinoma in situ (CIS), and gender, have been iden-
tified as having prognostic significance for recurrence [23]. CIS and
high-grade papillary lesions are different histological entities, both
associated with alterations in structural and cell adhesion mole-
cules, such as cytokeratins and E-cadherin [24]. Molecular altera-
tions on retinoblastoma (RB1) and TP53 genes are common in
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these two kinds of lesions [25] and it is reported that patients with
both gene defects have worse prognosis than those harboring a
defect in either gene alone [26, 27]. BCG is the most adopted first-
line immunotherapeutic and the most effective treatment for pro-
phylaxis and treatment of CIS [28].

Muscle invasive tumors are the most worrying, since at the time
of treatment of the primary tumor, approximately one-third of the
patients have undetected nodal or distant metastases. Involving
structural and functional defects also in the TP53 and RB1, as well
as in phosphatase and tensin homologue gene (PTEN) tumor-
suppressors, these tumors tend to metastasize with a poor prognosis
[29]. For muscle invasive UBC, multimodal treatment involving
radical cystectomy with neoadjuvant chemotherapy offers the best
chance for cure [11]. Selected patients with muscle invasive tumors
can be offered bladder-sparing trimodality treatment consisting of
transurethral resection with chemoradiation. Advanced disease is
best treated with systemic cisplatin-based chemotherapy [11].

1.2 Main Challenges The high rate of recurrence and the repeated surgical interventions
make UBC treatment one of the most expensive ones among solid
tumors, with a high impact in the quality of life of patients. Despite
all the developments made in this area, even today therapeutic
options remain inadequate. These limitations highlight the urgency
for the identification and development of new antineoplastic drugs
to replace or improve current protocols.

2 Animal Models

In vivo models have been a crucial tool for providing insights into
the mechanisms of urothelial carcinogenesis, and are widely recog-
nized as being essential to test the efficacy of antineoplastic drugs
[30]. Under specific experimental conditions, animal models
develop lesions similar to those described in human patients. Mod-
els are considered valid if they resemble the human condition in
etiology, pathophysiology, symptoms, target identification, and
response to therapeutic interventions [31].

2.1 Spontaneous

Models of UBC

Spontaneous animal models of UBC are available and present
important opportunities for research [32]. Cattle and dogs provide
two spontaneous animal models of UBC. In cattle exposed to the
poisonous fern Pteridium spp. and its toxin, ptaquiloside, the devel-
oping UBC lesions are histologically heterogeneous and differ from
those found in human patients [33–35], precluding the use of this
model for drug development. On the other hand, dogs spontane-
ously recapitulate transitional cell carcinoma development (TCC).
Although TCC in dogs comprise only 2% of all canine cancers [36],
this model resembles human UBC, with respect to its histopatho-
logic appearance, biological behavior, and response to therapy and
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prognosis, among other advantages [37]. The use of spontaneous
animal models of disease circumvents the ethic concerns related to
the use of laboratory animals. For a society concerned with animal
welfare it is more acceptable to treat sick animals and use the
knowledge thereby obtained in favor of scientific development
than to deliberately induce disease in animals for research purposes.
Moreover, any comparative studies performed in pet animals clearly
benefit both animals and humans [38].

2.2 Experimentally

Induced UBC

Three types of experimental models are currently available for
inducing urinary bladder tumors: genetically engineered, trans-
plantable (xenograft and syngeneic animals), and chemically
induced models [39].

2.2.1 Genetically

Modified Models

Genetically engineered mice, generated to carry cloned oncogenes
or lack tumor-suppressing genes by ever-improving techniques,
provide useful systems for dissecting the roles of specific molecular
events, individually or in combination, in urinary bladder tumor-
igenesis [32, 40]. Several genetically modified animals for UBC
study are available, namely CK19-Tag, Nrf2�/�, HRas, Pten
flox/flox, p53þ/�, Hras 128, UPII-SV407; p53 flox/flox, and
p27kip1 �/�? [41]. However, with the exception of altered p53,
there are no driver mutations that are obvious candidates for trans-
genics. Genetically modified animals are expensive, take time to
develop, and assess, and need to be normalized to a predictable
pattern of tumor development, as penetrance is never 100% [42].

2.2.2 Transplantable

Models

Transplantable models comprise various systems and techniques to
propagate tumor cells in different hosts for controlled studies
in vivo.

Xenograft models are established by transplanting human
urothelial cancer cells or primary tumor fragments into immuno-
deficient hosts, most usually mice [43]. Syngeneic models consist of
rodent UBC cells or tumor fragments transplanted into an immu-
nocompetent host of the same species and strain, allowing research-
ers to monitor tumor growth and other parameters. Syngeneic
models are most commonly employed when the study focuses on
the immune response or gene therapy [40]. Both syngeneic and
xenograft models have advantages and drawbacks to be considered.
Syngeneic models take advantage of a fully functional host immune
system (as opposed to the immunodeficient xenografted animals),
while xenografts make use of human rather than murine cells [32].
Xenograft and syngeneic models can be further divided into ortho-
topic and heterotopic models. In orthotopic models, the tumor is
placed in the site at which it would be expected to arise naturally in
the host, simulating thus the local cancer environment and recapi-
tulating to some extent the natural history of the disease [44, 45].
In heterotopic models, the transplants are placed in other locations,
most often subcutaneously in the flank or hind leg of the animal
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[40]. Heterotopic tumor models have been widely used, because
subcutaneous implantation is commodious and facilitates tumor
follow-up [44, 45], but their different microenvironmental condi-
tions may limit correlations with natural disease. Besides, with both
heterotopic and orthotopic models, there may be a long latency
period before tumors become noticeable and the take rate is gener-
ally low when passaging tumor samples for the first time.

2.2.3 Chemically Induced

(Papillary and Invasive)

Models

Several animal species such as dogs, rabbits, guinea pigs, and ham-
sters may be used to obtain UBC tumors induced chemically.
However, rats and mice are the animals most frequently employed,
due to their small size, innumerable anatomical, physiological and
biochemical similarities to humans, well-known genetic back-
ground and high reproductive rate. Furthermore, spontaneous
bladder tumors are rare in laboratory rodents, which is another
reason why they are often selected as models for the study of
chemically induced UBC [46].

In early investigations of UBC, it was necessary to validate these
animal models histologically [32]. Such models were used for
preclinical drug development early on, and were later subjected to
immunohistochemical evaluation, revealing further similarities with
their human counterparts [47]. Although animal models preserve
the three-dimensional tumor structure with cell-cell interactions
and allow pharmacokinetic and toxicity evaluation of the com-
pounds, these models also present significant limitations, such as
the high costs involved, the long experimental protocols, difficul-
ties in monitoring UBC development during the experimental
protocol, and the fact that their molecular characteristics remain
only partially understood [41].

There are several chemical carcinogens associated with bladder
cancer development [48–50]. Among them are nitroso com-
pounds, including N-butyl-N(4-hidroxybutil)nitrosamine (BBN)
and N-methyl-N-nitrosourea (MNU), and nitrofuran compounds,
such as N-[4-(5-nitro-2-furyl)-2-thiazolyl]-formamide (FANFT).
When administered via the appropriate route, at the correct dosage
and in the appropriate strain of animal, they all produce 100%
incidence of bladder tumors.

3 Chemical Carcinogens: BBN, FANFT, MNU

The chemical carcinogens BBN, FANFT, and MNU specifically
induce bladder cancer. BBN and FANFT are indirect carcinogens
when administered orally, while MNU requires direct bladder
instillation [51].

Being an indirect carcinogen, BBN needs to be activated,
mainly in the liver, but also in the bladder. BBN is converted to
N-butyl-N-(3-carboxypropyl)nitrosamine (BCPN) after oxidation of
the alcoholic group into a carboxylic group by the enzymatic
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system alcohol/aldehyde dehydrogenase [52–54]. BBN is also
converted to BBN-glucuronide by uridine diphosphate-glucurono-
syltransferase-catalyzed conjugation but, unlike BCPN, this metab-
olite does not possess carcinogenic properties. BCPN reaches the
urinary bladder through blood and urine and comes into contact
with the urothelium, binding covalently to cellular macromolecules
and initiating the carcinogenic process [54–58]. Additional meta-
bolites, such as N-butyl-N-(2-hydroxy-3-carboxy-propyl)nitrosa-
mine, N-butyl-N-(carboxymethyl)nitrosamine, and N-butyl-N-(2-
oxopropyl)nitrosamine, can also be detected in urine, but in minor
quantities [55, 56, 59, 60]. BBN causes DNA damage in the
bladder epithelium and selectively induces urinary bladder tumors
in mice and rats [57, 61], being therefore considered a genotoxic or
DNA-reactive carcinogen [58, 62]. In BBN-induced bladder
tumors, the clonal mutations detected were predominantly G-A
or C-T transitions (15/27, 56%) and substitutions of T (10/27,
37%) [61].

FANFT is a carcinogenic agent which specifically targets the
bladder in mice, rats, and dogs. It is administered on the animal’s
diet in doses ranging between 0.05 and 0.2%. FANFT is converted
into 2-amino-4-(5-nitro-2-furyl)thiazole (ANFT), a mutagenic and
carcinogenic metabolite [48, 63–65] through a renal metabolic/
excretory coupling, that enhances ANFT excretion [66].

MNU is a direct-acting carcinogen which does not need meta-
bolic activation to exert carcinogenicity. It is instilled directly into the
bladder and acts directly on the urothelium, following its spontane-
ous pH-dependent decomposition, and producing persistent, multi-
ple methylation of cellular DNA. MNU is a genotoxic compound
that can act both as an initiator and as a promoter [67, 68].

4 BBN Mouse Model: Practical Implementation

Due to its high potency to induce bladder cancer, BBN is the most
suitable reagent to generate chemically induced in vivo models of
bladder cancer and to study bladder carcinogenesis [51]. Imple-
menting the BBN mouse bladder cancer model involves a number
of technical details, which should be taken into account.

There are several ways to administer BBN to animals, but
the oral route is most commonly used, in drinking water or by
gavage [69–74]. The oral BBN dose usually ranges between 0.01%
and 0.05% (v/v) in drinking water [75]. The administration of
BBN in drinking water has major advantages over gavage, since
the animals are not manipulated, are not subjected to stress or to
secondary effects that can occur in gavage administration, like
esophageal injury, gastric rupture when using repeated oral gavage
or even aspiration pneumonia in consequence of a non-intentional
tracheal intubation [76]. On the other hand, with the gavage
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technique, the BBN doses can be exactly calculated, whereas in the
drinking water, it can only be estimated based on the daily water
intake.

BBN can also be administered subcutaneously and introduced
directly into the urinary bladder by intravesical instillation [46, 57,
77–80], with similar tumor incidence rates [46, 70, 81].

The carcinogen is usually administered to young adult mice,
and when BBN was administered subcutaneously to infant mice,
pulmonary and hepatic neoplasms were induced rather than urinary
lesions [79]. Xu et al. [82] recently reported the use of 3–4 weeks-
old male C57BL/6 mice for a BBN-induced bladder cancer study.

Intravesical instillation of BBN requires technical skill and spe-
cific training. Anesthesia is required, in order to immobilize the
animal, and an experienced technician is essential, in order to
perform the technique correctly, and to avoid unnecessary pain
and distress for the experimental animals [81].

The route of administration must be carefully planned, since if
intravesical instillation is the method of choice, female mice should
be used, because the male anatomy makes this method impossible
[81]. Intravesical administration has an important difference when
compared with other techniques: only the urethra and bladder
come into contact with the carcinogenic agent, and systemic expo-
sure is avoided. This may be an important advantage or not,
depending on the purposes of the study [77, 81, 83].

BBN is a clear yellow to reddish-yellow color liquid that is quite
viscous and, for this reason, it is recommended to cut the pipette tip
in order to allow a better control while pipetting, and to vigorously
shake the final solution in order to obtain an homogeneous distri-
bution. It is also a photosensitive compound and therefore opaque
bottles should be used [71], or alternatively, bottles should be
involved in aluminum foil or similar, to protect it from light
exposure.

Since bladder cancer is much more frequent in male (rather
than female) patients, some research groups prefer to employ male
animals, as a way to enhance the model’s realism [84]. However,
and apart from the question of the route of the administration of
BNN, as previously mentioned, it is important to consider that
using male mice entails some animal husbandry and welfare issues
[85]. Male mice are highly aggressive among themselves, and
should be housed at a low density. Even so, hair clipping, skin
bites, and genital lesions are commonly observed. A “normal”
cage behavior may therefore be associated with high stress levels
and corresponding endocrine and immune changes. Consecutive
bites may also lead to prolonged and variably severe systemic
inflammation. All these factors constitute new variables that may
interfere with the study results and they are not always easy to
control [86]. In some instances, it may be necessary to house
males individually to prevent injuries, which leads to other forms
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of stress and may be reflected by behavioral changes (e.g., circling).
Seriously wounded animals may need to be removed from the study
on ethical grounds and to avoid biasing the results [87]. These
problems may be minimized to some extent by keeping a low
population density, providing environmental enrichment and by
monitoring the animal’s behavior and health status regularly [88,
89]. Using female animals is a valid strategy to circumvent these
problems: bladder lesions developed by female mice have been
extensively characterized and found to reproduce closely those
observed in human patients [32, 41].

As mentioned in the previous paragraphs, monitoring the ani-
mals during the experimental protocol is important to assess their
health status, prevent unnecessary suffering, and avoid factors that
might bias the study. Monitoring the animals also provides impor-
tant data concerning food and water consumption, weight gains/
losses, hematological and biochemical parameters from blood and
urine analysis [86]. During experimental protocols, animals under-
going bladder carcinogenesis may present with variably severe
hematuria, abdominal pain (reflected by a typical “hunched” posi-
tion), and severe weight loss, all of which should be considered
when determining humane endpoints for each particular study.
Severe hematuria may be reflected by blood drops in the animal’s
litter; in order to systematically detect and quantify hematuria,
periodic urine analysis may be performed. Urine may be collected
using light abdominal compression (a practical and efficient
method for this purpose), catheterization or in metabolic cages.

Experimental mice may be sacrificed at one or more time points
during the experimental protocol and, typically, at the end of the
protocol. When sacrificing the animals it is important to bear in
mind that the urothelium suffers very fast postmortem degrada-
tion. It is therefore essential to collect and fixate the urinary bladder
as soon as possible following the animal’s death [47]. The sacrifice
is usually performed under deep anesthesia, using common anes-
thetic protocols (e.g., ketamine/xylazine), followed by exsangui-
nation (e.g., by cardiac puncture). This also allows the collection of
an additional blood sample. The bladder should be immediately
fixated by instilling a standard volume (e.g., 300 μl) of 10% neutral
buffered formaldehyde in the lumen and carefully tie a knot in the
ventral region, using a surgical silk yarn (2/0). The identification of
the ventral region of the bladder is extremely important, since this is
the area where more lesions are found, in consequence of the
bladder position in quadrupeds (the urine and the carcinogenic
agent is kept in the ventral area for a longer time, as with the vesical
trigone in humans), but this identification may also be executed
using China ink. Following fixation (ideally during 12 h in formal-
dehyde at lower temperatures, e.g., in the refrigerator), the bladders
are trimmed by performing a sagittal incision, thus obtaining two
symmetrical halves. These samples are then paraffin-embedded and
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processed for histological examination, using a routine hematoxylin
and eosin (H&E) staining. On H&E, a variety of histological lesions
are usually observed [46, 47], ranging between urothelial hyperplasia
and invasive urothelial carcinomas (T1 and T2). Simple and nodular
hyperplasia, low- and high-grade dysplasia, squamous and adenoid
metaplasias, papillomas, papillary carcinomas, in situ carcinomas
(CIS), and squamous carcinomas may be present. Cystitis may be
lymphocytic, with lymphoid aggregates, or mixed, often showing a
neutrophilic and sometimes eosinophylic component, and is often
ulcerative and accompanied by hemorrhage.

5 Conclusions

Animal models of cancer are essential to understand the pathophys-
iology of the disease, to discover new therapeutic targets, and to
test new treatments. Although the ideal model is unreachable,
combining different models with complementary characteristics is
a valid strategy. Over the years, the BBN mouse model has proven
to be very realistic and reliable. It is possible to choose a simple
method for the administration of the chemical carcinogen; BBN
only affects the urothelium and the incidence of the tumors is high
and reliable, allowing for the researcher to monitor the experiment
and to predict results. Also, BBN-induced lesions are similar to
human bladder cancer in histology, biochemical properties, molec-
ular and genetic characteristics, natural history, and biological
behavior. For all of these reasons, we consider the BBN mouse
model for bladder cancer an extremely useful tool in the experi-
mental oncology field.
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Chapter 14

Patient-Derived Bladder Cancer Xenografts

Carina Bernardo and Lúcio Lara Santos

Abstract

Patient-derived xenograft (PDX) tumors are models developed by direct transplant of human tumors into
immune-compromised hosts such as nude mice. These models retain the histological and genetic char-
acteristics of the primary tumor and are considered a valuable platform for translational cancer research.
This chapter describes the methodology to establish and propagate bladder cancer PDX model.

Key words Bladder cancer, Xenograft, Animal models, Tumorgraft, In vivo, Drug testing

1 Introduction

Over the past few years, there has been increasing interest in the
development and use of patient-derived xenograft (PDX) models in
translational cancer research, namely, for preclinical drug evaluation,
biomarker identification, and personalized medicine strategies [1].
These models are generated from human tumor samples directly
implanted, with minimum manipulation, into immunodeficient
rodents, typically nude mice. PDX models provide significant im-
provements over standard cell line xenografts, as they better repre-
sent the heterogeneity and complexity of human tumors, preserve
the primary tumor architecture and gene expression patterns, and are
regarded as valuable platforms to study tumor response to therapeu-
tic agents in a more realistic background [2, 3].

PDXmodels were first described more than 40 years ago [4–6].
Over the years, the development of a variety of immune-deficient
hosts significantly reduced the complexity of the procedure and
improved the tumor engraftment rate. PDX models have been
created for several types of cancers such as lung, prostate, liver,
pancreatic, and colon carcinomas [7–11].

Due to the significant expansion of the field over the past years,
an initiative of translational and clinical researchers, the EuroOPDX
consortium, was formed in Europe to create a network for clinically
relevant and annotated models of human cancer, particularly PDX
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models (http://www.europdx.eu/) [1]. With the optimization of
the establishment process and use of PDX models in a consistent
way, they are likely to gradually play a broader role in the drug
development process.

A few studies have reported the establishment of bladder cancer
PDX, mainly subcutaneous models, which were shown to retain the
histology and genetic characteristics of the original tumors even
after serial passages in mice [12–15]. Recently, bladder cancer PDX
models have been used to evaluate the response of the tumors to
targeted therapy based on expression analysis of target pathways
and genetic mutations [16, 17].

The main limitations observed in the establishment of bladder
cancer xenograft models are the modest take rate (varying between
11% and 80%) and long lag period to establish the first passage (up
to 4 months) [18]. After successful establishment in the first,
human to mice passage, the engraftment rate in the subsequent
passages is almost 100% and the lag period becomes significantly
shorter. The implantation of multiple fragments per through small
dorsal incisions and the use of were associated with higher engraft-
ment success [18]. Advanced disease stage and high-grade tumors
were also associated with higher probability of successful xenograft
establishment. The establishment of bladder cancer PDXs under
the renal capsule, too, has recently been reported to yield a high
success rate [17]. The under renal capsule space has emerged as a
promising alternative to the subcutaneous compartment, especially
for tumor types more difficult to grow in mice, and is generally
associated with a higher success rate. However, establishing this
model is technically more complex and as it requires bioimaging
techniques to monitor tumor growth, this approach is less fre-
quently employed.

Other aspects that should be considered include the replace-
ment of stromal components and lack of immune response. There-
fore, PDX models are not suitable for the evaluation of agents
directed against factors in the tumor microenvironment (e.g.,
angiogenesis, stroma, or inflammatory cells).

In this protocol, we present methods to establish subcutaneous
human bladder cancer xenografts in nude mice from patient tumor
samples and for the serial transfer of xenografts grown in mice.

2 Materials

1. Human bladder cancer tissue samples or tumorgrafts (fresh or
cryopreserved).

2. 5–7 weeks old male athymic (nu/nu) or NOD-SCID mice.

3. Collection medium; RPMI 1640 medium, 10% FBS, and 1%
penicillin/streptomycin (cold).
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4. Freezing medium; RPMI 1640 medium, 20% FBS, 10%
DMSO (cold).

5. Matrigel basement membrane matrix.

6. Isoflurane.

7. 70% ethanol.

8. 50 ml tubes (sterile).

9. 1–2 ml cryovials tubes (sterile).

10. Sterile instruments (microsurgery scissors, scalpel, curved, and
straight forceps, 7–9 mm surgical clips/staples or sutures).

11. Sterile gauze pads.

12. Mouse identification equipment.

13. Anesthesia chamber and equipment for euthanasia.

14. Sterile personal protective equipment.

15. Digital scale.

16. Caliper.

All animal experiments should be conducted according to the
guidelines for the welfare and use of animals in research [19] and
relevant national regulations. The protocol must be reviewed and
approved by the animal care and use committee of the animal
facility.

3 Methods

3.1 Processing the

Tumor Samples

1. For each individual patient, place the freshly excised tumor
tissue (one or several pieces) into a 50 ml tube containing
cold sterile collection medium. The specimen should be col-
lected by a pathologist after confirming the presence of viable
tumor tissue. Immediately transport the tubes on ice to the
animal facility (see Note 1).

The following steps and all the in vivo procedures should be
undertaken in a class 2 biological safety cabinet using the sterile
personal protective equipment. The working area must be previ-
ously disinfected with 20% bleach solution or another adequate
disinfectant followed by 70% ethanol.

2. Transfer the tumor tissue to a Petri dish containing cold sterile
10% RPMI 1640 medium so that enough medium is present to
cover the tumor.

3. Remove all adjacent normal tissue from the tumor, using
curved/straight forceps and scissors. Cut in half and remove
any necrotic tissue if present. The necrotic human tissue is
generally white and softer compared to the surrounding tumor
or present as liquefied tissue at the center of a large tumor.

Patient-Derived Xenografts 171



4. Gently wash the tumor in the medium-containing dish and
transfer to a new Petri dish containing collection medium.

5. Cut the tumor into small fragments (3� 3� 3mm) as uniform
as possible.

6. Place the tumor fragments into a cold sterile 2 ml tube with
1 ml Matrigel and incubate for about 10 min before implanta-
tion. The use of Matrigel is optional. Alternatively, place the
tumor fragments into a cold sterile 2 ml tube with 1 ml collec-
tion medium. Maintain the tubes on ice until implantation.

3.2 Transplant 1. Place the animals in the anesthesia induction chamber follow-
ing the manufacturer’s recommendations settings where they
are exposed to vaporized isoflurane. Once sedated, transfer the
animal to the surgical platform with the dorsal side facing
upward and place it in a nose cone with isoflurane to maintain
anesthesia. Pinch the footpad to confirm that the mouse is in
the proper plane of anesthesia to start the procedure and moni-
tor throughout the procedure.

2. Using a gauze saturated with 70% ethanol, sanitize the area
where the tumor will be implanted, usually the flanks.

3. Make a small skin incision (1–1.5 cm) on one of the flanks
using the surgical scissors.

4. Insert the tip of straight forceps into the incision and open to
create a pocket in the subcutaneous space.

5. Place a tumor fragment into the pocket created using forceps.

6. Close the incision with wound clips or suture. Make sure the
tumor fragment does not come into contact with the clips.
Wipe the incision site with sterile gauze.

7. Repeat steps 8–12 on the contralateral flank.

8. Identify each mouse and place the animal in a clean cage.
Observe to ensure recovery from the anesthetic.

9. Repeat steps 7–14. Depending on the tumor availability, use
up to 6–8 mice per tumor specimen to increase the probability
of successful take in the first passage.

3.3 Mouse

Monitoring

1. Carefully monitor the mice during the immediate postopera-
tive period and daily for 3–5 days thereafter. Monitor body
weight, temperature and for signs of suffering. Remove clips
within 7–9 days.

2. Check for tumor growth weekly and begin making tumor
measurements when a consistent mass is noticeable. Use a
caliper to measure the longest and shortest diameter two
times per week.

3. Calculate the tumor volume using the following formula [20].
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Tumor volume ¼ length� width2
� �

2

3.4 In Vivo

Passaging and

Treatment Cohort

When the tumorgraft reaches approximately 1.5 cm3 in volume, it
must be excised for analysis or transplantation into additional mice
generating subsequent passages that can be used to expand the
tumor material or to create a treatment cohort (see Note 2).

1. Euthanize the mouse by CO2 asphyxiation.

2. Sanitize the mouse skin over the tumor with 70% ethanol.

3. Make an incision to expose the tumor using forceps and surgi-
cal scissors. Carefully remove all skin and attached tissues from
the surface of the tumor and remove the tumor.

4. Proceed as described in Subheadings 3.1 and 3.2 (see Notes 3
and 5).

5. When using the tumors in treatment cohorts, wait until tumors
reach a volume of ~200 mm3 before allocating mice to treat-
ment groups and initiating treatment. The average tumor size
should be similar across all treatment groups at the time of
randomization. The number of tumors per arm can vary
depending on the characteristics of the study, typically 5–10
tumors per study group are used to evaluate response.

6. Measure the tumors using calipers and weigh mice two to three
times per week. Calculate the tumor volume using the formula
presented above (see Note 4).

7. Sacrifice the mice at the end of the experiment, when tumor
volumes reach the maximum acceptable tumor load or if the
mice present any other humane endpoint [19].

8. Collect the tumor and any other organs needed for analysis (see
Note 5).

4 Notes

1. To maintain viability, tumor samples must be kept on ice and
transplanted as soon as possible, ideally in less than 2 h. Pro-
longed time between tumor excision and transplant can con-
tribute for low take rate [21].

2. Characterization of the xenografts in terms of histology, molec-
ular and genetic profile and comparison with the primary human
tumor is important to confirm tumor integrity. This analysis
should be performed at each passage and in the cohort of the
tumors used for drug testing. Morphology of the primary
tumors and tumors grown in mice can be compared by H&E
staining including the histological subtype, differentiation
grade, and cellular components of the tumors. Gene expression
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and mutation analysis can be evaluated using several methodol-
ogies including microarray, exome sequencing, and immunohis-
tochemistry. Genotype, karyotype, and copy number variation
analysis by comparative genome hybridization are also com-
monly used to evaluate the genetic integrity of the xenografts.

3. In the second passage, the cohort is expanded to obtain suffi-
cient material to establish the treatment cohort. During the
establishment and expansion phase, the implant of two tumors
per mouse, one in each flank, is advised to minimize the num-
ber of animals required and cost [22]. The same approach can
be used in the treatment cohort, considering each tumor graft
as an independent tumor unit. However, the application of this
method to generate the treatment cohort will depend on the
ability to generate tumors growing at the same rate in previous
passages.

4. To minimize measure variations, the same well-trained investi-
gator should be involved for the duration of one study. Efficacy
of the treatments can be evaluated using several methods.
Common measures of efficacy include the ratio of the mean
tumor volume in control VS-treated mice at a specified time
(T/C ratio), the relative tumor growth inhibition (TGI) index,
defined as (1-(mean volume of treated tumors)/(mean volume
of control tumors))*100, and the tumor growth delay (TGD)
defined as the difference in days for treated VS control tumors
to reach as specified volume or to double their volume.

5. For histological and immunohistochemistry analysis, the
tumor samples can be fixed in 10% paraformaldehyde and
processed into paraffin blocks. For genomic and protein analy-
sis, collect tumor fragments in cryovials, place in liquid nitro-
gen or dry ice until frozen and store at �80 �C.

For cryopreservation of tumor samples, cut the specimen
into 4 � 4 � 4 mm fragments and place them in cryovials
containing cold Freezing medium, up to 5 fragments per vial.
Freeze the samples by slowly decreasing the temperature in a
slow freezing container and store at �80 �C for one night
before transferring to liquid nitrogen for long-term storage.
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Chapter 15

Orthotopic Mouse Models of Urothelial Cancer

Wolfgang J€ager, Igor Moskalev, Peter Raven, Akihiro Goriki,
Samir Bidnur, and Peter C. Black

Abstract

Orthotopic mouse models of urothelial cancer are essential for testing novel therapies and molecular
manipulations of cell lines in vivo. These models are either established by orthotopic inoculation of
human (xenograft models) or murine tumor cells (syngeneic models) in immunocompromised or immune
competent mice. Current techniques rely on inoculation by intravesical instillation or direct injection into
the bladder wall. Alternative models include the induction of murine bladder tumors by chemical carcino-
gens (BBN) or genetic engineering (GEM).
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1 Introduction

In vivo models of human cancer are essential for analysis of tumor
biology by molecular manipulation, identification of relevant diag-
nostic and predictive biomarkers, and preclinical testing of novel
antineoplastic therapeutic agents. Although multiple models of
human tumors have been developed in different animal species,
mice constitute the gold standard due to their ease of housing,
suitable size for surgical procedures, and cost effectiveness [1]. The
favored location for growth of murine tumor models is the organ of
origin of that tumor. These orthotopic tumor models optimally
mimic the physiological, organ-specific microenvironment and
allow consistent local tumor growth, vascular and lymphatic inva-
sion, tumor cell seeding, and metastasis to organ-specific sites [2].

For bladder cancer research orthotopic murine tumor models
can be established either in immunocompromised or immune com-
petent hosts. Immunocompromised mice (especially athymic nude
and NOD-SCID mice) are used for the inoculation of human
tumor cell lines by either intravesical instillation or intramural
injection. These orthotopic xenografts are a valuable tool for
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preclinical testing of novel therapeutic agents [2, 3]. The main
limitation of these models is the absence of stroma from the original
bladder tumor, which has been shown to highly influence tumor
biology and growth [4]. Xenograft models retaining stromal cells
and particular architectural features of human tumors can be
achieved by transplantation of representative tissue fragments
from human tumors into favorable organ sites of immunocompro-
mised mice (patient-derived primary xenografts; PDX) [5]. PDX
models have been established for bladder cancer [6, 7]. They best
represent the heterogeneous genetic landscape of human bladder
cancers and are the closest model to the human disease.

The major shortcoming of all xenograft tumor models,
whether derived from cell lines or patient tumors, is the absence
of a competent immune system in the host. Therefore, the effect of
the immune system in cancer progression or regression cannot be
assessed, and immunotherapies cannot be adequately tested. Blad-
der tumor models in immunocompetent mice can be induced
either by inoculation of murine tumor cell lines into the bladder
of immunocompetent mice [8], exposure of mice to carcinogen
chemicals [9], or genetic engineering [9, 10]. The major drawback
of these models pertains to the differences in the biology between
murine and human tumors, as well as the environment of murine
and human hosts.

1.1 Intravesical

Orthotopic Bladder

Xenograft Model

Intravesical instillation of tumor cells into the lumen of the bladder
establishes tumors that grow primarily on the surface of the urothe-
lium and secondarily invade into the bladder wall [11]. This “super-
ficial” model is suitable for preclinical testing of intravesical
therapies. Intravesical therapies avoid many potential toxicities of
systemic treatment, but it is critical to test the propensity of candi-
date agents to penetrate the intact urothelium. The typical cell lines
used in this model, however, tend to be highly invasive and even
metastatic, so that the biology of xenografts generated in the
intravesical model is not necessarily representative of non-muscle
invasive bladder cancer.

Many variations of the basic method for intravesical instillation
of bladder cancer cells have been described. This is because it has
proven to be extraordinarily challenging using these methods to
achieve reliable tumor take with any cell lines other than KU7,
which we have recently demonstrated to be HeLa [12]. Further-
more, intravesical cell inoculation is time consuming and can lead
to uncontrolled tumor growth in other segments of the urinary
tract (urethra, ureter, renal pelvis) [13]. Finally, tumor location
within the bladder is unpredictable, such that growth around the
ureteral orifices can cause severe upper tract obstruction before
mice reach therapeutic endpoints.

The same methods can also be used for the instillation of
murine bladder cancer cells into the murine bladder to generate a
model of non-muscle invasive bladder cancer in an immune com-
petent host [8].
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1.2 Intramural

Orthotopic Xenograft

Model: Open

Technique

Direct injection of human tumor cells into the bladder wall of
immunocompromised mice leads to the formation of invasive blad-
der tumor xenografts that are suitable for systemic treatments [14].
The utilized cell lines have usually been transduced with a lentiviral
construct carrying the luciferase gene, which allows measurement
of tumor burden longitudinally during the study by monitoring
luminescence, although monitoring by ultrasound or other imag-
ing modality is an alternative. Most cell lines grow reliably as
xenografts in this model.

Intramural tumor inoculation can be conducted either after
laparotomy and surgical exposure of the bladder [15], or percuta-
neously by ultrasound guidance [16]. The same procedures can be
performed using murine bladder tumor cells into the bladder wall
of immunocompetent mice.

Direct injection of tumor cells into the bladder wall after lapa-
rotomy and mobilization of the bladder is a well-established and
reproducible method of orthotopic xenograft inoculation [14, 15].
Limitations include the invasiveness of the procedure which can
inflict significant morbidity on the host mouse [15], and the tech-
nical challenge of ensuring adequate injection into the bladder wall.
This method is associated with a significant learning curve.

1.3 Intramural

Orthotopic Xenograft

Model: Percutaneous

Ultrasound-Guided

Technique

The percutaneous, ultrasound-guided approach for the injection of
bladder cancer cells into the bladder wall addresses existing limita-
tions of the open technique (see Subheading 1.2). The major
advantages of this model lie in the rapidity and ease of tumor
inoculation, low morbidity inflicted on the mice, accurate localiza-
tion of xenograft tumors, as well as reproducibility of the model
[16]. Consequently, this technique has superseded the open proce-
dure in research facilities with the capacity to use this model.

1.4 Ultrasound-

Guided Intratumoral

Injection

of Therapeutic Agents

This section describes an experimental treatment modality in which
therapeutic agents are locally delivered into bladder tumors by
injection. Potential treatment strategies using this methodology
include oncolytic viruses, gene therapies, immune-modulating
agents, and nanoparticles [16–18]. As an example of the relevance
of intratumoral injection in the treatment of human cancers, the
intratumoral injection of DNA plasmid has recently been tested in
the therapy of unresectable pancreatic cancers [19]. The advantage
of an ultrasound-guided minimally invasive approach consists in the
excellent visualization of the targeted bladder tumor and low mor-
bidity inflicting on the host mouse. Accordingly, multiple cycles of
treatment are feasible.

1.5 Chemical

Carcinogen-Induced

Model of Urothelial

Cancer

Murine models of urothelial cancer induced by chemical carcino-
gens provide the opportunity to mimic bladder cancer in an
immune-competent host, at the cost of having tissue of murine,
and not human, origin. Strong evidence supports a similar series of
oncogenic events in carcinogen-induced models of murine
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carcinoma and human urothelial carcinoma [9, 20–23]. These
models represent an ideal in vivo platform to assess novel therapies
that depend on an active and unaltered immune system. The most
common carcinogen used in these studies is N-butyl-N-(4-hydro-
xybutyl)-nitrosamine (BBN). BBN appears to be highly specific
to the bladder, reliably inducing bladder cancer while sparing
other organ systems, as opposed to other carcinogens like
2-aminoacetylfluorene (AAF) which are potent inducers of carcino-
genesis in multiple tissue types [22]. As a natural carcinogen, BBN
also induces a degree of tumor heterogeneity that may mimic
natural carcinogenesis in humans. This distinguishes BBN-induced
tumors from the genetically engineered models described below.

BBN is provided in the drinking water of mice at 0.05% v/v ad
libitum for a period of 8–12 weeks, after which it is discontinued
and mice are observed for clinical signs of tumor growth (hematu-
ria, ultrasound findings, lower abdominal mass) which can take up
to 6 months to develop. High-grade tumors develop through
stages from carcinoma in situ, through superficially invasive tumors
to muscle invasive and metastatic tumors. While the dose of BBN
cannot be reliably measured, approaches including gastric gavage
have been described but tend to be associated with unnecessary
mouse distress and trauma.

The natural history of BBN-induced tumors also makes these
suitable for studies of chemoprevention [23]. Most recently, they
have been used to study the cellular origin of bladder cancer [24].
Similar carcinogen-induced bladder cancer in rats is a frequently
used alternative model [25].

1.6 Genetically

Engineered Model

of Urothelial Cancer

Activation of oncogenes such as H-Ras or loss of function in tumor
suppressor genes such as RB1 and TP53 in the urothelium is
considered critical for the development of urothelial tumors [26,
27]. These alterations can be exploited to generate genetically
engineered models (GEM) of bladder cancer. GEMs are now
used widely for many applications in cancer biology, including
analyses of tumor phenotypes, modeling disease subtypes, mecha-
nistic investigations of candidate genes and signaling pathways, and
preclinical evaluation of potential therapeutic agents [28–30].
GEM models complement non-autochthonous mouse models, as
tumors arise de novo in the native tissue microenvironment, and
they also complement carcinogen-based models, as they are based
on defined genetic alterations.

1.6.1 Transgenic Models The earliest GEMmodels of bladder cancer were transgenic mice in
which simian virus 40 (SV40) large T antigen was expressed in the
urothelium under the control of the tissue-specific uroplakin-
2 (Upk2) promoter32. SV40 induces loss of both TP53 and RB1.
These transgenic mice develop CIS and invasive bladder cancer,
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with some progressing to metastasis [30, 31], and their molecular
profiles are similar to human bladder cancer [32].

Activation of the oncogenes H-Ras [33] or EGFR [34] leads to
hyperplasia and papillary, noninvasive tumors. In this respect,
GEMs recapitulate the dual pathway of bladder cancer develop-
ment that distinguishes papillary tumors from CIS and invasive,
non-papillary tumors [35]. Some of the combined alterations (e.g.,
H-Ras activation and loss of TP53) also show noninvasive bladder
cancer [35–38]. As discussed above in the context of intravesical
and intramural xenograft inoculation, different types and stages of
disease are suitable for different types of experiments, depending on
the proposed clinical context in patients.

1.6.2 Conditional

Transgenic Models

The majority of recent GEM models of cancer involve tissue-
specific conditional or inducible gene targeting by using Cre-lox
recombination. Conditional activation of β-catenin (Ctnnb1) in the
bladder using a Cre driver based on the expression of the Upk2
promoter results in hyperplasia [39], and together with activation
of H-Ras or K-Ras or loss of function of PTEN, results in papillary
noninvasive carcinoma [39, 40]. However, with an alternative,
non-bladder-specific Cre driver, activation of β-catenin alone
results in papillary noninvasive cancer [41]. Moreover, suppression
of Notch pathway by the inactivation of nicastrin (Ncstn) results in
hyperplasia and CIS, whereas inactivation of nicastrin using a ubiq-
uitously expressed promoter results in muscle invasive bladder
cancer [42]. Certainly, these differences may be due to the actions
of Notch outside of the urothelium.

Another method using tissue-specific Cre alleles to target gene
recombination is the delivery of Cre-recombinase-expressing ade-
novirus (adeno-Cre) directly into the bladder lumen. This method
has been used to inactivate TP53 and PTEN in the urothelium,
resulting in invasive bladder cancer with metastasis [43]. This
approach has also been used to inactivate RB1 and p130, resulting
in papillary noninvasive cancer [44].

The main limitation of GEMs is the lack of tumor heterogene-
ity compared to human bladder tumors. This means that any given
GEM likely only represents a subset of tumors, or even a subset of
clones within a given tumor. Furthermore, since both the tumor
cells and the host are murine, the model may not adequately
represent the human disease [45].

2 Materials

2.1 Intravesical

Orthotopic Bladder

Xenograft Model

1. Angiocatheter 24G (BD Bioscience; 381112).

2. 2% Chlorhexidine gluconate (Aplicare; 82–319).
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3. Dulbecco’s modified Eagle’s medium (DMEM) (Thermo Sci-
entific;SH3008101).

4. Fetal bovine serum (FBS) (Thermo Scientific; SH3007103).

5. Isoflurane (Baxter Corporation; 402–069-02).

6. IVIS Spectrum In Vivo Imaging System (PerkinElmer;
124262).

7. Prolene 6–0 (Ethicon; EH7226H).

8. Sterile filtered phosphate buffered saline (PBS) (Sigma;
P4417).

9. 1 ml Syringe (BD Bioscience; 309659).

10. 0.25% Trypsin (Thermo Scientific; SH3004202).

11. Vascu-statt midi (straight) (Scanlan; #1001–500).

12. Xenolight D-Luciferin –Kþ Salt bioluminescent substrate
(PerkinElmer; 122799).

2.2 Intramural

Orthotopic Xenograft

Model: Open

Technique

1. Angiocatheter 24G n(BD Bioscience; 381112).

2. 2% Chlorhexidine gluconate (Aplicare; 82–319).

3. Dulbecco’s modified Eagle’s medium (DMEM) (Thermo Sci-
entific; SH3008101).

4. Fetal bovine serum (FBS) (Thermo Scientific; SH3007103).

5. Hypodermic needle (30G; ¾ in.) (Kendall; 830340).

6. Isoflurane (Baxter Corporation; 402–069-02).

7. Sterile cotton tip applicators (Medline; MDS202000).

8. Sterile filtered phosphate buffered saline (PBS) (Sigma;
P4417).

9. Surgical instruments (scissors, forceps, needle driver).

10. Syringe (1 ml) (BD Bioscience; 309659).

11. 0.25% Trypsin (Thermo Scientific; SH3004202).

12. Vicryl 4–0 (Ethicon; V326H).

2.3 Intramural

Orthotopic Xenograft

Model: Percutaneous

Ultrasound Guided

Technique

1. Angiocatheter (24G) (BD Bioscience; 381112).

2. 2% Chlorhexidine gluconate (Aplicare; 82–319).

3. Dulbecco’s modified Eagle’s medium (DMEM) (Thermo Sci-
entific; SH3008101).

4. Fetal bovine serum (FBS) (Thermo Scientific; SH3007103).

5. Hypodermic needle (30G; ¾ in.) (Kendall; 830340).

6. Isoflurane (Baxter Corporation; 402–069-02).

7. Matrigel®* (BD Bioscience; 356234).

8. Vevo 770® small animal imaging platform (Visual Sonics).

9. RMV 706 ultrasound scanhead (Visual Sonics).
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10. Syringe (1 ml) (BD Bioscience; 309659).

11. 0.25 Trypsin (Thermo Scientific; SH3004202).

12. Ultrasound gel.

2.4 Ultrasound

Guided Intratumoral

Injection

of Therapeutic Agents

See Subheading 2.3, additionally any dissolvable therapeutic agent
dissolved in an appropriate volume.

2.5 Chemical

Carcinogen Induced

Model of Urothelial

Cancer

1. BBN (N-butyl-N-(4-hydroxybutyl)nitrosamine) (TCI America;
B0938).

2. Isoflurane (Baxter Corporation; 402–069-02).

3. RMV 706 ultrasound scanhead (Visual Sonics).

4. Vevo 770® small animal imaging platform (Visual Sonics).

3 Methods

3.1 Intravesical

Orthotopic Bladder

Xenograft Model

3.1.1 Preparation of Cell

Lines

1. Confirm the identity of the respective human bladder cancer
cell lines by DNA fingerprinting [12] prior to any further
actions.

2. For growth analysis of xenograft tumors by bioluminescence
perform a transfection of cell lines with a lentiviral construct
carrying the firefly luciferase gene, such as UM-UC-3luc [11].

3. Thaw and expand the existing cell lines in Dulbecco’s modified
Eagle’s medium (DMEM) with 10% fetal bovine serum (FBS)
at 37 �C in a humidified, 5% CO2 atmosphere. Make sure to
perform at least three passages but avoid culture times exceed-
ing 3 months.

3.1.2 Preparation of Cell

Suspension

1. Trypsinize luciferase transduced cells at a confluence of 70%,
suspend them in normal growth media.

2. Calculate the absolute cell number.

3. Spin the cell suspension for 5 min at 180 � g. Remove the
supernatant and resuspend in PBS at a concentration of
5 � 105 cells per 50 μl (see Note 1).

4. Immediately place cells on ice until use.

3.1.3 Preparation

of Animals

1. Always keep and house mice according to the guidelines of the
respective national animal care committee. Make sure that all
interventions are described in detail and approved prior to any
further actions.

2. Weigh the mouse prior to surgery.
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3. Anesthetize with an inhalational agent (isoflurane) applied
through a nose cone. Anesthesia is induced with 2.0–3.0%
isoflurane and maintained with 1.5–2.0% isoflurane. Preopera-
tive analgesia is provided with buprenorphine (0.10 mg/kg)
and meloxicam (2 ml/kg) injected under the skin of the scruff
of the neck after induction of anesthesia. Adequate depth of
anesthesia is confirmed by lack of toe pinch reflex. The ears are
notched or marked with ink for identification. Eye lubricant is
applied to each eye.

3.1.4 Tumor Cell

Instillation

1. Mount the animal in supine position on a heated table with the
limbs fixed to the table with adhesive tape (Fig. 1).

2. Disinfect the lower abdomen and urethral meatus with 2%
chlorhexidine gluconate and wipe the skin with a sterile cotton
tip.

3. Place a superficial 6–0 monofilament purse-string suture
around the urethral meatus with three stitches using a cutting
needle in order to temporarily obstruct the urethra in step 10
(Fig. 1). Alternatively, an atraumatic bulldog clamp can be used
after instillation of tumor cells.

4. Palpate the lower abdomen above the bladder gently to empty
the bladder of urine.

5. Grasp the urethral meatus with atraumatic forceps and carefully
extend it.

6. Pass a 24G angiocatheter transurethrally into the bladder.
Allow the bladder to empty if urine drains through the
catheter.

Fig. 1 Orthotopic superficial bladder xenograft model: illustration of the experimental setup. The anesthetized
mouse (nose cone; I) is mounted on the heated operation table (II). A 1 ml syringe with attached 24G
angiocatheter is inserted through urethra (III). A purse-string suture using Prolene 6–0 with an oval needle is
placed around the urethral meatus with three stitches (IV)
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7. Attach a 1 ml syringe preloaded with 0.25% trypsin and inject
20 μl into the bladder lumen.

8. Leave the angiocatheter and syringe in place and let the trypsin
dwell for 15 min. Then detach the syringe and express the
bladder as described in four. The trypsin should exit the
angiocatheter.

9. Attach a 1 ml syringe preloaded with UM-UC3-luc cell sus-
pension and inject 50 μl cell suspension into the bladder. Some
protocols add a step to irrigate the bladder with PBS or FBS-
containing medium to clear the bladder of trypsin prior to cell
instillation, but we have found this to be unnecessary.

10. Tighten the suture as the angiocatheter is removed and tie it off
to temporarily obstruct the urethra.

11. Let the cells dwell for 1.5 h with the mice under maintenance
anesthesia (see Note 2).

12. Release the suture and express the cell suspension from the
bladder.

3.1.5 Post-interventional

Supportive Care

1. Dismount the mouse from the operating table.

2. Keep the animal in a warm and comfortable environment under
continuous surveillance.

3. After the animal has regained consciousness and resumed nor-
mal ambulation, place it back in its home cage.

3.1.6 Tumor Imaging (See Notes 3 and 4)

1. If using this protocol in mice with fur, shave the abdominal area
of the mouse 1 day prior to imaging to maximize light trans-
mission through the skin.

2. Anesthetize mice with isoflurane and inject 150 mg/kg of
luciferin intra-peritoneally using a 30G½ needle.

3. Place mice in a supine position in a bioluminescent imager (IVIS
Spectrum or like system) while under maintenance anesthesia.

4. Capture an image of the abdominal area at 10 min following
luciferin injection. Quantify the tumor burden by defining the
abdominal area as a region of interest and recording the
photons/s.

5. Allow the mice to recover in a heated chamber and return to
cage when normal behavior resumes.

3.1.7 Intravesical

Administration

of Therapeutic Agents

1. Follow the procedure as described in “Tumor cell instillation”
up to step 6.

2. Attach a 1 ml syringe preloaded with the compound of interest
to the angiocatheter and inject a volume of not more than
100 μl into the bladder.
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3. Tighten the suture as the angiocatheter is removed and tie it off
to temporarily obstruct the urethra. Alternatively, an atrau-
matic bulldog clamp can be used.

4. Let the compound dwell for an appropriate time not to exceed
2.5 h with the mice under maintenance anesthesia.

5. Release the suture and express the agent from the bladder.

6. Allow the mice to recover in a heated chamber and return to
cage when normal behavior resumes.

3.2 Intramural

Orthotopic Xenograft

Model: Open

Technique

3.2.1 Preparation

of Cell Lines

Prepare cell lines as described in Subheading 3.1.1.

3.2.2 Preparation

of Cell Suspension

Prepare cell suspension as described in Subheading 3.1.2.

3.2.3 Preparation

of Animals

Prepare animals as described in Subheading 3.1.3.

3.2.4 Experimental Setup 1. Mount the animal on a heated operating table with continuous
monitoring of vital signs.

2. Use sterile surgical instruments (autoclaving before inoculation
and sterilization with bead sterilizer between animals).

3. Scrub the abdominal wall of mouse three times with chlorhexi-
dine followed by one wipe with alcohol.

3.2.5 Surgical Procedure 1. Make a 1 cm horizontal incision on the lower abdomen just
above the pubic bone (Pfannenstiel incision). The bladder is
readily found in the pelvis.

2. Bring the bladder up into the incision using sterile cotton-tip
applicators.

3. Compress the bladder with the cotton tip in order to empty its
contents.

4. Inject the bladder cancer cells directly into the front wall and
dome of the bladder. Use a 30G needle attached to a 1 ml
syringe. The total volume injected is 100 μl. Prior experience
has shown that this volume gives the most reliable and easily
recognizable (by visual inspection) bleb in the bladder wall,
indicating a successful intramural (and not intravesical)
injection.

5. Allow the bladder to fall back into the pelvis.
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6. Infiltrate a 0.075% (75 μg/ml) bupivicaine solution with a 30G
needle locally around the incision in the subcutaneous layer and
abdominalwallmusculature in a quantity of10μl per grammouse
body weight (7.5 mg/kg; maximum recommended dose is
8 mg/kg). The maximum injected volume should be 250 μl.

7. Close the abdominal wall in two layers. Both the muscle layer
and the skin are closed with a running buried Vicryl 4–0 suture
(no exposed knot/suture upon which mouse can gnaw). Take
care not to injure bowel during the closure.

8. Inject warm phosphate buffered saline (1 ml) subcutaneously
at the end of the procedure. Keep the mouse warm on a heating
pad and observe until it awakens and moves about the cage.
This usually happens within several minutes.

9. Provide postoperative analgesia with buprenorphine
(0.10 mg/kg) and meloxicam (2 ml/kg) injected under the
skin of the scruff of the neck. This is done once (meloxicam) or
twice (buprenorphine) daily for 3 days starting with the preop-
erative dose.

3.2.6 Tumor Imaging by

Bioluminescence

Image tumors as described in Subheading 3.1.6.

3.2.7 Bladder

Examination by Ultrasound

1. Induce anesthesia with 2.0–3.0% isoflurane in an induction
chamber. When the mouse is immobile, transfer to imaging
platform and maintain anesthesia through nose cone on imag-
ing platform with 1.5–2.0% isoflurane.

2. Apply eye lubricant to each eye.

3. Monitor heart rate of mouse through electrodes on imaging
platform.

4. Insert thermometer into the rectum of mouse for temperature
measurement only if imaging is to last more than 5 min (gen-
erally not needed if imaging is <5 min). The imaging platform
is heated.

5. Apply depilatory cream to the skin overlying the region of
interest and scrub the skin with a plastic spoon 90 s later. Wipe
off residual depilatory creamwith alcohol swab after fur removal.

6. Apply sterile ultrasound gel from tube to the skin overlying the
region of interest.

7. Gently lower the mounted scanhead onto the abdominal wall
and adjust to allow visualization of the bladder. The scanhead is
mounted on an adjustable arm. A motor for 3-D imaging can
be interposed on this arm to allow for automatic 3-D imaging.
Imaging is performed according to usual practices as outlined
in the users’ manual.

8. After imaging, transfer the mouse to a recovery cage lined with
paper towel and placed on a heating pad. After 5–10 min, the
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awake and ambulatory mouse can be transferred back to its
home cage with cage mates.

9. Repeat imaging usually once weekly for the duration of the
study. This frequency can be increased to once every 4 days in
rapidly growing tumors, and the duration can be extended as
long as 12 weeks in slowly growing xenografts.

3.3 Intramural

Orthotopic Xenograft

Model: Percutaneous

Ultrasound Guided

Technique

3.3.1 Preparation of Cell

Lines

Prepare cells as described in Subheading 3.1.1.

3.3.2 Preparation of Cell

Suspension

1. Thaw Matrigel®. Keep on ice in order to avoid increased vis-
cosity observed at higher temperature.

2. Trypsinize luciferase transduced cells at a confluence of 70%,
suspend them in normal growth media.

3. Calculate the absolute cell number.

4. Spin the cell suspension for 5 min at 180 � g. Remove the
supernatant.

5. Add the appropriate volume of Matrigel® in order to reach the
required cell concentration. The maximal injectable volume of
tumor cell suspension is 40 μl (see justification under “Notes”).
Similar cell numbers are used here as described above for the
open method of tumor inoculation.

6. Mix well by pipetting up and down (P1000), avoid creating air
bubbles in the suspension.

3.3.3 Preparation of

Animals

Prepare animals as described in Subheading 3.1.3.

3.3.4 Experimental Setup 1. Mount the animal on the heated imaging table (Fig. 2 I) of the
Vevo 770® small animal imaging platform with continuous
monitoring of vital signs. Fix the lower limbs with a rubber
band (Fig. 2 III).

2. Remove the fur of the lower abdomen by usage of an electric
razor and application of depilatory cream (not necessary for
nude mice).

3. Disinfect the abdomen with 2% chlorhexidine gluconate and
wipe the skin with a sterile cotton tip.

4. Immobilize the bladder with the bladder stabilization strap
(Fig. 3 I, II).

5. Apply sterile ultrasound gel to the lower abdomen.
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6. Slowly approach the RMV 706 ultrasound scanhead (Fig. 2 IV)
to the skin (longitudinal with a cranial angle of 45–70�) and
visualize the bladder on the ultrasound screen (Fig. 4 I).

7. If the bladder is flaccid fill it with 50 μl sterile, warm phosphate
buffered saline (PBS) through a transurethral 24G angiocath-
eter (see Subheading 2.2 for technique).

Fig. 2 Ultrasound-guided minimally invasive inoculation of bladder cancer cells:
image and schematic illustration of the experimental setup. The mouse is
mounted on the heated operation table (I) and held under anesthesia (II) with
3% isoflurane/oxygen mixture. The lower limbs are fixed with a rubber band (III).
After approaching the ultrasound scanhead (IV) to the skin (longitudinal align-
ment with a cranial angle of 45–70

�
) the bladder (V) is visualized on the

ultrasound screen. A syringe with a 30G needle (VI) is guided to the skin in an
angle of 30–45� (80–90� relative to the longitudinal axis of the ultrasound
scanhead)
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3.3.5 Separation

of Bladder Wall Layers

1. Attach to the syringe clamp a 1.0 ml syringe filled with PBS and
connected to a 30 gauge, ¾ in. needle.

2. Direct the bevel of the needle upward and bring the needle to
the skin surface just above the pubic bone at a 30–45� angle to
the abdominal wall, or 80–90� relative to the longitudinal axis
of the ultrasound scanhead (Fig. 2).

3. Detect the needle on the ultrasound screen.

4. Slowly perforate the skin and the abdominal wall (Fig. 4 II).

5. Turn the bevel of the needle 180� (now directed posteriorly in
the mouse).

6. Insert the tip of the needle into the bladder wall without
penetrating the mucosa (Fig. 4 III).

7. Slowly inject 50 μl of PBS between the muscular layer and the
mucosa to create an artificial space (Fig. 4 IV; see Note 5).

8. Withdraw the needle.

Fig. 3 Ultrasound-guided minimally invasive inoculation of bladder cancer cells:
immobilization of the bladder. Dimensions and illustration to construct the
bladder stabilization strap (I). The strap is attached to the lower abdomen and
immobilizes the bladder (II). Thus, an evasion of the bladder during intramural
injection is avoided
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3.3.6 Intramural

Inoculation of Bladder

Cancer Cells

1. Attach to the syringe clamp a second 1.0 ml syringe filled with
cancer cells suspended in Matrigel® and connected to a 30
gauge, ¾ in. needle.

2. Guide the tip of the needle to the space created with the PBS
injection described above.

3. Inject 40 μl of the cell suspension into this space (Fig. 4 V, VI;
see Note 6).

4. Withdraw the needle.

3.3.7 Post-interventional

Supportive Care

Handle mice as described in Subheading 3.1.6.

3.3.8 Tumor Imaging Image tumors as described in Subheaing 3.1.6.

Fig. 4 Ultrasound-guided minimally invasive inoculation of bladder cancer cells:
Intramural injection. Visualization of the bladder on the ultrasound screen (I).
Perforation of the skin and abdominal wall muscles (II). Needle insertion into the
bladder wall without penetration of the mucosa (III). PBS (50 μl) between the
muscular layer and the mucosa after slow injection (IV). Tumor cells suspended
in Matrigel in the intramural artificially created space (V, VI)
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3.4 Ultrasound

Guided Intratumoral

Injection

of Therapeutic Agents

3.4.1 Experimental Setup Set up the experiment as described in Subheading 3.3.4.

3.4.2 Intratumoral

Injection of Therapeutic

Agents

1. Attach to the syringe clamp a 1.0 ml syringe filled with the
therapeutic agent and connected to a 30 G, ¾ in. needle.

2. Direct the bevel of the needle upward and bring the needle to
the skin just above the pubic bone at a 30–45� angle to the
abdominal wall, or 80–90

�
relative to the longitudinal axis of

the ultrasound scanhead.

3. Detect the bladder tumor and the needle longitudinally on the
ultrasound screen.

4. Slowly perforate the skin and the abdominal wall.

5. For tumors in the anterior bladder wall insert the tip of the
needle into the adjacent bladder wall. Perforate the serosa and
guide the tip of the needle to the center of the tumor (Fig. 5).
For tumors in the posterior bladder wall perforate all the layers
of the opposing anterior bladder wall and guide the tip of the
needle to the center of the tumor.

6. Slowly inject an appropriate volume of therapeutic agent (max-
imum 25 μl) in the center of the tumor.

7. Withdraw the needle.

3.4.3 Post-interventional

Supportive Care

Handle mice as described in Subheading 3.1.5.

Fig. 5 Ultrasound-guided intratumoral injection of treatment agents. A xenograft
tumor is visualized by ultrasound and the treatment agent is injected through a
30G needle into the center of the tumor
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3.5 Chemical

Carcinogen Induced

Model of Urothelial

Cancer

3.5.1 Handling of BBN 1. BBN is a carcinogen. It must be stored securely in the animal
facilities of an accredited laboratory, and cytotoxic precautions
must be observed at all times.

2. As BBN is photosensitive it has to be stored in opaque vessels.

3. All handling of BBN should be done in the fume hood with
chemical-resistant gloves (nitrile) and facemask.

4. All containers and contents of animal cages coming into con-
tact with BBN should be appropriately labeled and disposed of
as hazardous.

3.5.2 Preparation of BBN 1. Reconstitute the thick yellow stock solution of BBN (2 g/2ml)
in 4 l of drinking water to reach a solution of 0.05%.

2. Store the diluted solution in an opaque vessel and label as
hazardous chemical.

3.5.3 Administration

of BBN

1. All mouse cages intended to come into contact with BBN-
water must be clearly labeled.

2. Provide mice with BBN-water (solution of 0.05%) ad libitum
for 8–12 weeks. Assuming a daily fluid intake of 5 ml per mouse
(≙35 ml/mouse/week), a cage of five mice (≙175 ml/cage/
week) should be given 100 ml of 0.05% BBN drinking water
twice weekly.

3. Following 8–12 weeks of BBN-water only, regular water is
provided.

3.5.4 Clinical Mouse

Evaluation

Observe mice for clinical signs of tumor growth (loss of weight,
hematuria, formation of lower abdominal masses; see Note 7) on a
regular basis (every 4 weeks for first 20 weeks, then weekly). Devel-
opment of intravesical tumors can take up to 6months (seeNote 8).

3.5.5 Bladder

Examination by Ultrasound

Examine bladder as described in Subheading 3.2.6.

4 Notes

1. Different bladder cancer cell lines have different growth kinet-
ics. The study extends for 6 weeks with slow growing cells, but
only 4 weeks for more rapidly growing cells. More tumorigenic
cells, such as UM-UC3 or T24, are injected at lower numbers
(100,000or250,000) compared to less tumorigenic cells, such as
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UM-UC13 (500,000 or 1,000,000 cells). In general, it is impor-
tant to conduct a pilot experiment to establish the optimal cell
number for both tumor take and growth kinetics.

2. It is important that mice remain under maintenance anesthesia
throughout the specified dwell time. If mice reach a shallower
anesthetic plane there is a high risk of spontaneous voiding and
the loss of the test therapeutic. Dwell times in excess of 2.5 h
may cause severe stress on the mice and potentially result in
morbidity. Prolonged dwell times and high instilled volumes
appear also to cause reflux into the intrarenal collecting system,
which at the time of tumor cell instillation can lead to upper
tract tumor engraftment.

3. The presence of instilled cancer cells should be apparent on
bioluminescent imaging the day following instillation. Engraft-
ment suitable for initiation of treatment for most studies
should be achieved by 4 days post procedure. In order to
reduce variability all tumors should be measured and mice
allocated by tumor size prior to treatment.

4. Tumor burden can also be measured by ultrasound or other
imaging modalities (e.g., MRI or CT [11]). In the intravesical
model tumor growth can initially be spread across the urothe-
lial surface, making definition of a circumscribed tumor volume
difficult. Discrepancies may arise between tumor burden deter-
mined by luminescence and tumor volume determined by
imaging, which may be attributable to tumor hypoxia and
necrosis [15].

5. The key step of this procedure is the creation of an artificial
submucosal space in the bladder wall with saline. Once this
space is created appropriately and without perforation of the
mucosa, it remains stable for several minutes. The guidance of
the second needle into this space to inoculate the tumor cells is
relatively uncomplicated. If the tip of the needle perforates the
mucosa into the lumen of the bladder, the creation of a sub-
mucosal space is still feasible. The needle has to be withdrawn
slowly through the bladder wall and the saline injected just at
the moment when the mucosal layer flips over the tip of the
needle. After this maneuver the submucosal space is less stable
(saline will escape to the bladder lumen within 30–60 s) and the
injection of the tumor cells has to be performed quickly.

6. Another theoretical concern with this model is the spillage of
tumor cells into the peritoneal cavity through the needle tract.
This complication can be avoided by restricting the volume of
tumor cell suspension to 40 μl (in addition to 50 μl PBS
injection to establish submucosal space). Spillage of tumor
cells into the bladder lumen is observed when the needle
perforates through the bladder mucosa. Although the loss of

194 Wolfgang J€ager et al.



tumor cells might lead to a decreased tumor volume during
follow-up, intravesical tumor growth has not been observed.

7. BBN administration may be withheld if there is evidence of
intolerance or rapid development of intravesical changes.

8. Once intravesical changes are observed, and confirmed
histologically, mice can be allocated to treatment groups for
treatment studies.
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Chapter 16

Quantification of MicroRNAs in Urine-Derived Specimens

Susanne Fuessel, Andrea Lohse-Fischer, Dana Vu Van, Karsten Salomo,
Kati Erdmann, and Manfred P. Wirth

Abstract

MicroRNAs are small noncoding RNAs which regulate the expression of genes involved in a multitude of
cellular processes. Dysregulation of microRNAs and—in consequence—of the affected pathways is fre-
quently observed in numerous pathologies including cancers. Therefore, tumor-related alterations in
microRNA expression and function can reflect molecular processes of tumor onset and progression
qualifying microRNAs as potential diagnostic and prognostic biomarkers.
In particular, microRNAs with differential expression in bladder cancer (BCa) might represent promising

tools for noninvasive tumor detection in urine. This would be helpful not only for diagnostic and
monitoring purposes but also for therapeutic decisions. Detection and quantification of BCa-associated
microRNAs in urine can be performed using the cellular sediment, which also contains BCa cells, or in
exosomes originating from those cells. Methods for isolation of exosomes from urine, extraction of total
RNA from cells and exosomes as well as techniques for RNA quantification, reverse transcription, and
qPCR-based quantification of microRNA expression levels are described herein.

Key words Bladder cancer, Exosomes, MicroRNA,Microvesicles, Quality control, Quantitative PCR,
Reverse transcription, RNA isolation, Urothelial carcinoma

1 Introduction

MicroRNAs are of high functional importance in a multitude of
physiological and pathological processes such as cellular prolifera-
tion and differentiation, control of developmental timing, stem cell
maintenance and many more [1, 2]. This class of small noncoding
RNAs, comprising over 2500 knownmembers in humans (mirbase.
org, release 21), is described to posttranscriptionally regulate the
expression of numerous genes [3, 4]. The expression and function
of microRNAs can be altered in numerous pathological conditions
and might, therefore, serve as mirror of these deregulated pro-
cesses. Particularly tumor-associated alterations in microRNA
expression patterns were analyzed intensively in the last years to
evaluate their value as potential tumor markers and to investigate
their functional role in development and progression of tumors.
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Several microRNAs were also identified as promising diagnostic or
prognostic biomarkers for human bladder cancer (BCa) [2, 4–6].
Exemplarily, the microRNAs miR-21, miR-96, miR-125b, miR-
145, miR-183, and miR-210 showed altered expression in BCa
tissues compared to nonmalignant bladder tissues [7–12]. For
selected microRNAs an association with tumor stage and grade or
with prognosis was observed [8, 12–18].

Currently, the sensitive determination of altered microRNA
expression in urine-derived specimens is one of the main issues of
translational BCa research since there is an urgent need for reliable
BCa biomarkers. Such markers should allow the noninvasive detec-
tion of primary and recurrent BCa as well as the discrimination
between tumors of different grade and stage to assess the presence
and aggressiveness of tumors with the final aim to reduce frequent
invasive diagnostics [2, 6, 19]. A number of studies describe the
quantification of promising BCa-associated microRNA candidates
in urine comprising miR-21, miR-96, miR-125b, miR-126, miR-
146a, miR-183, and miR-210 [16, 20–29]. In most of these stud-
ies, microRNA expression was assessed in the cellular sediment of
urine specimens or in whole urine from patients with BCa [21–24,
26–28, 30]. Additionally, exosomes might also serve as diagnostic
tool for BCa detection due to their function as cargo carriers of
cellular components including microRNAs [2, 19]. These exo-
somes, which are released from BCa cells into the urine, can be
utilized as starting material for the quantification of BCa-associated
microRNAs [20].

Herein, we describe approaches for the preparation of cellular
sediments and exosomes from urine specimens as well as the isola-
tion of total RNA from these compartments by different methods.
Furthermore, several techniques for quantification of the isolated
total RNA, for microRNA-specific reverse transcription (RT) and
quantification of microRNA expression levels by quantitative poly-
merase chain reaction (qPCR) are presented. Fig. 1 gives an over-
view of the different steps and methods within this workflow.

2 Materials

2.1 Collection and

Preservation of Urine

Specimens

1. Ice-cold phosphate-buffered saline (PBS).

2. Qiazol lysis reagent (Qiagen) (see Note 1).

3. Urine collection devices (see Note 2).

4. Conical centrifuge tubes (15 and 50 ml).

5. Cryogenic tubes (2 ml).

6. Refrigerated centrifuge with holders for 15 and 50 ml tubes.
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2.2 RNA Isolation

from Cellular Pellets

by Conventional

and Kit-Based

Methods

1. Direct-zol RNA MiniPrep Kit (Zymo Research).

2. Disinfectant and RNaseZap.

3. Chloroform.

4. Isopropyl alcohol.

5. Ethanol (75% or 95–100%).

6. Nuclease-free water.

7. Nuclease-free tubes (1.5 ml).

8. Thermoblock.

9. Microcentrifuge.

2.3 Isolation of

Exosomes from Urine

by Ultracentrifugation

1. PBS.

2. Polycarbonate centrifuge tubes suitable for ultracentrifugation
(e.g., 10 ml).

3. RNase-free tubes (1.5 ml).

4. Vortex shaker.

5. Weighing scale.

6. Microcentrifuge.

7. Ultracentrifuge.

urine sample processing & centrifugation

RNA quality assessment by Nanodrop, Bioanalyzer or Fragment Analyzer

urine supernatant

quantification of
microRNAs by qPCR

RNA isolation
(miRCURY / Qiazol )

exosome isolation
(untracentrifugation / precipitation)

microRNA-specific
reverse transcription

RNA isolation
(Qiazol / DirectZol)

quantification of
microRNAs by qPCR

urine cellular pellet

microRNA-specific
reverse transcription

Fig. 1 Scheme of the described methods for urine sample processing, isolation
and quality assessment of RNA, reverse transcription, and PCR-based quantifi-
cation of microRNAs
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2.4 Isolation

of Exosomes from

Urine by Kit-Based

Methods

1. miRCURY Exosome Isolation Kit—Cells, urine, and CSF
(Exiqon).

2. miRCURY RNA Isolation Kit—Cell & Plant (Exiqon).

3. RNase-free tubes (1.5 ml).

4. Conical centrifuge tubes (15 ml).

5. Vortex shaker.

6. Swing bucket centrifuge.

2.5 RNA Isolation

from Exosomes

1. miRCURY RNA Isolation Kit—Cell & Plant (Exiqon).

2. Ethanol (95–100%).

3. β-Mercaptoethanol (recommended).

4. Microcentrifuge.

2.6 Assessment

of RNA Quantity

and Quality by

NanoDrop 2000c

System

1. Lint-free lab wipes.

2. Disinfectant and RNaseZap.

3. Nuclease-free water.

4. NanoDrop 2000c system (Thermo Fisher Scientific).

2.7 Assessment

of RNA Quantity

and Quality by Agilent

2100 Bioanalyzer

1. Agilent RNA 6000 Pico Kit and/or Agilent RNA 6000 Nano
Kit (Agilent Technologies).

2. Disinfectant and RNaseZap.

3. Nuclease-free safe-lock tubes (0.5 ml).

4. Vortex shaker.

5. IKA vortex shaker.

6. Microcentrifuge.

7. Thermal cycler for heat-denaturation.

8. Priming station.

9. Agilent 2100 Bioanalyzer (Agilent Technologies).

2.8 Assessment

of RNA Quantity

and Quality by AATI

Fragment Analyzer

1. Standard Sensitivity RNA Analysis Kit (DNF-471) or High
Sensitivity RNAAnalysis Kit (DNF-472) (Advanced Analytical
Technologies).

2. Disinfectant and RNaseZap.

3. Deionized, sub-micron filtered water.

4. Nuclease-free water.

5. Conical centrifuge tubes (50 ml).

6. Nuclease-free PCR tubes (0.2 ml).

7. Nuclease-free 96-well PCR sample plates.

8. 96-DeepWell (1ml) plates (natural polypropylene, Fisherbrand).

204 Susanne Fuessel et al.



9. Reagent reservoir (50 ml).

10. Vortex shaker.

11. Electronic pipette (optional).

12. Microcentrifuge.

13. Centrifuge with plate holders.

14. Thermal cycler for heat-denaturation.

15. AATI Fragment Analyzer (Advanced Analytical Technologies).

2.9 Reverse

Transcription

of MicroRNAs

1. TaqManMicroRNA Reverse Transcription Kit (Thermo Fisher
Scientific) containing MultiScribe Reverse Transcriptase, 10�
Reverse Transcription Buffer, RNase Inhibitor, and dNTP mix.

2. TaqMan microRNA assays containing microRNA-specific RT
primers (Thermo Fisher Scientific) (see Note 3).

3. Nuclease-free water.

4. PCR tubes (0.2 or 0.5 ml).

5. Microcentrifuge.

6. Thermal cycler.

2.10 Quantitative

PCR

1. TaqManUniversal PCRMaster Mix (Thermo Fisher Scientific)
(see Note 4).

2. TaqMan microRNA assays containing PCR primers and FAM-
labeled TaqMan MGB probes (Thermo Fisher Scientific) (see
Note 3).

3. Nuclease-free water.

4. Polypropylene tubes (0.5 or 1.5 ml).

5. 96-well PCR plates (e.g., 96-Well Thin-Wall Multititer Plate
from Biozym) with adhesive optical film (e.g., BZO Seal Film
from Biozym).

6. Microcentrifuge.

7. Centrifuge with plate holders.

8. Real-time PCR instrument (see Note 5).

3 Methods

3.1 Processing

of Urine Specimens

1. Collect 20–80 ml of random non-first-morning urine from
patients or suitable control subjects before any therapeutic
intervention and process the urine immediately. Otherwise,
the urine specimens can be stored at 4–8 �C for up to 4 h
without impairment of final readouts (see Note 2).

2. If a later comparison of the analyzed microRNA patterns with
clinical urinary parameters is planned, urine dipstick and
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sediment analysis as well as urine cytology should be performed
applying standard procedures (see Note 6).

3. Distribute the remaining urine specimen to one or (if applica-
ble) more 50 ml tubes and centrifuge it at 1,500� g for 10 min
at 4 �C to remove dead cells and debris which could interfere
with the later isolation of exosomes. Decant the supernatant
and keep it frozen at �80 �C in 8 ml aliquots (see Note 7).

4. Resuspend the pellet(s) with 1 ml ice-cold PBS and combine
them in one 50 ml tube (if applicable). Fill it up with ice-cold
PBS to 50 ml and centrifuge the sample again (860 � g for
5 min at 4 �C). A second wash step is done in the same way with
a final volume of 10 ml ice-cold PBS.

5. Remove the supernatant carefully using a micropipette and
resuspend the pellet in 700 μl Qiazol lysis reagent (see Note
8). Transfer the lysate to a 2 ml cryogenic tube and store it until
RNA extraction at �80 �C.

3.2 Isolation of Total

RNA from Cellular

Pellets

3.2.1 Conventional RNA

Isolation

1. Prepare the work area for RNA handling, i.e., use separate
pipets, tips, and vessels. Disinfect and clean the bench and to
be used tools with RNaseZap before start of the work.

2. Heat the thermoblock to 60 �C.

3. Thaw frozen cellular pellets lysed in Qiazol at room tempera-
ture. Mix the samples thoroughly (e.g., using a vortex shaker)
and let them equilibrate at room temperature for 5 min before
the start of RNA isolation (see Note 9).

4. Add 200 μl chloroform per 1,000 μl Qiazol, i.e., 140 μl chlo-
roform per 700 μl Qiazol. Vortex the samples vigorously for
15 s and incubate them 5 min at room temperature.

5. Centrifuge the tubes at 12,000 � g for 5 min at room temper-
ature to allow the phase separation.

6. Transfer the upper aqueous phase into nuclease-free 1.5 ml
tubes. Discard the tubes with the remaining interphase and
lower phenolic phase according to rules for waste disposal of
organic solvents.

7. RNA precipitation occurs by adding of 500 μl isopropyl alcohol
per 1,000 μl Qiazol, i.e., 350 μl isopropyl alcohol per 700 μl
Qiazol. Mix the samples thoroughly and incubate them for
10 min at �20 �C (see Note 10). Centrifuge the tubes at
12,000 � g for 10 min at 4 �C.

8. Discard the isopropyl alcohol and add 1,000 μl 75% ethanol per
1,000 μl Qiazol, i.e., 700 μl ethanol per 700 μl Qiazol to the
RNA pellet. Vortex or flick the tubes to detach the pellet from
the tube wall and continue with another centrifugation at
12,000 � g for 10 min at 4 �C.
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9. Repeat this washing step and remove the ethanol afterwards
carefully with a micropipette to facilitate the subsequent drying
of the pellet in the opened tube under an exhaust hood for
30–60 min.

10. Finally, dissolve the dried RNA pellet in 40–50 μl nuclease-free
water by incubation at 60 �C for 10 min (see Note 11).

11. Transfer the RNA immediately to cooled conditions (e.g., on
ice), if applicable aliquot small volumes for assessment of RNA
quantity and quality and freeze the remaining volume at
�80 �C until further processing such as reverse transcription.

3.2.2 RNA Isolation Using

the Direct-zol RNA

MiniPrep Kit

Alternatively to the conventional RNA isolation you can use the
Direct-zol RNA MiniPrep kit which provides an easier and faster,
spin column-based method without phase separation and precipi-
tation steps (see Note 12, Figs. 2 and 3).

1. Prepare the work area for RNA handling as described above.

2. Add the needed volumes of 95–100% ethanol to the Direct-zol
RNA PreWash concentrate and to the RNAWash Buffer con-
centrate as described in the kit manual. Reconstitute the lyo-
philized DNase I in nuclease-free water as indicated and store it
as frozen aliquots. All other reagents provided with the kit are
ready to use.

3. Thaw frozen cellular pellets lysed in Qiazol at room tempera-
ture. Mix the samples thoroughly (e.g., using a vortex shaker)
and let them equilibrate at room temperature for 5 min (see
Note 9).

4. Add an equal volume of 95–100% ethanol to the lysates, i.e.,
700 μl per 700 μl Qiazol and mix thoroughly.

5. Transfer 700 μl of this mixture onto a Zymo-Spin IIC Column
which is placed in a collection tube and centrifuge it at
10,000–16,000 � g for 30 s. Discard the flow-through, load
the remaining lysate in aliquots of up to 700 μl onto the
column and repeat the centrifugation.

6. Transfer the column into a new collection tube and discard the
flow-through.

7. It is recommended to include a DNA digestion step. For this,
add 400 μl RNAWash Buffer to the column and centrifuge as
described above. Discard the flow-through. Mix 75 μl DNA
Digestion Buffer with 5 μl DNase I by gentle inversion and add
this mix directly to the column. After incubation at room
temperature for 15 min continue with the next step. Alterna-
tively, the DNA digestion step can be omitted by immediately
proceeding with the next step (see Note 13).
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8. Add 400 μl Direct-zol RNA PreWash to the column and cen-
trifuge. Discard the flow-through and repeat this prewash step.

9. After adding 700 μl RNA Wash Buffer to the column and
centrifugation for 2 min transfer the column into a nuclease-
free 1.5 ml tube.

10. Elute the RNAwith 25–50 μl nuclease-free water which should
be added directly onto the columnmatrix. Remove the column
after centrifugation at 10,000–16,000� g for 30 s and proceed
with the RNA as described above.
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Fig. 2 Comparison of RNA yield and quality between isolation of RNA from urinary sediments by the
conventional Qiazol method and the kit-based Direct-zol method. RNA was isolated from urinary sediments
by the conventional Qiazol method and the kit-based Direct-zol method. Concentration and quality of the
isolated RNA was assessed by spectrophotometric analyses using the NanoDrop 2000c instrument (a) and the
Agilent Bioanalyzer (b). RNA yield in the elution volume of 40 μl was comparable for both isolation methods in
both measurement techniques. It differed between the urine samples and was in general very low. RIN values
appeared to be higher when using the Direct-zol kit (c). n.a.: not available, RIN: RNA integrity number
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3.3 Isolation of

Exosomes from Urine

3.3.1 Isolation

of Exosomes from Urine

by Ultracentrifugation

1. Thaw the frozen 8 ml aliquots of the pre-centrifuged urine
supernatant at room temperature and mix the samples by gen-
tle inversion.

2. Transfer the supernatants to polycarbonate centrifuge tubes
and tare the tubes very carefully (see Note 14).

3. Centrifuge the samples in an ultracentrifuge at 10,000 � g for
30 min at 4 �C.

4. Transfer the supernatants carefully to new polycarbonate cen-
trifuge tubes using a 10 ml pipette without touching the pellet.
If necessary, use a 100–200 μl micropipette for complete trans-
fer of the remaining supernatant. Again, tare the tubes very
carefully.
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Fig. 3 Comparison of microRNA quantification in urinary sediments after RNA isolation by the conventional
Qiazol method and the kit-based Direct-zol method. Total RNA was isolated form urinary sediments by the
conventional Qiazol method and the kit-based Direct-zol method. After specific reverse transcription the
expression levels of the microRNA miR-21 and the reference RNA RNU44 were determined by qPCR. Levels of
RNU44 were comparable for both RNA isolation methods. This was also true for other reference RNAs such as
RNU48 or RNU6B (data not shown). However, levels of miR-21 differed between both techniques showing
higher amounts in RNA isolated by the kit-based Direct-zol method. Similar results were obtained for the
microRNA miR-210 (data not shown). In summary, Direct-zol represents an easier, faster, and more
standardizable technique for RNA isolation compared to the conventional Qiazol technique
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5. Perform the next ultracentrifugation step with the supernatants
at 200,000 � g for 60 min at 4 �C.

6. Remove the supernatants carefully using a 10 ml pipette with-
out touching the pellet. Use a 100–200 μl micropipette for
complete removal of the remaining supernatant.

7. Resuspend the pellets containing the exosomes in 50 μl PBS
and transfer them to nuclease-free 1.5 ml tubes. Do not apply
aggressive reagents such as Qiazol directly to the pellets
because the polycarbonate centrifuge tubes are chemically
unstable if exposed to phenol and other reagents.

8. Depending on the applied method for RNA isolation from the
exosomes, add 350 μl Lysis Solution from themiRCURYRNA
Isolation Kit—Cell & Plant or 1,000 μl Qiazol, mix the lysates
by pipetting or vortexing, store them at �80 �C until further
processing or proceed with RNA isolation (Subheadings 3.4.1
or 3.4.2).

3.3.2 Isolation

of Exosomes from Urine

Using the miRCURY

Exosome Isolation Kit

Alternatively, exosomes can be isolated from biofluids such as urine
by precipitation, e.g., with the miRCURY Exosome Isolation Kit
(Exiqon). This procedure is based on capturing of water molecules
which otherwise form the hydrate envelope of particles. This reduc-
tion of the hydration allows the precipitation of the subcellular
particles by low speed centrifugation (see Note 15, Fig. 4)

1. Thaw the frozen 8 ml aliquots of the pre-centrifuged urine
supernatant (see Subheading 3.1) on ice or at 4 �C. Mix the
samples by gentle inversion. Centrifuge them at 3,200 � g for
5 min at 4 �C. Transfer 7 ml of the supernatant into a new
15 ml tube (see Note 16, Fig. 5a).

2. Add 0.3 or 0.4 ml of the Precipitation Buffer B contained in the
miRCURY Exosome Isolation Kit (for Cells, urine, and CSF)
per 1 ml urine supernatant, i.e., 2.1 or 2.8 ml per 7 ml urine
supernatant (see Note 17, Fig. 5b).

3. Incubate the mixture for 1 h or overnight at 4 �C (seeNote 18).

4. Afterwards, centrifuge the precipitates at 3,200 � g for 30 min
at 20 �C.

5. Remove the supernatants completely and centrifuge the pellets
again under the same conditions as before. Remove residual
supernatants carefully using a micropipette.

6. Resuspend the pellets by addition of 350 μl Lysis Solution from
the miRCURY RNA Isolation Kit—Cell & Plant and by
vortexing for 15 s. Transfer the lysates to nuclease-free 1.5 ml
tubes. Continue with RNA isolation with this kit immediately
or store the samples at �80 �C until further processing (see
Subheading 3.4.1) (see Note 19).
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7. Alternatively, resuspend the pellet containing exosomes in
1,000 μl Qiazol, store it at �80 �C or continue with RNA
isolation by the conventional method (see Subheading 3.4.2).

3.4 RNA Isolation

from Exosomes

3.4.1 RNA Isolation from

Exosomes Using

the miRCURY RNA Isolation

Kit—Cell and Plant

1. Prepare the work area for RNA handling as described above.

2. Add the needed volume of 95–100% ethanol to the concen-
tratedWash Solution as described in the kit manual. Equilibrate
all reagents at room temperature.

3. Use the lysates of exosomes prepared in 350 μl Lysis Solution as
described in Subheadings 3.3.1 or 3.3.2 for RNA isolation (see
Note 19).

4. Add 200 μl 95–100% ethanol to the lysates and mix them
thoroughly by vortexing for 10 s.
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Fig. 4 Comparison of yield and quality of RNA isolated from exosomes after isolation by ultracentrifugation and
the miRCURY Exosome Isolation Kit. Exosomes were isolated from 7 ml urine of 8 patients by ultracentrifuga-
tion and the miRCURY Exosome Isolation Kit. Subsequently, RNA was isolated using the miRCURY RNA
Isolation Kit. RNA yield and quality was assessed by the NanoDrop 2000c spectrophotometer (concentration)
and the Agilent Bioanalyzer (a). The electropherograms were used for determination of RNA concentration and
RIN values (b). Both methods for isolation of exosomes from urine gave similar results. Therefore, the easier
kit-based method can be used instead of the time-consuming and labor-intensive ultracentrifugation. n.a.: not
available, RIN: RNA integrity number

microRNA Analyses in Urine 211



RNA yield
(measurement by NanoDrop)

7.0 5.0 2.5 1.0
0

100

200

300
pat. 1

pat. 2

pat. 3

pat. 4

Urine volume (ml)

R
N

A
 y

ie
ld

 (n
g)

miR-16 / RNA

7.0 5.0 2.5 1.0
0

50

100

150

Urine volume (ml)

m
iR

-1
6 

/ n
g 

R
N

A

miR-21 / RNA

7.0 5.0 2.5 1.0
0

50

100

150
pat. 1

pat. 2

pat. 3

pat. 4

Urine volume (ml)

m
iR

-2
1 

/ n
g 

R
N

A

miR-21 / miR-16

7.0 5.0 2.5 1.0
0.0

0.5

1.0

1.5

2.0

Urine volume (ml)

m
iR

-2
1 

/ m
iR

-1
6

RNA yield
(measurement by NanoDrop)

2.8 2.1
0

200

400

600

800
pat. 1

pat. 2

pat. 3

pat. 4
pat. 5

pat. 6

miRCURY reagent volume (ml)

R
N

A
 y

ie
ld

 (n
g)

miR-21 / miR-16

2.8 2.1
0.0

0.2

0.4

0.6

0.8

1.0

miRCURY reagent volume (ml)

m
iR

-2
1 

/ m
iR

-1
6

a

b

Fig. 5 RNA yield and microRNA quantification after optimization of experimental conditions for exosomes
isolation by the miRCURY Exosome Isolation Kit. (a) The urine volume used for exosomes isolation was
reduced maintaining a constant ratio of urine to the Precipitation Buffer of the miRCURY Exosome Isolation Kit
(1.0 ml : 0.4 ml). Subsequently, RNA was isolated using the miRCURY RNA Isolation Kit. The RNA yield
(determined by the NanoDrop spectrophotometer) and ratios of miR-21/miR-16 (measured by qPCR) appeared
to be stable over the tested range of urine volumes. Nevertheless, at least 5–7 ml urine should be used if
possible. (b) The volume of the Precipitation Buffer of the miRCURY Exosome Isolation Kit was reduced from
0.4 to 0.3 ml per ml urine corresponding to 2.8 ml and 2.1 ml, respectively, when using 7 ml urine. The RNA
yield and ratios of miR-21/miR-16 appeared similar for both experimental conditions. Therefore, the amount of
the Precipitation Buffer can be diminished without loss
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5. Apply the lysates mixed with ethanol onto the columns prior
assembled with collection tubes and centrifuge at >3,500 � g
for 1 min at room temperature (see Note 20).

6. Discard the flow-through, add 400 μl Wash Solution and cen-
trifuge at 14,000 � g for 1 min at room temperature.

7. Discard the flow-through and repeat the washing step twice in
the same manner. Finally, centrifuge the columns at 14,000� g
for 2 min at room temperature in order to dry the resin
thoroughly.

8. Discard the collection tubes and transfer the columns to 1.7 ml
elution tubes from the kit. After addition of 50 μl Elution
Buffer onto the columns centrifuge for 2 min at 200 � g
followed by 1 min at 14,000 � g at room temperature (see
Note 21).

9. Transfer RNA immediately to cooled conditions, if applicable
aliquot small volumes for assessment of RNA quantity and
quality and freeze the remaining volume at �80 �C for further
processing.

3.4.2 RNA Isolation from

Exosomes Using the

Conventional Qiazol

Method

1. RNA isolation from exosomes by the conventional Qiazol
method is performed in the same way as described in Subhead-
ing 3.2.1. Since the exosomes are lysed in 1,000 μl Qiazol, the
volumes of chloroform, isopropyl alcohol, and ethanol have to
be adjusted as described in Subheading 3.2.1.

2. Finally, dissolve the dried RNA pellet in 50 μl nuclease-free
water by incubation at 60 �C for 10 min (see Note 11).

3. Transfer RNA immediately to cooled conditions (e.g., on ice),
if applicable aliquot small volumes for RNA quantity and qual-
ity assessment and freeze the remaining volume at �80 �C for
further processing such as reverse transcription.

3.5 Assessment

of RNA Quantity

and Quality

3.5.1 RNA Assessment

by Analyses by NanoDrop

Spectrophotometer

1. First clean the sample retention system in theNanoDrop 2000c
instrument by pipetting 2–3 μl of deionized water onto the
lower optical surface. Close the lever arm enabling the upper
pedestal to come in contact with the water. After lifting the
lever arm wipe off both optical surfaces with a clean, dry, lint-
free lab wipe.

2. Start the NanoDrop 2000c software and select the application
“Nucleic Acid”.

3. For blanking, apply 1 μl of the appropriate buffer or water onto
the lower optical surface. Lower the lever arm and start
“Blank” in the software. Afterwards, clean both optical surfaces
as described above.

4. Choose the appropriate type of nucleic acid (RNA) and of the
desired concentration unit for the sample that is to be
measured.
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5. Pipet 1 μl of the RNA sample onto the lower optical pedestal,
close the lever arm and start “Measure” in the software. The
software automatically calculates the RNA concentration and
the ratio A260nm/280nm for evaluation of RNA quality. Review
the spectrum to evaluate the accuracy of the measurement and
to assess the sample quality (see Note 22).

6. Clean the sample retention system between all samples
measured and after the last sample as described above.

3.5.2 RNA Assessment

by Agilent 2100

Bioanalyzer

1. To assess the quantity and quality of the RNA isolated from
cellular pellets or from exosomes, the microfluidic “lab-on-a-
chip” systems from Agilent Technologies can be utilized.
Depending on the yield of RNA you can choose between the
Agilent RNA 6000 Pico Kit (for 50–5,000 pg/μl total RNA)
and the Agilent RNA 6000 Nano Kit (for 5–500 ng/μl total
RNA). You should keep in mind that the Agilent RNA 6000
Pico Kit is not recommended for quantitative analyses and that
the quantitative range of the Agilent RNA 6000 Nano Kit is
only between 25 and 500 ng/μl total RNA (see Note 23).

2. Prepare the work area for RNA handling as described above.
Let the kit equilibrate at room temperature for 30 min. Start
the Agilent 2000 Bioanalyzer software and select the appropri-
ate conditions.

3. Decontaminate the electrodes of the Agilent 2000 Bioanalyzer
using RNaseZAP filled into the Electrode Cleaner for 1 min
followed by incubation with water filled in another Electrode
Cleaner for 1 min. Check the priming station and use a new
syringe for each kit.

4. Transfer the RNA ladder into a 0.5 ml PCR tube. When using
the Agilent RNA 6000 Pico Kit add 90 μl RNase-free water to
10 μl of the RNA ladder and mix gently. The next step is a heat
denaturation for 2 min at 70 �C followed by immediate cooling
on ice. Due to the instability of the RNA ladder it is recom-
mended to prepare aliquots with the required amount for the
typical daily use (e.g., 1 or 2 μl) stored at �70 �C in 0.5 ml
nuclease-free tubes (see Note 24).

5. To prepare the gel, pipette 550 μl of the RNA gel matrix into a
spin filter, centrifuge it at 1,500 � g for 10 min at room
temperature. This filtered gel should be stored at 4 �C and
used within 4 weeks. Transfer 65 μl of the filtered gel into a
nuclease-free 0.5 ml tube and add 1 μl of the dye, mix it
thoroughly by vortexing and centrifuge the tube at
13,000 � g for 10 min at room temperature. The prepared
gel–dye mix should be kept in the dark and has to be used
within 1 day.
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6. Next, put a RNA chip on the chip priming station, apply 9 μl
gel–dye mix in the appropriate well and close the priming
station. The plunger should be pressed until it is held by the
clip. After exactly 30 s the clip can be released and after further
5 s the plunger can be pulled back to the 1 ml position. After
opening the chip priming station 9 μl of the gel–dye mix are
pipetted into the marked wells.

7. Only applicable for the Agilent RNA 6000 Pico Kit: Pipette
9 μl of the RNA conditioning solution into the appropriate
well.

8. Pipette 5 μl of the RNAmarker, 1 μl of the prepared ladder and
1 μl of the RNA samples in the appropriate wells, which are
marked in the kit manual.

9. Subsequently, vortex the chip for 1 min at 2,400 rpm using a
special IKA vortex shaker and start the chip run in the Agilent
2100 Bioanalyzer instrument within 5 min.

10. Evaluate the electropherograms for the RNA concentration,
the RNA integrity number (RIN; between 1 and 10) and
the peak ratio of the 28S to 18S rRNAs (see Note 25, Figs. 4
and 6a).

3.5.3 RNA Assessment

by AATI Fragment Analyzer

1. The quantity and quality of the isolated RNA can alternatively
be assessed using the AATI Fragment Analyzer instrument
(Advanced Analytical Technologies), which is based on the
separation of nucleic acids by automated capillary electropho-
resis. Capillary arrays combined with automated sample
handling and data analysis allow multiple applications.

2. Depending on the yield of RNA you can choose between the
High Sensitivity RNA Analysis Kit (for 50–5,000 pg/μl total
RNA) and the Standard Sensitivity RNA Analysis Kit (for
5–500 ng/μl total RNA) (see Note 26).

3. Prepare the work area for RNA handling as described above.
Bring the RNA Separation Gel and the Intercalating Dye to
room temperature. Mix appropriate volumes of both compo-
nents, which are necessary for 1 day, in a 50 ml centrifuge tube
and place it onto the instrument (see Note 27).

4. Mix 20 ml of the 5� 930 dsDNA Inlet Buffer, equilibrated at
room temperature beforehand, with 80 ml of deionized, sub-
micron filtered water. Prepare a mix of 10 ml of the 5� Capil-
lary Conditioning Solution and of 40 ml deionized, sub-micron
filtered water and place it onto the instrument (see Note 27).

5. Check fluid levels of the waste bottle and waste tray in the
instrument and empty it if necessary. Apply a fresh 96-
DeepWell plate filled with 1 ml/well of 1� 930 dsDNA Inlet
Buffer. Prepare a sample plate with 200 μl/well of the 0.25�
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TE rinse buffer. Place solutions and plates in the appropriate
trays and drawers as described in the manual of the instrument.

6. Transfer the Standard Sensitivity RNADiluent Marker (15 nt)
from �20 �C to ice before use. Thaw the Standard Sensitivity

Fig. 6 Quantification of microRNAs in cellular pellets from urine of bladder cancer patients and controls. (a)
Urine specimens were obtained from 10 patients with bladder cancer prior to TUR-BT and from 10 patients
with urolithiasis as controls. RNA was isolated from urinary sediments using the Direct-zol kit. RNA
concentration and quality (28S/18S rRNA ratio, RIN and RQN) was assessed by Agilent Bioanalyzer and
Fragment Analyzer. Results for the presented samples are similar for both methods. (b) RNA (5 μl) was used
for specific reverse transcription and subsequent qPCR-based quantification of the microRNAs miR-21 and
miR-145 with RNU44 as reference. Significance of differences in the relative microRNA-expression levels in
this test cohort was assessed by the Mann-Whitney U tes. RIN: RNA integrity number, RQN: RNA quality
number, TUR-BT: transurethral resection of the bladder tumor
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RNA ladder, which should be aliquoted and stored at
��70 �C, on ice. After spinning down briefly heat-denature
the ladder in a nuclease-free PCR tube for 2 min at 70 �C and
cool it immediately on ice to 4 �C.

7. Perform a heat-denaturation of all RNA samples for 2 min at
70 �C followed by immediate cooling on ice in the same way.

8. Pipette 22 μl of the Standard Sensitivity RNA Diluent Marker
(15 nt) solution into each well destined for RNA samples or the
RNA ladder. Unused wells within the row have to be filled with
24 μl/well of the BF-25 Blank Solution (see Note 28).

9. Add 2 μl of the denatured RNA samples or of the RNA ladder
into the appropriate wells and mix the content thoroughly by
pipetting up and down (see Note 29).

10. Spin the filled plate briefly to remove any air bubbles which
could lead to injection errors.

11. Due to the potential instability of the RNA the plate should be
measured as soon as possible, otherwise it should be sealed and
stored at 4 �C and used within 20 h. Place the unsealed plate
into one of the sample plate trays of the Fragment Analyzer
instrument and start the measurement in the software as
described in the manual.

12. After completion of the measurements evaluate the capillary
electropherograms with regard to the RNA concentration, the
RNA quality number (RQN; between 1 and 10) and the peak
ratio of the 28S to 18S rRNAs (see Note 30).

3.6 Reverse

Transcription

of MicroRNAs

1. The TaqMan microRNA Assays (Thermo Fisher Scientific),
which are designed to quantify mature microRNAs based on
looped-primer RT-PCR, comprise one tube containing a
miRNA-specific stem-loop RT primer used for reverse tran-
scription of the microRNA. The second tube containing a
mix of the miRNA-specific forward PCR primer, the specific
reverse PCR primer and the miRNA-specific FAM-labeled Taq-
Man MGB probe will be utilized for the subsequent quantifica-
tion of the specific microRNA by qPCR (Subheading 3.7).

2. You can apply 1–10 ng total RNA for reverse transcription in a
reaction volume of 15 μl using the TaqManMicroRNAReverse
Transcription Kit. Thaw RNA and the kit components on ice.
Prepare a RT master mix for one or up to five different micro-
RNAs calculating the number of RNA samples and a sufficient
surplus to account for variations in pipetting.

3. In case of multiplex RT the concentration of the miRNA-
specific RT primers can be reduced without impairment of
the subsequent quantification by qPCR. Calculate the follow-
ing components per RT reaction (final volume 15 μl) in
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dependence on the intended number of microRNAs to be
analyzed in parallel (see Note 31; Table 1).

4. Dilute the total RNA to a final concentration of 0.2–2 ng/μl
and give 5 μl (up to 10 ng total RNA) in a polypropylene tube
on ice. Add 10 μl of the RTmaster mix per tube and mix gently.
Spin the mix briefly down and incubate it on ice until loading
the thermal cycler.

5. Apply the temperature program listed in Table 2.

6. Store the cDNA product from this microRNA-specific RT
reaction at 4 �C or �20 �C and use it undiluted for quantifica-
tion of the mature microRNAs by qPCR as described in Sub-
heading 3.7.

3.7 Quantitative PCR 1. First prepare the master mix for PCR reactions with a final
volume of 10 or 20 μl (depending on the qPCR instrument).
Keep the TaqMan MicroRNA Assays (Thermo Fisher Scien-
tific) protected from light and frozen until use.

Table 1
Composition of reaction mixtures for reverse transcription of 1–5 microRNAs

Component

Volume (μl) for reverse transcription as

Singleplex Duplex Triplex Quadruplex Pentaplex

dNTPs (100 mM each) 0.15 0.15 0.15 0.15 0.15

MultiScribe Reverse Transcriptase (50 U/μl) 1.00 1.00 1.00 1.00 1.00

Reverse Transcription Buffer (10�) 1.50 1.50 1.50 1.50 1.50

RNase Inhibitor (20 U/μl) 0.19 0.19 0.19 0.19 0.19

nuclease-free water 4.16 1.16 0.00 0.00 0.00

miRNA RT primer(s) (5�) 3.00 each
3.00

each
2.39

each
1.79

each
1.43

Total volume 10.00 10.00 10.00 10.00 10.00

Table 2
Temperature profile for reverse transcription of microRNAs

Step Temperature Time

1 16 �C 30 min

2 42 �C 30 min

3 85 �C 5 min

4 4 �C hold
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2. You can use the TaqMan Universal PCR Master Mix, No
AmpErase UNG (Thermo Fisher Scientific) as recommended
for TaqManMicroRNAAssays or alternative PCRmaster mixes
(see Note 4)

3. Prepare a PCR master mix consisting of the components listed
in Table 3 for the intended number of PCR reactions (includ-
ing a positive and a negative control) and a surplus for 1–5
additional reactions (depending on the total number of PCR
reactions). Calculate necessary volumes of the PCR ingredients
(Table 3). Keep in mind that a separate PCR run has to be
performed for each microRNA even if the prior RT was done as
multiplex.

4. Distribute the appropriate volumes of the PCR master mix to
the reaction vessels (e.g., wells of the PCR plate) and add 1 μl
per 10 μl reaction or 2 μl per 20 μl reaction, respectively, of the
undiluted microRNA-specific cDNAs from the different sam-
ples to the wells. Apply this approach to all microRNAs to be
analyzed and the appropriate reference RNAs (see Note 32).

5. After preparation of the experimental protocol in the qPCR
software insert the PCR plate into the instrument and start the
PCR run. Select the appropriate fluorescence channel and
acquisition mode for detection of the FAM-labeled TaqMan
MGB probe (depending on the qPCR instrument). Apply the
temperature program listed in Table 4.

6. After completion of the run analyze the microRNA expression
by calculation of the CT or CP values and continue with the
evaluation of the expression levels (see Note 33, Fig. 6b).

4 Notes

1. You can use any analog ready-to-use reagent consisting of
phenol, guanidine isothiocyanate and proprietary components
depending on the provider. Best-known reagents applicable for

Table 3
Composition of the PCR master mix for different reaction volumes

Component
Volume (μl) per
10 μl reaction

Volume (μl) per
20 μl reaction

TaqMan MicroRNA Assay (20�) 0.50 1.00

TaqMan Universal PCR Master Mix (2�) 5.00 10.00

Nuclease-free water 3.50 7.00

Total volume per reaction 9.00 18.00
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the acid guanidinium thiocyanate-phenol-chloroform extrac-
tion of total RNA are TRIzol (Thermo Fisher Scientific), TRI
Reagent (Sigma-Aldrich), QIAzol Lysis Reagent (Qiagen), Tri-
Fast (VWR), TriPure Isolation Reagent (Roche) or TriSure
(Bioline).

2. Use of sterile urine beakers is recommend, but not necessary.
Nevertheless, processing of the urine specimens should start as
soon as possible after collection. Otherwise, urine can be stored
at 4 �C for few hours and/or RNA-stabilizing reagents could
be added directly into the urine collection vessel. It should be
validated in the specific setting whether longer storage of the
urine specimens at 4 �C or the addition of potential stabilizers
has an influence on the results of microRNA expression
analyses.

3. Herein, the application of TaqMan microRNA assays based on
microRNA-specific stem-loop reverse transcription (RT) pri-
mers and amplification primers is described. Alternatively,
other qPCR assays may be applied for quantification of micro-
RNA expression. Thermo Fisher Scientific offers a new assay
generation, the so-called TaqMan Advanced miRNA Assays,
which use a Poly(A) tailing reaction and adapter ligation reac-
tion followed by an universal RT step for all assays instead of
miRNA-specific RT primers. Furthermore, other qPCR-based
assay systems can be used for microRNA quantification such as
the SYBR Green-based miScript PCR System from Qiagen or
the miRCURY LNA Universal RT microRNA PCR system
from Exiqon. Pools and panels for RT and qPCR-based quan-
tification of multiple microRNAs are also available from differ-
ent providers.

4. The use of other master mixes, e.g., the TaqMan Gene Expres-
sion Master Mix (Thermo Fisher Scientific) or the GoTaq Probe
qPCR Master Mix (Promega), is also possible. They should be
validated regarding their performance and costs in the specific
setting.

Table 4
Temperature profile for qPCR measurements

Step Temperature Time

initial denaturation 95 �C 10 min

45 amplification cycles of denaturation
annealing/extension

95 �C 15 s
60 �C 60 s

Cooling 40 �C 1 min
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5. Different real-time PCR instruments, such as the Applied Bio-
systems 7900HT Fast Real-Time PCR System (Thermo Fisher
Scientific) or the LightCycler 480 Instrument (Roche), can be
utilized for microRNA expression analyses. Their performance
in these analyses should be validated in advance.

6. For urine cytology prepare a cellular pellet from up to 10 ml
urine and prefix it with 10 ml Esposti’s fixative overnight.
Centrifuge the prefixed cells on glass slides at 1,000 � g for
4 min at 20 �C and remove the supernatant carefully. After
fixation, e.g., with Cytofix N (Niepötter Labortechnik,
B€urstadt, Germany), slides are stained according to the Papa-
nicolaou protocol. The preparations should be examined by an
experienced pathologist or urologist. Other procedures, such
as urine dipstick and sediment analysis, are done according to
standard protocols for clinical chemistry.

7. Other volumes of urine supernatant can be aliquoted, but 8 ml
are sufficient for the preparation of exosomes and the
subsequent microRNA expression analyses (see also Note 16).

8. If the cellular pellet is very large and difficult to resuspend,
apply 1,400 μl Qiazol.

9. Incubation of the thawed lysates for 5 min is necessary to
permit the complete dissociation of nucleoprotein complexes.

10. Alternatively the RNA can be precipitated over 10 min at room
temperature or at 4 �C. The precipitated RNA should appear at
the bottom of the tube as gel-like or white pellet.

11. You can use water treated with diethylpyrocarbonate (DEPC)
for resuspension of the RNA. Furthermore, some providers
recommend a further clean-up of the RNA by column-based
kits.

12. Isolation of RNA by theDirect-zol RNAMiniPrep kit is easier,
faster, and less dependent on the experience and skills of the
person preparing the RNA. Additionally, the use of chloroform
is dispensable. According to the provider, the Direct-zol
method allows the unbiased recovery of small RNAs including
microRNAs whereas RNA isolation by conventional phase sep-
aration has been shown to selectively enrich some species of
microRNAs leading to bias in downstream analysis. In our
analyses, both methods delivered comparable results with
regard to the yield and quality of RNA (Fig. 2). Nevertheless,
enrichment of some microRNAs (e.g., miR-21) may differ
between both techniques as shown in Fig. 3.

13. DNA digestion is recommended to remove contaminations
with genomic DNA which might impair sensitive downstream
applications. Whether DNase treatment is necessary should be
evaluated in the specific setting.
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14. The centrifuge tubes have to be filled at least half-full (best at
2/3), but not filled up completely due to the risk of overflow.
In case of an urine sample volume below 50% of the tube
volume add PBS.

15. Differential centrifugation is considered to be the “gold stan-
dard” for isolation of exosomes. However, it is a very time-
consuming method and possibly not available. Precipitation of
exosomes represents an attractive and easy-to-perform alterna-
tive. Own electron-microscopic analyses revealed that the
microvesicles isolated by both techniques were similar in out-
put and particle size (data not shown). The observed particle
diameter between 50 and 140 nm (median values of 50–70 nm
depending on the urine specimen) corresponded to the range
typical for exosomes. Furthermore, exosomal protein markers,
such as CD9, ALIX, and flotilin-1, were detected in both types
of microvesicle preparations indicating that mainly exosomes
were isolated (data not shown). Yield and quality of the RNA
extracted from exosomes isolated by both methods were also
comparable (Fig. 4) implying their equivalence.

16. Precipitation of exosomes is relatively expensive, independent
of the provider of the precipitation reagents. Therefore, the
optimization of the needed volumes of the urine sample and of
the precipitation buffer seems to be meaningful to save costs
and to retain sufficient yield. During the optimization of the
current protocol processing of different urine volumes was
compared. The stepwise reduction of urine volumes from 28
to 7 ml revealed sufficient output regarding RNA yield and
microRNA quantification (data not shown). However, further
diminishment of the urine volume to 1 ml resulted in a clear
decrease of microRNA amplificates even if the normalized
relative microRNA levels were still comparable (Fig. 5a).

17. To save money in this very expensive process, the Precipitation
Buffer of the miRCURY Exosome Isolation Kit can be reduced
from the recommended 0.4 to 0.3 ml per ml urine without any
impairment of the output (Fig. 5b). In contrast, the addition of
0.2 ml Precipitation Buffer per ml urine was not sufficient (data
not shown).

18. Both variants are possible according to the manufacturer’s
recommendations. It can be adapted depending on the optimal
time setting.

19. According to the provider, β-mercaptoethanol can be used
optionally in lysis. It is highly recommended for tissues known
to have a high RNAse content and for sensitive downstream
applications. For this purpose, 10 μl β-mercaptoethanol have to
be added per 1 ml of Lysis Solution. In the protocol described
herein Lysis Solution was used without β-mercaptoethanol.
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20. Since minimal amounts of genomic DNA are isolated together
with total RNA by the miRCURY RNA Isolation Kit an
optional on-column DNA digestion step is recommend if nec-
essary. For details see the manufacturer’s protocol.

21. If not the entire volume of 50 μl has been eluted from the
column, spin the column for another minute at 14,000 � g.
For maximum RNA recovery the elution step can be repeated.
In this case, it is recommended to elute the remaining RNA
into a separate tube to avoid dilution of the previously eluted
RNA sample.

22. Pure RNA should result in an A260nm/280nm ratio of ~2.0.
Different purity ratios may indicate the presence of protein,
phenol or other contaminants strongly absorbing at or near
280 nm.

23. RNA quantification using the Agilent Bioanalyzer is superior
to conventional spectrophotometric analyses since more infor-
mation on RNA integrity and size distribution is available from
the electropherograms. The calculated RNA integrity number
(RIN) ranging from 1 to 10 is an estimate for RNA degrada-
tion. The presence of small RNAs in the RNA preparation can
be assessed as well as the ratio of the 28S/18S rRNA. You can
analyze 11 or 12 RNA samples per chip in parallel depending
on the selected assay.

24. The frozen aliquots do not require repeated heat denaturation
after initial heat denaturation. Thaw the RNA ladder aliquots
on ice before use and avoid extensive warming.

25. RNA extracts from urine-derived cellular pellets and exosomes
mainly contain small RNA species due to strong degradation
processes. Nevertheless, microRNAs are relatively stable and
still quantifiable despite impaired overall quality of the total
RNA (Figs. 4 and 6a). However, the Agilent 2100 expert
software possibly is not able to calculate a RIN value in case
of large amounts of small RNAs and the absence of 28S and
18S rRNAs resulting in an error indication.

26. Please keep in mind that the quantitative range of the Standard
Sensitivity RNAAnalysis Kit only lies between 25 and 500 ng/
μl total RNA. Furthermore, the quantification accuracy of the
Standard Sensitivity RNA Analysis Kit varies by �20% and up
to 30% for the High Sensitivity RNA Analysis Kit. Neverthe-
less, the Agilent Bioanalyzer displays similar disadvantages and
RNA quantification should only be performed with theAgilent
RNA 6000 Nano Kit. Furthermore, measurement by the
Fragment Analyzer is automated and faster at similar costs
per analysis. Depending on the capillary cartridge (with 12,
48 or 96 capillaries) larger numbers of RNAs samples can be
analyzed in parallel.
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27. Always update solution levels in the Fragment Analyzer
software.

28. The expected RNA concentration should range between 5 and
500 ng/μl to be quantified correctly. If RNA concentration is
higher than this range it should be diluted accordingly with
RNase-free water. In case of lower expected RNA concentra-
tions you can add 4 μl RNA to 20 μl of the Standard Sensitivity
RNA Diluent Marker solution. Do the same with the RNA
ladder (prior diluted 1:2) for all samples applied in the same
row.

29. Thorough mixing is very important for accurate quantification.
For this purpose, seal the plate with an adhesive film and vortex
the plate for 2 min at 3,000 rpm. The plate has to be centri-
fuged briefly afterwards. Alternatively, a separate pipette tip or
an electronic pipettor set to a volume >20 μl can be used for
mixing the mixtures in the wells. Supply at least one well with
the RNA ladder per run.

30. The results are normalized automatically to the lower marker
and calibrated to the RNA ladder. If RNA samples have been
pre-diluted, the settings for the dilution factor have to be
changed accordingly.

31. Multiplexing can be performed for up to 96 RT primers.
Suitable protocols are available from Thermo Fisher Scientific.
Examples of pipetting schemes for multiplexed RT reactions
with one to five RT primers are given in Table 1. Nevertheless,
the feasibility should be tested in advance for the specific
combinations of RT primers and be compared between the
monoplex and multiplex RT reactions.

32. Appropriate reference RNAs have to be selected carefully. The
small nuclear and nucleolar RNAs RNU6B, RNA44, and
RNA48 are frequently used for the normalization of micro-
RNA expression levels. For analyses of exosome-derived micro-
RNAs these reference RNA might not work. Therefore,
suitable microRNAs without differential expression should be
identified and used for normalization. According to the litera-
ture [31], we used miR-16 for this purpose in the described
experiments. Spiking of the synthetic reference microRNA cel-
miR-39 from Caenorhabditis elegans into the urine lysate and
its quantification after the whole processing workflow can rep-
resent a suitable alternative.

33. Apply the normalized ΔΔCT or fold-change for analysis. Alter-
natively, standard curves can be produced to calculate the
molecule numbers of microRNA transcripts. After normaliza-
tion to those of the reference RNAs, the same results are
obtained as for the fold-change calculations (Fig. 6b).
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Chapter 17

Quantitative RNA Analysis from Urine Using Real Time PCR

Lourdes Mengual and Mireia Olivan

Abstract

Urine is emerging as a biological fluid suitable to perform liquid biopsy in a minimally invasive manner, a
fundamental attribute for prevention and early detection of cancer. Urine biomarkers can be analyzed in
voided urine, in urine sediment, and urine supernatant. In the case of urothelial carcinoma, in which tumor
cells are in direct contact with urine, the assessment of the levels of biomarkers in the urinary cell fraction
appears to be the most promising approach to identify diagnostic and prognostic biomarkers in a noninva-
sive way. Here, we describe a protocol to collect and process urine samples to obtain urinary exfoliated cells.
Furthermore, we describe the methodology to isolate RNA from urinary cells and to quantify gene
expression levels from these urinary cells.

Key words cDNA pre-amplification, Gene expression, Quantitative PCR, Reverse transcription,
RNA, Urine

1 Introduction

In recent years interest in new biomarkers obtainable by noninva-
sive methods has increased significantly. For centuries, physicians
have attempted to use urine for the noninvasive assessment of
disease. Urine is produced by the kidneys and allows the human
body to eliminate waste products from the blood. Ancient clinicians
detected glucose in the urine by tasting it or observing whether it
attracted ants. The presence of albumin in the urine has been
measured as an indicator of renal disease for centuries. Even today
clinicians frequently shake a urine sample to determine whether it
develops a froth, prima facie evidence for a high level of protein,
which often is indicative of glomerular disease [1].

Urine may contain information not only from kidney and
urinary tracts, but also from distant organs via plasma obtained
through glomerular filtration (Fig. 1). The analysis of this biofluid
can, therefore, allow the identification of biomarkers for both
urogenital and systemic diseases [2].

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
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In the last years, urine has received more andmore attention for
its convenience, as well as for its potential use in identifying new
biomarkers [3]. Compared to other body fluids, urine has several
characteristics that make it a preferred choice for biomarker discov-
ery: (1) the urine genome can reflect human health status; (2) urine
can be obtained in large quantities using noninvasive procedures.
This allows repeated sampling of the same individual for disease
surveillance; (3) the availability of urine also allows the easy assess-
ment of reproducibility and an improvement in sample preparation
protocols; (4) proteins and peptides in urine are quite stable and
less complex [4].

Taking into account all these advantages, urine is emerging as a
biological fluid suitable to perform liquid biopsy in a minimally
invasive manner. For instance, previous studies have shown that
RNA from both normal prostate and prostate cancer epithelial cells
can be detected in the urine of men and can be used to detect
prostate cancer [5]. RNA isolated from urinary cells has been also

1000xg
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Fig. 1 Urine biomarkers can be analyzed in voided urine, in urine sediment, and urine supernatant. The choice
of urine fraction is crucial because the isolated biomarkers are quite different: supernatant contains soluble
biomarkers and extracellular vesicles filtered by glomeruli; sediment contains biomarkers released by
different cell types contained in this urine fraction; and voided urine contains both fractions. Because of
this reason, urine supernatant has a higher accuracy as biomarker of cancer located outside the genitourinary
system than cells from the sediment. However, cells from the sediment are more suitable as a source of
urinary tract biomarkers
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used to identify patients suffering from urothelial carcinoma and
predict aggressiveness of the tumors [6–8].

Once the urine has been collected, it is crucial to determine
which fraction of the sample needs to be used depending on the
disease of interest. After a first centrifugation, urine is separated into
two fractions: (1) the pellet corresponding to the cell content and (2)
the supernatant in which can be found soluble proteins, RNA, DNA,
and extracellular vesicles such as exosomes. Urinary exosomes have
been found to be secreted by every epithelial cell type lining the
human urinary tract system. Urinary exosomes are an appealing
source for biomarker discovery as they contain molecular constitu-
ents of their cell of origin, including proteins and genetic materials,
and they can be isolated in a noninvasive manner [9].

This chapter is focused on the most appropriate materials and
methodology for the study of RNA content in the urinary cell
fraction in order to identify gene expression alterations that could
be related to urothelial carcinoma, unveiling novel biomarkers that
improve the diagnosis and prognosis of the disease.

2 Materials

In this section the use of a number of specific products have been
recommended, however equivalent products from other brands
may be perfectly used.

2.1 Urine Sample

Collection

and Processing

1. 0.5 M EDTA, pH 8.0.

2. TRIzol Reagent (e.g., Invitrogen).

3. 70% ethanol.

4. Isopropyl alcohol.

2.2 RNA Extraction

and Quantification

1. Chloroform p.a.

2. Isopropanol (2-propanol) p. a.

3. Nuclease-free H2O.

2.3 Reverse

Transcription (cDNA

Synthesis)

1. High Capacity cDNA Reverse Transcription Kit (e.g., Life
Technologies).

2. Nuclease-free H2O.

2.4 cDNA

Pre-amplification

1. TaqMan Gene Expression Assays, Life Technologies.

2. TE buffer; 10 mM Tris–HCl (pH 7.5), 02 mM EDTA
(pH 8.0), pH final ¼ 7.5.

3. Tris(hydroxymethyl)aminomethane.

4. EDTA (Titriplex).

5. TaqMan®PreAmp Master Mix.
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2.5 Quantitative PCR

Amplification

1. GUSB gene expression assay (Hs 99999908_mL, Life
Technologies).

2. TaqMan® Universal PCR Master Mix (Life Technologies).

3. Nuclease-free water.

2.6 Equipment

and Supplies

1. Urine collection container.

2. Plastic conical centrifuge tube, 50 mL.

3. Refrigerated centrifuge.

4. Microcentrifuge.

5. Micropipettes.

6. Aerosol-barrier tips.

7. Vortex mixer.

8. Powder-free gloves.

9. Microcentrifuge tubes.

3 Methods

3.1 Sample

Collection

1. Add 2–4 mL of RNase-free 0.5 M EDTA, pH 8.0 (1/25
volumes) to each of the urine containers (see Note 1).

2. Ask the patient to void between 50 and 100 mL of urine (a
minimum 50 mL) directly in the urine containers.

3. Once obtained, shake the urine and store it immediately at
4 �C.

4. Process the sample within the following 24 h.

3.2 Sample

Processing

1. Split the urine in as many 50 mL Falcon tubes as necessary
(Fig. 2) (see Note 2).

2. Centrifuge for 10 min at 1000 � g, and at 4 �C.

3. Drain the supernatant or store it at �80 for other applications.

4. Resuspend the pellets by gentle tapping and join together
(collect them with a pipette) all pellets from the same patient
into only one Falcon tube. If only one Falcon tube had been
used, skip this step and go directly to step 5.

5. Centrifuge for 2 min at 1000 � g, at 4 �C.

6. Remove the supernatant with a pipette.

7. Add 1 mL TRIzol Reagent (if the pellet is very big, add 2 mL)
and mix by passing solution a few times through a pipette until
obtaining a homogeneous solution (see Note 3).

8. Transfer the solution to a 2-mL RNase-free eppendorf tube (or
2 eppendorfs if 2 mL had been used).

9. Continue with RNA extraction or store at�80 �C until further
processing.

230 Lourdes Mengual and Mireia Olivan



3.3 RNA Extraction

from Urine Samples

[10] (See Note 4)

1. Incubate the homogenized samples for 5 min at room temper-
ature (see Note 5).

2. Add 0.2 mL of chloroform per 1 mL of TRIZOL Reagent. Cap
sample tubes securely. Vortex samples vigorously for 15 s and
incubate them at room temperature for 2–3 min.

3. Centrifuge the samples at 12,000 � g for 15 min at 4 �C.
Following centrifugation, the mixture separates into a lower
red phenol/chloroform phase, an interphase, and a color-
less upper aqueous phase. RNA remains exclusively in the
aqueous phase (the volume of the aqueous phase is about
60% of the volume of TRIZOL Reagent used for
homogenization).

Fig. 2 Processing of urine samples for total RNA isolation. (a) Collected urine samples are split in 50 mL Falcon
tubes; (b) The aliquots are centrifuged at 1000 � g for 10 min at 4 �C. Samples are kept on ice during all the
processing to avoid RNA degradation; (c) Urine cells are separated from supernatant. (d) The supernatant is
drained; (e) All pellets of the same patient have to be put together, resolved briefly (pipette), and transferred
into 2 mL RNase eppendorf tubes; (f) 1 mL of Trizol reagent is added to the sample for RNA extraction and cell
pellets have to be resuspended by pipetting; (i) Kept on ice or store at �80 �C until further processing
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4. Transfer upper aqueous phase carefully without disturbing the
interphase into fresh RNAse-free tube and discard the organic
phase (lower red phase and interphase).

5. Precipitate the RNA from the aqueous phase by mixing with
isopropyl alcohol. Use 0.5 mL of isopropyl alcohol per 1 mL of
TRIZOL reagent used for the initial homogenization.

6. Incubate samples at room temperature for 10 min.

7. Centrifuge at 12,000 � g for 10 min at 4 �C (see Note 6).

8. Carefully remove the supernatant completely.

9. Wash the RNA pellet once with 75% ethanol, adding at least
1 mL of 75% ethanol per 1 mL of TRIZOL Reagent used for
the initial homogenization.

10. Mix the samples by vortexing and centrifuge at 7500 � g for
5 min at 4 �C.

11. Remove all leftover ethanol.

12. Air-dry RNA pellet for 5–10 min (see Note 7).

13. Dissolve RNA in RNase-free water (5.5–20 μL of water,
depending on the amount of pellet) by passing solution a few
times through a pipette tip.

14. Leave the RNA in ice.

15. Quantify 1.2 μL of RNA in a NanoDrop spectrophotometer.
RNA concentrations should be around 100 ng/μL. If not,
adjust with water (see Note 8). Integrity of RNA can be deter-
mined using the 2100 Agilent Bioanalyzer and following the
Agilent RNA 6000 Nano Assay Protocol (Fig. 3) (see Note 9).

16. Continue with cDNA synthesis or freeze RNA at �80 �C until
RNA Reverse Transcription.

3.4 Reverse

Transcription

(cDNA Synthesis)

(See Note 10)

1. Calculate the volume of components needed to prepare the
required number of reactions. For one reaction: 2.5 μL of 10�
RT Buffer, 1 of μL 25� dNTP Mix (100 mM), 2.5 of μL 10�
RT Random Primers, 1.25 μL of MultiScribe™ Reverse Tran-
scriptase and 2.25 μL of Nuclease-free H2O (Total per Reac-
tion 12.5 μL) (see Note 11).

2. Place the 2� RT master mix on ice and mix gently.

3. Pipette 12.5 μL of 2� RT master mix into each well of a 96-
well reaction plate or individual tube.

4. Pipette 12.5 μL of RNA sample into each well (100 ng total
RNA if available), pipetting up and down two times to mix
(Total per Reaction 25 μL).

5. Seal the plates or tubes.

6. Briefly centrifuge the plate or tubes to spin down the contents
and to eliminate any air bubbles.
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7. Place the plate or tubes on ice until you are ready to load the
thermal cycler.

8. Program the thermal cycler conditions in the thermal cycler:
25 �C for 10 min, 37 �C for 120 min, 85 �C for 5 min and1 at
4 �C.

9. Load the reactions into the thermal cycler.

10. Start the reverse transcription run.

11. Upon completion, immediately remove the plate from the
thermal cycler and place it on ice to continue with the pre-
amplification reaction or store at �20 �C (see Note 12).

3.5 cDNA

Pre-amplification

(See Notes 10 and 13)

1. In a microcentrifuge tube, combine equal volumes of each 20�
TaqMan®Gene Expression Assay (seeNote 14), up to a total of
100 assays.

2. Dilute the pooled TaqMan assays using 1� TE buffer so that
each assay is at a final concentration of 0.2� (see Note 15).

3. Calculate the volume of components needed to prepare the
required number of reactions. For one preamplification reac-
tion: 12.5 μL of 2� TaqMan PreAmp Master Mix, 6.25 μL of
0.2� Pooled assay mix and 6.25 μL of cDNA sample þ nucle-
ase-free water (Total per Reaction 25 μL). To increase the

Fig. 3 Bioanalyzer RNA profiles from urine samples (Agilent RNA 6000 Nano Kit). Agilent Bioanalyzer trace and
gel image displaying RNA integrity. The two peaks in fluorescence correspond to the 18S and 28S rRNA bands.
(a) If total RNA is completely degraded 28S and 18S rRNA subunit bands and peaks are not visible. (b) On the
other hand, if the total RNA sample is undegraded, the 28S rRNA subunit band will appear approximately twice
as intense (or has twice the area under the peak in the Bioanalyzer trace) as the 18S rRNA subunit band. In our
experience, gene expression analysis from urinary RNA by real-time PCR is possible even when RNA is
completely degraded (RIN ¼ 0–2) as long as TaqMan assays have amplicon lengths >150 bp
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number of reactions, use whole multiples of the specified
volumes.

4. Cap the microcentrifuge tube or seal the 96-well plate with
adhesive cover.

5. Mix the reactions by gently inverting the tube or plate, then
centrifuge briefly.

6. Load the plate or tubes into the thermal cycler.

7. Set up the thermal cycling conditions: 95 �C for 10 min and
14 cycles at 95 �C for 15 s and 60 �C for 4 min.

8. Start the run.

9. Upon completion, immediately remove the plate from the
thermal cycler and place it on ice or store at �20 �C.

10. Perform PCR amplification. Alternatively, you may store ali-
quots of the preamplification product at �20 �C.

3.6 Quantitative PCR

Amplification

(See Note 10)

3.6.1 Quantity/Quality

Control Reaction

1. Thaw any frozen pre-amplified cDNA samples by placing them
on ice. When thawed, resuspend the samples by vortexing and
then centrifuge the tubes briefly.

2. Prepare the PCR reaction mix for all samples (in duplicate) (see
Note 16). For each reaction add: 1 μL of GUSB TaqMan Gene
Expression Assay (20�), 10 μL TaqMan Gene ExpressionMas-
ter Mix (2�) and 8 μL Nuclease-free water. (Total Volume
10 μL).

3. Mix the solution by gently pipetting up and down, then cap the
tube.

4. Centrifuge the tube briefly to spin down the contents and
eliminate air bubbles from the solution.

5. Transfer the appropriate volume (9 μL) of the reaction mixture
to wells of an optical plate.

6. Add 1 μL of nondiluted preamplified cDNA products to each
well.

7. Cover the plate with an optical adhesive cover or with optical
flat caps.

8. Centrifuge the plate briefly to spin down the contents and
eliminate air bubbles from the solutions.

9. Place the reaction plate in the instrument.

10. Use the following thermal cycling conditions: 50 �C for 2 min,
95 �C for 10 min and 40 cycles at 95 �C for 15 s and 60 �C for
1 min.

11. Start the run.

12. Check the amplification plots for the entire plate.
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13. Setting the baseline and threshold values (Threshold 0.2, auto-
matic baseline).

14. Analyze your data (see Note 17).

15. Discard from further analysis those samples that provide GUSB
Ct > 23 (see Note 18).

3.6.2 Target Genes

Amplification

Prepare the PCR reaction mix for each target gene (in duplicate)
separately (see Note 16) following the steps described in Subhead-
ing 3.6.1. When analyzing quantitative PCR data, set the baseline
and threshold values for each gene independently.

4 Notes

1. Urine samples are to be collected after spontaneous voiding
before the patient is submitted to their clinical exploration or
surgery.

2. Samples are kept on ice during the entire sample processing to
avoid sample degradation. Wear powder-free gloves while pro-
cessing urine samples to avoid RNA degradation.

3. While working with Trizol reagent always use gloves and eye
protection, avoid contact with skin or clothing and use a chem-
ical hood to avoid breathing vapor.

4. The following protocol has been adapted from Life Technolo-
gies/Invitrogen’s protocol for using TRIzol reagent to isolate
total RNA from urine pellet samples.

5. Normal precautions to avoid RNase contamination should be
taken, ribonucleases (commonly abbreviated RNases) are
everywhere and they are very stable and difficult to inactivate.
To ensure success, it is important to maintain an RNase-free
environment starting with RNA purification and continuing
through analysis.

Some tips to remember when working with RNA are described
below:

(a) The most common sources of RNase contamination are
hands (skin) and bacteria or mold that may be present on
airborne dust particles or laboratory glassware. To prevent
contamination from these sources, wear gloves at all
times.

(b) Whenever possible, use sterile, disposable plasticware for
handling RNA. These materials are generally RNase-free
and do not require pretreatment to inactivate RNases.

(c) Treat nondisposable glassware and plasticware before use
to ensure that it is RNase-free. Bake glassware at 250 �C
overnight. Thoroughly rinse plasticware with 0.1 N
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NaOH/1 mM EDTA and then with diethyl pyrocarbo-
nate (DEPC)-treated water.

(d) Chemicals for use in RNA isolation and analysis should be
reserved for RNA applications and kept separate from
chemicals for other applications.

(e) Autoclaving alone is not sufficient to inactivate RNases.
Solutions prepared in the lab should be treated by adding
DEPC to 0.05% and incubating overnight at room tem-
perature. The treated solutions should be autoclaved for
30 min to remove any trace of DEPC.

6. The RNA precipitate, often invisible before centrifugation,
forms a gel-like pellet on the side and bottom of the tube.

7. Do not dry the RNA pellet by centrifuge under vacuum. It is
important not to let the RNA pellet dry completely as this will
greatly decrease its solubility.

8. RNA has an absorption maximum at 260 nm and the ratio of
the absorbance at 260 and 280 nm is used to assess the purity of
an RNA preparation. Pure RNA has an A260/A280 of 2.1.
You will see in many protocols that a value of 1.8–2.0 indicates
that the RNA is pure (the A260/A280 ratio should be at least
1.6). This depends, however, on how you performed the mea-
surement and on the source of putative contaminations.

9. We do not suggest checking all RNA samples by the 2100
Agilent Bioanalyzer since we found RIN is not an accurate
reflex of the PCR success. We found that samples with a very
low RIN number could be successfully analyzed (Fig. 2).

Agilent RNA 6000 Nano Assay Protocol can be downloaded at:
http://rai.unam.mx/manuales/lbg_ARNGuideAgileny.pdf.

10. The Reverse Transcription, cDNA pre-amplification and real-
time quantitative PCR protocols have been adapted from
https://tools.thermofisher.com/content/sfs/manuals/cms_
042557.pdf, https://tools.thermofisher.com/content/sfs/
manuals/cms_039316.pdf and https://tools.thermofisher.
com/content/sfs/manuals/4304449_TaqManPCRMM_UG.
pdf, respectively.

11. Allow the kit components to thaw on ice. Prepare the RT
master mix on ice. Include additional reactions in the calcula-
tions to provide excess volume for the loss that occurs during
reagent transfers.

12. If required, briefly centrifuge the archive plates or tubes before
storing to spin down the contents and to eliminate any air
bubbles.

13. Keep all TaqMan Gene Expression Assays protected from light,
in the freezer, until you are ready to use them. Excessive
exposure to light may affect the fluorescent probes. Prior to
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use, homogenize the TaqMan PreAmp Master Mix by gently
swirling the tube. Thaw any frozen cDNA samples by placing
them on ice. When thawed, mix the samples by vortexing and
then centrifuge the tubes briefly. Thaw the Gene Expression
Assays by placing them on ice. When thawed, mix the assays by
vortexing and then centrifuge the tubes briefly.

Do not include the 18S TaqMan assay in the pool because it is
so highly expressed. Include GUSB TaqMan assay for
subsequent cDNA quantity control. Do not include TaqMan
assays with amplicons lengths >150 bp. Pool TaqMan assays
with a Ct � 35 when using 0.3 ng/μL cDNA.

14. For example, to pool 50 TaqMan assays, combine 10 μL of
each TaqMan assay

15. For the above example, add 500 μL of 1� TE buffer to the
pooled TaqMan assays for a total volume of 1 mL.

16. An additional reaction is included in the calculations to provide
excess volume for the loss that occurs during reagent transfers.

17. Data analysis varies depending on the instrument. Refer to the
appropriate instrument user guide for instructions on how to
analyze your data.

18. Those samples withGUSBCt� 18 will be diluted with water to
ensure a homogeneous amount of cDNA in all the samples and
the correct quantification of targeted mRNAs. GUSB Ct �18
must be expected from the samples when calculating the dilu-
tion factor. We have found that most of the tested gene expres-
sions are in the proper range when GUSBCt�18 in the sample.
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Chapter 18

DNA Methylation Analysis from Body Fluids

Dimo Dietrich

Abstract

Circulating cell-free DNA (ccfDNA) can be found in various body fluids, i.e., blood (serum and plasma),
urine, pleural effusions, and ascites. While ccfDNA predominantly originates from physiological processes,
a fraction might be related to pathological events, e.g., cancer. Aberrant DNA methylation, which is
considered a hallmark of cancer, can be assessed accurately in ccfDNA. Consequently, DNA methylation
testing in body fluids represents a powerful diagnostic tool in the clinical management of malignant
diseases. Frequently, however, the total amount of disease-related ccfDNA in a sample is low and masked
by an excess of physiological ccfDNA. Thus, DNA methylation analysis of tumor-derived DNA is challeng-
ing, and high volumes of body fluids need to be analyzed in order to ensure a sufficient abundance of the
analyte in the test sample. DNA methylation assays are usually based on prior conversion of cytosines to
uracils by means of bisulfite. This reaction takes place under harsh chemical conditions leading to DNA
degradation and therefore necessitates a proper DNA purification before downstream analyses. This article
describes a protocol which allows for the preparation of ultra-pure bisulfite-converted DNA from up to
3 ml blood plasma and serum, which is well suited for subsequent molecular biological techniques, e.g.,
methylation-specific real-time PCR.

Key words DNA methylation, Circulating cell-free DNA, ccfDNA, Biomarker, Plasma, Serum,
Blood, Body fluid, Bodily fluid, Bisulfite, Magnetic beads, Ammonium bisulfite

1 Introduction

Methylation of cytosines within the CpG dinucleotide context is an
important epigenetic mechanism fundamental in physiological pro-
cesses (e.g., cell differentiation and development) as well as patho-
logical processes (most notably carcinogenesis and tumor
progression) (for review refs. 1–3). Accordingly, aberrantly methy-
lated genes are promising biomarker candidates in the management
of malignant diseases.

Apoptosis and necrosis of malignant cells lead to the release of
circulating cell-free DNA (ccfDNA) into the circulation (reviewed
in ref. 4), and ccfDNA can be found in in various types of bodily
fluids, i.e., blood (plasma and serum), ascites, pleural effusions, and
urine. In addition, cells generate and shed extracellular vesicles

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
vol. 1655, DOI 10.1007/978-1-4939-7234-0_18, © Springer Science+Business Media LLC 2018
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(exosomes and microvesicles) as a form of intercellular communi-
cation in the course of physiological and pathological processes
(reviewed in ref. 5). Accordingly, DNA methylation analysis of
ccfDNA in body fluids is a powerful diagnostic tool in the field of
oncology (for review ref. 6).

The base pairing behavior of 5-methylcytosine and cytosine is
similar, impairing their discrimination by molecular biological
methods, e.g., PCR. In 1992, Frommer and coworkers developed
a protocol [7] which allowed for a positive display of 5-methylcy-
tosine. In this protocol, DNA deamination of cytosines to uracils
was achieved by contacting single-stranded DNA with bisulfite,
whereas methylated cytosines remained unaffected. As a conse-
quence, the epigenetic information of the DNA is transformed
into sequence information, which can easily be read out. The
principle of the bisulfite reaction is summarized by Hayatsu [8]
and Holmes et al. [9]. As bisulfite conversion is a chemical reaction
under harsh conditions (high temperature, low pH, and elongated
incubation times), it causes significant DNA degradation [10–12].
In the meantime, several technological advances have led to proto-
cols, which are muchmore convenient, user friendly, and less DNA-
degrading compared to the original Frommer protocol [13–18].
However, the choice of a specific protocol for bisulfite conversion is
of tremendous importance for the success of downstream DNA
methylation analysis.

DNA methylation analyses of body fluids represent a particular
technological challenge. The vast majority of ccfDNA molecules
derive from leucocytes (reviewed in ref. 19), and the abundance of
disease-related ccfDNA is usually low, consequently necessitating
the analysis of high volumes of body fluids in order to ensure the
presence of a sufficiently high number of DNA molecules of inter-
est. Thus, suitable protocols for the bisulfite conversion of DNA
from body fluids start with a reduction of volume to increase the
concentration of DNA. This concentration can be achieved by
means of magnetic bead-based DNA extraction or polymer-
mediated enrichment (PME) of nucleic acids. For the latter, a
commercially available kit (innuCONVERT Bisulfite Body Fluids
Kit, Analytik Jena, Jena, Germany) facilitates the analysis of up to
3 ml of bodily fluids [9]. The present article introduces an alterna-
tive method, which is based on magnetic bead extraction, namely
the Dynabeads® SILANE technology (Thermo Fisher Scientific,
Waltham, MA, USA).

2 Materials

The protocol comprises nonstandard laboratory reagents and
reagents which cannot be prepared by conventional research
laboratories, i.e., magnetic beads, silane lysis/binding buffer,
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ammonium bisulfite. Thus, inexperienced users are encouraged to
use commercially available kits [9] or purchase the respective
reagents from specialized suppliers. Magnetic beads might be
used from alternative suppliers. However, it needs to be considered
that magnetic beads highly differ in their specifications (e.g., size,
bead material, functionalization). Binding and washing buffers
need to be perfectly harmonized with regard to the used magnetic
beads. Thus, a simple replacement of the magnetic beads with
beads from alternative suppliers necessitates a comprehensive work-
flow optimization.

Use molecular biology-grade reagents only (i.e., ethanol abso-
lute �99.8%, molecular biology grade; water: free of DNase,
RNase, and protease, 0.1 μm filtered).

2.1 Plasma

and Serum Preparation

1. S-Monovette® 9 ml, K3 EDTA, 92� 16 mm, or equivalent (see
Notes 1 and 2).

2. S-Monovette® 9 ml, Serum Gel with Clotting Activator,
92 � 16 mm, or equivalent (see Note 3).

3. Transfer pipets.

4. 15 ml centrifugation tube.

5. Centrifuge with swinging-bucket rotor.

2.2 Lysis 1. Binding buffer: Silane lysis/binding buffer (viral NA) (see
Notes 4 and 5).

2. 15 ml centrifugation tubes.

2.3 DNA

Concentration

1. SB3 rotator with SB3/2 test/blood tube holder, 20 � 9 to
20 mm (Stuart Scientific), or equivalent.

2. Magnetic beads: Dynabeads® SILANE (Thermo Fisher Scien-
tific, cat. no. 37005D) (see Note 4).

3. Binding buffer: Silane lysis/binding buffer (viral NA) (seeNote
4).

4. Wash buffer I: 50% [v/v] silane lysis/binding buffer (viral NA)
and 50% [v/v] ethanol abs. (see Note 4).

5. DynaMag™-15 magnet (Thermo Fisher Scientific), or
equivalent.

6. DynaMag™-2 magnet (Thermo Fisher Scientific), or
equivalent.

7. Elution buffer; 10 mM Tris–HCl, pH 8.0.

8. Thermomixer.

9. Transfer pipets.

10. Serological pipets (5 ml, sterile).

11. Mini shaker.
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12. Table centrifuge.

13. 2 ml safe lock reaction tubes.

2.4 Bisulfite

Conversion

1. Ammonium bisulfite (65%) (see Note 4).

2. Denaturation buffer; 70 mg/ml trolox ((�)-6-Hydroxy-
2,5,7,8-tetramethylchromane-2-carboxylic acid) in THFA
(tetrahydrofurfuryl alcohol).

2.5 Purification 1. Magnetic beads: Dynabeads® SILANE (see Note 4).

2. Wash buffer I; 50% [v/v] silane lysis/binding buffer (viral NA)
and 50% [v/v] ethanol abs. (see Note 4).

3. DynaMag™-2 magnet, or equivalent.

4. Thermomixer.

5. Wash buffer II; 15% [v/v] water and 85% [v/v] ethanol abs.

6. Elution buffer; 10 mM Tris–HCl, pH 8.0.

7. 2 ml and 1.5 ml safe lock reaction tubes.

8. Centrifuge.

3 Methods

3.1 Plasma

and Serum Preparation

1. Centrifuge the S-Monovette® 9 ml containing the blood for
6 min at 1.350 g. (see Notes 6 and 7).

2. Transfer the supernatant (plasma or serum, respectively) into a
15 ml centrifugation tube.

3. Centrifuge 6 min at 3000 � g. Transfer 3 ml plasma or serum,
respectively, into a new 15 ml centrifugation tube (seeNote 8).

3.2 Lysis 1. Add 3 ml binding buffer to the 15 ml reaction tube containing
the 3 ml plasma or serum. Use a sterile serological pipet (see
Note 9).

2. Mix properly and incubate for 10 min at room temperature.

3.3 DNA

Concentration

1. Add 65 μl magnetic beads and 2.2 ml ethanol to the 15 ml
centrifugation tube containing the plasma and lysis buffer (see
Note 10).

2. Incubate the mixture for 45 min and 20 rpm in a rotator. Use
an inclination angle of 35–45�C.

3. Transfer the reaction tube into the DynaMag™-15magnet and
incubate 5 min at room temperature.

4. Discard the supernatant using a transfer pipet. Make sure that
no magnetic beads are discarded (see Note 11).
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5. Add 1.5 ml wash buffer I to the magnetic beads in the 15 ml
centrifugation tube.

6. Resuspend the magnetic beads and transfer the magnetic
beads/wash buffer I suspension into a 2 ml reaction tube.

7. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 1 min at room temperature.

8. Discard as much of the supernatant as possible. The reaction
tube has to remain in the DynaMag™-2 magnet while the
supernatant is discarded (see Note 11).

9. Take the reaction tube out of the DynaMag™-2 magnet and
spin down the beads briefly.

10. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 1 min at room temperature.

11. Discard as much of the remaining supernatant as possible. The
reaction tube needs to remain in the DynaMag™-2 magnet
while the supernatant is discarded (see Note 11).

12. Add 100 μl elution buffer to the magnetic beads and mix
properly.

13. Incubate the suspended magnetic beads 10 min at 85 �C and
1000 rpm in a thermomixer.

14. Spin down briefly in order to remove drops from the tube cap.

15. Transfer the 2 ml reaction tube containing the magnetic beads
and the elution buffer into the DynaMag™-2 magnet and
incubate for 1 min at room temperature.

16. Transfer the complete supernatant containing the eluted DNA
(~100 μl) into a new 2 ml reaction tube.

17. Discard the reaction tube containing the magnetic beads and
store the eluted DNA at 6 �C (see Note 15).

3.4 Bisulfite

Conversion

1. Add 150 μl ammonium bisulfite and 25 μl denaturation buffer
to the eluted DNA (see Notes 4 and 12).

2. Mix thoroughly and spin down briefly in order to remove drops
from the tube cap (see Note 13).

3. Incubate 45 min at 85 �C in a waterbath. Start with the
subsequent purification immediately after this incubation step
(see Note 14).

3.5 Purification 1. Add 1000 μl wash buffer I and 15 μl magnetic beads to the
bisulfite reaction mixture (see Note 10).

2. Mix thoroughly and spin down briefly. Avoid a sedimentation
of the magnetic beads during the centrifugation.

3. Incubate the reaction mixture for 45 min at 1000 rpm and
23 �C in a thermomixer.
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4. Spin down briefly.

5. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 2 min at room temperature.

6. Use a 100–1000 μl pipet to discard the supernatant. Make sure
that no magnetic beads are discarded (see Note 11). Leave the
tube in the magnet during removal of the supernatant.

7. Add 800 μl wash buffer I. Mix thoroughly and spin down
briefly in order to remove drops from the tube cap. Avoid
sedimentation of the magnetic beads during the centrifugation.

8. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 2 min at room temperature.

9. Use a 100–1000 μl pipet to discard the supernatant. Make sure
that no magnetic beads are discarded (see Note 11). Leave the
tube in the magnet during removal of the supernatant.

10. Add 800 μl wash buffer II to the magnetic beads. Resuspend
the magnetic beads thoroughly and spin down briefly to
remove drops from the tube cap. Avoid sedimentation of the
magnetic beads during the centrifugation.

11. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 2 min at room temperature.

12. Use a 100–1000 μl pipet to discard the supernatant. Make sure
that no magnetic beads are discarded (see Note 11). Leave the
tube in the magnet during removal of the supernatant.

13. Add 900 μl wash buffer II to the magnetic beads. Resuspend
the magnetic beads thoroughly and spin down briefly to
remove drops from the tube cap. Avoid sedimentation of the
magnetic beads during the centrifugation.

14. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 2 min at room temperature.

15. Use a 100–1000 μl pipet to discard the supernatant. Make sure
that no magnetic beads are discarded (see Note 11). Leave the
tube in the magnet during removal of the supernatant.

16. Add 1000 μl wash buffer II to the magnetic beads. Resuspend
the magnetic beads thoroughly and spin down briefly to
remove drops from the tube cap. Avoid sedimentation of the
magnetic beads during the centrifugation.

17. Transfer the reaction tube into the DynaMag™-2 magnet and
incubate 2 min at room temperature.

18. Use a 100–1000 μl pipet to discard the supernatant. Make sure
that no magnetic beads are discarded (see Note 11). Leave the
tube in the magnet during removal of the supernatant.

19. Take the tube containing the magnetic beads out of the magnet
and spin down the magnetic beads briefly.
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20. Transfer the reaction tube again into theDynaMag™-2magnet
and incubate 1 min at room temperature. Use a 2.5–10 μl pipet
to discard any remaining supernatant. Make sure that no mag-
netic beads are discarded (see Note 11). Leave the tube in the
magnet during removal of the remaining supernatant.

21. Dry the magnetic beads for 10 min at 60 �C in a thermomixer.
Make sure that the tube caps are open in order to allow for the
evaporation of any remaining ethanol.

22. Add 65 μl elution buffer to the magnetic beads. Mix thor-
oughly. Spin down briefly.

23. Incubate the suspended magnetic beads 10 min at 85 �C and
1000 rpm in a thermomixer.

24. Spin down briefly in order to remove drops from the tube caps.

25. Transfer the 2 ml reaction tube containing the magnetic beads
and the elution buffer into the DynaMag™-2 magnet and
incubate for 1 min at room temperature.

26. Transfer the complete supernatant containing the eluted DNA
(~60 μl) into a new 1.5 ml reaction tube.

27. Discard the reaction tube containing the magnetic beads and
store the eluted DNA at 6 �C (see Notes 15 and 16).

3.6 Analytics The eluted bisulfite-converted DNA is well suited for methylation-
specific real-time PCR. Up to 10 μl eluted DNA should be applied
to a single 20 μl PCR reaction because of the low DNA concentra-
tion (see Notes 17 and 18).

4 Notes

1. Blood collection tubes with several different anticoagulants,
i.e., potassium EDTA, lithium heparin, and sodium citrate are
available. The present protocol is optimized for EDTA K3

plasma and a winged infusion set (also known as “butterfly”)
for blood collection. The influence of the different blood col-
lection systems and different anticoagulants should be carefully
tested with respect to the desired analytical downstream
application.

2. EDTA K3 plasma needs to be prepared immediately after or
within a few hours after blood sampling in order to avoid
leucocyte lysis. Streck, Inc. (Omaha, NE, USA) developed
blood collection tubes (Cell-Free DNA BCT®) which contain
a formalin-releasing reagent leading to a slow fixation of the
DNA and the cells in a blood sample. These collection tubes
allow for a storage of blood samples for several days at ambient
temperature before starting the plasma preparation procedure.
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However, the influence of the formalin-releasing agent
contained in the Cell-Free DNA BCT® on the downstream
analysis needs to be tested thoroughly.

3. Serum contains higher amounts of ccfDNA which is released
from leucocytes during coagulation. This leucocyte-derived
ccfDNA masks ccfDNA from other origins. Accordingly,
depending on the specific scientific question, plasma is pre-
ferred over serum.

4. The protocol comprises nonstandard laboratory reagents and
reagents which cannot be prepared by conventional research
laboratories, i.e., magnetic beads, silane lysis/binding buffer,
ammonium bisulfite, and denaturation buffer. Buffers and
magnetic beads cannot be exchanged easily without a compre-
hensive workflow optimization. Ammonium bisulfite is instable
in solid form and is only available as solution. Ammonium
bisulfite solutions differ with regard to their exact composition.
The present protocol is based on ammonium bisulfite pur-
chased from Analytik Jena (Jena, Germany). Inexperienced
users are encouraged to use commercially available kits [9].

5. Silane lysis/binding buffer tends to form crystals at low tem-
peratures. This does not influence the performance of the
buffer. Crystals can be resolved by a 60 min incubation at
37 �C.

6. Plasma has to be prepared immediately after blood collection in
order to avoid a leucocyte lysis leading to a DNA release.

7. The present workflow is also suitable for the analysis of 3 ml
ascites and pleural effusion as described elsewhere [9]. In com-
parison to plasma, the composition of urine from a patient is
highly variable, depending on sampling time of day and
patients’ diet, among others. Furthermore, inhibitory sub-
stances might form during storage of urine samples. Thus,
the DNA concentration step should be carried out prior to
any storage of urine samples.

8. Plasma, serum, ascites, and pleural effusion samples can be
stored up to 2 years at �20 �C or �80 �C. Freeze/thaw cycles
of samples, however, should be avoided.

9. Samples with less than 3 ml volume can be filled up with
phosphate-buffered saline (PBS) before starting the DNA
concentration.

10. Magnetic beads tend to sediment quickly, thereby influencing
the concentration depending on the time span between resus-
pension (mixing) and usage. The magnetic beads have to be
resuspended freshly and thoroughly directly before usage in
order to ensure repeatable amounts of beads per reaction.
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11. A high purity of the DNA is mandatory in order to allow for a
downstream analysis of the bisulfite-converted DNA. Carry-
over of buffers during the different steps of the protocol signif-
icantly impairs the purity of the DNA and needs to be avoided.
Accordingly, the complete removal of buffers is crucial.

12. Bisulfite is only stable in aqueous solution and not as solid salts
and specific properties of bisulfite necessitate a careful handling
of this reagent. Bisulfite liberates sulfur dioxide gas under
acidic conditions. Consequently, the bisulfite concentration
decreases over time. More importantly, bisulfite and sulfite
react as reducing agents, and oxygen in the air slowly oxidizes
the solution to sulfuric acid and sulfate. This oxidation is
indicated by a decreasing pH, a decreasing viscosity, ammonia
odor, and lightly lucid yellow color. The bisulfite conversion of
DNA is impaired, once the oxidation of bisulfite exceeds a
critical level. In addition, sulfate might form solid crystals
especially in contact to ethanol containing wash buffers.
These sulfates will be dissolved when eluting the converted
DNA and will act as potent PCR inhibitors. Accordingly, bisul-
fite has to be stored in the absence of oxygen. Bisulfite solu-
tions should not be used once the expiry date is reached.
Preferably, bisulfite solution should be purchased from vendors
(e.g., Analytik Jena, Jena, Germany) that provide bisulfite in
gas-tight vials without oxygen. The single-use vials should not
be used for more than 1 month after they have been opened.
The pH value of the bisulfite should be tested with pH-paper.
Do not use the bisulfite if pH is lower than pH 5.1.

13. Bisulfite is used as an aqueous solution with a high salt concen-
tration that has to be mixed thoroughly with the organic
solvent (denaturation buffer) and the sample in order to
avoid any concentration gradients during the bisulfite-conver-
sion step. An improper mixing will lead to an incomplete
conversion.

14. Increasing the bisulfite-conversion incubation time or temper-
ature will lead to an increased DNA degradation and an
increased undesired conversion of methylated cytosines to thy-
mines. Decreasing the bisulfite-conversion incubation time or
temperature will lead to an incomplete conversion of unmethy-
lated cytosines to uracils. A lower temperature cannot be com-
pensated by extended incubation times since the DNA needs to
be single-stranded in order to allow for the bisulfite-conver-
sion. The usage of a waterbath is preferred because the temper-
ature can be controlled easily. If a thermomixer is used, it
should be checked if the instrument runs within its specifica-
tion. Furthermore, in order to ensure an efficient heat
exchange, the usage of appropriate reaction tubes is needed.
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15. The concentrated genomic and the bisulfite-converted DNA
contains only low DNA concentrations. Thus, storage of these
samples is not recommended since a loss of DNA due to
unspecific binding to the tube walls might occur. Carrier
RNA or DNA (poly-A, poly-dA) might be added to the plasma
sample in order to reduce DNA loss due to unspecific binding.

16. A quantification of bisulfite-converted or concentrated geno-
mic DNA via UV spectrophotometry is not possible due to the
low concentration of ccfDNA in plasma and other body fluids.
However, UV spectrophotometry is a suitable tool to deter-
mine the carryover of impurities [9]. Quantitative real-time
PCR using bisulfite-specific but methylation-unspecific primers
which do not contain CpG sites in their target sequence is a
suitable tool to quantify the total DNA concentration. An
established assay for this purpose amplifies a CpG-free
sequence within the ACTB gene locus. This assay has been
successfully multiplexed with methylation-specific real-time
PCR assays thereby allowing for a simultaneous quantification
of total and methylated alleles in a single-tube reaction [20].

17. The carryover of impurities due to an improper purification,
carryover of wash buffers in addition to a too high input
volume into the PCR can lead to a direct PCR inhibition.
Furthermore, an indirect inhibition might occur due to a
degradation of Cy-dyes under acidic or redox conditions.
Thus more stable dyes compared to Cy-dyes should be used
in real-time PCR applications.

18. The concentration of bisulfite-converted DNA obtained from
body fluids is usually low. On average, approximately 15 ng
bisulfite-converted DNA (equivalent to approximately 2200
haploid genome copies) are obtained from 3 ml plasma.
Accordingly, high volumes of the eluted DNA have to be
applied to a downstream analytical procedure.
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Chapter 19

Urinary Protein Markers for the Detection
and Prognostication of Urothelial Carcinoma

Tibor Szarvas, Péter Nyirády, Takashi Kobayashi, Osamu Ogawa,
Charles J. Rosser, and Hideki Furuya

Abstract

Bladder cancer diagnosis and surveillance is mainly based on cystoscopy and urine cytology. However, both
methods have significant limitations; urine cytology has a low sensitivity for low-grade tumors, while
cystoscopy is uncomfortable for the patients. Therefore, in the last decade urine analysis was the subject
of intensive research resulting in the identification of many potential biomarkers for the detection,
surveillance, or prognostic stratification of bladder cancer. Current trends move toward the development
of multiparametric models to improve the diagnostic accuracy compared with single molecular markers.
Recent technical advances for high-throughput and more sensitive measurements have led to the develop-
ment of multiplex assays showing potential for more efficient tools toward future clinical application. In this
review, we focus on the findings of urinary protein research in the context of detection and prognostication
of bladder cancer. Furthermore, we provide an up-to-date overview on the recommendations for the
quality evaluation of published studies as well as for the conduction of future urinary biomarker studies.

Key words Urine, Bladder cancer, Biomarker, Diagnosis, Prognosis

1 Introduction

Cystoscopy is the gold standard tool to diagnose the presence of
BC, while histological diagnosis is made by transurethral resection
(TUR) or biopsy. Although imaging studies including computer-
ized tomography, magnetic resonance imaging, and positron emis-
sion tomography are useful for the evaluation of disease extent,
cystoscopy and TUR cannot be replaced by these less invasive
modalities.

Urothelial carcinoma (UC) is the most common histological
type of BC. Although the natural history of UC has not been fully
elucidated, it is classically considered to involve two pathways,
namely one for non-muscle invasive papillary tumors, and another
one leading via carcinoma in situ (CIS) to non-papillary muscle
invasive tumors [1–3]. This concept is clinically important as the
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former can be generally treated less invasively with TUR alone or
with intravesical therapy with excellent survival outcomes whereas
the latter typically requires radical cystectomy for cure. Several
clinical observations suggest that the two pathways are not perfectly
distinct or mutually exclusive. Papillary non-muscle invasive blad-
der cancer (NMIBC) is often accompanied by CIS lesions, which
are considered as a precursor for non-papillary muscle invasive
bladder cancer (MIBC). Approximately 10% of patients with papil-
lary NMIBC develop MIBC during postoperative follow-up after
transurethral resection. Recent genetic analyses showed that a sub-
set of MIBC harbor FGFR3 activating mutations that are consid-
ered as one of the drivers of papillary NMIBC [4, 5].

According to the general principle in oncology to diagnose and
treat tumors as early as possible, urine analysis has been tested for
the early diagnosis of bladder cancer with the aim to screen asymp-
tomatic individuals at high risk of BC. Because of the low preva-
lence of BC in the general population, population-based screening
for BC would be not feasible. Therefore, pre-selection of patients at
risk of bladder cancer seems to be necessary for the performance of
screening analyses. Nonspecific symptoms including hematuria and
voiding symptoms may be helpful for the selection of potential
patients for urine biomarker analysis. In addition, as significant
environmental risk factors for BC associated with lifestyle and
professions are well documented, these may also be used for the
identification of risk groups for which BC screening may be indi-
cated and feasible.

NMIBC is characterized by high multiplicity and frequent
intraluminal recurrence even after complete resection by TUR.
This phenomenon is explained by the field defect and tumor cell
seeding hypotheses, both of which seem to contribute to this
clinically very important characteristic of NMIBC. Due to the
high intravesical recurrence rate, patients are advised to have peri-
odic cystoscopy examination for tumor surveillance [6]. With such
vigilant post-TUR surveillance, most intravesical recurrences are
detected as a NMIBC but approximately 10% of the patients with
NMIBC eventually develop MIBC during the follow-up. Thus,
patients with NMIBC very rarely die of the disease, but they need
to tolerate almost life-long repetitions of unpleasant cystoscopy
exams, which also makes BC the most costly cancer to care on a
per patient basis [7–9].

Therefore, it is a clinical challenge to reduce patients’ perceived
and social economical burdens in the management of BC. As a
potential alternative to cystoscopy, researchers have long attempted
to identify and utilize urinary markers for the detection of BC [10].
Several urine-based assays are clinically available (Table 1), includ-
ing urinary cytology, molecular markers such as BTA tests and
NMP22, FISH-based cytogenetic assays such as UroVysion® and
ImmunoCyt® (extensively discussed in excellent reviews [10–12]).
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Among them, urine cytology has become the standard test despite
some weaknesses. Most of all, it is highly dependent on skills and
experience of cytopathologists. Additionally, it yields high specific-
ity but the sensitivity is generally low, particularly for low-grade
tumors. Other commercially available markers have been reported
to complement urine cytology, but they have other limitations or
shortcomings. For example, NMP22 is prone to false positive
results because of concomitant urinary tract infection. Thus, mainly
due to their modest performance, presently available urine-based
assays have a limited role for the detection or surveillance of BC.

Accordingly, there remains an urgent need for discovery of
noninvasive urine-based tests with clinical utility for BC manage-
ment. Urine analysis includes the assessment of both the cellular
and the cell-free fraction of urine. The adherence between tumor
cells is known to be decreased leading to an increased number of
tumor cells in the urine sediment. These shed cells can be analyzed
morphologically by urine cytology or by molecular biological tech-
niques. The cellular fraction of the urine can be immunohisto-
chemically stained (immune cytology, uCyt), its DNA content can
be assessed by fluorescent in situ hybridization (FISH) or by micro-
satellite analysis in order to improve diagnostic sensitivity. Further-
more, the cell-free fraction of the urine contains DNA, RNA and
proteins originating from the tumor cells which can also be tested.

In addition to BC detection, several biomarkers were shown to
have potential as prognostic markers that are correlated with future
risks of intravesical recurrence, muscle-invasive/metastatic progres-
sion, or cancer-specific mortality. There is a trend toward the devel-
opment of multiparametric models to improve the diagnostic
accuracy over that of single molecular markers. Recent technical

Table 1
Diagnostic performances of FDA-approved urinary markers for the detection and surveillance of
bladder cancer

Overall Newly diagnosed Recurrent

Sens. Spec. Sens. Spec. Sens. Spec.

Cytology 12–85 58–100 16–85 78–100 12–70 93–99

BTA Stat (qualitative) 64 77 76 78 60 76

BTA Trak (quantitative) 65 74 76 53 58 79

NMP22 BladderCheck (qualitative) 58 88 47 93 70 83

NMP22 Bladder cancer test (quantitative) 69 77 67 84 61 71

ImmunoCyst/uCytþ 78 78 85 83 75 76

UroVysion 63 87 73 95 55 80

Sens. sensitivity, Spec. specificity, N/A Not available, Modified from refs. [6, 11]
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advances for high-throughput and more sensitive measurements
have led to the development of multiplex assays which show poten-
tial for becoming more efficient tools toward future clinical appli-
cation. Here, we focus on urine-based protein biomarkers of the
urine supernatant for the detection and prognostication of BC,
introducing processes for the discovery of novel markers and dis-
cussing how to apply them to daily clinical practice. As standardiza-
tion is essential in biomarker analyses, we give a brief overview on
current recommendations for study design and data interpretation.
In a further section, we provide an overview on single diagnostic
protein markers illustrated by some of our own results in the
identification of potential diagnostic markers. Then, we show an
example for an integrative genomic and proteomic approach for the
determination of a diagnostic urinary protein panel. Finally, we give
a comprehensive overview on prognostic urine biomarkers in BC
and discuss their possible clinical implementation.

2 Quality of Urine-Based Protein Biomarker Studies

2.1 Issues in Urine

Based Protein

Biomarkers for BC

Detection

Due to the unique clinical course of BC patients as described above,
the settings for their application should be clearly defined when we
consider urine-based biomarkers for BC detection. The diagnostic
significance is expected to vary according to the subject population
such as healthy (primary) screening setting, secondary screening
population after a positive primary result, patients presenting with
macroscopic hematuria, or surveillance for recurrence in patients
with a history of BC [13–16]. Most of the previous reports on
urine-based protein markers employed a case-control design, in
which known BC cases and non-BC controls were studied. The
majority of them lack information whether BC patients had prior
history of BC or not. This information is very important since BC
patients with or without prior history are usually diagnosed
through completely different diagnostic processes. Many diagnos-
tic studies are biased by enrichment of advanced cases and by the
use of healthy volunteers as controls, leading to false high specificity
and sensitivity of the tested assay. Therefore, for diagnostic/surveil-
lance studies both cases and controls should be patients undergoing
investigation for suspected BC.

2.2 Classifications

in Diagnostic Accuracy

Studies

As we have rapidly increasing numbers of publications on urine-
based protein biomarkers, assessments of (a) classification of stud-
ies, (b) study quality, and (c) reporting quality have become key
issues in weighing the relevance of new information reported.

Classification of studies should be clearly defined according to
their level of evidence or developmental stage. In terms of level of
evidence, the Oxford Center of Evidence-Based Medicine
(OCEBM) 2009 criteria for diagnostic and prognostic marker trials
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provides five levels of evidence based on the study design [17]. As
for developmental stage, the International Bladder Cancer Net-
work (IBCN) classified marker studies into four phases [14, 18];
(1) feasibility, (2) evaluation, (3) confirmation, and (4) application
phases. In phase 1, a reproducible and optimized assay should be
developed. In phase 2, the assay should be evaluated for clinical
utility. In phase 3, a prospective study should be designed to
confirm or validate the previous findings in an independent cohort.
In phase 4, a multi-institutional study is desirable to transfer the
established techniques and methods into clinical practice (Table 2).

2.3 Quality

Assessment

of Diagnostic

Accuracy Studies

Unstandardized study quality is considered to cause discrepant or
controversial results between diagnostic marker studies. Indeed,
Dreier et al. identified 147 distinct quality assessment tools for
assessing the study quality in the literature [28]. The IBCN
described frequent methodological shortcomings and parameters
varying between diagnostic accuracy trials [19]. Currently, several
quality assessment tools are widely accepted; Newcastle-Ottawa
Scale (NOS) [20], Quality Assessment of Studies of Diagnostic
Accuracy (QUADAS) [21], and the QUADAS-2 tools [22]. NOS
has been widely accepted as a tool to evaluate nonrandomized
studies for systemic reviews or meta-analyses. Indeed, it was used
for systemic reviews or meta-analyses on urine biomarkers [29]

Table 2
Criteria, recommendations, designs for improved quality of biomarker studies

Criteria Context Refs.

IBCN criteria Study phases in BC biomarker development [14, 18, 19]

OCEBM LoE criteria
2001/2009/2011

Level of evidence according to study design and quality [17]

NOS Quality assessment of case-control and cohort studies for
biomarker development

[20]

QUADAS Quality assessment of diagnostic accuracy studies [21]

QUADAS-2 Quality assessment of diagnostic accuracy studies [22]

STARD Quality assessment of reporting of diagnostic accuracy studies [23, 24]

REMARK Quality assessment of reporting of prognostic marker studies [25]

BRISQ Recommendations for reporting biospecimen handling [26]

PRoBE Design of biospecimen collection for rapid and unbiased
evaluation

[27]

IBCN International Bladder Cancer Network, OCEBM Oxford Center of Evidence-Based Medicine, LoE Level of

Evidence, NOS Newcastle-Ottawa Scale, QUADAS Quality Assessment of Studies of Diagnostic Accuracy, STARD
Standards for Reporting of Diagnostic Accuracy, REMARK REporting recommendations for tumor MARKer prognos-

tic studies, PRoBE Prospective Specimen Collection Retrospective Blinded Evaluation
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and others [30, 31]. However, several investigators have ques-
tioned its reliability due to a high inter-rater variability [32–34].

QUADAS is comprised of 14 items and designed to examine
bias, internal and external validity and reporting of diagnostic
accuracy studies [29]. It has been used in systematic reviews on
urine-based BCmarkers [35, 36]. The inter-rater agreements in the
final consensus rating were reported to be high but there were
inter-rater disagreements in the results of some individual items
[37, 38]. The revised version (QUDAS 2) is comprised of 4
domains; patient selection, index test(s), references standard and
flow and timing [22]. Although the external validation process is
underway, it has been already used in several systemic reviews and
pooled analyses on urinary biomarkers (Table 2) [39, 40].

2.4 Quality

Assessment

of Reporting

In terms of reporting quality, diagnostic accuracy studies should
adhere to Standards for Reporting of Diagnostic Accuracy
(STARD) [23], while prognostic marker studies should adhere to
REporting recommendations for tumur MARKer prognostic stud-
ies (REMARK) criteria [25]. STARD is comprised of 25 items that
correspond to each section of the article including title, keywords,
abstract, introduction, methods, results, and discussion. It has been
validated with a high inter-rater agreement (85%), but some indi-
vidual items showed low agreement rates (Table 2) [41].

It is critically important in biomarker studies to describe the
types of biospecimens analyzed and the details of biospecimen
collection and storage conditions. Biospecimen Reporting for
Improved Study Quality (BRISQ) criteria [26] is comprised of
three tiers of recommendation; items necessary to report (Tier 1),
items advisable to report (Tier 2), and additional items (Tier 3).

Collectively, good biomarker studies should adhere to the
above-described criteria or recommendations. This would facilitate
development of novel biomarkers, reproduction of the biomarker
studies, critical comparisons of various biomarkers, development of
novel assay systems on given biomarkers, and clinical application of
biomarker platforms.

3 Single Urine-Based Diagnostic Protein Markers

A variety of urine-based protein markers have been studied for
potential use in BC detection in clinical practice (Tables 3 and 4).
The reported sensitivities range from 52% to 97%, and the specifi-
cities range from 43% to 100%. Recent advancements in proteomics
technology have drastically promoted discovery of novel protein
markers and the number of urine-based biomarkers has explosively
increased.

In our own study, we employed a shotgun proteomics technol-
ogy approach in an attempt to identify urine-based protein
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Table 3
Sensitivity and specificity of urine-based single protein biomarkers for the detection of bladder
cancer

Protein name Gene symbol Sens. Spec.
Cancer
(n)

Control
(n)

ND/
Rec Control Refs.

Alpha-1-anti-
trypsin

SERPINA1 74 80 54 46 ND Benign [42]

Alpha-1-anti-
trypsin

SERPINA1 71 72 102 206 ND Benign [43]

Angiogenin ANG 66 75 50 40 N/A Benign &
HV

[44]

Apolipoprotein
A1

APOA1 95 92 49 37 N/A Benign [45]

Apolipoprotein
A4

APOA4 79 100 110 66 N/A HV [46]

AMFR AMFR 84 75 45 62 N/A Benign [47]

BIGH3 TGFB1 93 80 30 15 N/A Benign [48]

Calprotectin S100A8 & A9 80 93 46 40 N/A HV [49]

Cathepsin B CTSB 56 56 122 107 Rec Benign &
HV

[50]

Cathepsin L CTSL 71 75 122 107 Rec Benign &
HV

[50]

CCL18 CCL18 70 68 102 206 ND Benign [43]

CD147 BCG 97 100 30 15 N/A Benign [48]

CEACAM1 CEACAM1 74 95 95 82 N/A Benign &
HV

[51]

Clusterin CLU 68 61 68 61 N/A Benign [52]

Clusterin CLU 70 83 50 40 N/A Benign &
HV

[44]

Coronin-1A CORO1A 67 100 110 66 N/A HV [46]

CXCL1 CXCL1 72 95 95 30 ND HV [53]

CXCL1 CXCL1 57 95 79 30 Rec HV [53]

CXCL1 CXCL1 56 84 43 43 ND Benign [54]

CYFRA21-1 KRT19 79 89 82 70 ND Benign [55]

CYFRA21-1 KRT19 76 73 37 70 Rec Benign [55]

CYFRA21-1 KRT19 81 97 86 76 N/A Benign [56]

CYFRA21-1 KRT19 70 43 125 321 Rec Benign &
HV

[57]

(continued)
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biomarker candidates from urinary supernatants of human urothe-
lial cancer cells [77]. Among proteins detected by mass spectrome-
try (MS), we focused on secreted proteins and identified CXCL1 as
a potential biomarker positively correlating with tumor grade and
stage. We established an ELISA-based assay system and demon-
strated that urine CXCL1 levels are useful for the detection of BC
in both populations with and without prior history of BC [53, 54].
Moreover, we showed that urine CXCL1 levels predicted post-
TUR intravesical recurrence-free survival.

Due to the continued technologic advancements, proteomic
approaches using voided urine have become more widespread
[78–80], and indeed, several investigators have identified urine-
based protein biomarker profiles for the detection and prognosti-
cation of BC using the proteomics approach [42, 43, 45, 81–88].
For example, one group adopted isobaric tag for relative and abso-
lute quantitation (iTRAQ) technique to identify 55 candidate pro-
tein biomarkers [82]. Among these, APOA1 was significantly

Table 3
(continued)

Protein name Gene symbol Sens. Spec.
Cancer
(n)

Control
(n)

ND/
Rec Control Refs.

CYFRA21-1 KRT19 97 67 48 80 N/A Benign &
HV

[58]

DJ1 PARK7 83 100 110 66 N/A HV [46]

EN2 EN2 82 75 466 55 N/A Benign [59]

FDP FGA & FGB 52 91 57 139 N/A Benign [60]

Fibronectin FN1 91 88 75 55 N/A Benign &
HV

[61]

Fibronectin FN1 72 82 126 41 N/A Benign [62]

Prothrombin F2 71 75 76 80 N/A Benign [63]

Reg-1 REG1A 81 81 23 48 N/A Benign [64]

Semenogelin-2 SEMG2 67 80 110 66 N/A HV [46]

Stathmin-1 STMN1 90 87 30 15 N/A Benign [48]

Teromerase TERT 83 89 73 37 N/A Benign &
HV

[65]

UBC antigen KRT8 &
KRT18

See Table 3

gamma-Synuclein SNCG 88 90 110 66 N/A HV [46]

Sens. Sensitivity, Spec. Specificity, ND Newly diagnosed, Rec Recurrent, N/A Not available, HV Healthy volunteers
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elevated in urine samples from BC patients. The follow-up study
using an commercial ELISA assay confirmed that APOA1 is poten-
tially useful as a diagnostic marker [45]. Furthermore, Yang and
colleagues identified a panel of urine glycoproteins associated with
BC [42]. They showed that SERPINA1 is the most informative
protein and demonstrated diagnostic potential using an indepen-
dent validation cohort [42, 43].

Despite these efforts, present urinary biomarkers are consid-
ered to have insufficient accuracy to replace cystoscopy for primary
diagnosis or surveillance setting. A recently published guideline
strongly recommends that a clinician should NOT use urinary
biomarkers in place of cystoscopic evaluation in NMIBC surveil-
lance (Evidence strength: B) [6].

Table 4
Sensitivity and specificity of qualitative (UBC Rapid) and quantitative (UBC ELISA) urinary bladder
cancer (UBC) tests for the detection of bladder cancer

Sensitivity Specificity Cancer (n) Control (n) ND/Rec Control Refs.

UBC Rapid

64.4 63.6 90 22 N/A Benign [66]

66.0 90.0 53 127 ND/Rec Benign [67]

78.4 97.4 111 76 ND/Rec No BC on surveillance [68]

68.0 91.0 92 33 N/A HV [69]

48.7 79.3 78 140 N/A Benign & HV [70]

UBC ELISA

80.5 80.2 118 95 Overall Benign [71]

80.9 N/A 68 50 ND Benign [71]

80.0 N/A 50 45 Rec Benign [71]

46.6 86.3 90 22 N/A Benign [66]

40.3 75.0 62 104 ND/Rec Benign [72]

64.8 92.0 54 186 ND/Rec Benign [73]

60.0 75.0 66 64 ND Benign [74]

72.0 40.0 93 81 Rec No BC on surveillance [74]

70.5 64.5 78 140 N/A Benign & HV [70]

61.0 73.0 59 48 ND Benign [75]

20.7 84.7 29 72 Rec Benign [76]

ND Newly diagnosed, Rec Recurrent, N/A Not available, HV Healthy volunteers
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4 Multiparametric Urine-Based Protein Markers

Thus, the presence or absence, or even abundance of any single
biomarker yields very limited diagnostic ability. Accordingly,
recently, a growing number of studies has been published propos-
ing panels of protein biomarkers for the detection of BC (Table 5).

In our studies, we identified protein signatures with the poten-
tial to accurately detect BC from voided urine samples. We first
performed gene expression profiling employing urine pellets col-
lected from 46 subjects (26 controls and 20 BC) by Affymetrix
U133 Plus 2.0 arrays followed by quantitative PCR verification to
evaluate the urine from healthy volunteers and patients with BC in
order to define a unique gene-expression profile [83]. The geno-
mics analysis found that 319 genes have different expression levels
between the two cohorts. Utilizing a selection/classification algo-
rithm, we aimed to identify the gene signature that could most
accurately diagnose the presence of BC among the 46 subjects.
With this modeling classification approach, a 14-gene model
achieved 76% overall accuracy in predicting class label during
leave-one-out cross-validation. Next, we performed glycoprotein
profiling in naturally voided urine collected from 10 subjects (5
controls and 5 BC) by dual-lectin affinity chromatography and
liquid chromatography/tandem mass spectrometry followed by
Western blot and ELISA [42, 84]. A total of 186 urinary proteins
were identified including 40% categorized as secreted proteins, 18%
as membrane proteins, and 14% as extracellular proteins. As men-
tioned in Subheading 2, further studies identified SERPINA1
(A1AT) as a potential protein biomarker [42, 43]. Bioinformatics
analysis integrated the information from genomics and proteomics
analyses and identified a panel of 14 protein biomarkers [85].
Subsequent studies confirmed the promise of 10 biomarkers for
noninvasive detection of BC (IL8, MMP9, MMP10, ANG, APOE,
SDC1, A1AT, PAI1, CA9, and VEGFA) [86–88, 90]. Most
recently, we have developed a custom electrochemiluminescent
multiplex assay (Meso Scale Diagnostics, LLC, Rockville, MD,
USA). The multiplex measurement platform permits to simulta-
neously monitor the 10-protein biomarker panel in a single assay
without loss of performance, thereby allowing a quick and high-
throughput analysis on single voided urine samples [90]. In addi-
tion, we also investigated the potential utility of the multiplex assay
in a Japanese cohort [92]. The study demonstrated that the multi-
plex urinary diagnostic assay has the potential to be developed for
the noninvasive detection of BC in at-risk Japanese patients and
eventually multiethnic patients.

An additional study showed that the diagnostic performance of
multiplex urinary protein profiling was further improved when
combined with clinical information such as age, race, and smoking
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Table 5
Examples of multiparametric urine-based biomarkers for bladder cancer detection

Protein name Sensitivity Specificity
Cancer
(n)

Control
(n)

ND/
Rec Control AUROC Refs.

Afamin, Adiponectin,
Complement C4
gamma chain,
Apolipoprotein A-II
precursor,
Ceruloplasmin, and
Prothrombin

76 78 76 80 N/A Benign 0.81 [63]

Coronin-1A,
Apolipoprotein A4,
Semenogelin-2,
Gamma synuclein and
DJ-1/PARK7

79 100 110
(Ta/1)

66 N/A HV 0.92 [46]

Same as above 86 100 63
(T2/3)

66 N/A HV 0.94 [46]

MMP9, MMP10, IL8,
VEGFA, SERPINE1,
SERPINA1, CA9,
APOE, ANG, and
SCD1 þ Demographic
information (Age,
Race, and Smoking)

78 86 394 292 N/A Benign
&
HV

0.89 [89]

IL8, MMP9, PAI1,
VEGF, ANG, CA9,
APOE, and MMP10

92 97 64 63 ND HV 0.98 [85]

IL8, MMP9 and 10,
PAI1, VEGF, ANG,
and APOE

74 90 102 206 ND Benign
&
HV

0.88 [86]

IL8, MMP9, MMP10,
SERPINA1, VEGFA,
ANG, CA9, APOE,
SERPINE1, and SDC1

79 79 183 137 ND Benign
&
HV

0.85 [87]

IL8,MMP9,MMP10,
SERPINA1, VEGFA,
ANG,CA9, APOE,
SERPINE1, and SDC1

79 88 53 72 Rec Benign 0.90 [88]

IL8, MMP9, MMP10,
ANG, APOE, SDC1,
A1AT, PAI1, CA9 and
VEGFA

85 81 129 133 ND Benign
&
HV

0.93 [90]

116 Peptides 91 68 168 102 ND Benign 0.87 [91]

106 Peptides 88 51 55 156 Rec Benign 0.75 [91]

ND Newly diagnosed, Rec Recurrent, N/A Not available, HV Healthy volunteers, AUROC Area under receiver

operating characteristics curve
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status [89]. The new multiplex protein panel will be rapidly com-
mercialized and introduced to our clinical practice in the near
future.

5 Prognostic Urinary Protein Biomarkers

Prognostic heterogeneity of bladder cancer represents a significant
problem in the management of both NMIBC and MIBC. In
NMIBC frequent (~80%) the two main risks are disease recurrence
and the relative rarely occurring (~15%) but potentially life-
threatening stage progression. In contrast, in MIBC metastatic
progression represents the main risk for the patients. About 50%
of MIBC patients benefit from radical surgical therapy by a long
disease-free survival, while the other patients do have or will
develop metastases and will die of bladder cancer [93]. Current
prognostic methods are not effective to reliably predict the behav-
ior of individual bladder cancers. The unmet clinical need for better
prognostication has attracted much effort in the last years which
resulted in the identification of several promising biomarkers [12].
However, none of these were implemented in the clinical practice
yet.

Some of the assessed proteins were selected in a hypothesis-
driven fashion, whereas other research groups performed screening
using a proteomic approach. Most of the identified proteins were
secreted cytokines, degraded extracellular matrix proteins, endoge-
nous proteases, and their inhibitors, underlining the importance of
proteolytic processes in the progression of bladder cancer. In addi-
tion a few oncofetal proteins were identified (Table 6).

5.1 Commercially

Available Tests

BTA and NMP22 tests are both commercially available and FDA-
approved immunoassays developed for bladder cancer detection.
BTA test detects the antigen human complement factor H-related
protein (hCFHrp), also called bladder tumor antigen (BTA), which
is produced by bladder cancer cells. NMP22 test detects an antigen
called nuclear mitotic apparatus (NuMa) protein which is a part of
the mitotic spindle complex and thereby is involved in chromosome
separation to daughter cells during cell division [110]. The BTA
test has been shown to have superior sensitivity to that of voided
urine cytology in detecting and monitoring recurrent bladder can-
cer. However, because BTA is present at high concentrations in
blood, a false positive BTA test will occur when hematuria is
present, regardless of the presence or absence of urothelial tumors.
The function of hCFHrp/BTA protein is to interrupt the comple-
ment cascade and thereby help to escape tumor cells from the lytic
degradation by host immune cells. This function suggested that the
BTA test may possess not only diagnostic but also prognostic value.
In accordance, Raitanen et al. found BTA test positivity to be
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Table 6
Prognostic urinary biomarkers

Biomarker

Subjects
Methods

Correlations

Prognosis Refs.pat. ctr. analysis T/N T G

Cytokines and cytokine receptors

BTA Bladder tumor antigen 333 ND IC ND yes yes no corr. with
RFS

[94]

BTA Bladder tumor antigen 97 ND IC ND ND ND poor RFS [95]

EGFR Epidermal growth factor
receptor

436 60 ELISA no yes yes poor DSSa [96]

PDGFRβ Platelet-derived growth
factor receptor β

185 0 ELISA ND no no poor RFS [97]

sFas 188 41 ELISA C < T yes no poor RFSa [98]

sFas 128 88 ELISA C < T yes yes RFSa [99]

Cell adhesion/Matrix proteins

EpCAM Epithelial cell adhesion
molecule

607 53 ELISA C < T yes yes poor DSSa [100]

TNC Tenascin-C 66 42 ELISA C < T yes yes poor OS [101]

NMP22 Nuclear matrix protein
No.22

333 ND IC ND yes yes poor RFS [94]

Proteases/Protease inhibitors

MMP-1 Matrix metalloproteinase-1 131 69 ELISA C < T yes yes poor PFS and
DSS

[102]

MMP-9 Matrix metalloproteinase-9 188 29 ELISA C < T yes yes poor OSa [103]

MMP-9 Matrix metalloproteinase-9 134 69 ELISA C < T yes no no corr. with
DSS

[104]

TIMP1 Tissue inhibitor of
metalloproteinase-1

131 69 ELISA ND yes no poor RFS [104]

TIMP1 Tissue inhibitor of
metalloproteinase-1

131 69 ELISA C < T yes no poor PFS [102]

PAI-1 Plasminogen activator
inhibitor type 1

244 74 ELISA no no yes no corr. with
DSS

[105]

TATI Tumor-associated trypsin
inhibitor

157 0 RIA ND yes yes no corr. with
DSS

[106]

CSTB Cystatin B 47 0 WB ND yes yes poor RFS and
PFSa

[107]

(continued)
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associated with shorter recurrence-free intervals in NMIBCs [95],
most obviously in the subgroup of G2 tumors. Based on these
results the number of follow-up cystoscopies might be reduced in
patients with negative BTA test and G2 bladder cancer. However,
these promising results were contrasted by the data of Poulakis
et al. who found no significant value for BTA test in the prediction
of tumor recurrence [94]. In their study the NMP22 test, instead,
proved to be prognostic for increased risk of bladder cancer
recurrence.

5.2 Cytokines Epidermal growth factor receptor (EGFR) has been identified as a
potential urinary biomarker by proteomic analysis of cell culture
media of bladder cancer cell lines in order to identify proteins
released by bladder cancer cells [96]. The ectodomain of the trans-
membrane receptor EGFR is released by proteolytic cleavage and
this shedded ectodomain can be measured in the urine. Urinary
EGFR levels were similar between controls and NMIBC patients
suggesting no diagnostic value for urinary EGFR. On the other
hand, high EGFR ectodomain concentrations were associated with
poor disease-specific survival. This correlation remained significant
in the multivariate analysis revealing an independent prognostic
value for urinary EGFR concentrations. In accordance with these
results, EGFR overexpression in MIBC was found to be character-
istic for the “basal-like” molecular subtype of bladder cancer which
represents a clinically highly aggressive type of this disease.

Platelet-derived growth factor receptor β (PDGFRβ) is a fur-
ther cytokine that has been identified by proteomic analysis as a
potential prognostic urinary biomarker of tumor recurrence. Its
preoperative and postoperative levels were similar in NMIBC
patients suggesting no diagnostic significance for this protein in
bladder cancer [97].

Table 6
(continued)

Biomarker

Subjects
Methods

Correlations

Prognosis Refs.pat. ctr. analysis T/N T G

Oncofetal proteins

CEA Carcinoembryonic antigen 297 50 RIA C < T yes no poor OSa [108]

ED-A
FN

ED-A fibronectin 110 35 ELISA no no no poor OSa [109]

aindependent prognostic effect

ELISA Enzyme-linked immunosorbent assay, RIA Radioimmunassay, IC Immunochromatography, WB Western blot,

DSS Disease-specific survival, RFS Recurrence-free survival, PFS Progression-free survival, OS Overall survival, ND Not
determined
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The Fas-FasL pathway plays a key role in apoptosis. Fas is a
transmembrane receptor which upon activation by FasL triggers
apoptosis. An alternative splice variant of Fas encodes a soluble
form of Fas which prevents the activation of an apoptotic signal
by trapping FasL. This mechanism may help tumor cells to escape
apoptosis. Both serum and urine levels of sFas were associated with
poor prognosis in bladder cancer [98, 111]. A further independent
analysis confirmed the value of urinary sFas in the prediction of
tumor recurrence in the subgroup of NMIBC [99].

5.3 Proteases,

Protease Inhibitors

and ECM Proteins

Degradation of the extracellular matrix (ECM) is essential for
invasive tumor growth. Tumor cells are able to secrete proteases
or enhance the protease expression of neighboring nonmalignant
stromal cells in a paracrine manner, leading to ECM degradation.
This tumor-induced protease activity is a prerequisite for intravasa-
tion and extravasation of tumor cells and invasion of distant organs
during metastatic progression. Matrix metalloproteinases (MMPs)
are the main enzymes involved in ECM degradation. Therefore,
MMPs have attracted much interest as potential prognostic factors
in a number of human malignancies including bladder cancer
[112]. MMP-9 degrades type IV collagen, an important compo-
nent of the basement membrane, thereby supporting the invasive
potential of tumor cells. Of the over 25 members of the MMP
family, onlyMMP-1 andMMP-9 have been analyzed so far for their
prognostic relevance in urine [102–104]. Durkan et al. measuring
MMP-9 levels in urine samples of 134 patients with various tumor
stages found no prognostic significance for MMP-9 [104]. How-
ever, the same study identified a clear and unfavorable prognostic
relevance for positive MMP-9 tissue expression. In a more recent
study Offersen et al., assessing both active and pro-enzymatic form
of MMP-9 in urine samples of 188 bladder cancer patients, found
MMP-9 to be a significant and independent prognostic factor for
poor patient survival [103]. Based on the larger study group and
the longer follow-up period in the study by Offersen, in addition to
the positive prognostic association with expression in tissues
observed by Durkan et al. MMP-9 seems to be a potential urinary
marker for bladder cancer prognosis. Urinary MMP-1 could be
detected in 16% of bladder cancer cases [102] and was associated
with higher tumor stage, grade, and shorter progression-free and
disease-specific survival [102]. A further promising prognostic fac-
tor in bladder cancer is MMP-7. Its elevated serum and plasma
levels were found to be associated with the presence of lymph node
metastasis and proved to be independent prognostic factors for
disease-specific survival [113, 114]. Similarly, urinary MMP-7
levels were strongly increased in preoperatively collected urine
samples of bladder cancer patients with lymph node metastasis
[114]. These findings have a significant clinical potential consider-
ing that current imaging techniques are unable to sensitively detect
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especially low volume lymph node metastases. As a consequence,
about 30% of patients with MIBC have undetected metastasis at the
time of surgical treatment [115].

An important regulatory mechanism of MMP activity is
achieved by their endogenous inhibitors, the tissue inhibitors of
metalloproteinases (TIMPs). At present, four TIMPs have been
identified, with largely overlapping MMP inhibitory activities
[116]. Surprisingly, high TIMP-1 and TIMP-2 expression corre-
lated with poor prognosis in a range of malignant diseases, and
overexpressing TIMP-1 and TIMP-2 was found to enhance tumor-
igenicity in transgenic mice [117, 118]. In accordance with these
findings, high urinary TIMP1 levels were associated with poor
recurrence-free survival also in bladder cancer [102]. Two further
protease inhibitors were tested for their prognostic value in urine of
bladder cancer patients; the plasminogen activator inhibitor type I
(PAI-I) and the tumor associated trypsin inhibitor (TATI). None of
them proved to have any prognostic value in bladder cancer [105,
106]. Using a proteomic approach, a cathepsin protease inhibitor,
cystatin B has been identified as a differentially expressed protein
between urine samples from normal controls, bladder cancer
patients with Ta and with high-grade tumors [107]. In the
subsequent analysis by semi-quantitative Western blot analysis the
authors identified cystatin B as an independent prognostic urinary
marker of poor recurrence-free and progression-free survival [107].

The epithelial cell adhesion molecule (EpCAM, CD326) is a
glycoprotein that was originally identified as a carcinoma marker,
attributable to its high expression on rapidly proliferating tumors of
epithelial origin including bladder cancer [119]. Its extracellular
domain, similar to EGFR, is released into the urine by proteolytic
shedding. Urinary EpCAM levels were strongly correlated with
muscle-invasive tumor stages and in addition, independently asso-
ciated with cancer-specific survival [100].

Tenascin-C (TNC) is also a glycoprotein and a component of
extracellular matrix which is expressed more strongly in many
epithelial tumors including bladder cancer. Higher TNC tissue
expression was correlated with poor prognosis in MIBC but not
in NIMBC [120]. Determined in the urine, TNC levels were
higher in healthy controls than in bladder cancer patients, while
higher TNC levels were observed in high-stage and high-grade
tumors compared to low-stage, low-grade cancers [101]. In addi-
tion, elevated TNC levels were independently associated with poor
patient survival [101]. Whether the elevated urinary TNC level in
bladder cancer patients is the consequence of its higher tissue
expression or the enhanced proteolytic activity of tumor cells
remains to be evaluated.

266 Tibor Szarvas et al.



5.4 Oncofetal

Proteins

The carcinoembryonic antigen (CEA) is a well-established oncofe-
tal protein which has proven useful for the detection and monitor-
ing of colorectal carcinoma. CEA can also be determined in the
urine and an early study assessing its urine levels in a large group of
patients who were radiologically treated for MIBC reported CEA as
an independent prognosticator of patient survival [108]. In addi-
tion, slowly decreasing or increasing CEA levels during the treat-
ment were associated with poor prognosis. These results suggest
potential roles of CEA not only in prognostication but also in
disease monitoring.

Fibronectin (FN) is an abundant glycoprotein of the extracel-
lular matrix. In the urine, the presence of FN appears to be related
to proteolytic degradation by enzymes produced by tumor cells and
due to leakage from blood. The urinary levels of FN were found to
be elevated in bladder cancer, but showed no prognostic value [109].
Some alternatively spliced FN isoforms such as FN ED-A and FN
ED-B are expressed during embryonic development but are absent in
normal adult tissues. FN ED-A and ED-B isoforms were found to be
re-expressed in tumor and tumor surrounding stromal cells [109].
Both FN splice variants were tested for their prognostic value in the
urine of patients with mostly high-grade andmuscle-invasive bladder
cancer [109]. The presence of FN ED-A was independently asso-
ciated with shorter overall survival of patients especially in lymph
node negative cases. Based on these findings, ED-A seems to be a
promising urinary marker in the risk stratification of MIBC.

6 Conclusion and Possible Clinical Consequences

In the era of high-throughput proteomics, comprehensive, unbi-
ased approaches to the discovery of novel urine-based protein
biomarkers are technically and economically feasible. We are
encouraged by the promising results with multiplex protein assays
based on combinations of candidate proteins that yield a more
robust performance. Currently an increased number of proteins
are added to a panel moving forward to the next phase toward
clinical diagnostic application.

The National Cancer Institute’s Early Detection Research Net-
work (EDRN) established specimen reference sets including urine
samples under Prospective Specimen Collection Retrospective
Blinded Evaluation (PRoBE) design criteria [121]. This system is
expected to enable quick triaging of biomarker to the full validation
phase, for rapid evaluation of biomarkers with high potential. The
highly systematic approach with standardized quality described
above will hopefully result in rapid development of novel biomar-
kers yielding high diagnostic performance.

Prognostic protein biomarkers of disease recurrence and pro-
gression may be used as indicators for earlier aggressive treatment
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of NMIBC or alter the algorithm for surveillance of patients. Those
NMIBC patients at risk for a rapid recurrence could be followed
with a more frequent schedule of surveillance, whereas those with
biomarker evidence of low risk could be surveyed less frequently.
High BTA, NMP22, PDGFRβ, CSTNB, and sFas urine levels were
found to be predictive for disease recurrence in NMIBC. Of these,
NMP22, CSTNB, and PDGFRβ have not been confirmed in inde-
pendent patient cohorts yet, while the data on BTA are rather
controversial. The most promising urinary marker seems to be
sFas as its prognostic relevance has been confirmed by two large
studies and both of these revealed sFas as an independent prognos-
tic factor in the multivariable analysis. Patients with low risk of
recurrence, proven by low urinary sFas levels, may benefit from
the extension of follow-up intervals thereby reducing the number
of the uncomfortable and invasive cystoscopic control
examinations.

Additionally, a dependable urinary biomarker of invasive dis-
ease might be a valuable complementary tool to cytology and
cystoscopy in the surveillance of bladder cancer. In this regard
EpCAM, EGFR, MMP-1, and TIMP1 urinary analyses look espe-
cially promising as these markers were able to yield predictive
information on the risk of present or future muscle-invasion. As a
consequence, NMIBC at greater risk of progression identified by
validated biomarkers may be more appropriately managed with an
early aggressive surgical resection.

In MIBC patients, high urinary EpCAM, EGFR, MMP-9,
CEA, and ED-A fibronectin levels were found to be independently
associated with patient disease-specific or overall survival. The
identification of high-risk MIBC patients may benefit from an
early systemic treatment. In addition, these markers hold the poten-
tial to select high-risk patients for clinical trials of current or novel
therapies.
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Chapter 20

Isolation and Characterization of CTCs from Patients
with Cancer of a Urothelial Origin

Vladimir Bobek and Katarina Kolostova

Abstract

Monitoring of circulating tumor cells’ (CTCs) presence has the potential to improve therapeutic manage-
ment of oncological diseases at an early stage and also to identify patients with increased risk of tumor
progression or recurrence before the onset of clinically detected metastasis. Here we describe a new
simplified efficient methodology for the separation and in vitro culturing of viable CTCs from peripheral
blood by size-based filtration (MetaCell®). The isolation protocol yields preferentially cells bigger than
8 μm enabling further cytomorphological and molecular analysis.

Key words CTCs, Circulating tumor cells, Prostate cancer, Renal, Bladder cancer, Cultivation,
In vitro, Gene expression

1 Introduction

CTCs may represent an opportunity to assess cancer spread directly
and earlier than established/traditional methods, which classify
tumor growth in general. A functional methodology to harvest
separated tumor cells from blood provides researchers with a popu-
lation of viable and proliferating cells to examine gene expression
profiles or gene mutations in cancer [1–3].

The examination for CTCs could be useful as well as a comple-
mentary cancer screening test, especially for excluding cancer, and
including patients with indications for repeated biopsies, e.g. in
case of prostate cancer. Serial examination of CTCs enriched from
peripheral blood after radical prostatectomy could help in progno-
sis determination, prospectively [4]. CTCs examination offers an
alternative, minimally invasive approach to characterize cancer cell
and to study early-stage disease [5, 6].

CTCs are frequently detected in cancer of urothelial origin
(CUO) and are also found in patients with clinically localized
CUO [6–8]. The analysis of the survival of patients with metastatic
CUO suggested that CTCs might have prognostic significance in
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those with advanced disease. There are multiple approaches to
detect CTCs. CTC counts in patients with metastatic CUO
could, therefore, be useful for monitoring the response to cancer
therapy.

The methodology described here targets viable CTCs captured
on a membrane, enriched in a good fitness with a remarkable
proliferation potential. Filtration flow of the peripheral blood
through the separation membrane is driven by capillarity. The
speed of the filtration process depends on the natural blood viscos-
ity. These properties enable setting up in vitro cell cultures from the
viable CTCs unaffected by any fixatives, antibodies, or lysing
solutions.

In vitro culturing of CTCs is a prerequisite for
proliferation tests assessing chemosensitivity of tumors [9]. The
protocol described below allows successful culturing of CTCs
by use of filtration device (MetaCell®), which enables direct
transfer of CTCs captured on the separation membrane to
culturing plates (see Fig. 1). In the future, CTCs in culture
could be used for personalizing oncological treatment and
diagnostics.

2 Materials

2.1 Peripheral Blood

Collection

1. Monovette tubes (Sarstedt AG & Co., Numbrecht, Germany)
containing 1.6 mg EDTA/mL blood as an anticoagulant.
Alternatively, Vacuette tubes (Greiner Bio-One) coated with
1.2–2 mg EDTA/mL blood or any similar EDTA—treated
tubes can be used.

2.2 Isolation of CTCs 1. Size-based separation device MetaCell® (MetaCell, Ostrava,
Czech Republic) (see Fig. 2 Meta Cell® filtration tube).

2. Washing fluid: RPMI 1640 medium.

2.3 Incubation

and Cultivation

of CTCs

1. 6-well plates.

2. RPMI 1640 medium complete (assigned as Rþ); additives
Fetal bovine serum, antibiotics, and Amphotericin B solution.

3. EL-buffer (79217, Qiagen).

4. TrypLE™ Select Enzyme (1X) (Thermofisher Scientific).

5. Cell culture CO2 incubator.

2.4 CTCs

Visualization

1. NucBlue® Live ReadyProbes® Reagent (R37605, Thermo-
fisher Scientific).

2. CellTracker™ Green CMFDA Dye (C2925, Thermofisher
Scientific).
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2.5 Cytomor-

phological Analysis

of CTCs

1. Fluorescence microscope or Inverted fluorescence microscope.

2.6 Isolation of RNA

and DNA from CTCs

1. RLT buffer (Qiagen).

2. β-mercaptoethanol; add 100 μL per 10 mL RLT buffer.

2.7 Gene Expression

Analysis

and Mutational

Analysis of CTCs

1. High-Capacity RNA-to-cDNA™ Kit (Thermofisher Scien-
tific) 2. TaqMan® Fast Advanced Master Mix (Thermofisher
Scientific)TaqMan® hydrolysis probes (Thermofisher
Scientific).

Fig. 1 Filtration procedure as presented by MetaCell is shown in short. Blood is transferred into the separation
tube. The filtration starts as soon as the separation membrane touches the absorbent mass placed in the blue
separation tube holder. After the filtration process the plastic ring with the separation membrane can be
removed and placed directly into the culturing wells. After the short incubation period (min. 72 h) the
membrane can be taken out of the plastic ring, the cells on the membrane are cytomorphologically evaluated
and/or stored for later RNA/DNA analysis in Eppendorf tubes
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3 Methods

3.1 Peripheral Blood

Collection

1. Peripheral blood is collected into tubes containing EDTA as an
anticoagulant (e.g., S-Monovette/Vacuette). The samples are
stored at a temperature of 4–8 �C. The isolation procedure
should be completed within 24–48 h after the blood
withdrawal.

3.2 CTC-Isolation 1. Size-based separation method for viable CTCs-enrichment
from unclotted peripheral blood uses MetaCell® filtration
tubes within filtration procedure (see Fig. 1).

2. MetaCell® tube (see Fig. 2) should be treated with UV–light for
at least 15 min before use to prevent external contamination.

3. As a standard, 8 mL of blood is transferred into filtration tube.
The minimum and maximum volume of the filtered peripheral
blood may be adjusted with washing fluid up to 50 mL.

4. After completing the blood transfer, slightly push the plastic
column (see Fig. 2–No. 1) to create a direct contact between
the separation membrane and the absorbent.

5. Control the blood filtration flow, check if the whole blood
volume has been filtered (see Note 1).

6. After blood filtration, the separation membrane (see Fig. 2–No.
3) placed in a plastic holder (see Fig. 2–No. 3) with captured

Fig. 2 Part of the filtration set (MetaCell®)—a filtration tube is shown in detail to
identify specific parts of the filtration tube used in the protocol description. (1)
filtration tube (2) plastic ring—a holder of the separation membrane (3)
separation membrane
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cells is washed with RPMI. Use 50% of the starting blood
volume for RPMI washing.

7. Repeat the washing step at least twice (see Note 2).

3.3 CTCs Incubation

and Cultivation

1. Remove the tube from the blue holder (see Fig. 2) (seeNote 3).

2. Slightly turn and loosen the plastic ring (see Fig. 2–No.2) with
the membrane (see Fig. 2–No. 3).

3. Place the plastic ring (see Fig. 2–No. 2–3) with the membrane
into the 6-well plate.

4. Add growing medium to the well (see Note 4).

5. Place the 6-well plate into a CO2 incubator under standard cell
culture conditions (37 �C, 5% atmospheric CO2) for a mini-
mum of 72 h (incubation) or longer (cultivation) (seeNote 5).

6. If an intermediate CTCs-analysis is intended/necessary, the
CTC-fraction can be transferred from the separation mem-
brane (see Fig. 2–No. 3) by splashing the plastic ring with the
membrane (see Fig. 2–No. 2–3) with PBS (1.5 mL) to a cytos-
pin slide (2 slides).

3.4 CTCs

Visualization

1. The cells are analyzed by means of vital fluorescent microscopy
using unspecific nuclear (NucBlue™) and cytoplasmatic (Cell-
tracker™) stain. Basic cytomorphological parameters (see
Fig. 3) are evaluated by an experienced cytologist/pathologist.
As alternative standard hematological staining may be used
(May-Grunwald) (see Note 6).

3.5 Cytomor-

phological Analysis

1. The cells captured on the separation membrane are fluores-
cently stained after the short incubation period (72 h mini-
mum). After the short staining period (15 min) the membrane
(see Fig. 2–No. 3) with adherent cells is taken out from the
plastic ring holder (see Fig. 2–No. 2) and the membrane is
placed on the microscopic slide.

2. The fluorescently stained cells on the membrane are examined
using fluorescence microscopy in two steps: (1) screening at
�20 magnification to locate the cells; (2) observation at �40/
�60 magnification for detailed cytomorphological analysis.
Isolated cells and/or clusters of cells of interest are selected,
digitized, and the images are then examined by an experienced
researcher and/or pathologist.

3. Basic cytomorphological parameters are evaluated by experi-
enced cytologist/pathologist. CTCs are defined as cells with
the following characteristics (Fig. 3): (1) with a nuclear size
�10 μm); (2) irregular nuclear contour; (3) visible cytoplasm,
cells size over 15 μm; (4) prominent nucleoli; numerous
nucleoli (5) high nuclear-cytoplasmic ratio; (6) observed pro-
liferation, (7) cells invading the membrane pores creating 2D
or 3D cell groups.
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CTCs separated, cultured, and visualized by fluorescence are
shown on Fig. 4–9 (examples are shown for prostate carcinoma (see
Figs. 4 and 5), bladder carcinoma (see Figs. 6 and 7), and renal
carcinoma (see Figs. 8 and 9)). In all of the cases single CTCs
observed are shown in comparison to the proliferating and growing
CTC cultures.

3.6 Isolation of RNA

and DNA

1. For RNA/DNA isolation, transfer captured cells (including the
separation membrane) directly into the RLT buffer with β-
mercaptoethanol (600 μL) and store at �20 �C. Standard
protocols for RNA or DNA isolation can then be applied. As
a rule up to 10–20 ng of RNA are isolated from onemembrane.

2. RNA/DNA isolated from the CTC-fraction can be used for
molecular analysis according to standard protocols (seeNote 7).

4 Notes

1. In case of blood clotting, please add TrypLE solution, applying
ratio Blood: TrypLE ¼ 1:1, maximum volume of TrypLE is
5 mL.

Fig. 3 Cytomorphological parameters of the cancer cells captured on the separation membrane are evaluated
based on standard cytomorphological parameters. As the standard parameters were not set for the CTCs offi-
cially, we apply cytomorphological criteria reported by MetaCell. Based on these CTCs are defined as cells
with the following characteristics: (1) with a nuclear size �10 μm); (2) irregular nuclear contour; (3) visible
cytoplasm, cells size over 15 μm; (4) prominent nucleoli; numerous nucleoli; (5) high nuclear-cytoplasmic
ratio; (6) observed proliferation, (7) cells invading the membrane pores creating 2D or 3D cell groups
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2. If some blood remains on the membrane after the filtration is
completed, you may increase the washing solution volume and
repeat the washing.

3. You may collect the filtered blood absorbed into the absorbent
mass and preserve it for subsequent DNA isolation in dry place.

4. FBS-enriched RPMImedium (10%). Add 1 mL of the media to
the bottom of the well first. Add 1 mL of the media to the
membrane space over the plastic ring. Add 1 mL of the media
to the bottom of the well again. Add 1 mL of the media into
the membrane space in the plastic Alternatively, the enriched
CTCs fraction can be transferred from the membrane and
cultured directly on any plastic surface or a microscopic slide,
or the separation membrane may be translocated on a micro-
scopic slide.

5. CellTracker™ solution prepared according to the manufac-
turer’s protocol (max 500 μL) is added to the cultivation
well, additionally one drop of NucBlue™ is added directly to

Fig. 4 Single circulating tumor cells isolated from peripheral blood of prostate cancer patient. Bar represents
10 μm
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the well with captured cells (plastic ring). Cells are stained for a
minimun of 15 min.

6. Any commercial test using DNA isolated from the separated
cell fraction

7. We usually perform qPCR using probes for highest sensitivity.

Fig. 5 Circulating tumor cells isolated from peripheral blood of prostate cancer patient are shown as
proliferating in a culture. Bar represents 10 μm
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Fig. 6 Single circulating tumor cells isolated from peripheral blood of bladder cancer patient. Bar represents
10 μm
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Fig. 7 Circulating tumor cells isolated from peripheral blood of bladder cancer patient are shown as
proliferating in a culture. Bar represents 10 μm
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Fig. 8 Single circulating tumor cells isolated from peripheral blood of renal cancer patient. Renal carcinoma
CTCs usually exhibit the biggest size (>20 μm) in the comparison with prostate and bladder cancer. Bar
represents 10 μm
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Chapter 21

Epigenetic Treatment Options in Urothelial Carcinoma

Maria Pinkerneil, Michèle J. Hoffmann, and G€unter Niegisch

Abstract

Mutations, dysregulation, and dysbalance of epigenetic regulators are especially frequent in urothelial
carcinoma (UC) compared to other malignancies. Accordingly, targeting epigenetic regulators may provide
a window of opportunity particularly in anticancer therapy of UC. In general, these epigenetic regulators
comprise DNA methyltransferases and DNA demethylases (for DNA methylation), histone methyltrans-
ferases, and histone demethylases (for histone methylation) as well as acetyl transferases and histone
deacetylases (for histone and non-histone acetylation).
As epigenetic regulators target a plethora of cellular functions and available inhibitors often inhibit

enzymatic activity of more than one isoenzyme or may have further off-target effects, analysis of their
functions in UC pathogenesis as well as of the antineoplastic capacity of according inhibitors should follow a
multidimensional approach.
Here, we present our standard approach for the analysis of the cellular and molecular functions of

individual HDAC enzymes, their suitability as treatment targets and for the evaluation of isoenzyme-
specific HDAC inhibitors regarding their antineoplastic efficacy. This approach may also serve as prototype
for the preclinical evaluation of other epigenetic treatment approaches.

Key words Urothelial carcinoma, Targeted therapy, Epigenetics, Histone deacetylases, Histone dea-
cetylase inhibitors

1 Introduction

Only recently, a comprehensive genetic characterization of invasive
UCs has been published by The Cancer Genome Atlas project. In
this analysis, several presumably “drugable” genetic alterations
were confirmed and a number of additional ones were newly iden-
tified [1]. Thus, in principle, UCs should be susceptible to targeted
treatment approaches. However, clinical trials investigating the use
of “targeted therapies” (e.g., Sunitinib, Sorafenib, Everolimus,
Gefitinib, Trastuzumab) for treatment of UC have so far revealed
only modest efficacy [2–6].

The failure of targeted approaches in UC can be attributed to a
multitude of molecular “treatment escape mechanisms.” For exam-
ple, applying tyrosine kinase or mTOR inhibitors in UC triggers a
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variety of molecular mechanisms counteracting the antineoplastic
effects of these inhibitors at various steps of the targeted signaling
pathways [7, 8]. Therefore, focusing treatment directly on the
genomic targets of signaling pathways might be more sensible.
This assumption is underlined by recent findings of high-
throughput sequencing analyses showing that mutations, dysregu-
lation, and dysbalance of epigenetic regulators are especially fre-
quent in UC compared to other malignancies [1, 9]. These
epigenetic regulators generally target DNA methylation (DNA
methyltransferases, DNA demethylases), histone methylation (his-
tone methyltransferases, histone demethylases), and protein acety-
lation (histone acetyl transferases, histone deacetylases) [10].

In the last years, our group has focused particularly on investi-
gating the function of histone deacetylases (HDACs), which
maintain homeostasis of chromatin acetylation together with his-
tone acetyltransferases, regarding their suitability as antineoplastic
target in the treatment of UC [11–15]. An overview on current
knowledge on HDACs and HDAC inhibitors (HDACi) in UC is
given in [16].

“Classical” histone deacetylases are usually subdivided in four
classes (class I, class IIA, class IIB, and class IV). In summary, class I
HDACs (HDAC1, 2, 3, and 8) are essential for global acetylation
patterns in the nucleus and epigenetic regulation of gene expres-
sion, thereby promoting cellular proliferation and inhibiting differ-
entiation as well as apoptosis. Class IIA HDACs (HDAC4, 5, 7,
and 9) act as transcriptional co-repressors at specific genes, assem-
bling into multiprotein complexes with other transcriptional co-
repressors [17, 18]. Furthermore, they can act as transcriptional co-
activators, as SUMO-E3 ligases and as components of DNA repair
complexes and in the regulation of the cell cycle [19]. HDAC6 and
HDAC10 are the isoenzymes comprised in HDAC class IIB.
HDAC6 is involved mostly in cytoplasmic processes, e.g., post-
translational protein modifications. However, some studies point
towards a direct epigenetic function of HDAC6 as well [20, 21]. In
various cancers, critical involvement of HDAC6 in tumorigenesis,
metastatic spread and invasion has been shown [22]. Little infor-
mation is available about the function of HDAC10 except in neu-
roblastoma, where it activates autophagy rendering cells resistant to
chemotherapy [23]. It is unknown whether this mechanism is
relevant in other cancers. Not much is likewise known on the
physiological functions of HDAC11, the sole member of HDAC
class IV. It is best studied as a regulator of immune cell function
[24]. Only recently, HDAC11 has been proposed as a target for
antineoplastic treatment in several solid tumors [25].

Like other epigenetic regulators, these enzymes target a pleth-
ora of cellular functions. In addition, available HDACi often do not
inhibit enzymatic activity of only one isoenzyme and may exhibit a
variety of off-target effects on other nuclear and/or cytosolic
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enzymes [26]. Therefore, analysis of both the role of individual
HDACs in pathogenesis of urothelial carcinoma and the antineo-
plastic capacity of HDACi should follow a multidimensional
approach. On the following pages, we present a workflow of our
standard approach for the analysis of the molecular functions of
individual HDAC enzymes, their suitability as treatment targets
and for evaluating isoenzyme-specific HDACi for their antineoplas-
tic efficacy (see Fig. 1). Analogous approaches may be used in the
preclinical evaluation of other epigenetic treatment approaches.

In order to obtain a comprehensive characterization of the
effects of targeting HDACs in UC cells (UCCs), we generally select

Fig. 1 Workflow of standard approach for the analysis of cellular and molecular functions of different HDACs
after siRNA-mediated knockdown or pharmacological inhibition of single HDAC isoenzymes or in combination
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a set of cell lines which represents a heterogeneous spectrum of
UCs with different stages of differentiation and morphology and
different HDAC expression patterns. HDAC expression patterns of
different classes in UCCs and UC tissues are described in various
publications [12–15, 27–31], and HDAC expression in UCCs and
tissues is comprehensively reviewed elsewhere [16]. To assess the
specificity of HDAC inhibition on UCCs, we perform selected
experiments additionally in different nonmalignant urothelial and
non-urothelial control cells.

We target HDAC activity (single specific isoenzymes or in
combination) either by small interfering RNA (siRNA)-mediated
knockdown or by pharmacological inhibition with various HDACi
(see Fig. 1). In our experience, it is useful to initially perform an
siRNA-based screen of individual HDACs or up to two isoforms
simultaneously for antineoplastic effects in UC cells. An siRNA-
mediated knockdown of a single HDAC isoform will additionally
reveal specific compensatory mechanisms through transcriptional
or translational induction of other HDACs in the treated cells. Such
compensation mechanisms occur in various cell systems between
isoenzymes within one class. The best-known example is the com-
pensatory HDAC2 induction after HDAC1 targeting and vice
versa [32–35], which is also highly active in UCCs following
siRNA-mediated inhibition of HDAC1 or HDAC2 [12]. Based
on this initial screen, HDACi with suitable inhibitory activity can
be more efficiently chosen for subsequent investigation.

The choice of a suitable inhibitor also depends on the specific
scientific question. One may use pan-HDACis to inhibit all isoforms
of mammalian HDACs nonspecifically, e.g., SAHA or, alternatively,
may employ isoform-selective HDACi to target selected specific
members of the HDAC family, e.g., the class I-specific Romidepsin.
For the in-cell evaluation of the selectivity of HDACi, specific sub-
strates can be studied by Western blotting. For instance, we use α-
tubulin acetylation as a convenient, albeit not perfectly specific indi-
cator of class IIB HDAC6 inhibition [36–38], whereas global his-
tone hyperacetylation ensues following efficient inhibition of class I
enzymes. Development of truly isoform-selective HDACi is difficult
due to the high homology within the HDAC classes, but progress
has been made [39, 40]. To date, single isoform-selective HDACi
are available for HDAC3, HDAC6 and HDAC8 [41, 42]. In addi-
tion to selectivity, HDACi can be classified by their chemical struc-
ture (hydroxamic acids, benzamides, short-chain fatty acid
(carboxylic acids), cyclic peptides (thiols)) [40, 43] and by their
inhibitory concentrations ranging from low nM to mM [41].
HDACi can be consigned to three groups according to their specific
target selectivity: unselective pan-HDACi, class selectiveHDACi and
isoform-selective HDACi (see Fig. 1 and Subheading 2.2.2). We use
SAHA as a prototypic pan-HDACi control in almost all of our
HDAC experiments [11–13, 15].
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For detailed analysis of the cellular changes induced by siRNA-
mediated or pharmacological inhibition of HDACs we determine
several cellular parameters including morphology, viability, prolif-
eration and induction of cell death by different methods (see Fig. 1).
Cell cycle distribution of UCCs and control cells is measured by
flow cytometry. The relative content of apoptotic and necrotic cells
is determined by Annexin V/PI-staining. To further study cell
death mechanisms in addition to flow cytometry, luminescence-
based caspase activity for apoptosis and lactate dehydrogenase
(LDH) assays for necrosis are performed. Apoptosis induction is
confirmed by western blot detection of the apoptotic markers
cleaved PARP (poly(ADP-ribose) polymerase) and cleaved Caspase
3. Controls for apoptotic and necrotic cell death are generated by
treatment with Bortezomib and Actinomycin D, respectively.
Depending on the results obtained with these measurements, addi-
tional experiments for the exact determination of cell death
mechanisms may be conducted. These supplementary methods
include viability measurements after additional treatment with apo-
ptosis and necrosis inhibitors, β-galactosidase associated senescence
assay and qualitative and quantitative evaluation of nuclear mor-
phology (see Fig. 1). For example, detailed viability experiments
with apoptosis/pan-Caspase (e.g., Q-VD-OPh) or necrosis (e.g.,
Necrox-2) inhibitors are indicated to confirm hints at apoptotic or
necrotic mechanisms from the previous assays. Assays for
senescence-associated β-galactosidase are advisable if an increased
G1 fraction in cell cycle measurements or the morphology of cells
suggest cellular senescence. Staining of microfilaments (by
rhodamine-phalloidin) and nuclei (by DAPI) of treated and fixed
cells for validation of nuclear morphology is used to follow up
indications for cell cycle disruption and mitotic defects via a dis-
tinctly elevated G2/M cell cycle peak or an irregular cell cycle
profile. To quantify changes of nuclear morphology, we define
and count different nuclear phenotypes including mitosis, pro-
apoptotic nuclei and micronuclei as a percentage of interphase
nuclei.

Of note, after siRNA-mediated or pharmacological modula-
tion of HDAC activity, we often perform different experiments
simultaneously from a single treated well in order to more
directly compare different cellular parameters. These combined
experiments may thus include documentation of morphology, an
ATP assay for determination of cell viability, a caspase activity
assay, a measurement of cell cycle distribution and a colony
forming assay.

Molecular parameters include expression of HDACs, relevant
target genes, apoptotic markers and acetylation status of specific
substrates using extracted mRNA and protein by qRT-PCR, west-
ern blotting of total protein and histone extracts or immunofluo-
rescence staining (see Fig. 1). Assessed markers include, in addition
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to HDACs themselves, apoptotic markers (cleaved PARP1, cleaved
Caspase 3 and Caspase 8), cell cycle regulating factors such as
p21CIP1, thymidylate synthase (TS), and informative cyclins (A,
B1, D1, and E), acetylated substrates (ac. histone H3, ac. histone
H4, and ac. α-tubulin), and markers of DNA double-strand breaks
(γH2A.X and 53-BP1; see Tables 1 and 2). In this chapter we
describe histone extraction [44] and immunofluorescence staining
in detail. RNA isolation, cDNA synthesis, qRT-PCR, total protein
extraction, and western blot analysis are performed by standard
protocols that are not elaborated here. However, Tables 1 and
2 contain detailed lists of primers and antibodies used for these
techniques. Of note, for HDACs with marginal expression in
UCCs, suitable positive controls should be used in Western blot
analyses. For example, human neuroblastoma cells overexpress
HDAC8 [45] and can be used as positive controls for HDAC8
measurements.

Table 1
QuantiTect primer assays (Qiagen) and self-designed primers (Eurofins) for qRT-PCR (TA ¼ annealing
temperature)

Target Primer
Size
(bp)

TA
(˚C) Order number/sequence

10� QuantiTect assays and self-designed primers

HDACs HDAC1 Hs_HDAC1_1_SG 140 55 QT00015239, exons 3/4/5
HDAC2 Hs_HDAC2_1_SG 127 55 QT00001890, exons 12/13
HDAC3 Hs_HDAC3_1_SG 100 55 QT00093730, exons 2/3
HDAC8 Hs_HDAC8_1_SG 91 55 QT00049630, exons 10/11
HDAC4 Hs_HDAC4_1_SG 86 55 QT00005810, exons 12/13
HDAC5 HDAC5_qPCR 108 56 Fwd. ATGTCAGGTCGGGAACCATC

Rev. GGAACTGGGCATGGCTCTT
HDAC7 Hs_HDAC7_1_SG 121 55 QT00031822, exons 15/16/17
HDAC9 HDAC9_qPCR 133 56 Fwd. AAGTAGAGAGGCATCGCAGAGA

Rev. TTCGTTGCTGATTTACTCAGT
AGG

HDAC6 Hs_HDAC6_1_SG 64 55 QT00002709, exons 22/23
HDAC10 Hs_HDAC10_1_SG 161 55 QT00007252, Exons 15/16/17
HDAC11 HDAC11_qPCR 189 59 Fwd. ACTCGCCGCGCTACAACA

Rev. GCTCATTAAGATAGCGCCTCGTG

p21 p21_qPCR 146 55 Fwd. GGAAGACCATGTGGACCTGT
Rev. GGCGTTTGGAGTGGTAGAAA

TS TS_qPCR 102 57 Fwd. ATCACGGGCCTGAAGCCA
Rev. GGGTTCTCGCTGAAGCTGAATT

TBP TBP_qPCR 119 55 Fwd. ACAACAGCCTGCCACCTTA
Rev. GAATAGGCTGTGGGTCAGT
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Table 2
Antibodies for western blot analyses and immunofluorescence staining

Antigen Antibody Size (kDa) Dilution Order number, source

Antibodies for western blot analyses

HDACs HDAC1 HDAC1 C-19 69 1/1000 sc-6298, Santa Cruz
Biotechnology

HDAC2 HDAC2 H-54 59 1/5000 sc-7899, Santa Cruz
Biotechnology

HDAC3 HDAC3 H-99 49 1/1000 sc-11417, Santa Cruz
Biotechnology

HDAC8 HDAC8 42 1/400 A-4008, Epigentek
HDAC4 HDAC4 A-4 140 1/500 sc-46672, Santa Cruz

Biotechnology
HDAC7 HDAC7 A-7 105 1/1000 sc-74563, Santa Cruz

Biotechnology
HDAC6 HDAC6 H-300 160 1/5000 sc-11420, Santa Cruz

Biotechnology
HDAC10 HDAC10 D-9 70 1/500 sc-365270 Santa Cruz

Biotechnology
HDAC11 HDAC11

EPR11342(B)
39 1/1000 ab166907, Abcam

p21 p21 Sx118 21 1/1000 556430, BD Biosciences

TS TS106 36 1/400 MAB4130, Merck Millipore

Cyclins Cyclin A Cyclin A H-432 54 1/1000 sc-751, Santa Cruz
Biotechnology

Cyclin B1 Cyclin B1 H-433 60 1/1000 sc-752, Santa Cruz
Biotechnology

Cyclin D1 Cyclin D1 H-295 37 1/1000 sc-753, Santa Cruz
Biotechnology

Cyclin E Cyclin E HE-12 53 1/500 sc-247, Santa Cruz
Biotechnology

Cleaved PARP Cl. PARP Asp214 89 1/1000 9541, Cell Signaling
Technology

Cleaved Caspase3 Cl. Caspase 3
Asp175

17 1/1000 9664, Cell Signaling
Technology

Caspase 8 Caspase-8 (1C12) 18, 41/43,
57

1/1000 9746, Cell Signaling
Technology

Histones Ac. His. H3 Histone H3ac pAB 17 1/2000 39139, Active Motif
Ac. His. H4 Histone H4ac pAB 8 1/1000 39243, Active Motif
Total His. H3 Histone H3 96C10 17 1/2000 3638, Cell Signaling

Technology
Total His. H4 Histone H4 pAB 8 1/1000 39269, Active Motif

Ac. α-Tubulin Ac. Tubulin
6-11B-1

55 1/15000 T-7451, Sigma Aldrich

(continued)
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2 Materials

2.1 Urothelial

Carcinoma Cell Lines,

Control Cell Lines, Cell

Culture Media and

Materials

1. UCCs of various differentiation states and distinct HDAC
expression: epithelial phenotype (RT-112, 5637, VM-CUB1,
SW-1710) and mesenchymal phenotype (639-V, UM-UC-3
and T24).

2. Nonmalignant control cell lines (seeNote 1): normal urothelial
control cell lines HBLAK (spontaneously immortalized from
primary culture of uroepithelial cells (CELLnTEC)) [46], (see
Note 2) and TERT-NHUC (TERT-immortalized normal
human urothelial cells), non-urothelial control cell lines
HEK-293 (immortalized human embryonic kidney cells) and
HFF (human foreskin fibroblasts), and primary cultures of
NUC (normal urothelial control) cells [47, 48] isolated from
ureters after nephrectomy (see Note 3).

3. UCCs, HEK-293, and HFF cell culture medium: DMEM
(Dulbecco’s modified eagle medium) GlutaMAX-I supplemen-
ted with 10% heat-inactivated FCS (fetal calf serum).

4. HBLAK cell culture medium: serum-free CnT-Prime Epithelial
Culture Medium (CELLnTEC, see Note 2).

5. TERT-NHUC cell culture medium: keratinocyte serum-free
medium (KSFM) supplemented with 0.125 ng/m EGF (epi-
dermal growth factor), 30 μg/mL BPE (bovine pituitary
extract), 1% ITS (insulin-transferrin-selenium), 0.35 μg/mL
(�)N-epinephrine and 0.33 mg/mL hydrocortisone (see
Note 4).

6. NUC cell culture medium: calcium-free KSFM supplemented
with 5 ng/mL EGF, 50 μg/mL BPE and 100 μg/mL penicil-
lin/streptomycin (pen/strep, [47, 48], see Note 4).

7. PBS (phosphate buffered saline) buffer for washing cells before
detachment (see Note 5).

8. Trypsin-EDTA (ethylenediaminetetraacetate) cell detachment
solution for UCCs, HEK-293, HFF, TERT-NHUC, and
NUC cells.

Table 2
(continued)

Antigen Antibody Size (kDa) Dilution Order number, source

Antibodies for immunofluorescence staining

γH2A.X H2A.X Ser139 4 �C,
overnight

1/100 2577, Cell Signaling
Technology

53-BP1 53-BP1 BP18 4 �C,
overnight

1/250 05–725, Merck Millipore
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9. Trypsin inhibitor for TERT-NHUC and NUC cells: Dissolve
trypsin inhibitor in PBS buffer as a 1 mg/mL solution and
store at �20 �C.

10. Accutase cell detachment solution for HBLAK cells.

11. Versene/EDTA solution (0.02% EDTA) for NUC cells.

12. Collagen IV solution: 50 μg/mL collagen IV dissolved in 0.1%
acetic acid (see Note 1).

13. Pen/strep stock: Dissolve pen/strep as a stock of 10 mg/mL
and store at �20 �C.

14. Cell culture vessels: flasks (T25, T75), dishes (6 cm) and plates
(96 and 6 well).

15. Sterile cover slips for seeding of cells for immunofluorescence
staining.

2.2 Modulation

of HDAC Activity

2.2.1 SiRNA Transfection

1. siRNAs: HDAC-specific siRNAs and nonspecific or scrambled
siRNA controls (e.g., Silencer Select validated siRNA and
Silencer Select negative control, Ambion, Life Technologies)
dissolved in medium or ultrapure water at recommended con-
centration, e.g., 20 μM.

2. Transfection reagent suitable for siRNAs, e.g., Lipofectamine
RNAi MAX (Life Technologies).

3. Reduced serum medium, e.g., Opti-MEM suitable for cationic
lipid transfections.

2.2.2 Inhibitor Treatment 1. Unselective pan-HDACi, e.g., SAHA (suberoylanilide hydro-
xamic acid, Vorinostat).

2. Class-selective HDACi, e.g., class I selective HDACi Romidep-
sin (FK228, Depsipeptide), Givinostat (ITF2357), Entinostat
(MS-275), Mocetinostat (MGCD0103), 4SC-202.

3. Isoform-selective HDACi, e.g., targeting HDAC3 (RGFP966
and BG45) or HDAC6 (tubacin, tubastatin A, and ST-80).

4. Inhibitor DMSO (dimethyl sulfoxide) stock: Dissolve HDACi
in DMSO as stocks of 10 or 50 mM, aliquot and store at
�20 �C (see Note 6).

2.3 Assessing

Effects of HDAC

Targeting in UCCs

and Control Cells

2.3.1 Documentation

of Cell Morphology

1. Microscope and software for documentation of cell
morphology.
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2.3.2 ATP Assay for

Determination of Cell

Viability Following

siRNA-Transfection

and HDACi Treatment

(6-Well Format)

1. Reagent to measure number of viable cells on basis of ATP
determination e.g., CellTiter-Glo® Luminescent Cell Viability
Assay (Promega): after equilibration to room temperature dis-
solve 1 vial of lyophilized CellTiter-Glo® substrate in appropri-
ate amount of CellTiter-Glo® buffer and store protected from
light at �20 �C (see Note 7).

2. PBS buffer for washing cells before detachment.

3. Specific cell detachment solution (see Subheading 2.1).

4. Cell culture medium for specific cell type (see Subheading 2.1).

5. Collecting tubes.

6. 96-well microplates (see Note 8).

7. Stepper pipette and pipette tips.

8. Orbital plate shaker.

9. Luminescence microplate reader (0.25–1 s integration time per
well (see Note 7)).

2.3.3 MTT Assay for

Determination of Cellular

IC50 Values of HDACi

1. MTT reagent 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetra-
zolium bromide: dissolve MTT in PBS buffer as a stock of
5 mg/mL and store at �20 �C.

2. DMSO for denaturation of cells.

3. Stepper pipette and pipette tips.

4. Incubator: 37 �C, 5% CO2.

5. UV/Vis microplate reader (570 nm against reference wave-
length of 620 nm).

6. Software for approximation of IC50 values and dose response
curves by nonlinear regression analysis.

2.3.4 Colony Forming

Assay

1. Cell culture medium for specific cell type with 100 μg/mL
pen/strep (see Subheading 2.1).

2. 6 cm dishes (UCCs and HEK-293) or 6-well plates (urothelial
control cells) (see Note 9).

3. PBS buffer for washing cells before detachment and for Giemsa
staining.

4. Specific cell detachment solution (see Subheading 2.1).

5. Collecting tubes.

6. 50 μg/mL collagen IV dissolved in 0.1% acetic acid for coating
of control cell culture plates (see Note 10).

7. 50% methanol in PBS buffer.

8. 100% methanol.

9. Giemsa staining solution.
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10. Tap water.

11. Plastic tray for washing Giemsa plates.

12. Scanner for documentation (see Note 11).

2.3.5 Flow Cytometry The following listed materials are those that are required for both
applications, analysis of cell cycle and apoptosis.

1. Propidium iodide (PI) stock: dissolve PI in PBS as a stock of
2 mg/mL and store in the dark at 4 �C (see Note 12).

2. PBS buffer for washing cells before detachment and cell pellet.

3. Specific cell detachment solution (see Subheading 2.1).

4. Cell culture medium for specific cell type (see Subheading 2.1).

5. Flow cytometer tubes.

6. Rack for flow cytometer tubes.

7. Aluminum foil for wrapping tubes with stained cells.

8. Flow cytometer and software.

9. Vortex mixer.

10. Centrifuge with tube inserts up to 15 mL.

Additionally required for cell cycle analysis.

11. Nicoletti buffer: 0.1% sodium citrate (Na3C6H5O7), 0.1% Tri-
ton X-100, 50 μg/mL PI (see Note 13) [49].

Additionally required for Annexin staining.

12. Annexin V FITC (fluorescein isothiocyanate) conjugate, e.g.,
(FITC)-conjugated recombinant chicken Annexin V
(Immunotools)

13. Annexin V binding buffer: 10mMHEPES (4-(2-hydroxyethyl)-
1-piperazineethanesulfonic acid; C8H18N2O4S) pH 7.4,
150 mM sodium chloride (NaCl), 5 mM potassium chloride
(KCl), 5 mM magnesium chloride (MgCl2), 1.6 mM calcium
chloride (CaCl2).

2.3.6 Caspase

Activity Assay

1. Reagent to measure caspase activity on basis of a specific lumi-
nogenic Caspase substrate generating luminescence signal after
Caspase cleavage, e.g., Caspase-Glo® 3/7 assay (Promega),
which assesses Caspase 3 and 7 activity with the specific tetra-
peptide sequence DEVD (Asp/Glu/Val/Asp) substrate: after
equilibration to room temperature dissolve lyophilized Cas-
pase-Glo® 3/7 substrate in the appropriate amount of Cas-
pase-Glo® 3/7 buffer and store protected from light at�20 �C
(see Note 14).

2. PBS buffer for washing cells before detachment.

3. Specific cell detachment solution (see Subheading 2.1).
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4. Cell culture medium for specific cell type (see Subheading 2.1).

5. Collecting tube.

6. 96-well microplates (see Note 8).

7. Stepper pipette and pipette tips.

8. Orbital plate shaker.

9. Luminescence microplate reader.

2.3.7 LDH Assay 1. 10 mL BSA (bovine serum albumin) solution: dissolve BSA in
PBS buffer as a 1% stock.

2. Colorimetric kit to measure LDH release from damaged cells as
a marker for cellular cytotoxicity and necrosis induction, e.g.,
Pierce™ LDH Cytotoxicity Assay Kit (Thermo Fisher Scien-
tific) containing substrate mix, assay buffer, 10� lysis buffer,
stop solution, and LDH positive control: dissolve 1 vial of
lyophilized substrate mix in 11.4 mL ultrapure water and add
0.6 mL assay buffer. Store this reaction mix protected from
light at�20 �C.Mix 1 μL LDH positive control with 10mL 1%
BSA solution (see Note 15).

3. Cell culture medium with a minimum serum amount previ-
ously ascertained for each cell line, e.g., DMEM GlutaMAX-I
supplemented with 1–5% heat-inactivated FCS for UCCs
(see Note 16).

4. Bortezomib (apoptosis control): dissolve Bortezomib in
DMSO as a stock of 10 mM and store at �20 �C.

5. Actinomycin D (necrosis control): dissolve Actinomycin D in
DMSO as a stock of 2 mg/mL and store at �20 �C.

6. Incubator: 37 �C, 5% CO2.

7. 96-well microplates.

8. Stepper pipette and pipette tips.

9. UV/Vis microplate reader (490 nm against reference wave-
length of 680 nm).

2.3.8 Histone Extraction

and Determination

of Concentration by BCA

Protein Assay

We perform histone extraction according to a published Nature
protocol by Shechter et al. 2007 based on sulfuric acid extraction
and trichloroacetic acid (TCA)-precipitation [44].

1. PBS buffer for washing cells before detachment and cell pellet.

2. Specific cell detachment solution (see Subheading 2.1).

3. Cell culture medium for specific cell type (see Subheading 2.1).

4. Collection tubes up to 15 mL.

5. Centrifuge with tube inserts up to 15 mL.

6. Vortex mixer.

7. 1.5 mL microliter tubes.

300 Maria Pinkerneil et al.



8. Cooling centrifuge for microliter tubes up to 1.5 mL.

9. 100� protease inhibitor cocktail.

10. 100� phosphatase inhibitor cocktail.

11. Hypotonic lysis buffer (ice-cold, seeNote 17): 10 mMTRIS Cl
pH 8.0, 1 mM KCl, 1.5 mM MgCl2, 1 mM dithiothreitol
(DTT), 1 mM phenylmethanesulfonylfluoride (PMSF), 1�
protease inhibitor cocktail (1/100), 1� phosphatase inhibitor
cocktail (1/100).

12. 0.2 M sulfuric acid (H2SO4).

13. 100% TCA (4 �C): 2.2 g TCA plus 1 mL ultrapure water.

14. 100% acetone (ice-cold).

15. Ultrapure water for dilution of histone pellet, BSA standard,
and as a blank (see Note 18).

16. Rotating shaker for incubation at 4 �C.

17. Bicinchoninic acid (BCA) protein assay for determination of
protein concentration e.g., Pierce BCA Protein Assay Kit
(Thermo Fisher Scientific) containing BCA reagent A (sodium
carbonate (Na2CO3), sodium bicarbonate (NaHCO3), BCA,
sodium tartrate (C4H4O6Na2) in 0.1 M sodium hydroxide
(NaOH)), BCA reagent B (4% cupric sulfate), and 2 mg/mL
BSA standard ampules (seeNote 19). All components of the kit
can be stored at room temperature.

18. Staining solution: mix 50 volumes of BCA reagent A with 1
volume of BCA reagent B in required quantity (200 μL per
probe: BSA standards (7�), samples, and blanks (2�) in 2 repli-
cates). Staining solution can be stored at room temperature for
some days.

19. BSA standard dilution set: 2000, 1000, 500, 250, 125, 62.5,
and 31.25 μg/mL final BSA concentrations (see Note 18).

20. 96-well microplates.

21. Orbital plate shaker.

22. Incubator: 37 �C.

23. Stepper pipette and pipette tips.

24. UV/Vis microplate reader (562 nm).

2.3.9 Immuno-

fluorescence Staining

1. Microscope slides and cover slips.

2. Ultraviolet (UV) crosslinker instrument for generation of DNA
double-strand breaks as positive control.

3. PBS buffer for washing cells.

4. Fixation solution: 4% formaldehyde in PBS buffer.

5. PBST washing buffer: 0.3% BSA, 0.1% Triton X-100 in PBS
buffer.
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6. Permeabilization solution: 0.3% Triton X-100 in PBS buffer.

7. Blocking solution: 10% goat serum, 0.3M glycine, 0.1% Triton
X-100 in PBS buffer.

8. Primary antibodies pH2A.X and 53-BP1 (see Table 2).

9. Secondary antibodies e.g., Alexa Fluor 488 Goat Anti-Rabbit
IgG and TRITC-Goat Anti-Mouse IgG (H þ L) Conjugate
(Life Technologies).

10. Antibody dilution buffer: 1% BSA, 0.1% Triton X-100 in PBS
buffer.

11. Elastic plastic paraffin film.

12. Big glass container and towels.

13. Aluminum foil for covering slips.

14. DAPI (40,6-diamidino-2-phenylindole) stock: Dissolve DAPI
in PBS buffer as a stock of 0.5 mg/mL and store protected
from light at �20 �C.

15. 70% ethanol.

16. Fluorescence mounting medium.

17. Orbital plate shaker.

18. Microscope and software for documentation of fluorescence
signals.

3 Methods

3.1 Cell Culture

and Seeding

for Experiments

1. Cell seeding in 96-well plates for determination of HDACi
cellular IC50 values by MTT assay (see Subheading 3.3.3):
Seed UCCs and control cells (see Note 1) 24 h before treat-
ment in quadruplicates per treatment option (72 h). Include
medium control, DMSO solvent control and defined concen-
tration ranges of HDACi (seeNote 20). Prepare four medium-
containing wells without cells for a blank. Depending on the
cell line plate 1000–5000 cells per well in 100 μL cell culture
medium.

2. Cell seeding in 96-well plates for LDH assay (see Subheading
3.3.7): Seed UCCs and control cells (see Note 1) 24 h before
treatment in quadruplicates per treatment option (24 and 48 h,
medium control, DMSO solvent control, up to two defined
concentrations of specific HDACi, pan HDACi SAHA control,
Bortezomib (apoptosis), and Actinomycin D (necrosis) con-
trol). Further prepare wells in quadruplicates for kit internal
controls consisting of medium without serum and medium
with minimum serum amount (both without cells) and for
spontaneous LDH activity control and maximum LDH activity
control (both with cells). Before preparing and running the
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first HDACi-mediated cytotoxicity assay determine the suitable
minimum serum amount in medium (seeNote 16) and optimal
cell number for each specific cell line for the LDH assay.

3. Cell seeding in 6-well plates for siRNA transfection (see Sub-
heading 3.2.1) and inhibitor treatment (see Subheading 3.2.2):
Seed UCCs and control cells (seeNote 1) 24 h before treatment
in duplicates per treatment option (siRNA transfection: 72 h,
medium control, transfection control, nonspecific or scrambled
siRNA control, and HDAC-specific siRNA; inhibitor treatment:
24 and 48 h,medium control, DMSO solvent control, up to two
defined concentrations of specific HDACi, and pan HDACi
SAHA control). Depending on the cell line plate
100,000–250,000 cells per well in 2 mL cell culture medium.
For immunofluorescence staining (see Subheading 3.3.9) follow-
ing inhibitor treatment place sterile cover slips in 6-well plates
before seeding cells. Additionally, for inhibitor treatment
options prepare extra wells for generation of DNA double-
strand break positive controls and wells with untreated cells for
primary antibody negative control (see Note 21).

4. Cell seeding in T25 or T75 flasks for histone extraction (see
Subheading 3.3.8): Depending on the cell line seed UCCs and
control cells (see Note 1) in T25 or T75 flasks 24 h before
treatment. Prepare one flask for each treatment option and
time point (24–120 h, medium control, DMSO solvent con-
trol, up to two defined concentrations of specific HDACi and
pan HDACi SAHA control).

3.2 Modulation

of HDAC Activity

For siRNA transfection and inhibitor treatment cells should be
50–80% confluent.

3.2.1 SiRNA Transfection 1. Add 2 mL fresh medium without antibiotics to the cells.

2. Transfection solution A: Prepare 249 μL reduced serum
medium plus 1 μL siRNA stock [20 μM] per transfection
reaction and mix thoroughly. For transfection control use
reduced serum medium without siRNA.

3. Transfection solution B: Prepare 245 μL reduced serum
medium plus 5 μL transfection reagent per transfection and
mix thoroughly.

4. Add transfection solution A to transfection solution B at a 1:1
ratio, mix gently and incubate for 15 min at room temperature.

5. Add 500 μL of the transfection solution drop by drop to each
well (6-well plate). End concentration is 10 nM siRNA (in
2.5 mL total medium volume).

6. Culture cells for 72 h, as a rule, before using them for further
experiments.
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3.2.2 Inhibitor Treatment In steps 2–4 the concentration of the specific HDACi should
correspond to the approximate IC50 values of the inhibitors.

1. Treatment in 96-well plates for MTTassay for determination of
cellular IC50 values of HDACi (see Subheading 3.3.3): Treat
cells with defined concentration ranges of the HDACi in quad-
ruplicates for 72 h with a treatment volume of 100 μL medium
per well. For control and normalization treat cells with medium
and DMSO solvent control (max. 0.1%) and use medium wells
only as a blank. Perform at least three independent experiments
(see Note 20).

2. Treatment in 96-well plates for LDH assay (see Subheading
3.3.7): Treat cells with up to two defined concentrations of
specific HDACi, 2.5 μM SAHA, DMSO solvent control (max.
0.1%), and medium in quadruplicates for 24 and 48 h with a
treatment volume of 100 μLmedium per well (seeNote 16). As
additional control for apoptotic and necrotic cell death treat
cells with 30 nM Bortezomib (apoptosis) and 4 μg/mL Acti-
nomycin D (necrosis) and add 10 μL of ultrapure water to the
spontaneous LDH activity control. Do not treat the remaining
wells with the kit internal controls since they are required only
when performing the assay.

3. Treatment in 6-well plates for documentation of morphology
(see Subheading 3.3.1), determination of viability via ATP assay
(see Subheading 3.3.2), colony forming assay (see Subheading
3.3.4), flow cytometry (see Subheading 3.3.5), caspase activity
assay (see Subheading 3.3.6) and immunofluorescence staining
(see Subheading 3.3.9): Treat cells with up to two defined
concentrations of specific HDACi, 2.5 μM pan-HDACi
SAHA, DMSO solvent control (max. 0.1%) and medium in
duplicates for 24 and 48 h with a treatment volume of 2 mL per
well.

4. Treatment in T25 or T75 flasks for histone extraction (see
Subheading 3.3.8): Treat cells with up to two defined concen-
trations of specific HDACi, 2.5 μM pan HDACi SAHA,
DMSO solvent control (max. 0.1%) and medium for 24 and
48 h or additionally for 72, 96 and 120 h in a total volume of 5
(T25) or 12 (T75) mL per flask. For an additional histone
acetylation positive control cells treated with 3 nMRomidepsin
for 48 h may be used.

3.3 Assessing

Effects of HDAC

Targeting in UCCs

and Control Cells

3.3.1 Documentation

of Cell Morphology

1. Document shape and appearance of untreated and siRNA-
transfected or inhibitor-treated cells with a microscope at dif-
ferent magnifications and time points, e.g., 24, 48, or 72 h after
modulation of HDAC activity (see Note 22).
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3.3.2 ATP Assay for

Determination of Cell

Viability Following

siRNA-Transfection

and HDACi Treatment

(6-Well Format)

1. Wash cells with PBS buffer and detach cells with 300 μL specific
detachment solution (see Subheading 2.1).

2. Resuspend detached cells in 1 mL cell culture medium and
collect cell suspension in collecting tubes.

3. Transfer 50 μL of each cell suspension in quadruplicates to a
new 96-well microplate. Additionally, prepare 50 μL of
medium in quadruplicates as a blank for background lumines-
cence (see Note 23).

4. Add 50 μL of CellTiter-Glo® Luminescent Cell Viability Assay
to each well (ratio 1/1) and mix for 2 min with an orbital plate
shaker (see Note 24).

5. Incubate plate for 10 min at room temperature.

6. Measure luminescence of each well with a microplate reader
(0.25–1 s integration time per well). Calculate final lumines-
cence values by subtracting the average medium blank value of
each luminescence value. For normalization set untreated con-
trols as 100% and plot relative viability of each control and
treated sample.

3.3.3 MTT Assay

for Determination

of Cellular IC50 Values

of HDACi

1. Add 10 μL 5 mg/mL MTT stock solution to each well (cells
and medium blank) and mix gently.

2. Incubate 96-well plate for 1 h at 37 �C (see Note 25).

3. Completely discard cell medium and MTT reagent mixture.

4. For denaturation of cells add 50 μL DMSO per well and mix
gently to dissolve crystallized structures.

5. Measure absorbance of each well at 570 nm and 620 nm (ref-
erence wavelength) with a microplate reader. Subtract values of
reference wavelength from 570 nm values and calculate final
absorbance values by subtracting the average medium blank
value of each absorbance value.

6. Plot inhibitor concentration (x axis) against average absorbance
values (y axis). For normalization set DMSO solvent control as
100%.

7. Approximate cellular IC50 values by nonlinear regression ana-
lyses (see Note 20).

3.3.4 Colony Forming

Assay

1. Prepare 6 cm dishes (UCCs and HEK-293) or 6-well plates
(urothelial control cells) with 5 or 2 mL cell culture medium
for specific cell type containing 100 μg/mL pen/strep in dupli-
cates per treatment option (see Subheading 2.1 and Notes 1
and 10).

2. Wash cells with PBS buffer and detach cells with 300 μL specific
detachment solution (see Subheading 2.1).
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3. Resuspend detached cells in 1 mL medium and collect cell
suspension in collecting tubes.

4. Transfer 10 μL each of well resuspended cells (500–1500 cells)
into 6 cm dishes or 6-well plates and mix thoroughly to spread
cells evenly.

5. Culture cells for 7–21 days and observe colony formation. The
incubation time depends strongly on the cell line and can be
significantly longer especially for urothelial control cells.

6. When clearly visible colonies have formed, stain with Giemsa
staining solution: Wash dishes or plates with PBS and subse-
quently with 50% methanol in PBS, fix colonies with 100%
methanol for 10 min at room temperature and stain colonies
with Giemsa staining solution for 2–5 min at room
temperature.

7. Remove Giemsa staining solution and remove background
staining of Giemsa plates by washing the plates for 30 min in
tap water.

8. Document colony formation by scanning the plates (seeNote 11).

3.3.5 Flow Cytometry

Cell Cycle Distribution

1. Remove cell culture medium and wash cells with PBS buffer.
Collect both in flow cytometer tubes to include death and
detached cells from the supernatant.

2. Detach cells with 300 μL specific detachment solution (see
Subheading 2.1).

3. Resuspend detached cells in 1 mL cell culture medium and add
cell suspension to the flow cytometer tubes (see Note 26).

4. Pellet cells by centrifugation step at 200 � g for 5 min at room
temperature. Discard supernatant, wash cell pellet with 1 mL
PBS buffer, and repeat centrifugation step.

5. Add 300–500 μL Nicoletti buffer to the cells, resuspend cells
by vortexing, cover them with aluminum foil and incubate for
30 min at room temperature.

6. Store stained cells on ice and vortex cells again immediately
before measuring cell cycle distribution with a flow cytometer.

Annexin V/PI Staining 1. Remove cell culture medium and wash cells with PBS. Collect
both medium and wash buffer in flow cytometer tubes to
include dead and detached cells from the supernatant.

2. Detach cells with 300 μL specific detachment solution (see
Subheading 2.1).

3. Resuspend detached cells in 1 mL cell culture medium and add
cell suspension to the flow cytometer tubes.
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4. Pellet cells by a centrifugation step at 200� g for 5 min at room
temperature. Discard supernatant, wash cells with 1 mL
Annexin V binding buffer and repeat centrifugation step.

5. Resuspend cells well in 70 μL Annexin V binding buffer by
vortexing thoroughly.

6. Add 5 μL Annexin V FITC conjugate and 7.5 μL PI stock to
the cells, mix thoroughly, cover them with aluminum foil and
incubate for 15 min at room temperature.

7. Add 500 μL Annexin V binding buffer to the cells and vortex
cells immediately before determining the amount of apoptotic
and necrotic cells with a flow cytometer.

3.3.6 Caspase Activity

Assay

1. Wash cells with PBS and detach cells with 300 μL specific
detachment solution (see Subheading 2.1).

2. Resuspend detached cells in 1 mL cell culture medium and
collect cell suspension in collecting tubes.

3. Transfer 50 μL of each cell suspension in quadruplicates into a
new 96-well microplate. Additionally, prepare 50 μL of
medium in quadruplicates as a blank for background lumines-
cence measurement (see Note 23).

4. Add 50 μL of Caspase-Glo® 3/7 assay to each well (ratio 1/1)
and mix for 30 s with an orbital plate shaker (see Note 24).

5. Incubate plate for 1 h at room temperature.

6. Measure luminescence of each well with a microplate reader.
Calculate final luminescence values by subtracting the average
medium blank value of each luminescence value. For normali-
zation, set untreated controls as 100% and plot relative caspase
activity of each control and treated sample in a bar graph (see
Note 27).

3.3.7 LDH Assay The LDH assay is performed as described in the manufacturer’s
protocol (see Note 15).

1. Fill 10 μL of 10� lysis buffer into the kit internal maximum
LDH activity control wells, mix gently, and incubate the cells
for further 45 min at 37 �C in the cell incubator (5% CO2).

2. Pipette 50 μL medium of each sample into a new 96-well
microplate including medium of kit internal controls, medium
of untreated and HDACi-treated cells, and medium of cells
treated with Bortezomib and Actinomycin D as apoptosis and
necrosis control, respectively (see Note 28).

3. Additionally add 50 μL of LDH positive control in quadrupli-
cates into the new 96-well microplate.

Epigenetic Treatment of UC 307



4. Add 50 μL of prepared reaction mix to each sample, mix gently,
and incubate the plate in the dark for 30 min on room
temperature.

5. Stop the reaction by adding 50 μL of stop solution to each
reaction well and mix gently.

6. Measure absorbance of each well at 490 nm and 680 nm (ref-
erence wavelength) with a microplate reader. Subtract values of
reference wavelength from 490 nm values to calculate cor-
rected absorbance values (cABS).

7. For calculation of the relative LDH release of damaged cells use
the formula below (taken from the kit instructions) and plot
relative LDH release of each control and treated sample (for
reference see Note 15):

Relative LDH release

¼ cABS sample LDH activity � cABS spontaneous LDH activity control

cABS maximum LDH activity control� cABS spontaneous LDH activity control

� 100

3.3.8 Histone Extraction

and Determination

of Concentration by BCA

Protein Assay

The procedure is adapted from Shechter et al. 2007 [44].

1. Wash cells with PBS buffer, detach cells with specific detach-
ment solution, and resuspend the cells in medium (see Sub-
heading 2.1, Note 29).

2. Add cells to collection tubes and pellet cells by a centrifugation
step at 200 � g (rcf) for 5 min at room temperature. Discard
supernatant, wash cell pellet with PBS buffer, and repeat cen-
trifugation step.

3. Discard supernatant (see Note 30) and resuspend cell pellet in
1 mL ice-cold hypotonic lysis buffer. Transfer cell solution into
1.5 mL microliter tubes.

4. Rotate cell solution with a rotating shaker for 1 h at 4 �C.

5. Pellet intact nuclei at 10,000 g (rcf) for 10 min at 4 �C and
discard supernatant completely.

6. Resuspend nuclei in 400 μL 0.2 MH2SO4 very well and vortex
if necessary.

7. Rotate nuclei solution with a rotating shaker overnight at 4 �C.

8. To remove nuclear waste pellet samples at 16,000 g (rcf) for
10 min at 4 �C and transfer the supernatant into new 1.5 mL
microliter tubes.

9. Precipitate histones by adding 132 μL of 100% TCA drop by
drop and repeatedly inverting the solution. Incubate milky
solution for 4 h on ice.
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10. Pellet histones at 16,000 g (rcf) for 10 min at 4 �C.

11. Carefully discard supernatant and wash with ice-cold 100%
acetone without destroying the histone pellet.

12. Pellet histones at 16,000 g (rcf) for 5 min at 4 �C.

13. Repeat steps 11 and 12 twice more (see Note 31).

14. Carefully remove supernatant completely and dry histone pel-
let for 20 min at room temperature.

15. Dissolve histone pellet in 100 μL ultrapure water and transfer
lysates to new 1.5 mL microliter tubes (see Note 32).

16. Prepare BSA standard dilution set in ultrapure water with
2000, 1000, 500, 250, 125, 62.5, and 31.25 μg/mL final
BSA concentrations (seeNote 18), by successive dilution steps.

17. Pipette 10 μL of BSA standard dilution set (2�), extracts (2�),
and blank (4�) (see Notes 18 and 33) into a 96-well
microplate.

18. Add 200 μL of staining solution to each well using a stepper
pipette, mix 2 min on an orbital plate shaker, and incubate for
30 min at 37 �C.

19. Measure absorbance of each well at 562 nm with a microplate
reader, subtract the average blank value of each absorbance
value, and calculate histone concentration (see Note 34).

3.3.9 Immuno-

fluorescence Staining

1. Prepare DNA double-strand break positive control: Incubate
6-well plates without their lid with cells grown on cover slips in
a UV crosslinker instrument (100 mJ/cm2) and then incubate
the plates for 1 h in a cell incubator.

2. Preparation of positive controls and HDACi-treated and
untreated cells grown on cover slips: Remove media from 6-
well plates and wash cells with PBS buffer. Incubate cells with
fixation solution for 10 min and wash twice for 5 min with
PBST washing buffer (see Note 35). Afterwards, permeabilize
cells with permeabilization solution for 10 min and wash with
PBST washing buffer twice for 10 min. Perform all steps at
room temperature and during washing steps use an orbital
plate shaker.

3. Before antibody staining block cells with blocking solution for
1 h.

4. Double staining with primary antibodies: Prepare 50 μL of
primary antibody solution per coverslip by adding 1/100
pH2A.X and 1/250 53-BP1 antibody to antibody dilution
buffer (see Note 21). Fix a plastic paraffin film large enough
for all cover slips in a big glass container. Cover the edge of the
glass container with wet towels to prevent cover slips from
drying out during primary antibody incubation. Pipette
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50 μL of primary antibody solution per cover slip onto the film
and maintain a certain minimum distance between the drops.
Take out the cover slips from blocking solution, carefully
remove excess solution and place the cover slips cells downward
on the primary antibody solution. Cover the glass container
with aluminum foil and incubate cells at 4 �C overnight. After
incubation, return the cover slips to the 6-well plates with cells
upwards and wash cells four times for 10 min with PBST
washing buffer.

5. Double staining with secondary antibodies: Prepare 50 μL of
secondary antibody solution per coverslip by adding 1/500
Alexa Fluor 488 Goat Anti-Rabbit IgG and 1/250 TRITC-
Goat Anti-Mouse IgG (Hþ L) Conjugate to antibody dilution
buffer. Pipette 50 μL of secondary antibody solution per cover
slip onto a plastic paraffin film and place the cover slips with
cells down on the secondary antibody solution after carefully
removing the excess solution. Cover the paraffin film with a
nontransparent box to protect the cover slips from light and
incubate at room temperature for 1 h. After incubation return
the cover slips into the 6-well plates with cells up and wash
three times for 10 min with PBST washing buffer.

6. Counterstain nuclei with 1/4000 DAPI in PBS buffer for
3 min at room temperature and wash two times for 10 min
with PBST washing buffer.

7. Add a drop of mounting medium to microscope slides (see
Note 36) and place the cover slips cells downwards onto the
drop. Avoid air bubbles and carefully remove the excess solu-
tion of cover slips before mounting. Store microscope slides at
4 �C.

8. Document the signals using a fluorescence microscope (see
Note 37).

4 Notes

1. For most listed nonmalignant control cells, coating with colla-
gen IV is required. For this purpose cell culture flasks or plates
are coated with 50 μg/mL collagen IV dissolved in 0.1% acetic
acid for 30 min at room temperature or overnight at 4 �C and
washed twice with PBS buffer before seeding of cells.

2. HBLAK cells and medium required for cultivation can be
purchased from CELLnTEC. Other media for cultivation of
the epithelial HBLAK cells are not established in our labora-
tory. We have recently published a comprehensive characteriza-
tion of HBLAK cells as a urothelial cell culture model [46].
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3. We perform isolation of NUCs from ureters after nephrectomy
via a protocol based on Southgate et al. 1994 as modified by
Swiatkowski et al. 2003 [47, 48].

4. Supplemented KSFM can only be used for 2 weeks. For this
reason, medium should be supplemented only in needed
amounts and long storage should be avoided.

5. For cell culture we basically use sterile premixed PBS buffer
without CaCl2 and MgCl2 and low endotoxin. For all other
applications where sterility is optional we use premixed PBS
buffer powder dissolved in ultrapure water.

6. Control wells were treated with DMSO only to a maximum of
0.1%. Most HDACis are soluble in DMSO and can be used and
stored as a 10 mM DMSO stock. Due to higher cellular IC50

values for some inhibitors it is necessary to use a 50 mM
DMSO stock in order not to exceed the maximum concentra-
tion of DMSO during cell treatment with IC50 concentrations.

7. For more detailed information and reference specific for the
CellTiter-Glo® Luminescent Cell Viability Assay see the tech-
nical bulletin from Promega (www.promega.com/protocols).

8. For luminescence-based applications special 96-well micro-
plates with black well walls and a transparent bottom are opti-
mal to avoid interference by signals of neighboring wells.

9. The sizes of cell culture vessels need to be adjusted for specific
cell lines because control cells often have to be used at a higher
density for optimal colony growth.

10. For optimal colony formation of nonmalignant control cells
collagen IV coating is required (see Note 1). Especially for
colony forming assay with HEK-293 cells a coating is particu-
larly important because the grown colonies detach very easily
from cell culture vessels during Giemsa staining. For this rea-
son, we recommend subtle handling during the entire dyeing
process.

11. Colony forming assays can be quantitatively and statistically
evaluated for number and size of grown colonies manually or
automatically using special programs and plugins e.g., ImageJ
(https://imagej.nih.gov/ij/).

12. PI is a toxic intercalating molecule that should be handled very
carefully.

13. Nicoletti buffer without PI can be stored at 4 �C for a long
time. PI should be added always freshly before each
experiment.

14. For more detailed information’s and reference specific for the
Caspase-Glo® 3/7 assay see the technical bulletin (www.pro
mega.com/protocols). The Caspase-Glo® 3/7 reagent is very
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sensitive to contaminations with caspases or luciferin. For this
reason, any contaminations with other solutions e.g., through
reusing pipette tips should be avoided.

15. Substrate mix, assay buffer, and reaction mix should be stored
protected from light at �20 �C. 10� lysis buffer, stop solution
and LDH positive control should be stored at 4 �C. For more
detailed information and reference specific for Pierce™ LDH
Cytotoxicity Assay Kit see the user guide (www.thermofisher.
com).

16. Serum in cell culture medium can induce strong background
signals during measurement of LDH activity. The supplier
recommends using a reduced serum amount during the treat-
ment of cells for the LDH assay. It should be tested before,
which minimal serum amount can be used without affecting
cell viability.

17. The following components should be added just directly
before using the hypotonic lysis buffer: DTT, PMSF and pro-
tease and phosphatase inhibitor cocktail.

18. For histone extracts ultrapure water should be used for blank
(BCA assay) or as diluent for BSA standard set and extracts for
BCA assay and SDS-PAGE.

19. For more detailed information and reference specific for Pierce
BCA Protein Assay Kit see the supplier’s instructions (www.
thermofisher.com).

20. For HDACi whose cellular activity is determined for the first
time we recommend to refer to IC50 values already published
for other cell lines to choose an appropriate concentration
range. At least eight different inhibitor concentrations within
the relevant range and four replicates per concentration with an
appropriate standard deviation should be available to perform a
reliable regression analyses and IC50 determination.

21. In addition to staining of a DNA double-strand break positive
control we further use a negative control without primary
antibody to check for secondary antibody nonspecific binding
and false positive signals.

22. Morphological characteristics frequently observed after phar-
macological modulation of HDAC activity in UCCs and con-
trol cells are apoptotic features (blebbing, detachment,
granularity, and vacuolation), senescence-like features (increase
in cell and nuclear size, granulation, and flattening) and cell
elongation with fibroblastoid morphology.

23. When using a normal 96-well microplate (see Note 8) leave at
least one well empty between the different sample
quadruplicates.
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24. Basically, this assay can also be performed in 96-well formats by
seeding and treating cells with HDACi directly into 96-well
plates. This eliminates steps like detachment and distribution
of cells, so that the substrate only has to be added to the cells at
a 1:1 ratio.

25. For some cell lines, a shorter or longer incubation period might
be necessary. To check, observe the formation of crystals with a
microscope.

26. Cells from this experiment can also easily be used for docu-
mentation of morphology, combined measurement of cell via-
bility, caspase activity and colony forming capability (see
Subheading 3.3). If cells are additionally to be used for these
experiments the treatment medium and PBS buffer should be
collected separately from the cell suspension and later com-
bined for centrifugation in flow cytometer tubes since only the
cell suspension is used for these additional assays. For determi-
nation of cell cycle distribution at least 20,000 cells are
measured in duplicates.

27. For relative determination of caspase activity, we normalize
total caspase activity to total viability of cells assessed by ATP
assay (see Subheading 3.3.2) using aliquots of the same cell
suspension.

28. As an additional control, viability of cells should be measured
simultaneously by ATP assay (see Subheading 3.3.2) or MTT
assay (see Subheading 3.3.3) using the same 96 cell culture
plate after transfer of 50 μL sample medium to the 96-well
microplate.

29. 5 � 106 cells should be used per treatment condition and
preparation.

30. Cell pellets can be stored until further processing at �80 �C.

31. These three washing steps are very important because acetone
removes TCA from the protein pellet.

32. To resolve the extracted histones that are normally precipitated
at the tube wall, pipette ultrapure water up and down along the
tube wall and remove insoluble components by centrifugation.
The volume of ultrapure water should be adapted to the num-
ber of used cells, e.g., 100 μL for 5� 106 cells. Histone extracts
in ultrapure water should be stored at �80 �C.

33. Use 10 μL of a 1/5 or 1/10 extract dilution to ensure that
absorbance values of the samples are in the range of the BSA
standard dilution set. For values that are not within the stan-
dard range measurement should be adjusted and repeated.

34. In order to calculate the histone concentrations first prepare a
calibration curve from the BSA standard values. Multiply the
calculated concentrations by the dilution factor 5� or 10� if
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diluted extracts were used for the assay. Additionally to BCA
assay efficacy of histone extraction can be easily checked by
SDS-PAGE and Coomassie gel staining. In our hands, PVDF
membranes appear to be more convenient for transfer of his-
tones following SDS-PAGE than nitrocellulose membranes.
For optimal transfer of histones the methanol concentration
of the transfer buffer should be 20%.

35. After cell fixation, cover slips can be stored for several weeks in
PBS buffer at 4 �C.

36. Before mounting, slides should be thoroughly cleaned with
ethanol and labeled.

37. Number of signals of pH2A.X and 53-BP1 foci can be evalu-
ated for statistical analysis with special programs e.g., ImageJ
(https://imagej.nih.gov/ij/).
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Chapter 22

Evaluation of Protein Levels of the Receptor Tyrosine Kinase
ErbB3 in Serum

Leandro S. D’Abronzo, Chong-Xian Pan, and Paramita M. Ghosh

Abstract

The epidermal growth factor receptor (EGFR) family of receptor tyrosine kinases (RTK) consists of four
members: EGFR1/ErbB1/HER1, ErbB2/HER2, ErbB3/HER3, and HER4/ErbB4. Signaling through
these receptors regulates many key cellular activities, such as cell division, migration, adhesion, differentia-
tion, and apoptosis. The ErbB family has been shown to be overexpressed in different types of cancers and is
a target of several inhibitors already in clinical trials. ErbB3 lacks a functional tyrosine kinase domain and
therefore has not been as extensively studied as the other members of this family, but its importance in
activating downstream pathways, such as the PI3K/Akt pathway, makes this RTK a worthy investigation
target, especially in urothelial carcinoma where the PI3K/Akt pathway is vital for progression. In recent
times, ErbB3 overexpression has been linked to drug resistance and progression of various diseases,
especially cancer. ErbB3 levels in the serum were shown in many cases to be reflective of its role in disease
progression, and therefore detection of serum ErbB3 levels during treatment may be of importance.
Here we describe two methods for detecting ErbB3 protein in serum from patients who have undergone

a clinical trial, utilizing two well-established methods in molecular biology—western blotting and ELISA,
focusing on sample preparation and troubleshooting.

Key words EGFR, ERBB3, Serum, Urothelial carcinoma, Western blot, Elisa

1 Introduction

V-Erb-B2 Avian Erythroblastic Leukemia Viral Oncogene Homo-
log 3 (ErbB3), also known as Human Epidermal Growth Factor
Receptor 3 (HER3), is a member of the epidermal growth factor
receptor (EGFR) family of receptor tyrosine kinases (RTK) [1].
While both EGFR and HER2/ErbB2, the first two members of
this family that were discovered, have been well investigated in
various diseases including cancer [2], in cardiac [3] or neural func-
tion [4, 5], as well as in other instances; ErbB3 and the fourth
member, ErbB4/HER4, were not given due diligence, at least until
recently. ErbB3, especially, has been under-investigated in cancer
and other diseases because, unlike other members of this family, its
tyrosine kinase domain is functionally defective [6]. Both ErbB3
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and ErbB4 are activated by ligand binding with the neuregulin
family of growth factors [7], and heterodimerize with other mem-
bers of the family, especially ErbB2, for complete activation. How-
ever, despite the lack of kinase activity, it was discovered that ErbB3
signals effectively to downstream targets, especially the phosphoi-
nositide-3-kinase (PI3K) pathway [8] through binding sites in the
intracellular domain. Interest in this RTK really peaked when it was
shown that overexpression of ErbB3 caused resistance of various
cancers to inhibitors of EGFR and ErbB2 [9]. Since then, mono-
clonal antibodies to ErbB3 have been developed in an effort to
target this RTK [10], and the role of this protein in cancer devel-
opment and progression was granted a much closer look.

Muscle invasive bladder cancer (MIBC) constitute 33% of ini-
tial cases of urothelial carcinoma (UC) while the remainder are
classified as non-muscle invasive bladder cancer (NMIBC) [11].
NMIBC is usually treated with transurethral resection of bladder
tumor (TURBT) followed by either a single dose of intravesical
chemotherapy or intravesical Bacillus Calmette-Guérin (BCG)
[12]. In contrast, the majority of patients presenting with MIBC
undergo radical cystectomy (RC), alone or following platinum-
based neoadjuvant chemotherapy [13, 14]. Upon development of
metastases, cytotoxic chemotherapy with the combination of cis-
platin and gemcitabine (GC) as a first-line treatment is usually
accepted [15].

The urothelium consists of three prominent layers—the super-
ficial urothelium (umbrella cell layer), intermediate urothelial cells
and basal urothelial cells. In the normal urothelium, ErbB3 is
expressed primarily on the superficial cells but lower expression of
ErbB3 may be seen in the other layers as well [16]. Multiple studies
demonstrated a positive association between ErbB3 and tumor size,
number, and histological grade [17–22]. Furthermore, ErbB3 was
found to be a good predictor of first tumor recurrence [17]. ErbB3
expression may moreover be a good biomarker to detect the effi-
cacy of ErbB inhibitors [23]. A phase II study of 59 patients with
MIBC to determine the efficacy of the dual EGFR/ErbB2 inhibitor
lapatinib as a second-line therapy following disease progression on
prior platinum-based chemotherapy found that overall survival
(OS) was significantly prolonged in patients with ErbB3 overex-
pressing tumors (p ¼ 0.001) [24].

There are several ErbB3 transcripts that are transcribed in
various tissues to form protein isoforms of different sizes. Full-
length human ErbB3 is a 180 kDa glycoprotein [25]. As described
in more detail in a previous publication [26], this RTK consists of
an extracellular ligand-binding domain consisting of four subdo-
mains (I, II, III, IV), a transmembrane domain (TM) and a cyto-
plasmic region consisting of a tyrosine kinase domain (TKD) and a
C-terminal domain (CTD) [25, 26] (Fig. 1). ErbB3 has been
shown to encode two other alternate forms resulting from
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alternately spliced variants—a p85 protein formed by extracellular
subdomains I, II, and III and part of IV, with addition of 24 unique
C-terminal amino acids [27], and a p45 form that consists of
extracellular subdomains I and II and part of subdomain III, plus
2 unique C-terminal amino acids [28, 29] (Fig. 1). Because these
forms lack the transmembrane and cytoplasmic domains, they are
easily secreted outside the cell and are labeled soluble ErbB3
(sErbB3). The p85 and p45 forms, similar to full-length ErbB3,
bind neuregulins, but are unable to transduce signals to down-
stream targets inside the cell. Many investigators have therefore
thought of these truncated forms of ErbB3 as negative regulators
of neuregulin signaling; however, studies show that p45ErbB3 is a
bone metastasis factor [30].

Significantly, it was found that many of these isoforms of ErbB3
could be detected in the serum or plasma [27, 30, 31]. Since ErbB3
overexpression has been associated with resistance to a large num-
ber of therapies in some cancers [32–34], whereas other cancers are
thought to be sensitized to certain therapies by ErbB3 expression
[35, 36], a blood marker of ErbB3 expression would be useful, as it
is noninvasive and can be detected relatively easily. Therefore, we
determined to identify methods for detecting ErbB3 levels in the
serum, especially in patients undergoing therapy for cancer.

Here we describe techniques to detect ErbB3 levels in samples
obtained from patients on a clinical trial at the UC Davis Compre-
hensive Cancer Center. The blood from these patients was collected
at the time of treatment and separated into two parts—one was
fractionated to serum and the other to plasma and peripheral blood
mononuclear cells (PBMC). Our laboratory received samples of

I II III IV TM TKD CTDNH2 COOH

Extracellular Domain Intracellular Domain

I II III IVNH2 COOH

I II IIINH2p45

p85

p180

COOH

CAPTURE ANTIBODY

Fig. 1 Schematic representation of different splice variants of ErbB3 (p180, p85 and p45). Full-length ErbB3
consists of an extracellular ligand-binding domain consisting of four subdomains (I, II, III, IV), a transmembrane
domain (TM) and a cytoplasmic region consisting of a tyrosine kinase domain (TKD) and a C-terminal domain
(CTD). The p85 isoform of ErbB3 is formed by subdomains I, II and III and part of IV, with addition of 24 unique
C-terminal amino acids, whereas the p45 isoform consists of extracellular subdomains I and II and part of
domain III, plus 2 unique C-terminal amino acids. Note that all three forms are capable of binding the common
ligands of ErbB3—neuregulins 1 and 2, but only the full-length one is capable of transmitting intracellular
signals. The capture antibody coated in the 96-well plate recognizes the extracellular domain common to all
three isoforms
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separated serum for analysis. The serum samples were frozen imme-
diately following collection and stored at �80 �C in aliquots of
0.5 mL or less, to avoid freeze–thaw cycles, until the time of the
analysis. To detect the levels of ErbB3 in the serum samples we
utilized two methods of protein detection commonly used in
molecular biology: western blotting and enzyme-linked immuno-
sorbent assays (ELISA). These are described in detail in the proto-
cols in Subheadings 2 and 3.

ELISAs were developed for the detection of a target substance
within a liquid sample, in this specific case ErbB3 protein in the
serum following outlines described by others [37]. ELISAs rely
upon relatively specific antibody–antigen interactions, and
reporter-linked antibodies for detection and quantification of the
analyte. It is therefore a rapid test to quantify or detect a specific
antibody (Ab) or antigen (Ag).

There are four types of ELISAs: direct, indirect, competitive,
and sandwich:

1. In a direct ELISA, the antigen-coated plate is detected by an
antibody that is already conjugated with an enzyme ready for
detection.

2. In an indirect ELISA, an unlabeled antibody is used first to
bind to the antigen-coated plate, and then a secondary anti-
body, now conjugated with an enzyme, binds to the first
antibody.

3. In competitive ELISA, the solution is pre-mixed with a known
amount of enzyme-conjugated antigen that will then compete
in the plate for the coated capture antibody.

4. In a sandwich ELISA, the plate is coated with the Ab against
the desired Ag, the sample is added and then the detection Ab
is allowed to bind to any captured Ag; next, a secondary
enzyme-linked Ab is added to the mix and allows the substrate
to be chromatographically detected.

Of the four, the sandwich ELISA was deemed by us to be the
most sensitive for our current needs (Fig. 2). It utilizes two primary
antibodies—the detection antibody and the antibody against the
desired antigen, the “capture” antibody. Because one capture anti-
body can bind to multiple detection antibodies, this assay amplifies
the signal, making it extremely sensitive. Such a sensitive assay
would be needed for the detection of small amounts of protein in
serum samples.

While ELISA is easy to use, it has certain disadvantages. The
single biggest problem is that if the antibody recognizes more than
one isoform of the protein, as is the case for a multi-isoform protein
such as ErbB3, it is impossible to determine which isoform is being
expressed. The capture antibody in the ELISA used above is
directed against the N-terminal region of ErbB3, so theoretically

322 Leandro S. D’Abronzo et al.



it would recognize all three isoforms identified in Fig. 1. To distin-
guish between the three isoforms of ErbB3 in the serum, we used
Western blotting. Western blotting or simply immunoblotting is an
easy method to analyze the presence of specific proteins in a tissue
lysate or sample extract. This method utilizes electrophoresis to
separate proteins in a polyacrylamide gel based on their isoelectric
point, molecular weight or electric charge in a one-dimension gel
or combination of these properties in a two-dimension gel. These
proteins are then transferred onto a nitrocellulose or polyvinylidene
difluoride (PVDF) membrane for detection. In our laboratory, we
utilize molecular weight to identify specific proteins in a membrane
and the steps for this protocol will be discussed below.

Comparison of the results for ErbB3 levels over time from a
single patient shown in Fig. 3 illustrates that ELISA and Western
blotting yield similar results. The ELISA capture and detection
antibodies were against the N-terminal ErbB3 where all three iso-
forms had identical sequences. Therefore, the ELISA would not
distinguish between the three isoforms. In contrast, the Western
blot analysis revealed the three isoforms, however, the similarity
between the 180 kDa band of ErbB3 in the Western blot with the
ELISA, but not the other two isoforms, indicates that the ELISA is
detecting p180 ErbB3 and not the other isoforms.

Capture antibody 
bound to the plate
(Blue)

ErbB3 in sample 
(Red) binds to 
capture antibody.

Detection 
antibody (Black)
binds to attached 
ErbB3, and 
amplifies the 
signal, allowing 
highly sensitive 
screening.  

Conjugated secondary 
antibody (Grey antibody 
with yellow detection 
marker) binds the 
Detection antibody

Substrate in contact with 
HRP produces signal

Color signalSubstrate 

A B C D E

Fig. 2 Schematic representation of a sandwich ELISA using a pre-coated plate with the capture antibody. (a)
The walls of the well are pre-coated with the antibody. (b) Sample is added to the wells and the antigen binds
to capture antibodies. (c) After washing nonattached antigens, a primary detection antibody (biotinylated anti-
human ErbB3) is added to amplify the signal (d) followed by the conjugated secondary antibody (HRP-
conjugated streptavidin). (e) The TMB substrate solution is added to each well developing a color signal with
intensity proportional to the amount of bound ErbB3 from the sample

Evaluation of ErbB3 Protein in Serum 323



2 Materials

2.1 Determination

of Protein

Concentrations

1. Pierce bicinchoninic acid assay (BCA assay).

2. Spectrophotometer with capacity to read 450 nm.

3. 96-well plate.

4. 4� Laemmli Sample Buffer Stock; 10 mL separating buffer,
40 mL glycerol, 10 g sodium dodecyl sulfate (SDS), water to
complete 100 mL. Aliquoted in 1.5 mL tubes and kept at
�20 �C.

2.2 Enzyme-Linked

Immunosorbent Assay

(ELISA) for ErbB3

We identified a sandwich ELISA kit from Abcam (ErbB3 Human
ELISA kit ab100511) that had specifically been optimized for
serum samples. In this kit is included:

1. ErbB3-coated plate: A 96-well plate coated with an anti-ErbB3
antibody that recognizes extracellular portion of the ErbB3
protein (the capture antibody).

2. 20� wash buffer (see TBST).
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Fig. 3 Graphic representation of two different results to detect (a) ErbB3 levels in one patient collected on
different days of treatment. (b) Western blots of serum from the same patient immunoblotted for ErbB3. (c)
Graphic representation of fold change from western blot results using tubulin as a control and imageJ for
quantification
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3. Assay diluents A and B (for serum/plasma (diluent A) or cells
in suspension/urine (diluent B), respectively. Since we did not
use diluent B for our serum experiments, all reference to dilu-
ents are for diluent A).

4. Biotinylated anti-human ErbB3: This is the detection antibody.

5. Recombinant ErbB3 standards,

6. 200� horseradish peroxidase (HRP)-Streptavidin concentrate,

7. Tetramethylbenzidine (TMB) one-step stop solution.

2.3 Western Blotting All reagents are kept in room temperature unless stated otherwise.
Water used must be deionized water.

1. 30% Acrylamide.

2. Sodium dodecyl sulfate (SDS) (10% solution in water).

3. Ammonium persulfate (APS) (40% solution in water).

4. Glycerol (50% solution in water).

5. Tetramethylethylenediamine (TEMED).

6. Mini PROTEAN spacer plates and casting frame stand.

7. Isobutanol.

8. Bromophenol blue.

9. 2-Mercaptoethanol.

10. Stacking Buffer; 60.6 g Tris (0.5 M), 4 g SDS (0.4%), water to
1 L, pH 6.8.

11. Separating Buffer; 181.8 g Tris (1.5 M), 4 g SDS (0.4%), water
to 1 L, pH 8.8.

12. 10� stock Running Buffer, 30.3 g Tris, 144 g glycine, 10 g
SDS in 1 L water, pH 8.3 (if adjustment is needed). Dilute to
1� in water before use.

13. 10� stock Transfer Buffer; 24.2 g Tris, 45 g glycine in 1 L of
water. Dilute to 1� and add 20% methanol before use. Store in
4 �C.

14. 4� Laemmli Sample Buffer Stock; 10 mL separating buffer,
40 mL glycerol, 10 g SDS; water to 100 mL. Aliquoted in
1.5 mL tubes and kept at �20 �C.

15. 20� Tris-buffered saline stock with Tween (TBST); 242.2 g
Tris, 210.4 g NaCl in 2 L of water, pH 7.4. Dilute to 1� in
water before use. Add 10% Tween.

16. Skim milk powder.

17. Polyvinylidene difluoride (PVDF) membrane.

18. Chromatography paper.

19. Mini-PROTEAN 3 Electrophoresis Cell and Mini Trans-Blot
Electrophoretic Transfer Cell ® with all accessories.
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20. Pre-stained protein standards.

21. X-Ray film.

22. Supersignal West Femto maximum sensitivity Substrate (Ther-
moFisher scientific).

3 Methods

3.1 Determination of

Protein Concentrations

The bicinchoninic acid assay (BCA assay) kit is used to estimate
protein content in the serum samples. This assay determines pro-
tein concentrations from a standard curve with known protein
contents.

1. Prepare the BCA standards by diluting the known protein
sample (provided in the kit, typically bovine serum albumin).
The solvent in which the standards are diluted is also provided
as part of the kit and is used as the blank controls in the assay.
The standards (0–2 μg/mL) are loaded in triplicate in a 96-well
plate alongside the blanks which receive the solvent alone. It is
advisable to have at least 5–6 standards with known protein
concentrations in order to be able to accurately estimate the
unknowns.

2. Serum samples are serially diluted in 1� Laemmli sample buffer
to match the protein range compatible with the standards (see
Note 1 below). Run triplicates of the undetermined samples on
the same 96-well plate as the standards. As a general rule of
thumb, samples in different plates cannot usually be correlated.
A different set of standards should therefore be used for each
plate. Read the 96-well plate using a spectrophotometer
(Powerwave X plate reader, BioTek, Winooski, VT, USA) at
450 nm.

3. Determine the samples’ protein concentration by calculating
the mean of the triplicates of each standard and subtracting the
average value of the blanks from this mean. Plot the results
against the corresponding known concentration. The slope of
the plot and the y-intercept can be calculated from the data
(demonstrated in Fig. 4a). These parameters can then be used
to determine the total protein concentrations of the unknown
samples (Fig. 4b). Based on this concentration, the volume of
sample required for each assay can be calculated and the sam-
ples can be used for ELISA or for Western blotting.

3.2 Enzyme-Linked

Immunosorbent Assay

(ELISA) for ErbB3

1. Dilute all reagents from concentrate to 1� before starting. The
50 ng/mL stock solution is prepared by adding 400 μL of 1�
Diluent A into the recombinant human ErbB3 standard.
Standards are prepared by serial dilution in diluent A as
described in Fig. 5. Diluent A alone is used as control.
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2. Serum samples should be diluted in diluent A to ensure the
sample protein contents are in the range of the standards used.
100 μL of each standard and diluted samples should be added
into appropriate wells (see Note 2 below), considering that at
least three (or four) replicates/duplicates should be used for
each standard and samples. Incubate the plate at 4 �C on a
rocker overnight (see Note 3 below).

3. The next morning, discard the solution and wash each well by
adding 200–300 μL of 1� wash buffer (diluted from 20�
supplied), discarding the buffer and inverting the plate onto
absorbent paper to remove the remaining buffer (see Note 4
below). The washing process should be repeated three times.

4. Add 100 μL of 1�Biotinylated ErbB3 detection antibody to
each well and incubate for 1 h at room temperature on a shaker
(see Note 5 below).

Sample OD-1 OD-2 OD-3 Avg OD Avg-bkgd Conc (mg/ml)
S - 0001 1.202 1.234 1.225 1.220 1.190 69.066
S – 0002 0.997 1.029 1.014 1.013 0.983 56.596
S – 0003 1.115 1.140 1.143 1.133 1.102 63.785
S – 0004 0.743 0.756 0.748 0.749 0.719 40.673
S – 0005 0.934 0.944 0.932 0.937 0.906 51.978
S – 0006 0.514 0.512 0.513 0.513 0.483 26.456
S – 0007 0.812 0.835 0.828 0.825 0.795 45.251
S – 0008 1.104 1.095 1.120 1.106 1.076 62.199
S – 0009 0.429 0.433 0.436 0.433 0.402 21.616
S - 0010 1.654 1.667 1.636 1.652 1.622 95.090
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Fig. 4Methodology to calculate protein concentrations. (a) Graphic demonstration of BCA assay data plotted in
a scatter graph with average optic density (OD) in y and Standards concentration (μg/mL) in x axis. A trend line
can be drawn from the points yielding an equation (b) Table showing individual readings from samples,
average OD, average OD with background substracted and the concentration obtained from the trend line
equation
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5. Discard the solution and repeat the washing steps.

6. Add 100 μL of HRP-Streptavidin solution to each well and
incubate for 45 min at room temperature on a shaker, followed
by three washing steps.

7. Add 100 μL of the One-step substrate reagent to each well and
incubate for 30 min in the dark with light shaking. Do not
discard this mixture.

8. Follow by adding 50 μL of TMB stop solution onto each well
and immediately reading the preparation at 450 nm.

9. To analyze the data, the readings from the spectrophotometer
are plotted against the corresponding concentrations for the
standards (0–2500 pg/mL). Protein concentrations are calcu-
lated from the standard curve as explained above for BCA.

3.3 Western Blotting Polyacrylamide gels have two phases, a stacking phase where the
proteins are packed in one band and a separating phase where the
proteins are separated by molecular weight. These gels can have
different polyacrylamide concentrations associated with large or
small pores to separate proteins of different sizes. Full-length
ErbB3 runs at 180 kDa. Therefore we recommend 6–8% SDS gels.
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Fig. 5 Dilution of recombinant human ErbB3 standard stocks for ELISA. The 50 ng/mL stock solution is
prepared through serial dilution of the recombinant human ErbB3 standard with 1� diluent A. Label seven
[7] tubes from 1 to 7, adding 570 μL of assay diluent A into tube #1 and 400 μL of diluent A into tubes #2–7.
Prepare standard #1 by adding 30 μL of stock standard (to 600 μL) and mixing thoroughly (2500 pg/mL).
Prepare standard #2 by adding 200 μL of standard #1 into tube #2 (which already has 400 μL, bringing the
volume to 600 μL) and mixing it (833.3 pg/mL). Prepare tubes #3 to #7 by repeating the process of adding
200 μL from the previous one until tube #7
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1. To cast a 6% resolution gel (see Note 6 below), add 2 mL of
30% acrylamide, 2.45 mL of Separating buffer, 5.4 mL of
water, 0.1 mL of 10% SDS solution in water, 0.04 mL of 50%
glycerol solution in water, 0.0135 mL of 40% APS solution in
water, and 0.01 mL of TEMED to a 50 mL tube (see Note 7
below). Mix by inverting the tube and dispense the solution
with a pipette between the plates in the casting stand leaving
enough space for the casting gels and well combs. For more
than one gel, adjust quantities accordingly.

2. To assure even polymerization, add 200–300 μL of water or
isobutanol to the top of the gel and wait until gel sets.

3. In a separate tube, prepare the stacking gel by mixing 0.95 mL
of 30% acrylamide, 1.25 mL of stacking buffer, 3 mL of water,
0.1 mL of 10% SDS solution, 0.005 mL of 50% glycerol solu-
tion, 0.01 mL 40% APS solution and 0.01 mL of TEMED and
mix it by inversion. After dispensing the water or isobutanol
from the top of the resolution gel, dispense the stacking gel on
top of the separating gel and place the desired well comb to
form the loading wells, allowing it to set.

4. Once gel has set, remove the plates from the casting stand and
slowly remove the well combs, place the plates with the gel in
the Mini-PROTEAN 3 Electrophoresis Cell and fill the cham-
ber to indicated amount with 1� running buffer (see Note
8 below).

5. Prepare each sample by mixing the predetermined amount of
serum sample to load 30–50 μg of protein (see Note 9 below)
from the BCA assay with 1� sample buffer to bring volume to
19 μL and then adding 1 μL of bromophenol blue mixed in 2-
mercaptoethanol (dip a clean pipette tip in bromophenol blue
and mix in 400 μL of 2-mercaptoethanol.

6. Vortex the samples and heat at 95 �C for 5 min (see Note 10
below). Load the samples into the wells with appropriate pro-
tein standards and run electrophoresis at 150 V for 2 h or until
desired protein standard separation.

7. Following electrophoresis, separate the plates and remove the
stacking gel portion with the preformed combs and move the
gel into a container with 1� transfer buffer (see Note 11
below). Label a 2.500 � 3.500 PVDF membrane and soak it in
100% pure methanol for 1 min, discard the methanol and keep
it in transfer buffer.

8. Set up the transfer by placing the gel and PVDF membrane in
between two 3” � 4” filter paper and sponges inside a cassette
accordingly to manufactures directions, and slide inside trans-
fer cell stand. Fill the chamber with 1� transfer buffer, adding
the cooling unit and running the electrophoretic transfer at
stable 200 mA in 4 �C room for 2 h.
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9. Next remove the membrane from the apparatus and place it in a
container for 5 min washes with TBST. Repeat the washes five
times.

10. Block the membrane by submerging it in 10 mL of 5% skim
milk dissolved in TBST for 1 h on a rocker followed by five
TBST washes. The membrane is now ready to receive desired
primary antibody (Santa Cruz (SC-285)) diluted as indicated
by the manufacturer overnight on a rocker at 4 �C (see Note
12–14 below).

11. Next day take the primary antibody off the membrane and
wash it with TBST five more times.

12. Prepare the secondary antibody (Jackson Immunoresearch
goat anti-rabbit IgG (111–035-045)) at 1:10,000 dilution in
2.5% skim milk solution in TBST and incubate on rocker for
1–2 h at room temperature. Wash blots once again with TBST
five times.

13. To visualize the transferred proteins, mix in a 10 mL tube 1:1
parts of the two substrates found in the Supersignal West
Femto kit and dilute it with water to 1:10 dilution to complete
to 5 mL total volume (see Note 15, 16 for adjusting concen-
tration). Allow the substrate to bind for 2 min on a rocker and
place the membrane in between plastic sheets inside the cas-
sette. In a dark room, place the x-ray film on top of the
membrane for 1 min and pass it through the developer. Adjust
time of exposure accordingly. (see Note 17 for quantitative
analysis of western blots).

4 Notes

1. For ELISA. Serum samples should be diluted in 1� sample
buffer prior to use. We find that a 1:20–1:40 dilution provides
best readings from the plate and it is within the protein range of
the standards provided with the Abcam kit.

2. Using a reagent vessel helps facilitate the washes and reagent
distribution if using a multichannel pipette.

3. Seal the plate with sealing film to avoid evaporation of reagents
when incubating overnight.

4. In each wash, keep a stack of paper towels to blot the plate
upside down after dispensing the wash buffer, making sure to
remove all washing buffer from the wells before going into the
next steps.

5. Try to avoid forming bubbles when adding the reagents by
touching the side of the well when dispensing reagents into
each well.

330 Leandro S. D’Abronzo et al.



6. When putting the plates together for casting the gel, it is a
good way to seal the bottom and sides of the plates using
laboratory film before installing it into the clips and onto the
stand. Simply cut a strip of the film and stretch it on the bottom
of the plates making a seal, and then sliding it into the clips.

7. Polymerization of the gels is more even and faster if the 40%
APS solution in water is freshly made. Prepare aliquots in small
0.5 mL tubes and replace them often.

8. For all buffers prepared, add half the amount of water to the
graduated cylinder before starting to add any powder reagent.
Allow the magnetic stir bar to stably stir and add reagents in
small portions. Wear a mask when weighting powdered
reagents.

9. Different well combs will produce different well sizes, and we
found that a final sample amount of 20 μL fit most wells

10. Heat the samples at 95 �C for about 5 min before you load
them into the gel, spinning them briefly afterwards to collect
the entire sample in the bottom of the tube. Plan to load
2–3 μL less than final volume to account for pipetting errors.

11. Transfer buffer takes 20% pure methanol, which should be
added right before preparing the transfer. Dilute the 20�
transfer buffer in water to 1� leaving space enough for 20%
methanol and allow it to cool down before using.

12. For primary antibodies dilution, start at 1:1000 in TBST and
test the strength of the signal shown in the x-ray film. Adjust
the concentration accordingly to save antibody. Secondary
antibody dilution should be adjusted as well if too much back-
ground is found on the film.

13. Serum samples will show a lot of background on western blots.
There are kits to clean up IgG and albumin background that
will appear around 50 and 65 kDa, respectively. Since we were
looking for ErbB3, which is 180 kDa, we had no background
influence in the desired bands. Also we suggest using a loading
control that is away from the range of IgG and albumin sizes.

14. When dealing with small sample quantity, a membrane which
was already blotted for a specific primary can be blotted for
another primary even if the size bands are similar. For that
purpose, we recommend using a stripping solution such as
Restore from ThermoFisher and incubating at 37 �C for
15 min completely submerged and then washing with TBST
five times before incubating with new antibody.

15. The 1:1 developing solution diluted to 1:10 in water should be
adjusted depending on the signal strength of the primary anti-
body. If not sure of how strong the signal is, start the final
dilution at 1:40 and increase as necessary.
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16. When preparing the 1:1 developing solution, it is best to mix
them inside the dark room since it is light sensitive. Keeping
the solution in a dark place while working allows reuse of the
solution for several membranes.

17. For Western blot quantitative analysis, we suggest the use of
image quantification software such as ImageJ that can relatively
quantify individual bands in a single gel to show fold increase/
decrease in band intensity. To quantify the bands, open the
image in ImageJ then with the rectangular tool make a selec-
tion including all bands you wish to quantify. Go to Ana-
lyze > gels > Select first lane to highlight the selection. Then
go to Analyze > gels > Plot lanes. A Plot with all the selected
lanes will appear in a separate box. If the bands are well sepa-
rated, there will be a clear depression in between the bands
indicating the limits of each band. With the straight line tool,
draw a line from the lower part of the peaks and the bottom of
the graph. Then using the wand tool, click in each individual
peak representing each band. A new window will open with the
quantification values, which can be used for times fold
calculations.
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Chapter 23

Targeting the PI3K/AKT/mTOR Pathway in Bladder Cancer

Anuja Sathe and Roman Nawroth

Abstract

The PI3K/AKT/mTOR signaling pathway shows frequent molecular alterations and increased activity in
cancer. Given its role in the regulation of cell growth, survival and metastasis, molecules within this pathway
are promising targets for pharmacologic intervention. Metastatic bladder cancer (BLCA) continues to have
few treatment options. Although various molecular alterations in PI3K/AKT/mTOR signaling have been
described in BLCA, clinical trials with small molecule inhibitors have not met their endpoints. In this article,
we summarize results from preclinical studies and clinical trials that examined PI3K pathway inhibitors in
BLCA focusing on technical challenges that might result in contradictory findings in preclinical studies.
Based on published data from our group, we also address challenges that need to be overcome to optimize
PI3K inhibition in BLCA and enable its successful translation into the clinic.

Key words Bladder cancer, PI3K/AKT/mTOR

1 Introduction

The phosphoinositide 3-kinase (PI3K)/AKT/ mammalian target
of rapamycin (mTOR) pathway is one of the most investigated
therapeutic targets in cancer. Class IA PI3Ks possess a p85 regu-
latory subunit and a p110 catalytic subunit, with various isoforms
p110α, p110β, p110γ, and p110δ. These PI3Ks can phosphorylate
phosphatidylinositol-4,5 bisphosphate (PI-4,5-P2) to produce
phosphatidylinositol-3,4,5-trisphosphate (PIP3), while the phos-
phatase and tensin homolog (PTEN) can reverse this reaction [1, 2]
(Fig. 1). PIP3 acts as a second messenger by recruiting molecules
such as AKT and phosphoinositide-dependent kinase 1 (PDK1) via
their pleckstrin homology domains resulting in their translocation
to the cell membrane and subsequent activation [3]. Functional
activation of AKT requires phosphorylation at two distinct sites,
namely threonine 308 by PDK1 and serine 473 by mTORC2.
mTORC2 is a protein complex consisting of the kinase mTOR
and various scaffolding proteins including rictor. AKT is an onco-
genic serine/threonine kinase and has the potential to regulate

Wolfgang A. Schulz et al. (eds.), Urothelial Carcinoma: Methods and Protocols, Methods in Molecular Biology,
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multiple downstream effectors and signaling pathways. One major
effector is the mTORC1 complex which is activated by AKT via
TSC1 and TSC2 [3]. mTORC1 also contains the mTOR kinase
together with associated proteins such as raptor. Two important
mTORC1 substrates are ribosomal protein S6 kinase β1 (S6 K1)
and eukaryotic translation initiation factor 4E–binding protein 1
(4EBP1), which regulate mRNA translation and protein synthesis
[4].

Frequent overactivation of the PI3K signaling pathway in
muscle-invasive or metastatic bladder cancer (BLCA) has been
demonstrated in multiple independent studies. Mutations in
PIK3CA (encoding for the p110α subunit of PI3K) are present
in 21–25% of muscle-invasive BLCA [5–7]. Although PTENmuta-
tions are found in only 3–4% [5, 6], loss of PTEN expression is
commonly observed in 39–94% patients [7–11]. Loss of
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Fig. 1 PI3K/AKT/mTOR signaling. Schematic representation of the PI3K/AKT/
mTOR pathway
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heterozygosity (LOH) leading to decreased expression of TSC1 or
TSC2 is also present in 40–50% and 15% of BLCA respectively [7,
12]. Activating mutations in AKT1 are rare and observed in only
2–3% of the cases [6, 13]. Deregulation of PI3K signaling can also
result from molecular alterations in upstream components includ-
ing receptor tyrosine kinases (RTKs) such as the ERRB family of
proteins (2–11%), FGFR3 (3–11%), or RAS proteins (1–5%).
According to recent data from the Cancer Genome Atlas, the
RTK/RAS/PI3K/AKT/mTOR pathway is altered in 72% of
BLCA (Network, 2014). This high frequency of deregulation of
PI3K pathway signaling, as well as the possibility to inhibit it by
several available small molecule inhibitors, makes it an attractive
therapeutic target in BLCA.

Progress in the treatment of metastatic BLCA has been limited
and the average survival of patients is only 12–14 months with
standard chemotherapy regimens. Despite over 30 years of
research, the first FDA approval for second line therapy following
platinum-based chemotherapy in these patients occurred only in
2016, for anti-PD-L1 immunotherapy [14, 15]. Therapeutic tar-
geting of the PI3K/AKT/mTOR pathway thus represents a novel
and much-needed approach for improving the outcome of patients
with metastatic BLCA.

Here, we review the various preclinical and clinical studies
examining the effect of PI3K pathway inhibition in BLCA and
discuss the challenges in the successful translation of this treatment
into the clinic. We also highlight the experimental methodology to
conduct preclinical studies examining PI3K pathway inhibition in
BLCA.

2 Preclinical and Clinical Studies Examining PI3K Pathway Inhibition in BLCA

The PI3K signaling pathway can be targeted by different classes of
compounds that inhibit PI3K, AKT, mTORC1, mTORC1 and
mTORC2, PI3K ,and mTOR [16]. These agents have the potential
to induce distinct therapeutic effects and need to be examined
individually in preclinical models.

2.1 mTORC1

Inhibitors

Rapamycin analogs or rapalogs function as allosteric inhibitors of
the mTORC1 complex by binding to the FKBP-12 protein domain
[17]. They were historically the first inhibitors of the PI3K pathway
and have been tested in both preclinical and clinical settings in
BLCA. Rapalogs have a proven safety record and have been
approved for the treatment of renal cell carcinoma, mantle cell
lymphoma and neuroendocrine tumors [18]. In BLCA, at bio-
chemically relevant concentrations these compounds exhibit a lim-
ited effect on cell viability in the large majority of tested cell lines
[19–24]. One explanation for this weak activity is that rapalogs,
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unlike ATP competitive mTOR inhibitors such as Torin or PP242,
can induce dephosphorylation only of S6K1 but importantly not of
4E–BP1 and thus no inactivation of its downstream targets [19, 25,
26]. For an effective reduction in cell growth and viability the
inactivation of both factors is required [19, 22]. Additionally, rapa-
logs also result in an S6K1-IRS1-PI3K-mediated feedback phos-
phorylation of AKT, which can hamper their anti-tumor efficacy
[19, 27]. In this context, it is interesting to note that using an
shRNA targeting mTOR also affects only S6K1 but not 4E–BP1
phosphorylation (Fig. 2).

In clinical trials for BLCA as second line therapy for metastatic
disease the majority of patients had either progressive disease (PD)
or stable disease (SD), suggesting that rapalogs have limited utility
in BLCA (Table 1). However, a subset of patients exhibited partial
(PR) or complete responses (CR). These responses were retrospec-
tively correlated to genomic alterations in tumors in some of these
trials. By targeted deep sequencing, a patient with CR to ever-
olimus was found to have a TSC1 mutation, together with an
NF2 mutation. However, three other patients with TSC1 muta-
tions had only minor responses to everolimus with 7–24% tumor
regression [28]. This was also reflected in a preclinical study, where
only 1 out of 3 TSC1 mutant cell lines responded to rapamycin
[23]. Meanwhile, in another cohort, PTEN deficiency was asso-
ciated with PD, suggesting that this alteration might correlate with
resistance to treatment [29]. In a clinical trial that examined the
effect of everolimus in different solid tumor entities, a BLCA
patient with CR was determined to have an activating mTOR
mutation by whole-exome sequencing [30]. While the characteri-
zation of exceptional response to rapalogs provides valuable
insights, there is a need for in-depth evaluation of the determinants
of sensitivity, which remain incompletely defined. These data are
important because they demonstrate that besides the use of novel
technologies such as next generation sequencing (NGS), an under-
standing of the molecular mechanism underlying drug activity is
crucial in order to identify a panel of effective predictive stratifying
biomarkers.

2.2 AKT Inhibitors The effects of AKT inhibition in BLCA have been examined in two
independent studies using an ATP-competitive inhibitor, MK-
2206, and an allosteric inhibitor, AZ7328, respectively. Results
from our group with MK-2206 demonstrate that AKT inhibition
induces apoptosis and reduces cell viability only in cells that possess
helical domain-activating PIK3CA mutations [31]. This relation-
ship was confirmed not only by correlation in a panel of different
cell lines, but also by genetic manipulation of the PIK3CA muta-
tion status. Cells with alterations in PTEN, TSC1 or RAS remained
resistant. Interestingly, AKT inhibition also failed to reduce
4E–BP1 phosphorylation and regulated only S6K1, similar to the
results obtained with rapalogs in our group (Fig. 2a). Sensitivity to
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Fig. 2 Effect of PI3K pathway inhibitors on downstream signaling in BLCA. (a)
AKT or mTORC1 inhibitors as well as mTOR shRNA reduce only S6K1 but not
4E–BP1 phosphorylation. (b) Dual PI3K/mTOR inhibitors result in dephosphory-
lation of both S6K1 and 4E–BP1 but also lead to AKT rephosphorylation
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AZ7328 also correlated with PIK3CA mutations, but a direct role
of those mutations on the activity of this compound was not
addressed [32]. Additionally, this study also demonstrated that
AKT inhibition induces autophagy, which prevents cell death and
limits its efficacy. Activating mutations in the PIK3CA gene occur
in 20–25% of bladder cancer patients [5]. These data strongly
support the implementation of a clinical trial that would stratify
patients for PIK3CA mutations as an inclusion criterion.

2.3 PI3K Inhibitors A recent study evaluated the effects of the PI3K inhibitor, GDC-
0941, in a panel of BLCA cell lines [33]. Similar to findings with
AKT inhibitors, this study demonstrated that cells with activating
PIK3CA mutations were sensitive to PI3K inhibition. Cells with
rare PIK3CA mutations or coexistent TSC1 or PTEN mutations
were less sensitive, while single TSC1 or PTEN alterations or co-
occurringAKT1 orRAS alterations were associated with resistance.
Moreover, shRNA-mediated silencing of PIK3CA in PIK3CA
mutant cells was accompanied by reduced anchorage-independent
growth and motility. Preliminary data from a phase II trial that
examined the PI3K inhibitor BKM-120 as second line therapy for
metastatic BLCA in 13 patients demonstrated SD and PR in 6 and
1 patients, respectively [34]. One patient with SD and PR harbored
a TSC1 mutation, while patients with PIK3CA mutations showed
PD. Despite the limited single agent activity of BKM-120 and its
poor functional characterization, this trial is currently in an expan-
sion phase with inclusion based on genetic alterations in the PI3K
pathway (NCT01551030, https://clinicaltrials.gov/). There are
no publications that thoroughly characterize the biochemical
downstream effects upon PI3K inhibition in BLCA and further
studies are needed to enable a reasonable stratification of patients.

2.4 Dual PI3K/mTOR

Inhibitors

mTOR is a member of the PI3K-related kinase family and shares
structural similarity with the various PI3K isoforms. This has led
to the development of dual PI3K/mTOR inhibitors that act as

Table 1
Comparison of various clinical trials using rapalogs as second line therapy
for metastatic BLCA

Reference
number for
clinical trial

No. of
patients
assessed

Complete
response
(CR)

Partial
response
(PR)

Stable
disease
(SD)

Progressive
disease (PD)

[50] 24 0 5 9 10

[51] 37 1 1 23 20

[52] 14 0 0 4 10

[29] 37 0 2 8 27
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ATP-competitive inhibitors of both PI3K and mTOR kinases. They
also have the theoretical advantage of suppressing the S6K1-IRS1-
PI3K-mediated feedback rephosphorylation of AKT that is seen
with rapalogs, due to the direct additional inhibition of PI3K
[18]. Unlike rapalogs or AKT inhibitors, dual PI3K/mTOR inhi-
bitors such as NVP-BEZ235 suppress the phosphorylation of not
only S6K1 but also of 4E–BP1 [19] (Fig. 2b). They also reduce cell
growth to a much greater extent than rapalogs [19, 35]. NVP-
BEZ235 leads to a G1 arrest, reduction in S phase fraction of BLCA
cell lines and promotes autophagy. However, no significant effect
on apoptosis can be induced by dual PI3K/mTOR inhibition [19,
36]. We have previously demonstrated that despite an initial
dephosphorylation after 1 h of treatment, NVP-BEZ235 results
in AKT hyperphosphorylation when administered for 24 h in vitro
[19]. This rephosphorylation of AKT might provide a mechanism
that prevents induction of cell death by dual PI3K/mTOR inhibi-
tion and its functional consequences should be examined in addi-
tional detail.

A recent clinical trial examined the effects of NVP-BEZ235 as
second line therapy in 20 BLCA patients with locally advanced or
metastatic disease after progression with platinum-based therapy
[37]. These tumors were also examined for PTEN loss or PI3KCA
mutations. SD and PR were observed in only two and one patient
respectively, in tumors without alterations in either PTEN or
PI3KCA. 90% of patients experienced adverse effects, with grade
3–4 adverse effects reported in 50%. In a phase I trial with
GSK2126458, another dual PI3K/mTOR inhibitor, SD and PR
was observed in one and two patients, respectively, out of a cohort
of 14 evaluable patients, neither correlating with PI3KCA status
[38]. These results demonstrate that dual PI3K/mTOR inhibitors
show limited clinical efficacy in BLCA and are accompanied by
toxicity. It is thus of utmost importance that additional preclinical
studies are conducted to explain these limitations, possibly by using
rationally designed combination therapy.

2.5 Long-Term

Effects of PI3K

Pathway Inhibitors

and Crosstalk with

the MAPK Signaling

Pathway

PI3K pathway inhibition is also influenced by its complicated cross-
talk with the mitogen activated protein kinase (MAPK) signaling
pathway [18]. Very few preclinical studies are available that have
examined PI3K inhibitors in BLCA with a focus on long-term
biochemical effects and crosstalk with the MAPK pathway. Obser-
vations from our group revealed that the use of the rapalog
RAD001 results not only in the described feedback loop involving
IRS1 and AKT, but also in the activation of the MAPK signaling
pathway [19]. Increased MAPK signaling was also detected with
the dual PI3K/mTOR inhibitor NVP-BEZ235. Interestingly,
when using the MEK1/2 inhibitor U0126, activation of AKT but
not S6K1 could be observed. U0126 increased the fraction of cells
arrested in G1 phase with a reduction in S phase, similar to the
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effects of NVP-BEZ235. Despite the importance of both MAPK
and PI3K signaling in regulating the induction of apoptosis, no
increase in caspase 3/7 activity could be observed with the use of
U0126, NVP-BEZ235 or their combination.

3 Challenges to PI3K Pathway Inhibition in BLCA

Despite the frequent deregulation of PI3K signaling in BLCA,
clinical trials using either rapalogs or dual PI3K/mTOR inhibitors
have had limited success. There is thus a need to critically reevaluate
the potential of therapeutic targeting of this pathway.

Preclinical studies in both BLCA and other tumor entities have
revealed the presence of several feedback loops as well as crosstalk
with other signaling pathways such as the MAPK or the JAK-STAT
pathway [18, 39]. These effects on cell signaling are also specific to
the inhibitor used and have the potential to impair the efficacy of
PI3K pathway inhibition. A thorough preclinical characterization
of the biochemical effects of various PI3K pathway inhibitors has
the potential to reveal such effects on cell signaling. It can also aid in
devising rationally designed combination target therapies to
counter these effects. Two important questions that remain to be
answered are the effects of various inhibitors on 4E-BP1 and AKT
phosphorylation, given the impact of these activated proteins on
tumor growth.

Initial reports have demonstrated synergism of PI3K pathway
inhibitors with cisplatin-based chemotherapy or radiotherapy [35,
40]. These effects should be examined in greater detail to enable
the translation of these findings into the clinic in the form of
combination therapies. The approval of immune checkpoint-
based immunotherapy for metastatic BLCA also opens new avenues
for examining the effects of combination treatment with PI3K
pathway inhibition.

Several examples of the preclinical studies that we have
reviewed as well as the genetic profiling of exceptional responders
in clinical trials demonstrate that the utility of PI3K pathway inhi-
bition might be limited to tumors with specific genetic alterations.
Also, the correlation with only single genetic alterations seems
insufficient to identify suitable predictive markers, as has been
demonstrated for TSC1 mutations and rapalogs. This is important
to note as BLCA possesses tremendous molecular heterogeneity
[41]. It is thus necessary that future preclinical and clinical studies
are designed rationally to provide realistic estimates on the value of
personalized medicine and biomarker-based pre-stratification for
BLCA patients receiving PI3K-based therapy. It is also important
that studies examining exceptional responses are validated both
preclinically and in larger prospective clinical trials undertaking a
robust molecular characterization of drug response. The response
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to target therapy might be influenced by multiple rather than single
genetic alterations. The focus should thus also be on the develop-
ment of biomarker panels and their validation.

4 Methods to Analyze PI3K Pathway Inhibition in BLCA

Examining the effects of PI3K pathway inhibition in a preclinical
setting necessitates an extensive use of BLCA cell line models, small
molecule inhibitors and molecular biology methods. Functional
effects on tumor inhibition can be assessed using a variety of assays
that examine cell viability, cell cycle progression, clonogenic
growth, apoptosis or senescence. Analyzing the effects on various
phosphoproteins in signaling cascades remains a critical method
and can be accomplished by immunoblotting, immunofluorescence
or high-throughput techniques like mass spectrometry or mass
cytometry. Various methods of genetic manipulation of protein
expression, including genetic silencing by small interfering RNAs
(siRNAs), short hairpin RNAs (shRNAs) or clustered regularly
interspaced palindromic repeats (CRISPR) guide RNAs (gRNAs),
as well as overexpression by recombinant proteins using plasmid
transfection or transduction are also important in assessing the
PI3K signaling pathway. Use of each of these methods requires
several important considerations that should be studied in detail
before starting experiments. Here we would like to highlight some
specific experimental aspects that we have experienced during our
work with PI3K signaling in BLCA, each of which can impact the
final experimental outcome.

4.1 Cell Culture When characterizing signaling events in cells, the cell culture condi-
tions play a major role in the outcome and reproducibility. One
critical aspect is the authentication of cell lines, which is necessary to
ensure the correct genetic background of the cells of interest. Several
open access databases are available with data on the genetic alterations
including mutations and copy number variations of commonly used
cell lines (http://cancer.sanger.ac.uk/cell_lines#, https://portals.bro
adinstitute.org/ccle/home) [42–44]. These databases can provide
useful information in order to select cell lines bearing relevant genetic
alterations in order to answer a particular research question.

Several practical aspects of cell culture influence the ability of
cells to change their properties during serial passages. One of these
is the influence of temperature during passaging of cells. It should
be ensured that cell culture reagents such as media, PBS and trypsin
are adequately warmed to 37 �C before use. Cells should also be
handled at room temperature for a minimum amount of time and
returned to their 37 �C incubator environment at the earliest.
Trypsinization is also a stressful process for cells and the time of
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exposure to trypsin or similar agents should be minimized and has
to be optimized not only for a given cell line but also be controlled
in each experiment.

Another important variable is the degree of confluence of cells.
We have observed that the protein phosphorylation level of several
molecules within the PI3K pathway is influenced by the degree of
confluence of cells. For example, phosphorylated AKT and S6K1
levels decrease in cells with increasing confluence (Fig. 3). Due to
these observations, our group controls the confluence status of cells
during routine cell culture as well as during individual experiments
stringently. The condition of cells during culture influences signal-
ing events to a large extent. It is imperative that cell culture condi-
tions are properly controlled to ensure reproducibility.

4.2 Cell Viability

Assays

The ideal measure of the effect of a small molecule inhibitor on
tumor growth is the number of viable cells relative to a solvent
control. However, cell counting is a cumbersome process and cell
viability assays are commonly used as a surrogate measure to enable
comparatively high-throughput experiments. However, it is impor-
tant to consider the underlying principle of these assays. For
instance, several of these assays detect the reduction of tetrazolium
or resazurin salts or the production of ATP [45]. Hence, it is
necessary to conduct preliminary experiments which can verify the

phosphoAKT Thr

Total AKT

phosphoS6K1

Total S6K1

Observed confluence (%)  50      80    100

Fig. 3 Influence of cell confluence on protein phosphorylation. RT112 cells were
seeded at 0.2 � 106, 0.3 � 106 or 0.4 � 106 cells per well in a 6-well plate and
lysates were prepared the following day and subjected to immunoblotting. All
methods were performed as described previously [19]. Briefly, cells were lysed
for 15 min on ice in lysis buffer (150 mM NaCl, 50 mM Tris–HCl, pH 7.2, 1%
Triton X-100, 0.05% SDS, 5 mM EDTA) containing freshly added protease and
phosphatase inhibitors. Protein lysates were quantified and subjected to SDS-
PAGE, followed by transfer onto a PVDF membrane. Membranes were blocked in
5% nonfat milk in washing buffer (0.05 M Tris–HCl, pH 7.6 with 0.1% Tween-20)
for 1 h at room temperature, followed by washing and overnight incubation with
respective primary antibodies. Membranes were then incubated with peroxidase
conjugated IgG for 30 min at room temperature, which was detected by
recording the chemiluminescent signal on autoradiography films
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correlation of these assay readouts with cell number. It is also
possible that specific conditions such as cell confluence can influ-
ence the results of such assays.

We examined the influence of cell confluence on results of the
CellTiter-Blue, CellTiter-Glo and sulforhodamine B (SRB) assays,
in comparison to cell counts detected by trypan blue exclusion. The
CellTiter-Blue assay correlated with the cell counts only when cells
were between 20 and 60% confluent (Fig. 4a). At higher conflu-
ence, the assay underestimated the cell counts by 35–65%. This
reduction was also seen when calculating the fluorescent signal per
cell (Fig. 4d). The CellTiter-Glo assay correlated well with the
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Fig. 4 Influence of cell confluence on cell viability assays. RT112 cells were seeded at 3000, 5000, 8000,
10,000, 20,000 or 30,000 cells per well in a 96-well plate. Cell confluence was estimated the next day. Cells
were counted using trypan blue exclusion or the CellTiter-Blue (a), CellTiter-Glo (b) or SRB (c) assay,
respectively. All assays were performed according to the manufacturer’s protocol or as described previously
[49]. Results were expressed as percentage of the lowest cell number (ctrl). The respective readout for each
assay was divided by the corresponding cell number to yield the assay value per cell (d), which was expressed
as percentage. Error bars indicate standard error. Results are representative of two independent experiments
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number of viable cells at a confluence between 20 and 70%
(Fig. 4b). However, once cells reached 90–100% confluence, this
assay also showed a 25–40% reduction in the luminescence detected
per cell and underestimated the number of viable cells (Fig. 4d).
Among the three assays examined, the SRB assay correlated best
with cell numbers (Fig. 4c). At 90–100% confluence, the absor-
bance per cell was reduced by around 16% and this assay also
underestimated the number of viable cells (Fig. 4d). However,
this assay is more time consuming and not often used for high-
throughput screening. Hence, cell confluence has the potential to
act as a confounding factor when using these assays. For instance,
such assays would underestimate the effect of a small molecule
inhibitor if the control cells were allowed to reach confluence.

Recent studies have compared the effects of two large-scale
pharmacogenomics studies, both of which analyzed the effect of
small molecule inhibitors on various cell lines in relation to their
genetic alterations, but yielded differing results. According to these
studies, this variability arose not from differences in genomic data
but from variations in cell culture conditions, seeding density and
the viability assays that were used [46, 47]. These examples once
again stress the importance of controlling cell culture conditions
and viability assays in order to ensure reproducible results.

4.3 Chemical

Inhibition via Small

Molecule Inhibitors

Small molecule inhibitors are an important resource for transla-
tional projects involving cell signaling. The choice of inhibitors
should be guided by a thorough study of their properties and
described effects. An important consideration is the range of speci-
ficity of such inhibitors relative to the concentration used in an
assay. It should thus always be confirmed that the inhibitor engages
with its proposed target and does not exhibit off-target effects. This
can be ensured by examining the dose-dependency of the effect of
these inhibitors on the biochemical activity of their target, for
example, by analyzing its downstream effectors. Owing to the
propensity for off-target effects, it is important to stay within this
biochemically relevant concentration range when analyzing the
functional effects of inhibitors on cell growth and proliferation.
Specific phenotypes that are observed should also be confirmed
by using multiple small molecule inhibitors against the same target
to increase confidence in the specificity of the effect. In addition,
this approach can also be combined with data from genetic manip-
ulation of the target.

4.4 Genetic

Inhibition or Activation

of Target Molecules

Various methods of either genetic silencing via siRNAs, shRNAs or
gRNAs, or protein overexpression via cDNA or gRNAs can be used
to confirm findings from an experiment using a small molecule
inhibitor. However, such oligonucleotide-based strategies are also
prone to off-target effects [48]. It is thus important to use multiple
oligonucleotide constructs against a single gene of interest to
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generate reliable data. Following genetic knockdown by siRNAs or
shRNAs, the specificity of the induced phenotype can be confirmed
by reversing it by reintroducing the protein of interest via cDNA
transfection. In order to ensure that the siRNA or shRNA does not
silence the expression of the reconstituted protein, it can be
designed to target untranslated (UTR) regions of the gene of
interest, which are usually not included in cDNA expression con-
structs. We have recently used this strategy to examine the effect of
PI3KCAmutations on AKT inhibition in BLCA [31]. Lastly, while
a comparison of chemical and genetic inhibition can provide useful
insights, it should also be remembered that these twomethods have
the potential to lead to distinct effects on cell signaling and these
results should be critically analyzed.

References

1. Engelman JA, Luo J, Cantley LC (2006) The
evolution of phosphatidylinositol 3-kinases as
regulators of growth and metabolism. Nat Rev
Genet 7(8):606–619. doi:10.1038/nrg1879

2. Franke TF (2008) PI3K/Akt: getting it right
matters. Oncogene 27(50):6473–6488.
doi:10.1038/onc.2008.313

3. Laplante M, Sabatini DM (2009) mTOR sig-
naling at a glance. J Cell Sci 122(Pt
20):3589–3594. doi:10.1242/jcs.051011

4. Mamane Y, Petroulakis E, LeBacquer O,
Sonenberg N (2006) mTOR, translation initi-
ation and cancer. Oncogene 25
(48):6416–6422. doi:10.1038/sj.onc.
1209888

5. Cancer Genome Atlas Research N (2014)
Comprehensive molecular characterization of
urothelial bladder carcinoma. Nature 507
(7492):315–322. doi:10.1038/nature12965

6. Iyer G, Al-Ahmadie H, Schultz N, Hanrahan
AJ, Ostrovnaya I, Balar AV, Kim PH, Lin O,
Weinhold N, Sander C, Zabor EC, Janakira-
man M, Garcia-Grossman IR, Heguy A, Viale
A, Bochner BH, Reuter VE, Bajorin DF,
Milowsky MI, Taylor BS, Solit DB (2013)
Prevalence and co-occurrence of actionable
genomic alterations in high-grade bladder can-
cer. J Clin Oncol 31(25):3133–3140. doi:10.
1200/JCO.2012.46.5740

7. Platt FM, Hurst CD, Taylor CF, Gregory WM,
Harnden P, Knowles MA (2009) Spectrum of
phosphatidylinositol 3-kinase pathway gene
alterations in bladder cancer. Clin Cancer Res
15(19):6008–6017. doi:10.1158/
1078–0432.CCR-09-0898. [pii]

8. Calderaro J, Rebouissou S, de Koning L, Mas-
moudi A, Herault A, Dubois T, Maille P,
Soyeux P, Sibony M, de la Taille A, Vordos D,

Lebret T, Radvanyi F, Allory Y (2014) PI3K/
AKT pathway activation in bladder carcinogen-
esis. Int J Cancer 134(8):1776–1784. doi:10.
1002/ijc.28518

9. Cappellen D, Gil Diez de Medina S, Chopin D,
Thiery JP, Radvanyi F (1997) Frequent loss of
heterozygosity on chromosome 10q in muscle-
invasive transitional cell carcinomas of the blad-
der. Oncogene 14(25):3059–3066. doi:10.
1038/sj.onc.1201154

10. Aveyard JS, Skilleter A, Habuchi T, Knowles
MA (1999) Somatic mutation of PTEN in
bladder carcinoma. Br J Cancer 80
(5–6):904–908. doi:10.1038/sj.bjc.6690439

11. Tsuruta H, Kishimoto H, Sasaki T, Horie Y,
Natsui M, Shibata Y, Hamada K, Yajima N,
Kawahara K, Sasaki M, Tsuchiya N, Enomoto
K, Mak TW, Nakano T, Habuchi T, Suzuki A
(2006) Hyperplasia and carcinomas in Pten-
deficient mice and reduced PTEN protein in
human bladder cancer patients. Cancer Res 66
(17):8389–8396. doi:10.1158/0008-5472.
CAN-05-4627

12. Knowles MA, Habuchi T, Kennedy W,
Cuthbert-Heavens D (2003) Mutation spec-
trum of the 9q34 tuberous sclerosis gene
TSC1 in transitional cell carcinoma of the blad-
der. Cancer Res 63(22):7652–7656

13. Askham JM, Platt F, Chambers PA, Snowden
H, Taylor CF, Knowles MA (2010) AKT1
mutations in bladder cancer: identification of
a novel oncogenic mutation that can co-
operate with E17K. Oncogene 29
(1):150–155. doi:10.1038/onc.2009.315

14. Alfred Witjes J, Lebret T, Comperat EM,
Cowan NC, De Santis M, Bruins HM, Her-
nandez V, Espinos EL, Dunn J, Rouanne M,
Neuzillet Y, Veskimae E, van der Heijden AG,
Gakis G, Ribal MJ (2017) Updated 2016 EAU

PI3K Pathway Inhibition in Bladder Cancer 347

https://doi.org/10.1038/nrg1879
https://doi.org/10.1038/onc.2008.313
https://doi.org/10.1242/jcs.051011
https://doi.org/10.1038/sj.onc.1209888
https://doi.org/10.1038/sj.onc.1209888
https://doi.org/10.1038/nature12965
https://doi.org/10.1200/JCO.2012.46.5740
https://doi.org/10.1200/JCO.2012.46.5740
https://doi.org/10.1158/1078-0432.CCR-09-0898
https://doi.org/10.1158/1078-0432.CCR-09-0898
https://doi.org/10.1002/ijc.28518
https://doi.org/10.1002/ijc.28518
https://doi.org/10.1038/sj.onc.1201154
https://doi.org/10.1038/sj.onc.1201154
https://doi.org/10.1038/sj.bjc.6690439
https://doi.org/10.1158/0008-5472.CAN-05-4627
https://doi.org/10.1158/0008-5472.CAN-05-4627
https://doi.org/10.1038/onc.2009.315


guidelines on muscle-invasive and metastatic
bladder cancer. Eur Urol 71:462–475. doi:10.
1016/j.eururo.2016.06.020

15. Ratner M (2016) Genentech’s PD-L1 agent
approved for bladder cancer. Nat Biotechnol
34(8):789–790. doi:10.1038/nbt0816-789

16. Dienstmann R, Rodon J, Serra V, Tabernero J
(2014) Picking the point of inhibition: a com-
parative review of PI3K/AKT/mTOR path-
way inhibitors. Mol Cancer Ther 13
(5):1021–1031. doi:10.1158/1535-7163.
MCT-13-0639

17. Shimobayashi M, Hall MN (2014) Making
new contacts: the mTOR network in metabo-
lism and signalling crosstalk. Nat Rev Mol Cell
Biol 15(3):155–162. doi:10.1038/nrm3757

18. Fruman DA, Rommel C (2014) PI3K and can-
cer: lessons, challenges and opportunities. Nat
Rev Drug Discov 13(2):140–156. doi:10.
1038/nrd4204

19. Nawroth R, Stellwagen F, Schulz WA, Stoehr
R, Hartmann A, Krause BJ, Gschwend JE, Retz
M (2011) S6K1 and 4E-BP1 are independent
regulated and control cellular growth in blad-
der cancer. PLoS One 6(11):e27509. doi:10.
1371/journal.pone.0027509

20. Chiong E, Lee IL, Dadbin A, Sabichi AL, Har-
ris L, Urbauer D, McConkey DJ, Dickstein RJ,
Cheng T, Grossman HB (2011) Effects of
mTOR inhibitor everolimus (RAD001) on
bladder cancer cells. Clin Cancer Res 17
(9):2863–2873. doi:10.1158/1078-0432.
CCR-09-3202

21. Lin JF, Lin YC, Yang SC, Tsai TF, Chen HE,
Chou KY, Hwang TI (2016) Autophagy inhi-
bition enhances RAD001-induced cytotoxicity
in human bladder cancer cells. Drug Des Devel
Ther 10:1501–1513. doi:10.2147/DDDT.
S95900

22. Kyou Kwon J, Kim SJ, Hoon Kim J, Mee Lee
K, Ho Chang I (2014) Dual inhibition by
S6K1 and Elf4E is essential for controlling cel-
lular growth and invasion in bladder cancer.
Urol Oncol 32(1):51 e27-35. doi:10.1016/j.
urolonc.2013.08.005

23. Guo Y, Chekaluk Y, Zhang J, Du J, Gray NS,
WuCL, Kwiatkowski DJ (2013) TSC1 involve-
ment in bladder cancer: diverse effects and
therapeutic implications. J Pathol 230
(1):17–27. doi:10.1002/path.4176

24. Seront E, Pinto A, Bouzin C, Bertrand L,
Machiels JP, Feron O (2013) PTEN deficiency
is associated with reduced sensitivity to mTOR
inhibitor in human bladder cancer through the
unhampered feedback loop driving PI3K/Akt
activation. Br J Cancer 109(6):1586–1592.
doi:10.1038/bjc.2013.505

25. Thoreen CC, Kang SA, Chang JW, Liu Q,
Zhang J, Gao Y, Reichling LJ, Sim T, Sabatini
DM, Gray NS (2009) An ATP-competitive
mammalian target of rapamycin inhibitor
reveals rapamycin-resistant functions of
mTORC1. J Biol Chem 284(12):8023–8032.
doi:10.1074/jbc.M900301200

26. Feldman ME, Apsel B, Uotila A, Loewith R,
Knight ZA, Ruggero D, Shokat KM (2009)
Active-site inhibitors of mTOR target
rapamycin-resistant outputs of mTORC1 and
mTORC2. PLoS Biol 7(2):e38. doi:10.1371/
journal.pbio.1000038

27. Efeyan A, Sabatini DM (2010) mTOR and
cancer: many loops in one pathway. Curr
Opin Cell Biol 22(2):169–176. doi:10.1016/
j.ceb.2009.10.007

28. Iyer G, Hanrahan AJ, Milowsky MI, Al-
Ahmadie H, Scott SN, Janakiraman M, Pirun
M, Sander C, Socci ND, Ostrovnaya I, Viale A,
Heguy A, Peng L, Chan TA, Bochner B,
Bajorin DF, Berger MF, Taylor BS, Solit DB
(2012) Genome sequencing identifies a basis
for everolimus sensitivity. Science 338
(6104):221. doi:10.1126/science.1226344

29. Seront E, Rottey S, Sautois B, Kerger J,
D’Hondt LA, Verschaeve V, Canon JL, Dop-
chie C, Vandenbulcke JM, Whenham N, Goe-
minne JC, Clausse M, Verhoeven D, Glorieux
P, Branders S, Dupont P, Schoonjans J, Feron
O, Machiels JP (2012) Phase II study of ever-
olimus in patients with locally advanced or met-
astatic transitional cell carcinoma of the
urothelial tract: clinical activity, molecular
response, and biomarkers. Ann Oncol 23
(10):2663–2670. doi:10.1093/annonc/
mds057

30. Wagle N, Grabiner BC, Van Allen EM, Hodis
E, Jacobus S, Supko JG, Stewart M, Choueiri
TK, Gandhi L, Cleary JM, Elfiky AA, Taplin
ME, Stack EC, Signoretti S, Loda M, Shapiro
GI, Sabatini DM, Lander ES, Gabriel SB, Kant-
off PW, Garraway LA, Rosenberg JE (2014)
Activating mTOR mutations in a patient with
an extraordinary response on a phase I trial of
everolimus and pazopanib. Cancer Discov 4
(5):546–553. doi:10.1158/2159-8290.CD-
13-0353

31. Sathe A, Guerth F, Cronauer MV, Heck MM,
Thalgott M, Gschwend JE, Retz M, Nawroth
R (2014) Mutant PIK3CA controls DUSP1-
dependent ERK 1/2 activity to confer response
to AKT target therapy. Br J Cancer 111
(11):2103–2113. doi:10.1038/bjc.2014.534

32. Dickstein RJ, Nitti G, Dinney CP, Davies BR,
Kamat AM, McConkey DJ (2012) Autophagy
limits the cytotoxic effects of the AKT inhibitor
AZ7328 in human bladder cancer cells. Cancer

348 Anuja Sathe and Roman Nawroth

https://doi.org/10.1016/j.eururo.2016.06.020
https://doi.org/10.1016/j.eururo.2016.06.020
https://doi.org/10.1038/nbt0816-789
https://doi.org/10.1158/1535-7163.MCT-13-0639
https://doi.org/10.1158/1535-7163.MCT-13-0639
https://doi.org/10.1038/nrm3757
https://doi.org/10.1038/nrd4204
https://doi.org/10.1038/nrd4204
https://doi.org/10.1371/journal.pone.0027509
https://doi.org/10.1371/journal.pone.0027509
https://doi.org/10.1158/1078-0432.CCR-09-3202
https://doi.org/10.1158/1078-0432.CCR-09-3202
https://doi.org/10.2147/DDDT.S95900
https://doi.org/10.2147/DDDT.S95900
https://doi.org/10.1016/j.urolonc.2013.08.005
https://doi.org/10.1016/j.urolonc.2013.08.005
https://doi.org/10.1002/path.4176
https://doi.org/10.1038/bjc.2013.505
https://doi.org/10.1074/jbc.M900301200
https://doi.org/10.1371/journal.pbio.1000038
https://doi.org/10.1371/journal.pbio.1000038
https://doi.org/10.1016/j.ceb.2009.10.007
https://doi.org/10.1016/j.ceb.2009.10.007
https://doi.org/10.1126/science.1226344
https://doi.org/10.1093/annonc/mds057
https://doi.org/10.1093/annonc/mds057
https://doi.org/10.1158/2159-8290.CD-13-0353
https://doi.org/10.1158/2159-8290.CD-13-0353
https://doi.org/10.1038/bjc.2014.534


Biol Ther 13(13):1325–1338. doi:10.4161/
cbt.21793

33. Ross RL, McPherson HR, Kettlewell L, Shny-
der SD, Hurst CD, Alder O, Knowles MA
(2016) PIK3CA dependence and sensitivity to
therapeutic targeting in urothelial carcinoma.
BMC Cancer 16:553. doi:10.1186/s12885-
016-2570-0

34. Gopa Iyer CMT, Garcia-Grossman IR, Scott
SN, Boyd ME, McCoy AS, Berger MF, Al-
Ahmadie H, Solit DB, Rosenberg JE, Bajorin
DF (2015) Phase 2 study of the pan-isoform
PI3 kinase inhibitor BKM120 in metastatic
urothelial carcinoma patients. J Clin Oncol 33
(suppl 7):abstr 324

35. Moon du G, Lee SE, Oh MM, Lee SC, Jeong
SJ, Hong SK, Yoon CY, Byun SS, Park HS,
Cheon J (2014) NVP-BEZ235, a dual PI3K/
mTOR inhibitor synergistically potentiates the
antitumor effects of cisplatin in bladder cancer
cells. Int J Oncol 45(3):1027–1035. doi:10.
3892/ijo.2014.2505

36. Li JR, Cheng CL, Yang CR, Ou YC, Wu MJ,
Ko JL (2013) Dual inhibitor of phosphoinosi-
tide 3-kinase/mammalian target of rapamycin
NVP-BEZ235 effectively inhibits cisplatin-
resistant urothelial cancer cell growth through
autophagic flux. Toxicol Lett 220(3):267–276.
doi:10.1016/j.toxlet.2013.04.021

37. Seront E, Rottey S, Filleul B, Glorieux P, Goe-
minne JC, Verschaeve V, Vandenbulcke JM,
Sautois B, Boegner P, Gillain A, van Maanen
A, Machiels JP (2016) Phase II study of dual
phosphoinositol-3-kinase (PI3K) and mamma-
lian target of rapamycin (mTOR) inhibitor
BEZ235 in patients with locally advanced or
metastatic transitional cell carcinoma. BJU Int
118(3):408–415. doi:10.1111/bju.13415

38. Munster P, Aggarwal R, Hong D, Schellens
JH, van der Noll R, Specht J, Witteveen PO,
Werner TL, Dees EC, Bergsland E, Agarwal N,
Kleha JF, Durante M, Adams L, Smith DA,
Lampkin TA, Morris SR, Kurzrock R (2016)
First-in-human phase I study of GSK2126458,
an oral pan-class I phosphatidylinositol-3-
kinase inhibitor, in patients with advanced
solid tumor malignancies. Clin Cancer Res 22
(8):1932–1939. doi:10.1158/1078-0432.
CCR-15-1665

39. Rodon J, Dienstmann R, Serra V, Tabernero J
(2013) Development of PI3K inhibitors: les-
sons learned from early clinical trials. Nat Rev
Clin Oncol 10(3):143–153. doi:10.1038/
nrclinonc.2013.10

40. Nassim R, Mansure JJ, Chevalier S, Cury F,
Kassouf W (2013) Combining mTOR inhibi-
tion with radiation improves antitumor activity
in bladder cancer cells in vitro and in vivo: a

novel strategy for treatment. PLoS One 8(6):
e65257. doi:10.1371/journal.pone.0065257

41. Knowles MA, Hurst CD (2015) Molecular
biology of bladder cancer: new insights into
pathogenesis and clinical diversity. Nat Rev
Cancer 15(1):25–41. doi:10.1038/nrc3817

42. Nickerson ML, Witte N, Im KM, Turan S,
Owens C, Misner K, Tsang SX, Cai Z, Wu S,
Dean M, Costello JC, Theodorescu D (2017)
Molecular analysis of urothelial cancer cell lines
for modeling tumor biology and drug
response. Oncogene 36:35–46. doi:10.1038/
onc.2016.172

43. Barretina J, Caponigro G, Stransky N, Venka-
tesan K,Margolin AA, Kim S,Wilson CJ, Lehar
J, Kryukov GV, Sonkin D, Reddy A, Liu M,
Murray L, Berger MF, Monahan JE, Morais P,
Meltzer J, Korejwa A, Jane-Valbuena J, Mapa
FA, Thibault J, Bric-Furlong E, Raman P, Ship-
way A, Engels IH, Cheng J, Yu GK, Yu J,
Aspesi P Jr, de Silva M, Jagtap K, Jones MD,
Wang L, Hatton C, Palescandolo E, Gupta S,
Mahan S, Sougnez C, Onofrio RC, Liefeld T,
MacConaill L, Winckler W, Reich M, Li N,
Mesirov JP, Gabriel SB, Getz G, Ardlie K,
Chan V, Myer VE, Weber BL, Porter J, War-
muth M, Finan P, Harris JL, Meyerson M,
Golub TR, Morrissey MP, Sellers WR, Schlegel
R, Garraway LA (2012) The cancer cell line
encyclopedia enables predictive modelling of
anticancer drug sensitivity. Nature 483
(7391):603–607. doi:10.1038/nature11003

44. Forbes SA, Beare D, Gunasekaran P, Leung K,
Bindal N, Boutselakis H, Ding M, Bamford S,
Cole C, Ward S, Kok CY, Jia M, De T, Teague
JW, Stratton MR, McDermott U, Campbell PJ
(2015) COSMIC: exploring the world’s
knowledge of somatic mutations in human can-
cer. Nucleic Acids Res 43(Database issue):
D805–D811. doi:10.1093/nar/gku1075

45. Riss TL, Moravec RA, Niles AL, Duellman S,
Benink HA, Worzella TJ, Minor L (2004) Cell
viability assays. In: Sittampalam GS, Coussens
NP, Nelson H et al (eds) Assay guidance man-
ual. Eli Lilly & Company and the National
Center for Advancing Translational Sciences,
Bethesda (MD)

46. Haverty PM, Lin E, Tan J, Yu Y, Lam B, Lia-
noglou S, Neve RM, Martin S, Settleman J,
Yauch RL, Bourgon R (2016) Reproducible
pharmacogenomic profiling of cancer cell line
panels. Nature 533(7603):333–337. doi:10.
1038/nature17987

47. Haibe-Kains B, El-Hachem N, Birkbak NJ, Jin
AC, Beck AH, Aerts HJ, Quackenbush J
(2013) Inconsistency in large pharmacoge-
nomic studies. Nature 504(7480):389–393.
doi:10.1038/nature12831

PI3K Pathway Inhibition in Bladder Cancer 349

https://doi.org/10.4161/cbt.21793
https://doi.org/10.4161/cbt.21793
https://doi.org/10.1186/s12885-016-2570-0
https://doi.org/10.1186/s12885-016-2570-0
https://doi.org/10.3892/ijo.2014.2505
https://doi.org/10.3892/ijo.2014.2505
https://doi.org/10.1016/j.toxlet.2013.04.021
https://doi.org/10.1111/bju.13415
https://doi.org/10.1158/1078-0432.CCR-15-1665
https://doi.org/10.1158/1078-0432.CCR-15-1665
https://doi.org/10.1038/nrclinonc.2013.10
https://doi.org/10.1038/nrclinonc.2013.10
https://doi.org/10.1371/journal.pone.0065257
https://doi.org/10.1038/nrc3817
https://doi.org/10.1038/onc.2016.172
https://doi.org/10.1038/onc.2016.172
https://doi.org/10.1038/nature11003
https://doi.org/10.1093/nar/gku1075
https://doi.org/10.1038/nature17987
https://doi.org/10.1038/nature17987
https://doi.org/10.1038/nature12831


48. Boettcher M, McManus MT (2015) Choosing
the right tool for the job: RNAi, TALEN, or
CRISPR. Mol Cell 58(4):575–585. doi:10.
1016/j.molcel.2015.04.028

49. Vichai V, Kirtikara K (2006) Sulforhodamine B
colorimetric assay for cytotoxicity screening.
Nat Protoc 1(3):1112–1116. doi:10.1038/
nprot.2006.179

50. Niegisch G, Retz M, Thalgott M, Balabanov S,
Honecker F, Ohlmann CH, Stockle M, Boge-
mannM, VomDorp F, Gschwend J, Hartmann
A, Ohmann C, Albers P (2015) Second-line
treatment of advanced Urothelial cancer with
paclitaxel and Everolimus in a German phase II
trial (AUO trial AB 35/09). Oncology 89
(2):70–78. doi:10.1159/000376551

51. Milowsky MI, Iyer G, Regazzi AM, Al-
Ahmadie H, Gerst SR, Ostrovnaya I, Gellert
LL, Kaplan R, Garcia-Grossman IR, Pendse D,
Balar AV, Flaherty AM, Trout A, Solit DB,
Bajorin DF (2013) Phase II study of everoli-
mus in metastatic urothelial cancer. BJU Int
112(4):462–470. doi:10.1111/j.1464-410X.
2012.11720.x

52. Gerullis H, Eimer C, Ecke TH, Georgas E,
Freitas C, Kastenholz S, Arndt C, Heusch C,
Otto T (2012) A phase II trial of temsirolimus
in second-line metastatic urothelial cancer.
Med Oncol 29(4):2870–2876. doi:10.1007/
s12032-012-0216-x

350 Anuja Sathe and Roman Nawroth

https://doi.org/10.1016/j.molcel.2015.04.028
https://doi.org/10.1016/j.molcel.2015.04.028
https://doi.org/10.1038/nprot.2006.179
https://doi.org/10.1038/nprot.2006.179
https://doi.org/10.1159/000376551
https://doi.org/10.1111/j.1464-410X.2012.11720.x
https://doi.org/10.1111/j.1464-410X.2012.11720.x
https://doi.org/10.1007/s12032-012-0216-x
https://doi.org/10.1007/s12032-012-0216-x


Chapter 24

Visualization and Quantitative Measurement of
Drug-Induced Platinum Adducts in the Nuclear DNA
of Individual Cells by an Immuno-Cytological Assay

Margarita Melnikova and J€urgen Thomale

Abstract

Immunocytological staining with adduct-specific antibodies allows the visualization and measurement of
structurally defined types of DNA damage in the nuclei of individual cells. Here we describe an immuno-
cytological assay (ICA) procedure for the localization and quantification of such damage, in particular
induced by platinum-based anticancer drugs, in cell lines, in primary cell suspensions and in frozen tissue
sections.

Key words DNA adducts, Cisplatin, Monoclonal antibody, Immunofluorescence, Single cell analysis,
Quantitative image analysis

1 Introduction

Platinum-based anticancer drugs like cis-, carbo-, or oxaliplatin play
a major role in chemotherapeutic regimen for a broad spectrum of
solid tumors including urothelial carcinoma [1]. These drugs medi-
ate their antineoplastic activity by forming platination products, so
called adducts, in the nuclear DNA of tumor cells [2, 3]. The
relative chemosensitivity/-resistance of cells is closely correlated
to the amount of adducts induced and to their persistence in the
nucleus [4]. To determine these critical parameters in experimental
cell systems as well as in clinical specimen we have developed a
sensitive immunoanalytical procedure based on an adduct-specific
monoclonal antibody [5]. The ICA method described here allows
the quantitative analysis of Pt-adduct levels in the nuclear DNA of
individual cells and has successfully been applied in various cell lines
[6, 7], in mouse models [8–10], and in clinical cell samples like
primary tumor tissue [11], ascites fluids, or circulating tumor cells
from peripheral blood [12]. Other types of structural DNA damage
such as specific alkylation products [13], oxidative damage [14], or
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UV-induced lesions [15] can similarly be detected where suitable
antibodies are available.

2 Materials

2.1 Sample

Preparation

1. Microscopic slides for sample preparation: strictly use “Super-
frost Plus Gold“ slides (see Note 1).

2.2 Immunostaining Prepare all solutions using ultrapure water (at least double distilled
water, ddH2O) and analytical-grade reagents. Prepare and store all
reagents at room temperature (unless indicated otherwise).

1. Alkali solution: Prepare 70 mM NaOH (2.8 g/L) þ 140 mM
NaCl (8.2 g/L), store solution at 4 �C, before use mix 60: 40
(v/v) with methanol, cool to 0 �C in ice bath.

2. PBS: Na2HPO4 2H2O (1.44 g/L), KH2PO4 (0.2 g/L), NaCl
(8 g/L), KCl (0.2 g/L). Dissolve in ddH2O, adjust to pH 7.2
with HCl, autoclave for storage.

3. PBST: mix 0.25% Tween 20 (2.5 mL/L) in PBS.

4. PBS-Glycine: dissolve 0.2% glycine (2 mg/L) in PBS.

5. Blocking solution: dissolve 5% (w/v) skim milk powder
(50 mg/mL) in PBS.

6. Pepsin solution: Use pepsin from Thermo Scientific (10 FIP-
U/mg), prepare stock solution of 1 mg/mL in ddH2O and
store aliquots at �20 �C. Working concentration:
100–800 μg/mL ddH2O (see Note 2).

7. Proteinase K buffer: 20 mMTris base, 2 mMCaCl2, dissolve in
ddH2O, adjust to pH 7.5 with HCl, store at 4 �C.

Proteinase K solution: Use proteinase K from Thermo Scien-
tific (30 U/mg), prepare stock solution of 1 mg/mL in pro-
teinase K buffer, store aliquots at �20 �C. Working
concentration: 100–800 μg/mL in proteinase K buffer
(see Note 2).

8. Primary antibody: Monoclonal antibody R-C18 (rat, specific
for the major DNA platination product Pt-[GpG]) [5], prepare
stock solution of 50 μg/mL in PBS/BSA (5% w/v) and store at
�20 �C.

9. Secondary antibody: Use, e.g., Cy3-labeled goat anti-(rat Ig)
from Dianova (dilution 1: 200).

10. DAPI solution: Dissolve 40,6-diamidino-2-phenylindole
dihydrochloride (DAPI) in ddH2O for stock solution of
100 μg/mL store at �20 �C in dark.

11. Mounting solution with low auto-fluorescence.
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2.3 Instruments 1. Fluorescence microscope or laser-scanning confocal microscope.

2. Image analysis system.

3 Methods

3.1 Preparation

of Samples

3.1.1 Carry Out All Steps

at Room Temperature

Unless Specified Otherwise

1. Seed cells (e.g., in 6-well plates), grow over night, and treat
with cisplatin, e.g., for 4 h (include an untreated control),
continue with step 3.

2. For repair kinetics: remove cisplatin from cells after 2 or 4 h of
exposure and replace by fresh, pre-warmed medium, further
incubate cells for different periods.

3. Trypsinize cells in one or two well(s) per time point or treat-
ment condition.

4. Count cells to allow corrections for adduct dilution by de novo
DNA synthesis during replication if necessary (see Note 3).

5. Spin cells down and wash 2� with PBS (to get rid of protein
before placing cells onto slides).

6. Resuspend cells at a density of 1 � 106/mL in PBS.

7. Place a drop of 10 μL (about 104 cells) for each concentration/
time point onto “Superfrost Plus Gold” slides, Apply up to
right spots per slide, include an untreated control (see Fig. 1).
Label slides with pencil (don’t use ink marker).

8. Let cells adhere and completely air-dry at room temperature
(RT).

9. Keep slides frozen at �20 �C in box (no wrapping with foil,
see Note 4) until analysis or shipment.

3.1.2 Cells in Suspension Same procedure as for adherent cells but spin down cells in step 2 and
omit step 3.

Fig. 1 Application of cell samples/tissue sections onto microscopic slides
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3.1.3 Tissue Sections 1. Embed small samples of fresh tissue in freezing solution (e.g.,
OTC, Leica), shock-freeze in liquid N2 and store at �80 �C
(see Note 5).

2. Prepare frozen sections (7–9 μm) at suitable freezing tempera-
ture (�18 to�25 �C, depending on tissue type) and place onto
“Superfrost Plus Gold” slides.

3.2 Staining

Procedure

1. Let slides warm up to room temperature (see Note 4).

2. Fix samples in cooled methanol (�20 �C) in a container for at
least 30 min.

3. Wash slides in PBS for 5 min at RT in container.

4. Alkali denaturation step: Mix 60% 70 mM NaOH/140 mM
NaCl and 40% methanol (v/v) in container and cool in ice
bath, immerse slides for exactly 5 min at 0 �C.

5. Wash in PBS (2 � 5 min with buffer change, RT, container),
wipe edges dry, and encircle samples with grease pen.

6. Digest with warmed pepsin (100–800 μg/mL in ddH2O, for
activation add 10 μL 2 M HCl/mL) by carefully overlying
slides with 1 mL solution and incubate 10 min at 37 �C.
Perform this and all following incubations in a moist chamber.

7. Wash in PBS for 5 min at RT.

8. Digest with warmed proteinase K (100–800 μg/mL proteinase
K buffer; 1 mL solution per slide) for 10 min at 37 �C (as in
step 6).

9. Wash slides in PBS-glycine (10 min, RT).

10. Blocking step: Incubate in PBS þ 5% skim milk powder (w/v)
for 30 min at RT in container.

11. Incubate with anti-(Pt-[GpG]) antibody (RC-18, concentra-
tion 0.01 to 0.1 μg/mL), carefully place 1 mL solution onto
each slide, incubate at 4 �C overnight.

12. Wash in PBS-Tween (5 min) and in PBS (5 min, RT).

13. Incubate with secondary antibody (e.g., goat anti-[rat Ig]-
Cy3, diluted 1:200), 500 μL per slide) for 1 h at 37 �C in dark.

14. Wash in PBST (5 min, RT) and in PBS (5 min, RT) in dark.

15. Counterstain with DAPI (1 μg/mL PBS in container, 30 min,
RT) in dark.

16. Wash with PBS (5 min, RT) in dark.

17. Carefully and slowly cover with antifade mounting solution
and with coverslips, seal coverslips with nail polish (seeNote 6).

18. Keep at 4 �C in dark until measurement.
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3.3 Quantification

of Adduct Levels as

Arbitrary Fluorescence

Units, (AFU)

For evaluation use a fluorescence microscope or a laser scanning
microscope with appropriate filter sets coupled to an image analyzer
(e.g., ACAS 2 Image Analysis System, Ahrens Electronics, Bargter-
heide) to determine integrated fluorescence signals from DAPI and
from antibody separately for individual nuclei. Pixels from areas of
interest (AOI) are defined by the DAPI stain (see Fig. 2). Then
calculate relative adduct concentration per cell by dividing
antibody-derived values by DAPI values of each nucleus resulting
in Arbitrary Fluorescence Units (AFUs). From these, calculate
mean values (with standard deviations or 95% confidence intervals)
which represent relative adduct levels. In dose-response experi-
ments this should result in an approximately linear correlation
between adduct values and cisplatin exposure (see Fig. 2). Subtract
AFU values of untreated controls (if any detectable) and finally
correct for DNA de novo synthesis rates if necessary (see Note 3).
Figure 3 illustrates typical results obtained by this technique in our
own experiments.

4 Notes

1. For sample preparation use “Superfrost Plus Gold” adhesion
slides (Thermo Scientific or Menzel) to prevent loss of cells
during the rather harsh alkali step and protease digestions
during the staining procedure.

Fig. 2 Visualization and measurement of platinum adducts in the nuclear DNA of single cells. (a) Fluorescence
micrographs of ICA-stained cells untreated or exposed to cisplatin (5 μg/mL, 4 h). Upper part: Cy3-channel (Pt-
[GpG]), lower part: DAPI-channel (DNA). (b) Snap shot of the ACAS II image analysis system showing cell
images (upper left) and integrated signal values from individual cells for DAPI and Cy3. The area of interest
(AOI) for each nucleus is defined by the DAPI-derived pixels. Subpopulations of cells can be marked by
different colors (yellow, red). (c) Quantitative evaluation of Pt-(GpG) adduct levels from a cisplatin dose
response experiment with human A549 lung cancer cells. Plotted are calculated mean AFU (Arbitrary
Fluorescence Units) values þ/� SD from 100 nuclei analyzed per dose
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2. Concentrations of proteases (proteinase K and pepsin) as given
above are good starting points but have to be optimized for
each type of cells or tissue to get rid of unspecific staining in
untreated controls on one hand and to minimize structural
damage of nuclei and cell loss on the other. Be aware that
specific activities of the enzymes often vary grossly between
different batches and providers.

3. Calculated mean AFU values can be corrected for adduct dilu-
tion due to de novo DNA synthesis during replication (e.g., in

Untreated
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Fig. 3 Application of ICA analysis for the measurement of DNA repair kinetics and of adduct levels in primary
tumor tissue. Upper left: Fluorescence images (matched Cy3- and DAPI-derived signals) from parental A549
cells and from a cisplatin-resistant variant (CisRes) at different time points after exposure to cisplatin (10 μg/
mL 2 h). Upper right: Pt-adduct kinetics of both cell lines during 24 h after exposure. Note the different peak
adduct formations but similar repair rates in both cell lines. Bottom: Visualization of Pt adducts in a sample of
ovarian cancer tissue taken from a patient immediately after high dose, high temperature intraperitoneal
perfusion with cisplatin (HIPEC, Lit). Shown are the EpCAM-staining of tumor cells (yellow/brown) and the ICA-
staining (insert: matched Cy3 and DAPI signals) from a tumor cell-rich area. Note the distinct intercellular
heterogeneity of DNA platination (see Note 7)
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the run of repair kinetics) by multiplying the respective values,
e.g., by a factor of two in case the cell number has doubled
since t0 (end of drug exposure). By this, proper repair rates can
be calculated for a given cell type.

4. Do not wrap slides in aluminum or plastic foil during freezing
but store in slide boxes to strictly avoid moistening of samples
by condensed/frozen water. Slides must be completely dry
before fixation in methanol.

5. The usage of sections from formalin-fixed tissue in paraffin
blocks is not recommended as the unmasking of the antigens
in DNA for antibody staining is complicated and doesn’t give
reproducible results.

6. Be very careful with the overlay of the mounting solution and
the placement of the coverslips as the nuclei are rather fragile
after digestion.

7. Specific types of cells (e.g., tumor or stem cells) in heteroge-
neous populations can be addressed in this assay by immunos-
taining relevant (surface) marker prior to the ICA procedure.
Fluorescence images and x-y-positions for cells of interest on
the slide can be stored electronically by using, e.g., the Tango
scanning table system (M€arzh€auser, Wetzlar) or any other suit-
able device. Do not cover slides after cell type staining with
mounting medium but place a drop of glycerine/PBS (1:1)
onto the slides before putting on a cover slip very carefully.
After image storage remove the slip by immersing the slide
slowly and in horizontal position in PBS to avoid disturbance
of cell positions. During the subsequent ICA staining proce-
dure it is recommended to perform all washing steps and
incubations following step 4 (alkali denaturation) with slides
in horizontal position, e.g., in a Petri dish within a moist
chamber.
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