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Preface

Ever sinceWilhelm Conrad Röntgen discovered X-rays in Würzburg and von Laue,

Ewald, Friedrich, Knipping, and Bragg developed analytical methods to interpret

X-ray diffraction patterns a hundred years ago in Göttingen, experimental single

crystal structure analysis from diffraction data has become the most powerful

analytical tool used to elucidate unequivocally the three dimensional structures of

solid matter. Since that time the technique has contributed to many Nobel prizes in

chemistry, physics and life sciences. From a knowledge of the connectivities at the

atomic level and the arrangement in the solid phase many properties, both at the

molecular and macroscopic scale, can be deduced. Currently X-ray sources in

research laboratories and large facilities are getting more and more powerful,

detectors more and more sensitive and crystallographic programs more and more

sophisticated, so that the method continues to flourish and has been successfully

applied to problems of increasing complexity. However, the most basic concept, the

chemical bond, is still vigorously discussed and at times debated since its essential

features were introduced by Lewis and put on a quantum mechanical basis by

Pauling and Mulliken. Still there is room for interpretation, because single crystal

structural analyses based on the independent atom model only provides the posi-

tions of the centroids of the atoms and the distances between the atoms. In the

electron density maps there are no lines or dashes defining or even indicating the

chemical bond and the nature of the bonding remains a matter of interpretation

based on a bonding model. Hence the anecdote that a bond is where the chemist
draws the line remains valid to a certain extent. Most of our understanding of the

chemical bond is still deduced from the distances and angles, which are determined

as a result of the crystallographic analysis, and represents a conclusion from a

logical causal chain. For example, chemical intuition suggests that a short bond is a

strong bond and possibly it has multiple bond character making it difficult to cleave,

but nevertheless remaining reactive towards polar reagents. Hence we employ

knowledge compiled from databases and statements of masterminds to indirectly

deduce the nature of the bond. However, increasingly it has been recognised that

there are exceptions to these simple generalisations, e.g. increasing ‘evidence’ that

short bonds are not necessarily strong or multiple bonds and multiple bonds may at

ix



times be longer than single bonds. Furthermore, there may be features of bonds

which we cannot explain using current concepts.

This explains the increasing interest in looking at the bond directly and not

by means of deductions and statistics. The Hansen and Coppens partitioning of

the electron density in the aspherical atom model paved the way to describe the

interference of X-rays with electrons from high resolution diffraction data more

adequately. This density may then be analysed by Bader’s Quantum Theory of

Atoms in Molecules, directly providing more resilient and physically meaningful

descriptions of chemical bonding than inferences from bond distances and angles.

The following collection of articles in Volumes 146 and 147 of the Structure and

Bonding Series provides a state-of-the-art overview of the capacity of the method

written by leaders in the field, which we hope will motivate more scientists to take

advantage of the general approach.

Göttingen Dietmar Stalke

April 2012
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More than Just Distances from Electron

Density Studies

U. Flierler and D. Stalke

Abstract This chapter provides a short synopsis of the basics of electron density

(ED) investigations. The two predominant approaches for modeling electron den-

sity distributions (EDDs) are explained and compared. Various possible

interpretations of the resulting EDD are presented and their potential translations

into chemical concepts are depicted.

Keywords Charge density determination � Independent atom model � Multipole

model � Quantum theory of atoms in molecules � Structure determination
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1 Introduction

Synthetic chemists – no matter in which field of chemistry they are working – are

always searching for new, improved compounds. The design of tailor-made

reagents, precisely adapted to specific applications, is one of the fundamental

objectives in chemistry. While the exact synthetic target might differ, the overarch-

ing issue is the same: selective replacement of individual atoms or residues within a

molecule to fine-tune its properties and by these means its reactivity or functional-

ity. However, it is still not always predictable which alterations cause the desired

effects. The design of new target molecules is often based on a long process of trial

and error. Therefore, a proper understanding of the relation between structure and

chemical or physical properties of a compound is vital for the improvement of this

development process. Electron density (ED) investigations provide an ideal tool for

understanding these interactions [1–9]. Already in 1932, Pauling [10] proposed an

interrelation between the structure of a compound and its properties:

The properties of a compound depend on two main factors, the nature of the bonds between

the atoms, and the nature of the atomic arrangement. [. . .] The satisfactory description of the
atomic arrangement in a crystal or molecule necessitates the complete determination of the

position of the atoms relative to one another.

The claimed determination of the nuclear positions was already feasible at that

time via X-ray structure determination [11]. The measurement of the intensity and

the spatial distribution of the diffracted X-rays yields – via integration – the

structure factors Fobs. Theoretically, passing through a Fourier transformation, the

ED r(r) can be calculated from these structure factors [12]. However, this direct

evaluation causes some problems due to experimental shortcomings:

• The observed structure factors are affected by experimental errors. Even if these

errors are corrected by different mathematical routines, they are nevertheless

inherent in the data.

• As only a finite number of reflections can be collected, Fourier truncation errors

occur.

• The phase information is lost during the measurement. This is due to the fact that

the measured intensities are proportional to the squared structure factors.

Therefore, the ED in the crystal can actually not directly be calculated from the

observed structure factors and thus has to be modeled. In practice, the Fourier

transformation can be avoided, because quantum mechanics facilitates the construc-

tion of a mathematical model of the ED in a crystal. If the arrangement of the atomic

nuclei in the crystal lattice is known, the structure factors can be calculated from a

parameterizedmodel. These calculated structure factorsFcalc are then compared to the

observed structure factors Fobs. By optimizing the parameters of the calculatedmodel,

Fcalc is adjusted to Fobs in a least-squares refinement. This way, the above-mentioned

practical problems can be solved. Experimental errors are typically minimized by the

least-square refinement. Themodels do not suffer from truncation errors and the phase

is reconstructed from the model itself. In addition, the experimental density is

2 U. Flierler and D. Stalke



inherently dynamic but somemethods (especially the least-squares refinement of atom

expanded density) allow to extract a static ED. This is important for comparative

purposes. Thus, from the diffraction experiment, the electron density distribution

(EDD) in the unit cell of a single crystal is available.

2 Model Generation

2.1 The Independent Atom Model

The independent atom model (IAM) is one approach to derive the calculated

structure factors Fcalc. This spherical atom approximation was and is used for

almost all X-ray standard structure determinations. Within this approach, the

density is described as a superposition of spherical atomic densities that – via a

Fourier transformation – gives the spherical atomic scattering factors [13].

From a chemical understanding, the density is accumulated around the nuclei of

the atoms. Therefore, the maxima of the EDD in the unit cell can be interpreted to

be the nuclear positions of the molecule. The assumption of a spherical distribution

of the density around these nuclei is adequate to obtain a reasonable model of the

structure, i.e., the connectivities between the atoms. However, bonding effects and

lone pairs are not considered (cf. Fig. 1).
There are up to nine parameters per atom that can be altered to adjust Fcalc to

Fobs: three positional parameters (x, y, and z) and six anisotropic displacement

parameters (Uij) for non-hydrogen atoms or one isotropic displacement parameter

(Uiso) usually used only for hydrogen atoms, respectively. These parameters

describe the assumed spherical atoms.

The distances between these spherical atoms – the bond lengths – and the bond

angles are utilized to derive information on the type of interactions between them.

However, the conclusions drawn can also be misleading, suggesting a bonding that

does not hold on a closer inspection. For example, the suggestive correlation that a

short bond implies a strong bond was falsified already 10 years ago [14]. Addition-

ally, the recently synthesized and derivatized E–E multiple bonds (E ¼ heavier

Group 14 elements) clearly put the established bond length/reactivity correlation

into a new perspective [15, 16].

Already Pauling [10] warned, that

. . . There is, of course, a close relation between atomic arrangement and bond type. But

[. . .] it is by no means always possible to deduce the bond type from a knowledge of the

atomic arrangement.

However, the theoretical background for a direct examination of the bonding

was known as early as X-ray diffraction itself. As X-rays are scattered much

stronger by the electrons than by the nuclei of an atom, the result obtained from a

diffraction experiment depends basically on the EDD in a molecule. Especially for

light atoms, Debye [17] proposed already in 1915, that “it should be possible to

More than Just Distances from Electron Density Studies 3



determine the arrangement of the electrons in the atoms.” Nevertheless, the infor-

mation contained was experimentally not accessible for almost half a century. This

can be imputed, on one hand, to the inaccuracy of the data and, on the other hand, to

the great success of the spherical IAM. As the EDD of an atom is distorted because

of its interactions with other atoms, information on these interactions can only be

obtained, if the aspherical density is described.

2.2 The Multipole Model

In the 1960s, Dawson [18], Stewart [19–22], and Hirshfeld [23, 24] started

discussing the application of aspherical atoms to be able to describe the bonding

contributions, and the atom-centered finite multipole expansion (multipole model,

MM) by Hansen and Coppens [25] finally leveraged the aspherical description of

the density. Within this approach, the atomic density r(r) is divided into three

components (1): the spherical core density rc(r), the spherical valence density rv(k r),

and the aspherical valence density rd(k0r).

ratom rð Þ ¼ Pcrc rð Þ þ Pvk3rv krð Þ þ rd k0rð Þ
with

rd k0rð Þ ¼
Xlmax

l¼0

k03Rlðk0rÞ
Xl

m¼0

Plm�dlm�ðy;FÞ (1)

k and k0 represent radial scaling parameters that allow for an expansion or a

contraction of the spherical valence density and the aspherical valence density, respec-

tively. The core and the spherical valence densities, rc(r) and rv(k r), are calculated

from Hartree–Fock (HF) [26] or relativistic HF [27–29] atomic wave functions. Their

values are tabulated in the literature [30]. The radial functions of the aspherical

deformations density, rd(k0r), are described by spherical harmonics, the multipoles,

which provide a muchmore flexible model for the description of the measured density.

Within the multipole model, this is achieved by the charge density parameters, as

Pv, k and k0 which are, in addition to the nine conventional parameters described

above, optimized in a least-squares refinement based on the measured structure

factors. This results in up to 36 parameters for each non-hydrogen atom.

Fig. 1 ED r(r) of a
coordinated picoline-ring

modeled with the IAM

approach (taken from [8])

4 U. Flierler and D. Stalke



Thus, the multipolar refinement offers a convincing advantage over the indepen-

dent atom refinement: an accurate model that is suitable to describe not only the

spherical atom density but also the aspherical density contributions (cf. Fig. 2).

Since these aspherical density contributions stem mainly from bonding effects on

the atoms, the modeled density will contain information about the interactions

between the atoms.

2.3 Reliability of the Model

R-Values: During the least-squares refinement, the difference between the observed

and the calculated structure factors is minimized. How well this fit matches is

expressed by the R-values R1 (2) and wR2 (3). If the model is refined against F2, the

wR2-value is more significant, and the closer the R-values are to zero, the better the
match. wH denotes a weighting scheme.

R1 ¼
P
H

Fobsj jj � Fcalcj jj
P
H

Fobsj j (2)

wR2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
H

wH Fobsj j2 � Fcalcj j2
� �

P
H

wH Fobsj j4

2
vuuuut (3)

Residual Density: The residual density is another indicator for the quality of the

refinement. It represents the difference between themodeled and the observed ED. The

smaller the difference is, the better themodel describes themolecular density. Themost

important test to judge on the success of themodel and the quality of the fit is to evaluate

the residual ED through a Fourier summation (Fobs � Fcalc). This provides a direct-

space representation of the extent to which the model accounts for the observations.

Strongly featured residual density maps are inevitable in the IAM refinement

because it models the atoms spherically and would not account for the ED in

bonding regions. Therefore, especially the bonding regions show strong positive

residual density peaks (Fig. 3b). During the multipole refinement, these residuals

Fig. 2 ED r(r) of a
coordinated picoline-ring

modeled with MM approach

(taken from [8])
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Fig. 3 Residual density maps in the C6 perimeter plane of HP(bth)2 (a) in dependence of the

maximum order of the refined multipoles for the ring carbon atoms shown above; (b) monopoles,

(c) dipoles, (d) quadrupoles, (e) octapoles, positive values of the residual density solid lines,
negative values dashed, zero contour dotted, stepsize 0.1 e/Å3

6 U. Flierler and D. Stalke



are accounted for and the resulting residual density map is virtually flat and

featureless (Fig. 3e). Figure 3 shows the dependence of the fitted residual density

from the maximum order of expansion of refined multipoles. In the case of the sp2-

hybridized carbon atoms of the benzothiazolyl ring, the quadrupoles and first of all

the octapole functions are describing the bonding densities in the C6 perimeter. If

any residual density is left, it should be randomly distributed. It can then be

assigned to experimental noise. Errors in the model can be concluded from residual

density analysis (RDA) in proximity to the core, while residual densities in larger

distances to atom positions are indicative of bad data quality.

A flat and featureless residual map is a necessary condition for the adequacy of a

model, but it is far from being a sufficient one to judge its physical significance. A

quantitative analysis of the residual density distribution is available via the

RDA [31].

Goodness of Fit: Next to the weighted R-values, the Goodness of Fit (S, GoF, 4) is
another important quality criterion. It shows the relation between the deviation ofFcalc

from Fobs, and is thus a measure of the over-determination of refined parameters.

S ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
wH F2

obs � F2
calc

� �2� �

n� pð Þ

vuut
(4)

Here, n is the number of reflections, wH is the weighting scheme applied, and p is
the number of parameters.

For a correct structure refinement with an adapted weighting scheme, S should

be one. Higher values for the GoF are due to a systematic underestimation of

the uncertainties of the reflections at higher Bragg angles. Therefore, the quality of

themodel seems to beworse than expected from the quality of the data. In addition, the

GoF for amultipole refinement is usually higher than one due to the weighting scheme

applied. This is owed to the dependence of S from the number of the observations and

variables. For high resolution data, this ratio is unfavorable with respect to the

calculated S. An adjustment of the weights reduces S but flattens the overall residual

densities especially in regions of low densities as in the bonding regions, which should

be described by the multipole model. To avoid bias, the 1/sigma2 weights are used in

most refinements against F at the expense of prominent S-values.
Hirshfeld Test: Another quality criterion is the test on the thermal motion

parameters. This test is called difference of mean-square displacement amplitudes

(DMSDAs), rigid-bond, or Hirshfeld test (5) [32]. The thermal parameters are

tested against the rigid-body motion model [33]. If z2A;Bdenotes the mean-square

displacement amplitude of atom A in the direction of atom B, for every covalently

bonded pair of atoms A and B the following equation should be fulfilled:

DA;B ¼ z2A;B � z2B;A (5)

This implies that the two bonded atoms should liberate nearly equally in the bond

direction.However, this rule is only strictly obeyed for atoms of the samemass.When a
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proper deconvolution of the ED from thermal motion is given, the DMSDAs are

smaller than 1 � 10�3 Å2 for atoms with equal masses. This value can be higher for

heteronuclear bonds. If this value is significantly exceeded for homonuclei bonds, bias

by unresolved valence density asphericities or an unrecognized disorder is indicated.

Verification of the model and the anisotropic displacement parameters by this test

strengthens the confidence in the experimentally determined ED.

3 Bond Descriptors from Charge Density Distributions

Once a charge density distribution has been obtained experimentally, various

chemical and physical properties can be derived. All of these properties directly

depend on the EDD.

3.1 Static Deformation Density

A direct inspection of the modeled density r(r) itself is not very meaningful in

almost all cases because the density is dominated by the core electrons and the

effects of bonding are only slightly visible. Therefore, difference densities are

widely applied to amplify the features of bonding. A commonly used function is

the static deformation density Drstatic(r), which is defined as the difference between
the thermally averaged density from the multipole model rMM(r) and the spheri-

cally averaged density from the IAM rIAM(r).

Drstatic rð Þ ¼ rMM rð Þ � rIAM rð Þ (6)

This deformation density is based on the functions and populations from the

aspherical multipole refinement and therefore does not include the effect of thermal

smearing.

In a deformation density map, accumulations of density are visible in bonding as

well as in the lone-pair regions. This is expected, as these features are only

described within the MM and not within the IAM. Thus, deformation density

maps can be used to check established chemical concepts (Fig. 4).

Additionally, these maps have great diagnostic potential and are routinely used

to check the quality of an analysis by a comparison of the static deformation

densities from X-ray data and the theoretically derived density from the wave

function.

By comparing experimental densities with those from periodic theoretical

calculations, shortcomings in either method become apparent. For example,

expected features cannot always be seen. Elements with more than half-filled

valence shells lack bonding features in the deformation densities due to the neutral

spherically averaged reference atom which contains more than one electron in each

8 U. Flierler and D. Stalke



orbital of the valence shell [34, 35]. On the contrary, in compounds with elements

with less than half-filled valence shells, chemical bonding could be “amplified” by a

deformation density map.

The static deformation density is, in contrast to Fourier densities, not limited to

the finite resolution of the experimental data set. This leads to a high dependence on

the basis set of functions applied in the refinement, and thus introduces bias. To

reduce this bias, great accuracy has to be bestowed on the appropriate modeling of

the reference molecule.

3.2 Electrostatic Potential

Nucleophilic and electrophilic regions in a molecule represent possible reaction

sites for electrophiles or nucleophiles, respectively. As the electrostatic potential

(ESP) provides information on their spatial arrangement in a molecule, its determi-

nation is of particular chemical interest.

The ESP at a given point in space is defined as the energy required for bringing a

positive unit of charge from infinite distance to this point. It can be calculated

independently from the crystal environment, applying the formalism of Su and

Coppens [36]. As electrostatic forces are relatively long-range forces, they deter-

mine the path a reactant takes to reach the reactive site of a molecule. Hence, in

chemical terms, nucleophilic reagents are attracted to regions with positive poten-

tial while electrophiles approach the negative. The direct relation between reactiv-

ity and the ESP holds well for hard Lewis acids/bases. In these reagents, the

reactivity is mainly driven by electron concentrations (lone pairs) or depletions,

which is directly reflected by the ESP. For soft electro- or nucleophiles, the

Fig. 4 Static deformation

density in [{Cp(CO)2Mn}2(m-
BtBu)] at the Mn atom,

representation of a dz2 density
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reactivity is first of all controlled by the polarizability, which may not cause direct

and simple to interpret characteristics of the ESP.

In addition, one has to keep inmind that the (experimentally derived) ESP,which is

calculated from a density distribution fitted by amultipolemodel, has to be understood

as a molecular ESP in a crystal environment. This “molecular” ESP is therefore

“contaminated” by the crystal field since the fitted density model which is underlying

the ESP is a molecular density literally “cut” from the crystal density (Fig. 5).

3.3 d-Orbital Populations

The radial functions applied within the multipole refinement resemble the radial

functions of orbitals. However, they are not equivalent. Therefore, the multipole

populations do in general not directly correspond to the orbital populations in a

given system. Nevertheless, for transition metals, it is feasible to calculate the

d-orbital population from the least-squares multipole population coefficients [38].

This relation is based on the assumption that the overlap between metal atom and

ligand orbitals is very small. As the molecular orbitals at the metal are then very

similar to atomic orbitals, the d-orbitals can be represented by single Slater type

orbitals. Therefore, the multipolar density at the transition metal atom can – to a

good approximation – be calculated from the population of the outer valence shells

of the atom. The relationship between d-orbital occupancies and multipole popula-

tion parameters is derived from the equivalence of two alternative descriptions of

the atomic ED.

3.4 The Quantum Theory of Atoms in Molecules

The objectives to extract information from the modeled density have increased to

the same degree as the number of approaches to model the density. In the beginning

Fig. 5 Isosurface of the

electrostatic potential

depicted at the �0.1 e Å�1

level in a a-lithiated
benzylsilane (taken from [37])
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of ED studies, the examination of the static deformation densities was the main

basis of bonding type evaluation [1, 39–42]. Their results provided the first confir-

mation that bonding features were indeed accessible by accurate X-ray diffraction

methods. However, it has been shown that the static deformation density cannot

serve as the only mean of analysis [43], as the result obtained is biased by the model

dependence of the promolecule describing the spherical ED [44, 45]. Nevertheless,

together with the physical properties directly available from the ED, the dipole

moment, and the ESP, this method already provided very interesting insights into

the bonding situations of molecules.

However, the real breakthrough could only be achieved because of the advent

of the topological analysis according to Bader’s quantum theory of atoms in

molecules (QTAIM) [46]. The assumption that all demanded information is

inherent in the ED leads to the approach to closely examine the observable

density itself. However, the distinct density concentrations at the nuclei cache

the interesting – albeit very small – features in the bonding regions. A mathemat-

ical answer was found for this problem: Small features within a function can be

enhanced when the derivatives are used and sketched (Fig. 6). As a consequence,

it became more and more common to examine the first- and second-order

derivative of the EDD topologically to obtain information on the bonding

features within a molecule. Properties of the ED at certain defined points (called

the critical points, CPs) within this density distribution can serve as measures

for the character of bonds, while concurrently a physically meaningful separation

of the molecule into its atoms allows the determination of, e.g., atomic volumes

and charges.

The QTAIM method initiated a vigorous debate on chemical bonding [47–53]

and provides a better acceptance of charge density studies. One of the reasons

for this development certainly is the nature of the results that can be obtained via

this topological analysis which can directly be applied to chemical concepts.

The density, a quantum chemical property of matter, can now be interpreted in

classical chemical terms. A classification of bonding in covalent or ionic, in double

or single, or even more advantageous in grades thereof, becomes feasible. Second,

the QTAIM provides a unique feature, its comparability. As the topological analy-

sis can be performed on theoretically, wave function-based as well as on experi-

mentally diffraction-based densities, the results can straightforwardly be compared.

Fig. 6 Small features within a function can be amplified when inspecting its derivatives
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That way, theory and experiment are of mutual benefit to examine their methods

either way and identify shortcomings in either approach [54, 55]. To our opinion, it

is primarily this feature that makes Bader’s QTAIM the most important existing

tool to examine the EDD and the resulting features of bonding that can be derived

from there.

Within the framework of Bader’s QTAIM, the link between the charac-

teristics of chemical bonding and the topological properties has widely been

achieved for molecules containing light atoms, i.e., those including second row

elements. However, the derived correlations cannot be extended straightfor-

wardly to organometallic compounds since bonds to transition metals display a

different, less-pronounced, and much narrower spectrum of topological indices

at the CPs [5].

This is due to the different valence electron configuration in transition metals

compared to main group elements. Additionally, it has been shown that for very

polar bonds an examination of the properties solely at the CPs is not decisive

[56–60]. Therefore, new descriptors – though also based on the QTAIM – like,

e.g., energy densities [61, 62] or the source function [63–68] have been introduced.

Numerous descriptors are nowadays available for the examination of bonding

features.

3.4.1 Topological Atoms and Atomic Charges

Bader’s QTAIM is based on the assumption that the properties of a molecule can be

described as the sum of the properties of its atoms. Therefore, an unambiguous

definition of an atom is compulsory.

Mathematically, the density r(r) of a molecule is a scalar field and its topology

is best examined by an analysis of its gradient vector field. The gradient is defined

as:

rr rð Þ ¼ i
@r
@x

þ j
@r
@y

þ k
@r
@z

(7)

A gradient path (also called trajectory) is always perpendicular to the contour

lines of r(r) and follows the largest increase in r(r). Therefore, it must originate

from a minimum or saddle point (minimum in at least one direction) and terminate

at a maximum or saddle point (maximum in at least one direction) of ∇r(r). All
trajectories ending at one maximum belong to the same basin, which represents an

atom in a molecule. This basin is bordered by a surface, which is not crossed by any

trajectory.

rr rð Þ � n rð Þ ¼ 0 (8)
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As all points of this surface have a vanishing scalar product ofr(r) � n(r), with n(r)
being the normal vector to the surface, it is called the zero flux surface. It represents the
border of an atomic basin and that way defines the shape of the atom (Fig. 7).

This mathematical definition of an atom allows an integration of the ED over the

volume of the atomic basin. The result is the charge of the topological atom. As the

volume of this topological atom depends on the bonding situation of the atom, for

example on the electronegativity of the neighboring atom or the oxidation state,

these charges originate from bond polarization effects as well as from charge

transfer between the atomic cores. Therefore, charges following Bader’s parti-

tioning scheme are higher than those obtained by other methods [69, 70].

All determined integrated charges have to sum up to the overall charge of the

total fragment (electroneutrality), which is – in the case of an uncharged molecule –

zero. The electroneutrality criterion has to be fulfilled to have a reliable integration.

Another quality criterion is the Lagrangian, which is indicative of the accuracy of

the integrated charge [29].

3.4.2 Critical Points

The definition of the atomic basins already contained another crucial element of

Bader’s QTAIM. The start and end points of a gradient path are extreme values in

r(r). These extrema (maxima, saddle points, or minima in the ED) all have a

vanishing gradient of r(r). They are called critical points (CPs) and can be divided

into core-, bond-, ring-, and cage-critical points (CCPs), depending on the nature of

the extremum. The classification of the nature of the extremum can be performed

with the help of the second-order derivative of the density. The nine second-order

derivatives of r(r) form the Hessian matrix:

Fig. 7 ED distribution r(r) in the Mn2B plane of [{Cp(CO)2Mn}2(m-BtBu)] (left) and the

corresponding gradient vector field (right) with the trajectories (right) being perpendicular to the

contour lines of r(r) (left) [54]
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H rð Þ ¼

@2r rð Þ
@x2

@2r rð Þ
@x@y

@2r rð Þ
@x@z

@2r rð Þ
@y@x

@2r rð Þ
@y2

@2r rð Þ
@y@z

@2r rð Þ
@z@x

@2r rð Þ
@z@y

@2r rð Þ
@z2

0
BBBBBBB@

1
CCCCCCCA

(9)

In its diagonalized form, the Hessian matrix provides the three eigenvalues

l1, l2, l3 (with l1 � l2 � l3), which indicate the curvature of r(r) along the

main curvature axes at the point r.

D rCP
� � ¼

@2r rð Þ
@x02

0 0

0
@2r rð Þ
@y02

0

0 0
@2r rð Þ
@z02

0
BBBBBB@

1
CCCCCCA

¼
l1 0 0

0 l2 0

0 0 l3

0
@

1
A (10)

A critical point in r(r) is classified by the rank m (the number of nonzero

eigenvalues li) and the signature n (the algebraic sum of the signs of the

eigenvalues li) of the Hessian matrix. For a rankm ¼ 3, there are only four possible

types of CPs with (m,n) (Table 1).
Within this nomenclature, a local maximum is therefore a (3,�3) critical point.

Starting from this point, the density decreases in each direction, and thus the

curvature is negative in all three space directions. These points which are the

endpoints of all neighboring gradient paths (see above) are called attractors and

are usually associated with the nuclear position.

There are two possible kinds of saddle points within the ED distribution. The

first kind of saddle point has two negative and one positive eigenvalues. These

points are called (3,�1) critical points. This implies a maximum of r(r) in two and a
minimum in one direction, which can be found along bonds between two atoms

Table 1 Classification of critical points in r(r)
(m,n) Topology in r(r) li Interpretation Type

(3,�3) Local maximum All lI < 0 Nuclear position Nuclear position

(NP)

(3,�1) Maximum in two

directions

Two lI < 0 Chemical bond Bond critical

point (BCP)

Minimum in one direction One lI > 0

(3,+1) Maximum in one direction One lI < 0 Center of a ring of

connected atoms

Ring critical

point (RCP)Minimum in two directions Two lI > 0

(3,+3) Local minimum All lI > 0 Center of a cluster

of connected

atoms

Cage-critical

point (CCP)
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(bond critical point, BCP). The density increases from the CP toward each nuclear

position but decreases in the two other directions. The gradient path following the

maximum of the density from the CP to the core position is called the bond path

(BP). All BPs of a molecule represent the molecular graph. In terms of the QTAIM,

a BCP and its associated BP are the necessary and sufficient condition for the

existence of chemical bonding [46, 71]. However, it has to be stressed out that

bonding does not necessarily mean a classical Lewis two-center two-electron bond

but all kinds of bonded interactions between two atoms [52]. BPs are therefore also

referred to as privileged exchange channels [51].

The second possible kind of saddle point in r(r) is characterized by two positive
and one negative eigenvalues. Thus, these (3,+1) critical points appear when the

density is minimal in two directions and decreases perpendicular to this plane. Such

a scenario is often found in the center of ring systems, e.g., benzene. Here, in the

center of the ring, a (3,+1) critical points is found, as the value of r(r) starting from
this CP is increasing in each direction of the C6 ring and decreasing perpendicular to

it. (3,+1) critical points are therefore called ring critical points (RCPs).

Local minima in r(r), where all three eigenvalues are positive, always appear in
the middle of a cage structure. Hence these (3,+3) critical points are called CCPs.

The reliability of the number of CPs found in a structure can be checked by the

Poincaré–Hopf equation [72, 73].

nAP � nBCP þ nRCP � nCCP ¼ 1 (11)

3.4.3 The Laplacian

As already pointed out before, the topology of the total ED is dominated by the

contributions of the core electrons. Therefore, manifestations of paired electrons

from bonding or lone pairs are difficult to detect. The amplification of small

changes in the topology of the EDD is achieved via the second-order derivatives

as formulated in the Hessian matrix. The Laplacian ∇2r(r) is the trace of the

Hessian matrix:

r2r rð Þ ¼ @2r rð Þ
@x2

þ @2r rð Þ
@y2

þ @2r rð Þ
@z2

¼ l1 þ l2 þ l3 (12)

The value of the Laplacian displays whether a charge concentration (∇2r(r) < 0)

or depletion (∇2r(r) > 0) is present. Maxima in the negative Laplacian, (3,�3)

critical points in∇2r(r), are therefore indicative of local charge concentrations, called
valence shell charge concentrations (VSCCs). These concentrations stem from bond-

ing electron pairs or nonbonding VSCCs (lone pairs) [74].

The spatial arrangement of the VSCCs can be used to determine the density-

related bonding geometry of an atom [75–78]. Hybridization can thus much better
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be understood than from the traditional interatomic vectors as VSCCs stand for

bonding as well as nonbonding contributions (Fig. 8). The use of the density-related

bonding angles leads to a higher agreement with the ones anticipated from the

VSEPR theory [79–82].

During the formation of a bond, the VSCCs of the corresponding atoms are

induced to turn toward each other. Covalent bonds are characterized by an

overlapping of the valence shells, more specifically the VSCCs, of the bonding

partners. This causes an accumulation of charge density (∇2r(rBCP) < 0) in the

bonding region and therefore at the BCP. Because of this interaction between the

valence shells, covalent bonds are also called open shell (or shared) interactions.
The formation of ionic bonds does not induce an alignment of the VSCCs of the

bonding partners. On the contrary, there is a charge depletion at the electropositive

atom and a charge concentration at the more electronegative atom. The BCP is

shifted toward the charge depletion at the electropositive atom (∇2r(rBCP) > 0).

Graphically only one VSCC is visible, which is attributed to the electronegative

atom. As interactions occur here between atoms or between ions in a closed-shell

status (i.e., with almost no distortion from the atomic or ionic electronic configura-

tion having a given electronic shell filled), they are called closed-shell interactions.
In the case of a covalent but very polar bond, the BCP is shifted toward the less

electronegative atom. Both VSCCs are visible, but – depending on the strength of

the polarization – a more or less pronounced coalescence of the VSCCs is observed.

The characterization of bonds by the sign of the Laplacian at the BCP is not always

unambiguous. This is especially the case for weak bonds. The reason for this is the flat

shape of the ED function along the BP. Therefore, the minimum, defined as the BCP,

can only be estimated within a certain error tolerance and the BCP shows a positional

uncertainty. Thus, if regarding the value of the Laplacian at this discrete point without

taking the environment into account, misinterpretations are not excluded. Especially

for a very polar bond, where the BCP does not lie in the middle of the BP but is shifted

toward the less electronegative atom, the Laplacian can have a zero crossing close to

the BCP. If the value of the Laplacian at the BCP in polar bonds is close to zero, no

clear classification of the bonding is feasible. For the characterization, the Laplacian

distribution along the whole BP should therefore be regarded.

Fig. 8 Isosurface representation of the VSCCs at the sulfur atom S1 in a lithium sulfur ylide.

Three of them are directed toward the bonded neighbors and one NBCC is oriented as expected for

a sp3-hybridized sulfur atom. The VSCCs around the sulfur atom include angles that range from

102.2� to 107.5�
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3.4.4 The Ellipticity

Apart from the sum of eigenvalues, the Laplacian, the curvature of r(r) can give

interesting insights into the bonding situation. This curvature can be inspected by an

examination of the proportion of the eigenvalues, as represented by the ellipticity:

e ¼ l1j j
l2j j � 1 (13)

l1 and l2 are perpendicular to the bond axis and are the negative eigenvalues of

the Hessian matrix. As l1 is defined to be larger or equal l2, e is always positive or
zero. An ideal single bond (s-bond) has a perfect rotational cylindrical symmetry

along the nuclei connecting line. l1 equals l2 and e at the BCP is zero. Values for e
that are larger than zero indicate double bonding or deformation (Fig. 9).

For example, e increases from ethane (0.00), to benzene (0.23), to ethene (0.45).

Thus the ellipticity contains information on the bond order. For triple bonds

rotational symmetry is again present and e is close to zero.

The ellipticity of a bond can be inspected at the BCP as well as along the whole

BP. For very polar bonds, however, the examination along the whole BP is

compulsory to estimate the reliability of the value. Bader et al. showed that values

for this property change regularly along the whole path in heteronuclear bonds [83].

3.4.5 The Source Function

Bader and Gatti showed that it is possible to regard the ED at any point within a

molecule to consist of contributions from a local source operating at all other points

of the space [63]. This interpretation affords a measure of the relative importance of

an atom’s or group’s contribution to the density at any point.

For further information on this topic and the possibilities of interpreting the

source function chemically we refer to the contribution by Gatti [84].

Fig. 9 Spatial orientation of

the eigenvalues li
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3.4.6 The Electronic Energy Density

The electronic energy density E(r) of the ED distribution is defined as

E rð Þ ¼ G rð Þ þ V rð Þ (14)

In this equation, V(r) is the potential energy density, including exchange, at the

point r and G(r) is a local one-electron kinetic energy density.

The electronic energy density is a straight criterion for the recognition of the

atomic interaction type: E(r) < 0 at the BCP is observed in shared-type (covalent)

atomic bonding, while E(r) � 0 is observed in purely closed-shell (ionic)

interactions [43].

4 Conclusion

This chapter is only able to provide a small overview far from being comprehensive

on some selected descriptors of the charge density distributions. Some aspects will

be explained in more detail in the according chapters. In addition, there are

numerous fundamental readable reviews on this topic that should hereby be advised

to the dedicated reader [1, 3–9]. They provide a more detailed and if applicable

more mathematical view on the topics described here. In quintessence, it still

remains difficult to directly compare the heuristic concept of the well-established

Lewis diagram with the physically deep-routed QTAIM BP grounded molecular

graph, but clearly the latter provides a much more meaningful and detailed view of

the chemical bond. It definitely opens the mind beyond the limitations of the two-

electron-two-center dash between two atomic symbols.
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Modeling and Analysis of Hydrogen Atoms

Anders Østergaard Madsen

Abstract Hydrogen atoms are elusive seen from the point of view of the X-ray

crystallographer. But they are also extremely important, being involved in a wealth

of intermolecular interactions and thereby defining the way molecules interact.

Most experimental charge density studies are performed on compounds containing

hydrogen, yet a commonly accepted strategy to deal with these elusive but so

important atoms is only just about to surface. We review the efforts to determine

a strategy for the modeling of hydrogen atoms, as well as a number of recent studies

where the modeling of hydrogen atoms has had a major impact on the chemical

conclusions drawn from analysis of the experimental charge densities.

Keywords Charge density analysis � Debye–Waller factors � Hydrogen atoms
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1 Introduction

The properties of hydrogen atoms have attracted crystallographers for many years,

because of the importance of hydrogen bonding in virtually all areas of organic

chemistry and structural biology. Crystallography has played – and continues to

play – a major role in defining and elucidating the properties of hydrogen bonding [1].

However, because X-rays interact with the electron density in the crystal, the

information about the H atom nuclear position and motion that can be derived from

X-ray diffraction analysis is limited; the lack of core-electrons and the diffuse

character of the valence shell make the scattering power of hydrogen poor com-

pared to other elements. For this reason, the majority of structural studies of

hydrogen bonding in molecular crystals has relied on neutron diffraction, where

the scattering length of hydrogen has a magnitude comparable to the heavier

elements.

In experimental charge density studies, the combined X-ray and neutron diffrac-

tion study has proven to be an important tool to study the charge density of

hydrogen atoms. Unfortunately, it is not always possible to perform neutron

diffraction experiments; it might be impossible to grow crystals of a sufficient

size (larger than 1 mm3), or the researchers’ access to a neutron source is limited.

Because the speed and quality of the X-ray diffraction experiments have increased

tremendously, conducting neutron diffraction experiments have become a bottle-

neck which may prohibit comparative studies of charge densities in a series of

related compounds.
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For these reasons, many researchers have avoided the use of neutron diffraction

data and limited their model of the hydrogen atom nuclear parameters to an

isotropic displacement parameter, combined with a very limited description of the

charge density of the hydrogen atoms. In fact, more than 80% of the studies in

the period from 1999 to 2007 used this approach [2]. In this chapter, we review the

efforts that has been done to elucidate the errors introduced in the charge density

models by using a less than adequate description of the hydrogen atoms, as well as a

number of methods to obtain a better model of hydrogen atoms, in lieu of neutron

diffraction data.

This review is divided into three parts:

1. In Sect. 3, we review the work that demonstrate how an incorrect description of

the nuclear parameters of H atoms leads to erroneous models of the static charge

density in the crystal.

2. In Sect. 4, we review the efforts to determine the positions and thermal motion of

hydrogen atoms for the use in experimental charge-density studies. We briefly

describe the pros and cons of using information from neutron diffraction

experiments, but focus mainly on presenting methods of estimating hydrogen

anisotropic displacement parameters (ADPs) based on the analyses of the thermal

motion of the non-hydrogen atoms combined with information about the internal

motion of the hydrogen atoms. It is not the purpose of this chapter to compare the

accuracy of these different approaches to estimate hydrogen ADPs – that has been

done quite thoroughly by Munshi et al. [2].

3. In Sect. 5, we describe recent charge-density studies where the use of accurate

information about the H atom position and thermal motion has been crucial, and

consider the strengths and weaknesses of the different approaches to estimate the

positions and thermal motion of hydrogen atoms.

2 Bias in Static Charge-Density Models Due to Incorrect

Deconvolution of Thermal Motion and Incorrect Nuclear

Positions of Hydrogen Atoms

Even at the lowest temperatures atoms in crystals are vibrating. The diffracted

X-ray or neutron intensities correspond to the diffraction signal of the averaged

electron and nuclear density hri. The brackets denote a double average over the

displacement of atoms from their mean positions; a time average over the atomic

vibrations in each unit cell, as well as a space average over all unit cells. The

structure factor of a reflection h is given by the Fourier transform of the average

density of scattering matter.

FðhÞ ¼
Z

hrðrÞi expð2pih � rÞdr: (1)
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The standard independent atom model (IAM) used in structural studies, where

the atomic scattering factors are spherically symmetric, as well as the multipole

model used in charge-density studies is constructed in order to deconvolute the

thermal motion from a model of the static electron density. In this approach,

the mean thermal electron density of an atom is considered to be the convolution

of a static density rk(r) with the probability density function (PDF) pk describing
the probability of having atom k displaced from its reference position.

hrkðrÞi ¼
Z

rkðr� rkÞpkðrkÞdrk ¼ rkðrÞ � pk: (2)

The structure factors can then be approximated by a sum over contributions from

all N atoms of the unit cell:

FðhÞ �
XN
k¼1

nkf kðhÞTkðhÞ expð2pih � rk0Þ; (3)

where fk is the form factor of atom k and Tk(h) is the Fourier transform of the PDF,

pk, describing the displacement of atom k from its reference position rk0. The

atomic form factors are described by the multipole model. The PDF pk and its

Fourier transform Tk(h) – the atomic Debye–Waller factor – are normally described

by trivariate Gaussian functions, because it can be shown that the PDF is a Gaussian

distribution if the vibrations of the atoms are harmonic [3]. A common way to

express the trivariate Gaussian atomic Debye–Waller factor is in the coordinate

system of the crystallographic unit cell with axes ai, i ∈ 1,2,3:

TkðhÞ ¼ exp �2p2
X3
i¼1

X3
j¼1

hia
iUijajhj

 !
; (4)

with

Uij ¼ Dxi Dxj
� �

; (5)

where Dxi are the components of the displacement vector u of atom k from its mean

position. The elements Uij of the 3 � 3 tensor U are the ADPs, and in this form the

elements have dimension (length2) and can be directly associated with the mean-

square displacements of the atom considered in the corresponding directions. There

exist a confusing range of different representations and nomenclature of the ADPs –

an overview and some recommendations concerning the nomenclature are given by

Trueblood et al. [4].

A major goal of experimental charge-density analysis is to ensure that a proper

deconvolution of vibration effects and static charge density is obtained. The entire

model of r rð Þh i consisting of both static and dynamic elements is refined against
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one set of structure factors, cf. (3). Because the parameters of the multipole model

correlate with the parameters describing the positions and mean square

displacements of the atoms it is evident that there can be no proper description of

the static charge density without a proper description of the positions and molecular

motion of the atoms, and vice versa.

One of the advantages of the multipole model is that it provides a much better

deconvolution of the thermal motion of non-hydrogen atoms than the IAM model.

However, the situation is more complicated for hydrogen atoms. Historically, the

scattering factor of hydrogen was based on the ab initio wavefunction of an isolated

hydrogen atom. The electron density of an isolated H atom is much different from a

bonded hydrogen atom, and the scattering factor lead to meaningless bond distances

and thermal parameters for hydrogen atoms. The so-called SDS scattering factor

based on the ab initio electron density of the hydrogen molecule [5] lead to a

considerable improvement, and this scattering factor is today the standard in

popular structure refinement programs. Even with the SDS scattering factor, cova-

lent bond lengths to hydrogen obtained by refinement against X-ray diffraction data

are roughly 20% shorter than the values obtained from refinement against neutron

diffraction data. And while the SDS scattering factor allows refinement of isotropic

displacement parameters, it is not possible to obtain ADPs that are in agreement

with neutron diffraction data, or even physically meaningful.

This review has a special focus on the modeling of the nuclear parameters of the

hydrogen atoms, however, a few comments on the modeling of the electron

densities are important. Model studies of diatomic hydrides by Chandler and

Spackman [6] indicated that in order to model the electron densities of the hydrogen

atoms, it is important to require multipole expansions to at least the quadrupole

level, with one single-exponential radial function per multipole and all exponents

optimized. Numerous experimental studies including a range of the studies

reviewed in this chapter indicate that the quadrupole terms are important. The

radial functions are usually of the single exponential form, rn exp(�ar), with
n ¼ 0, 1, 2 for the monopole, dipole, and quadrupole terms, respectively. However,

optimization of exponents of the radial functions is not conventional, and if

performed only with a common exponent a for all the radial functions on all H

atoms. This limited refinement of exponents is dictated by the quality and resolution

of the experimental data.

Experimental charge densities can also be studied using maximum entropy

methods. Some recent developments are described by Netzel et al. [7, 8]. The

electron densities obtained by this method are mean thermal charge densities, i.e.,

there is no attempt to deconvolute dynamic effects from a static electron density

model, and thereby one of the major challenges of the multipole model is avoided.

The MEM method and the studies of thermally averaged charge densities are very

interesting but out of the scope of the present review that deals with the

deconvolution of the thermal motion of hydrogen atoms from the thermally aver-

aged charge density.
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2.1 Hydrogen Atom Positions

As mentioned previously, the standard SDS scattering factor [5] improved the

description of the hydrogen atoms tremendously as compared to the scattering

factor of an isolated H atom, however it leads to bond lengths that are about 20%

too short, as compared to the values obtained from neutron diffraction data. In fact,

the SDS scattering factor was designed to obtain the best possible least-squares fit

against the diffraction data, and not to obtain the correct position of the hydrogen

atom. Since the electron density of a bound hydrogen atom is polarized toward the

bonding atom, it is difficult to obtain a better estimate of the hydrogen position with

a spherically symmetric description of the electron density of hydrogen. Some

efforts to provide alternative spherical scattering factors for hydrogen can be

found in the literature, but they have never been thoroughly tested by the crystallo-

graphic community (e.g., [9]). Unfortunately, and perhaps contrary to expectation,

the situation does not improve by refining the hydrogen positions in a conventional

multipole model. A number of approaches to obtain approximate hydrogen

positions for the use in charge-density studies have been proposed, and will be

discussed in Sect. 4.2.

2.2 Hydrogen Atom ADPs

There is no doubt that H atoms in molecular crystals vibrate anisotropically; the

amplitudes of bond-bending motion are much larger than the amplitudes of bond-

stretching motion. Translational and librational molecular motion can also enhance

the anisotropy. To use isotropic displacement parameters is a severe approximation,

because the isotropic displacement parameters correlate with the monopole

parameters of the multipole model, and the quadrupole parameters will include

dynamic effects because the quadrupole deformations and the ADPs have the same

symmetry. An investigation of the consequences of applying isotropic displacement

parameters was given by Madsen et al. [10]; a number of molecular test systems –

xylitol [11], urea [12], methylammonium hydrogen succinate monohydrate [13],

and methylammonium hydrogen maleate [14]) for which highly accurate X-ray and

neutron-diffraction data were available were investigated, and models including

isotropic hydrogen displacement parameters were compared to reference models

including ADPs derived from the neutron-diffraction experiments. A topological

analysis of the static charge density models showed large differences in the electron

density and curvature of intramolecular bond-critical points, not only for bonds

involving hydrogen atoms. Figure 1 shows the results obtained for xylitol [11]. The

bond-critical points mark the boundary between the atomic basins, defined by their

zero-flux surfaces within the quantum theory of atoms in molecules (QTAIM) of

Bader and coworkers [16]. The volumes and charges of the atomic basins are

therefore also affected by the erroneous treatment of hydrogen atoms, which is
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evident in the study by Hoser et al. [17]. Their work also indicates that it is only

meaningful to compare topological properties between different systems when the

multipole expansion of the hydrogen atoms are contracted at the same level for all

systems. Similar conclusions about the modeling of hydrogen atoms were drawn by

Roversi and Destro [18] for topologies and derived electrostatic properties of the

electron density; when the description of the hydrogen atoms is limited to an

isotropic displacement parameter combined with a contraction of the multipole

expansion before the quadrupole functions, the modeling of hydrogen atoms

becomes inadequate: A map of the Laplacian of the electron density of the fungal

metabolite citrinin [19] shown in Fig. 2a is evidently affected by the isotropic

displacement parameters and lack of quadrupole components, as compared to the

more elaborate model in Fig. 2b. In the latter case, there is a clear concentration of

charge (i.e., an increase in the negative region of r2q) toward the acceptor O atoms.

Fig. 1 Electron density [e Å�3] and Laplacian [e Å�5] in the intramolecular bond critical points of

three xylitol models. In the reference model (red color) the hydrogen ADPs are based on neutron

diffraction data. The error bars correspond to three s.u.s of the properties of this reference model.

In the isotropic model (blue) the best possible isotropic description of hydrogen ADPs was

employed. The green curve shows the bond critical points from the model using estimated H

ADPs (SHADE approach). Modified version of Fig. 4 from Madsen et al. [10]
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Roversi and Destro further demonstrate that the use of ADPs on H atoms yields

electric field gradients (EFGs) at the H nuclei of L-alanine in quantitative agreement

with nuclear quadrupole resonance results. Similar agreement with NQR

measurements were obtained by Buergi et al. [20] in a study of benzene, as further

described in Sect. 5.

The work of Mata et al. [21] examined the influence of including quadrupole

functions in the description of the H atom density on the properties of intermolecu-

lar interactions. They conclude that these functions in conjunction with hydrogen

ADPs have a significant impact on the interaction density, as further discussed in

Sect. 5.3

To conclude, there seems to be little doubt that the thermal motion and static

charge densities of hydrogen atoms are some of the most difficult to model in

charge-density analysis. A proper anisotropic description of the thermal motion

combined with a multipole expansion including quadrupole components seems to

be the smallest adequate model.

2.3 A Comment on Using the Residual Density and R-Values
to Judge the Quality of Models for Hydrogen Atoms

Inspection of residual density plots and R-values are important tools during the

construction of a charge-density model. However, these tools cannot stand alone.

Fig. 2 Laplacian map (�r2r) for a fragment of the citrinin molecule [19], adapted from [18].

(a) After refinement of a model with Uiso and no quadrupole functions for the H atoms; (b) after

refinement of a model with the Uij and quadrupole functions added to the H atoms; (c) atomic

numbering scheme
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The least-squares refinement does not guarantee that the model is physically sound,

it merely ensures that we have reached a position in parameter space where the

residual is minimized (locally). In the comparison of models with and without

estimated ADPs for hydrogen atoms performed by Madsen et al. [10] and Roversi

and Destro [18], the change in R-values between the different models was negligi-

ble. The less advanced models, using only an isotropic displacement parameter, and

in some cases only one bond-directed dipole component and no quadrupole

components in the hydrogen multipole expansion are flexible enough to minimize

the residual. However, because the model is not physically acceptable, important

features of the charge density model are left out. An example that may make the

point clear is to consider the position of the hydrogen atom in a standard IAM

refinement: The position refines to give an X–H bond length which is way shorter

than the position obtained using neutron diffraction data. However, constraining the

model to a physically reasonable hydrogen position will probably increase the

R-value and give features of negative and positive density in the residual density

maps close to hydrogen atoms. Obviously, such features should be removed by

improving the quality of the electron density model (e.g., using a multipole

description), not by refining the position of the hydrogen atom.

3 How to Obtain H Atom Positions and Anisotropic

Displacement Parameters

3.1 Information from Neutron Diffraction

A complementary neutron diffraction study is undoubtedly the most reliable source

of hydrogen nuclear parameters. However neutron sources are sparse, and the low

neutron flux requires millimeter-sized crystals, much larger than the ones needed

for the X-ray diffraction experiments. A new generation of neutron spallation

sources such as SNS at Oak Ridge National Laboratory (USA) and the ESS

(Lund, Sweden) undoubtedly remove some of these barriers, i.e., by allowing

much smaller samples and shorter collection times.

The different scattering phenomena and experimental conditions for the X-ray

and neutron diffraction experiments cause different systematic errors: thermal

diffuse scattering (TDS), extinction and absorption effects are different. The

X-ray diffraction experiment is also prone to spectral truncation effects [22].

While absorption effects can be handled by a proper correction based on the

morphology of the crystal, and extinction can be taken into account as part of the

crystallographic model [23, 24], there is presently few options to deal with the TDS

but to cool the crystals to very low temperatures, preferably using helium, to reach

temperatures below 20 K [25] thereby diminishing the TDS.

The systematic differences between ADPs from X-ray and neutron diffraction

experiments are discussed in detail in the literature [26, 27], and Blessing [26]
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provides a practical scaling procedure to account for systematic differences

between the non-hydrogen ADPs derived from neutron and X-ray diffraction

experiments, in order to use the coordinates and ADPs from the neutron-diffraction

experiments as fixed parameters in the refinement of a charge-density model against

the X-ray diffraction structure factors.

In some cases neutron diffraction data have a quality and a resolution that merits

the refinement of a model including anharmonic motion. The most commonly used

model is inclusion of Gram-Charlier coefficients [4, 28]. However, as noted by

Kuhs [29], the refinement of these third-order cumulants requires a very extensive

dataset, especially at elevated temperatures, where anharmonic motion can be

considerable.

Whereas there might be systematic errors affecting the reliability of the ADPs

obtained from neutron diffraction, this is much less so for the positions, which are

often transferred without any corrections from the model refined against neutron

data, to be used as fixed parameters in the refinement against X-ray data. In the

absence of results from a neutron diffraction experiment, a number of approaches

have been proposed, as discussed below.

3.2 Estimated Hydrogen Positions

3.2.1 High-Order Refinement

It is well known that the accuracy of the atomic positions of non-hydrogen atoms

obtained from X-ray diffraction experiments can be improved by refining an IAM

against the high-order reflections (i.e., sin(y)/l> 0.7 Å-1, see the work byRuysink and

Vos [30]). The reason is that the relative contribution of the core electrons to the

reflection intensities increases with resolution, and in this way the shifts in atomic

positions due to the modeling of bonding density [31] can be diminished. However,

hydrogen atoms have no core electrons, and the advantages of this approach seem less

obvious for the determination of hydrogen atomic positions. Hope and Ottersen [32]

tested this approach in a study of s-diformohydrazide and found considerable

improvements in the bond-lengths involving hydrogen atoms. Alml€of and Ottersen

[33] have given a theoretical analysis of the high-order refinement of hydrogen

positions. Some improvement was also seen byMadsen et al. [10] for xylitol, however

in that case other methods proved to be in closer agreement with neutron diffraction

results, as described below.

3.2.2 A Polarized Hydrogen Atom

Realizing that the refinement of a spherical scattering factor against X-ray structure

factors is not sufficient to provide hydrogen positions in agreement with neutron
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diffraction results Stewart and coworkers [34] proposed that the use of a fixed

multipole expansion for a bonded hydrogen atom could be used to obtain a more

accurate determination of the time proton positions in molecular crystals.

This idea has been implemented in the VALRAY program [35] and used for

X-ray charge-density analysis. This polarized hydrogen atom consists of spherical

component (single-exponential type) and a bond-directed dipole. The population of

the dipole and the spherical components is kept fixed during the refinement, and

only the position and isotropic displacement parameter of the hydrogen atom is

refined.

Destro and coworkers have used this approach in a range of studies (e.g.,

[19, 36–38]) and were able to obtain X–H bond-lengths close to the typical values

found in neutron-diffraction studies, although no direct comparison with neutron

diffraction measurements was made.

Madsen et al. [10] tested the polarized hydrogen atom in refinements against

X-ray structure factors of xylitol and compared the results to the positions obtained

from neutron diffraction [11]: The polarized hydrogen atom was an improvement

compared to the SDS scattering factor, but not as efficient as the posteriori elonga-

tion of X–H bond lengths to match mean values from neutron diffraction

experiments.

3.2.3 Neutron Mean Values

While the high-order refinements and polarized hydrogen atom model are attempts

to obtain the hydrogen positions based on the X-ray diffraction data, a more

pragmatic procedure is to base the positions on statistical material from a large

pool of structures determined from neutron diffraction data.

The International Tables for Crystallography [39] contains a wealth of informa-

tion on X–H bond lengths based on data from the CSD database. Once the direction

of the X–H bond has been established by refinement against the X-ray data, the

bond can be extended to match the mean values derived from neutron diffraction

experiments. This procedure has been used in numerous charge-density studies

(some very recent examples are Overgaard et al. [40]) and seems to give the best

possible estimate of the hydrogen positions. Madsen et al. [10] found for xylitol that

the mean deviation from the neutron result was 0.012(8) Å in bond lengths,

corresponding to a mean deviation in positions of 0.041(19) Å.

The X–H bond-lengths depend on the number and strength of the hydrogen

bonds that the X–H group is involved in [41], and this information could in

principle be used to improve the estimates of hydrogen positions.

3.2.4 A Combined Approach

Hoser et al. [17] analyzed models for a series of 1,8-bis-(dimethylamino)naphtha-

lene (DMAN) salts of organic counter-ions. They conclude that a combined
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approach involving high-order refinement of the non-hydrogen atoms combined

with low-order refinement of the hydrogen atoms and subsequent elongation of the

X–H bond lengths to match mean-values derived from neutron diffraction studies

gives the best results as compared to complementary neutron-diffraction studies.

3.3 Ab Initio/Hirshfeld Atom Refinement

A sophisticated extension of the improved aspherical scattering factors for hydro-

gen atoms used in the polarized H atom model is the refinement strategy of

Jayatilaka and Dittrich [42], which is a least-squares refinement against X-ray

diffraction data of transferable atomic densities defined in terms of “Hirshfeld

atoms.” The atoms are defined by using Hirshfeld’s stockholder partitioning [43]

of an electron density obtained from quantummechanical calculations. The strategy

was tested by refining against X-ray data for urea and benzene, and benchmarked

against neutron diffraction results. The C–H and N–H bond distances are remark-

ably within 0.01 Å of the neutron diffraction results. The approach yields ADPs of

the carbon and hydrogen atoms of benzene in excellent agreement with the neutron

diffraction data. However, for urea the results are a bit ambiguous with some ADPs

in excellent agreement with neutron diffraction results, others deviating more

than 50%, and a large dependence on whether the applied electron density was

obtained using Hartree–Fock (HF) or density functional theory (DFT) methods.

This approach seems very promising, but it has to be further validated on more

structures before any conclusions can be drawn as to its general applicability to

obtain positions and ADPs for hydrogen atoms.

3.4 Estimated H ADPS Based on a Combination of Rigid
Body Motion and Internal Motion

The method of estimating hydrogen ADPs based on a combination of rigid body

motion derived from the ADPs of the non-hydrogen atoms and internal modes taken

from other experiments was pioneered by Hirshfeld and coworkers [44–47]. It is

based on the idea that it is possible to consider the atomic motion in molecular

crystals as a combination of external rigid-body motion and internal motion

corresponding to high-frequency molecular vibrations, such as bond-bending and

bond-stretching modes. The analysis is based on the assumption that the rigid-body

and internal motions are uncorrelated, and that the components of B, the atomic

mean square displacement matrix – and thereby the U matrix of ADPs – can be

obtained as a sum of the two contributions

Uij ¼ Uij
rigid þ Uij

internal: (6)
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The external motion is taken from a rigid-body or segmented rigid-body analysis

of the non-hydrogen ADPs, while the internal motion can be estimated from

spectroscopic experiments, analysis of neutron diffraction data, or based on ab

initio calculations. These three different approaches are discussed below – a

thorough comparison has been given previously [2].

3.4.1 The Rigid Body Motion

Because the intermolecular forces are weak compared to intramolecular forces, the

external molecular vibrations have larger amplitudes and lower frequencies than the

internal modes. The atomic motion of the non-hydrogen atoms is therefore mostly

due to the external molecular vibrations. A commonly used model is to regard the

molecules in the crystal as vibrating as rigid bodies, independently of the

surrounding molecules, and experiencing the mean potential of these molecules.

This rigid-body model, used to analyze the ADPs of the non-hydrogen atoms, was

introduced by Cruickshank [48] and refined by Schomaker and Trueblood [49] into

what is known as the TLS model and has been used in numerous studies [50]. An

excellent introduction to the TLS analysis is given by Dunitz [51].

The rigid body assumption can be relaxed in different ways to include torsional

vibrations or other large-amplitude vibrations [52]. The TLS model is implemented

in the THMA program of Schomaker and Trueblood, as well as in the Platon

program [53]. A related normal-mode analysis is provided by the program EKRT

by Craven and coworkers [54, 55], and by the program NKA of Buergi and

coworkers [56]. The latter program is furthermore able to refine a model against

ADPs from multi-temperature experiments [57, 58].

The quality of the rigid body model is normally judged by computing a residual

defined as

RwðUijÞ ¼
X
i;j

wij
Uij

measured � Uij
TLSmodel

Uij
measured

; (7)

where wij is the weight used in the least squares fit of the TLS model against the

observed ADPs Uij
measured. The TLS analysis of well-determined ADPs of truly rigid

bodies (e.g., benzene) often gives Rw(U
ij) values of about 5%, especially for low-

temperature studies. For less rigid systems values of 8–12% are common. For the

purpose of estimating hydrogen ADPs, the TLS models of these less rigid systems

still seem to give good results. Apart from this residual, an excellent way to judge

the rigidity of a system is to compare the differences DABðhu2iÞ in mean square

displacements along all atom–atom vectors in the molecule [59]. In a truly rigid

body these differences should be exactly zero. However, even in rigid molecules,

atoms of different mass will have small differences in internal mean square

displacements due to the internal vibrations, giving rise to DABðhu2iÞ values on

the order of 10�4 Å2.
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A matrix of such differences for adenosine is given along with plots of equal-

probability ellipsoids of measured and estimated ADPs in Fig. 3. The differences

are very small between bound atoms in accordance with the “rigid bond test” of

Hirshfeld [45], but quite large between the atoms in the adenine and ribose

moieties. Accordingly, Klooster and coworkers [60] found that a segmented rigid

body model that allows torsional motion about the glycosidic bond N4–C6 was the

most satisfactory model. It gives a drop in Rw(U
ij) from 13.4% to 8.7%. This model

was used to test the segmented rigid body approach for estimating hydrogen ADPs

[2] as discussed in Sect. 4.4.4.

Once the rigid-body motion of the molecule has been assessed by analysis of the

non-hydrogen ADPs it is straight forward to calculate the Uij
rigid of the hydrogen

atoms based on the rigid body motion. The formulas to perform this calculation can

be found in the original literature on the different rigid body analysis approaches.

3.4.2 The Internal Motion

It is well known from Raman and infrared spectroscopic studies that the internal

vibrations of hydrogen atoms depend on the chemical environment. First of all, the

bond-stretch vibration depends on the type of atom hydrogen is bound to. For

example, the stretch-frequency of an O–H bond is much larger than the

corresponding frequency of a C–H bond. Second, the functional group influences

Fig. 3 Matrix of differences in mean square displacements [10�4 Å2] along interatomic vectors

for the non-hydrogen atoms of adenosine [60]. The shaded region corresponds to the differences

between the atoms of the two “rigid” segments of adenosine. The plots of equal-probability

ellipsoids for adenosine (50% probability level) correspond to the ADPs estimated using

SHADE (left) and the values obtained from neutron diffraction experiments, respectively (right)
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the bond-bending frequencies, e.g., the out-of-plane vibration of an ethyl group has

a larger amplitude than the corresponding vibrations of a methine group. The

methods described in the following all assume that these internal vibrations are

uncorrelated from the intermolecular or external modes.

The general theoretical framework used to calculate the internal contribution to

the ADPs is basically the same whether these estimates are based on information

from ab initio calculations, spectroscopic evidence, or neutron diffraction

experiments on related compounds. The vibrational modes are expressed in terms

of normal coordinates and normal mode frequencies. The modes are uncoupled;

each is considered to be an independent harmonic oscillator.

The general relation between vibrational normal mode coordinates and the

atomic mean square displacement matrix B(k) is [3]:

BðkÞ ¼ 1

Nmk

X
jq

EjðqÞ
o2

j ðqÞ
eðkjjqÞe� ðkjjqÞT ; (8)

where e(k|jq) represents the kth component of a normalized complex eigenvector

e(jq), and corresponds to atom k in normal mode j along the wavevector q. wj is the
frequency of mode j and Ej(q) is the energy of the mode, given by

EjðqÞ ¼ �hojðqÞ 1

2
þ 1

expð�hojðqÞ=kBT � 1Þ
� �

: (9)

In these equations, the energy and frequency of the normal modes depend on the

wavevector q. For high-frequency internal molecular vibrations this dependence is

negligible, and the equations above can be approximated by

BðkÞ ¼ 1

Nmk

X
j

Ej

o2
j

eðkjjÞe�ððkjjÞÞT (10)

and

Ej ¼ �hoj
1

2
þ 1

expð�hojÞ=kBT � 1

� �
: (11)

Where B(k) is the atomic mean square displacement matrix of atom k. The mean

square displacement matrix B is expressed in a Cartesian coordinate system and is

related to the matrix U of ADPs by a similarity transformation, since the ADP

matrix is expressed in the generally oblique coordinate system defined by the

unit cell axes. The definitions and transformation properties of ADPs can be

found in, e.g., the report by Trueblood et al. [4] or the International Tables for

Crystallography [28].
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The methods differ in the way that the vibrational coordinates and frequencies

are obtained and described, and in the number of modes that is used to construct the

internal mean square displacement matrix of the hydrogen atoms.

3.4.3 Spectroscopic Evidence

In his early papers, Hirshfeld used information from Raman and infrared spectros-

copy to assess the frequencies and corresponding mean square displacements of the

bond-stretching and bond-bending modes of the X–H bonds [46, 47]. This approach

has been used several times by Destro and coworkers [37, 38, 61–63]. The proce-

dure has been implemented in the code ADPH and has been described and tested in

detail by Roversi and Destro [18];

ADPH: In the ADPH approach the normal mode frequencies are based on

spectroscopic data and each vibration is described by approximate vibrational

coordinates. In the simplest case, three independent modes – one bond-stretching

mode and two modes perpendicular to the bond – are used to construct the internal

partUij
internal of the internal mean square displacement matrix for the hydrogen atom,

however there is no limitation on the number of modes that can be used. This

approach has the advantage that the estimates of internal ADPs can be based on

experimental evidence on the same compound that is studies by X-ray diffraction.

However, for larger molecules with several similar functional groups, it becomes

difficult to assign the different spectroscopic frequencies to the right hydrogen

atoms, and the approach has to rely on mean group frequencies.

3.4.4 Analysis of Neutron Diffraction Data

It is possible to analyze the vibrational motion of hydrogen atoms in a similar vein

as the statistical analysis of X–H bond lengths derived from neutron diffraction

studies found in International Tables for Crystallography [39]. When the total

atomic mean square displacement matrix Uij has been determined from neutron

diffraction experiments, and the rigid molecular motion Uij
rigid has been determined

from a rigid-body analysis of the non-hydrogen ADPs, it becomes possible to get an

estimate of the internal motion of the hydrogen atoms by rearranging (6).

Uij
internal ¼ Uij � Uij

rigid : (12)

It was noted by Johnson [64] that the mean square displacements derived from

Uij
internal of hydrogen atoms was in good agreement with spectroscopic information,

showing systematic trends corresponding to the functional group that hydrogen was

part of. Similar observations were done by Craven and coworkers in the analysis of

cholesteryl acetate [65], suberic acid [66], hexamethylene tetramine [67], and

piperazinium hexamoate [68]. The internal torsional motion of a range of librating
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groups, including methyl, carboxyl, and amino groups was also thoroughly

investigated by Trueblood and Dunitz [69] based on more than 125 neutron

diffraction studies of molecular crystals from the literature.

Madsen and coworkers [11] investigated the internal mean square displacements

of hydrogen atoms in xylitol and a range of related carbohydrate compounds found

in the literature, and these estimates of internal modes of were collected in a

“library” and later improved and enhanced with more statistical material [2]. The

present library provides mean values of internal stretch modes as well as in-plane

and out-of-plane bending modes for a range of chemical groups involving hydrogen

bound to C, N, and O, and forms the basis for assigning ADPs to hydrogen atoms in

the Simple Hydrogen Anisotropic Displacement Estimator (SHADE) server.
SHADE: The library of internal mean square displacements derived from neu-

tron diffraction studies has been used to construct a web server that allows fast and

accurate estimates of the ADPS of hydrogen atoms. The SHADE server [70] allows

users to submit a CIF file [71] containing the atomic coordinates and the ADPs of

the non-hydrogen atoms. The server performs a TLS analysis using the THMA11

program, and combines the rigid body motion with the internal motion obtained

from analysis of neutron diffraction data. It is possible to perform a segmented rigid

body analysis using the attached rigid group approach of the THMA11 program

[2, 52]. The segmented rigid body approach seems to give marginally better results,

as compared to neutron diffraction experiments, as judged from a few test cases [2]

on non-rigid molecules. For adenosine we observed that despite the improved

description of the motion of the heavy-atom skeleton, only small improvements

were observed for the H atom ADPs. For some hydrogen atoms there was a

substantial improvement, while for other we observed a worsening agreement.

There is definitely room for further testing and improvement of the segmented

rigid body analysis in this context.

The SHADE server is available at the web address: http://shade.ki.ku.dk.

3.4.5 Ab Initio Calculations

Estimates of interatomic force-constants obtained from ab initio calculations are

today a straightforward way to build the dynamical matrix used in a normal-mode

coordinate analysis. Several academic and commercial ab initio codes offer

integrated normal-mode analysis. A program XDvib which is part of the charge-

density analysis program XD [72] is able to read the output from a normal-mode

analysis from Gaussian [73] and compute the ADPs corresponding to internal

vibrations. This procedure was used successfully by Flaig et al. [74] to provide

ADPs for hydrogen atoms in a study of D,L-aspartic acid. In that study, the external

contribution to the ADPs was based on a rigid-link refinement of the non-hydrogen

ADPs, which essentially mimics a rigid-body type refinement. However, the ab

initio calculation of internal modes was performed on an isolated (gas-phase)

molecule. This is not always sufficient to obtain reliable results. Results by Luo

et al. [68] and Madsen et al. [11] show that gas-phase calculations can lead to
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internal mean square displacements that are much larger than the total mean square

displacements as derived from neutron diffraction experiments, because the inter-

molecular potential energy surface (PES) of an isolated molecule is very different

from the PES of a molecule in a crystalline environment, especially for non-rigid

systems with large amplitude torsional vibrations. The flat PES causes large

amplitudes of some of the internal molecular vibrations, e.g., torsional modes. In

these cases, it is necessary to take the intermolecular environment into account. For

rigid molecules with weak intermolecular interactions it may be sufficient to use

gas-phase calculations (e.g., the case of naphthalene [75]). One of the major

advantages of the ab initio approach is the possibility of estimating the motion of

hydrogen atoms that are in nonstandard environments, i.e., hydrogen atoms in

groups that are not well characterized by spectroscopy or neutron diffraction

measurements.

TLSþONIOM: Whitten and Spackman [76] used ONIOM calculations – a

procedure where the central molecule is treated using quantum mechanics and a

cluster of surrounding molecules is treated using classical molecular mechanics – to

mimic the intermolecular environment with excellent results. This “TLS+ONIOM”

approach differs slightly from the ADPH and SHADE approaches in that the

internal mean square displacements are subtracted from the ADPs of the non-

hydrogen atoms before the TLS analysis. Although this is a small correction, it

seems to be an improvement as it diminishes the differences between the mean

square displacements of bonded atoms in the direction of the bond (this so-called

rigid bond test by Hirshfeld [45] is often used to test the reliability of ADPs derived

from experiments). An alternative approach is to use a program that is designed for

ab initio periodic solid-state calculations. An approach based on the CRYSTAL09

program has been tested by Madsen et al. [77] and gives results in close agreement

with the TLSþONIOM calculations.

3.5 Estimates of H ADPs Based Solely on Force-Field
or Ab Initio Calculations

The internal vibrations of hydrogen atoms correspond to the high-frequency part

(200–3,500 cm�1) of the Raman and IR spectra. It is well known that these

frequencies can be reproduced by ab initio calculations, at least to within a common

scale factor (see Scott and Radom [78]) – as witnessed by the success of the

TLSþONIOM approach described above.

However, the low-frequency (0–200 cm�1) external vibrations of hydrogen and

non-hydrogen atoms give a significant contribution to the mean square displace-

ment matrix, and this contribution is increasing with temperature, according to (10)

and (11). The low-frequency vibrations are more complicated to compute because

they correspond to correlated molecular motion and show dispersion, i.e., the

frequencies depend on the direction and magnitude of the wavevector. It is possible
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to estimate these normal modes by using a lattice-dynamical approach, as devel-

oped by Born and von Kármán and described in the classical book by Born and

Huang [79], and in a language more familiar to crystallographers by Willis and

Pryor [3].

The lattice-dynamical evaluation of ADPs based on the Born and von Kármán

procedure has been applied for many years based on empirical force-fields. A series

of systematic calculations on several rigid molecular crystals, and comparison with

experimental results was reported during the 1970s by Fillippini, Gramaccioli,

Simonetta, and Suffriti [80–82]. Later results by Criado and coworkers showed

that the force-field approach was also sufficient for azahydrocarbons [83]. In these

studies it is sometimes found that the calculated ADPs are higher – in some cases by

more than 50% – than the experimental results. Gramaccioli and coworkers ascribe

this difference to the effect of TDS on experimental ADPs [81, 82], which, because

it is seldom corrected for, leads to an increase in the observed diffraction intensities

and thereby small ADPs. However, in cases where the force-constants of the Born

and von Kármán model are derived from inelastic neutron scattering measure-

ments and infrared spectroscopic measurements, as in the study of urotropine by

Willis and Howard [84] and the study of silicon by Flensburg and Stewart [85], there

seem to be an excellent agreement with the experimental ADPs, so perhaps some of

the discrepancies are due to inadequacies in the applied empirical force fields.

With today’s computer power, it has become feasible to perform ab initio

calculations in order to assess the force-constants needed for the lattice dynamical

treatment. Whereas the ab initio approach seems to work very well for extended

solids [86, 87], very little work has been done to test it for molecular crystals. Work

in progress [77] on estimation of ADPs for crystalline urea, urotropine, and benzene

indicates that the well-known inability of DFT methods to account for dispersive

forces may be a major problem for computing the lattice dynamics, and thereby the

ADPs, of molecular crystals using DFT methods.

4 Charge-Density Studies with a Special Focus on H Atoms

All charge-density studies of molecular crystals involving hydrogen atoms are to

some extent affected by the modeling of the hydrogen atoms. However, some

studies focus specifically on the intermolecular interactions, often in terms of

hydrogen bonding, or on the properties of the hydrogen atoms, e.g., their electronic

properties in terms of the EFGs. In these cases the treatment of hydrogen is of

course crucial. Here, we discuss a number of cases where the role of hydrogen

atoms have proven to be especially important – and where the authors have

considered the modeling of hydrogen carefully – in order to discuss the pros and

cons of the different approaches to hydrogen modeling. The list of studies is not

meant to present an overview of recent charge-density studies involving hydrogen

atoms, but rather a few highlights that will give an impression of limitations and

possibilities of different approaches to model and study hydrogen atoms.
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4.1 Strong Hydrogen Bonds

Very short and strong hydrogen bonds possess many unique characteristics [1], and

they often play an important role in biological systems [88]. Charge-density studies

have been used to characterize the electronic environment in the vicinity of the

proton involved in strong O–H···O bonds. Is the hydrogen bond symmetric? Does

the proton have a unimodal or bimodal probability density distribution – i.e., is it

situated in a single or double-well potential? Do the very strong hydrogen bonds

resemble the weaker hydrogen bonds or should they rather be characterized as

covalent?

MAHS and MADMA: In order to answer these subtle questions, it is important to

gather as much information about the hydrogen nuclear parameters as possible.

Flensburg and coworkers [13] studied the salt of MAHS – methylammonium

hydrogen succinate monohydrate – based on the combined use of neutron and

X-ray diffraction data at 110 K. Based on the neutron diffraction data they found

that the short O–H···O hydrogen bond was symmetric. A topological analysis of the

model of static electron density showed that the hydrogen bond had covalent

character; the hydrogen atom formed covalent bonds to both oxygen atoms.

These conclusions were confirmed in a subsequent study of MADMA –

methylammonioum dihydrogen maleate [14].

Benzoylacetone: Madsen and coworkers [89] carried out a study of the intramo-

lecular hydrogen bonding in benzoylacetone (1-phenyl-1,3-butadione) using 8.4 K

X-ray data and 20 K neutron data. In contrast to the symmetrical arrangement of the

hydrogen atom found in MAHS and MADMA, the hydrogen atom engaged in the

strong hydrogen bond in benzoylacetone is asymmetrically placed in a large flat

potential well. A topological analysis of the keto-enol group containing the strong

intramolecular hydrogen bond showed that the hydrogen position was stabilized by

both electrostatic and covalent bonding contributions at each side of the hydrogen

atom.

Isonicotinamide: A recent study of two polymorphs of isonicotinamide and

oxalic acid investigated the character of short strong O–H···N intermolecular

hydrogen bonds between the acid and the pyridine base [90]. Again, combined

X-ray and neutron diffraction techniques were crucial to deconvolute a static

electron density from the mean thermal charge density. As for the O–H···O

bonds, it was found that the hydrogen bonding had a pronounced covalent charac-

ter. This study was compared to the charge density obtained from periodic ab initio

calculations on the crystalline system.

In these studies where the fundamental questions are related to the exact position

and dynamics of the protons, the use of spectroscopic information, or information

from ab initio calculations, can provide useful complementary information about

the dynamics of the proton, however they cannot provide the detailed information

about the mean position of the proton which is crucial for the deconvolution of the

dynamics of the static density from the vibrations.
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There seems to be no way around using a neutron diffraction approach, in order

to get a deconvoluted picture of the motion of the nuclei and the distribution of the

electron density. However, if the researcher is prepared to abandon the idea of

deconvolution, maximum entropy methods can provide an experimental

vibrationally averaged electron density, which may answer some of the questions

posed previously – does the proton occupy a single or double potential well? How is

the strength and covalency of the bonds? Studying the electrostatic potential in the

region around the hydrogen bond in question, using a multipole model approach

where the hydrogen atom remains unmodeled, may provide some of the same

information, as shown in the study by Flensburg and coworkers [13].

In other studies of hydrogen-containing molecules, the focus is a characteriza-

tion of the intermolecular bonding, not the exact position of a hydrogen atom. In

these cases, the estimated hydrogen positions and anisotropic thermal motion might

be sufficient, as discussed later (Sect. 5.3).

4.2 EFGs at the H Nuclei

A study that certainly merits attention for its careful treatment of hydrogen atom

motion is the charge-density study of benzene carried out by B€urgi et al. [20]. This
study demonstrates that neutron diffraction data can be useful even if the data have

been collected at other temperatures than the X-ray diffraction experiment. B€urgi
and coworkers analyzed neutron diffraction data on benzene collected at 15 and

123 K in terms of a normal-coordinate analysis of ADPs [57, 58]. In this analysis,

the temperature-dependent rigid-body motion is separated from the high-frequency

internal motion which is temperature independent. In essence, it is a multi-

temperature TLS analysis also including parameters to account for the internal

motion. The resulting normal coordinate model was then used to derive ADPs for

the hydrogen atoms at the desired temperature, which in this case was 110 K. The

hydrogen ADPs were then used as fixed parameters in a very elaborate multipole

model refined against the X-ray diffraction data. The multipole expansion extended

up to the hexadecapole level for the carbon atoms, and up to the quadrupole level

for hydrogens as noted by the authors, the latter is essential for a proper description

of the deformations of quadrupole symmetry about the H atoms, and crucial in this

case; from the model of the static electron density, B€urgi and coworkers were able

to derive EFGs at the hydrogen nuclei in quantitative agreement with measurements

of nuclear quadrupole coupling constants derived from nuclear quadrupole reso-

nance spectroscopy. This is an important confirmation that the hydrogen nuclear

parameters are of an excellent quality. As noted by Brown and Spackman [91],

EFGs are sensitive to charge density features involving core electrons which, to be

accurately modeled, would require more extensive high-angle diffraction data than

are currently available, and a more flexible multipole model. For hydrogen atoms,

which lack core electrons, the situation is less prohibitive, but still requires a very

elaborate multipole model. As a further confirmation of the quality of the model, the
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molecular quadrupole moment derived from the total charge density of the mole-

cule in the crystal also shows to be in excellent agreement with measurements made

in the gas phase and in solution. B€urgi and coworkers used neutron diffraction

experiments to obtain the hydrogen nuclear parameters. But coordinates and ADPs

based on the ADPH approach (Sect. 4.4.3), in conjunction with an elaborate

multipole model, seem adequate in order to obtain EFGs at the hydrogen nuclear

positions, as judged from the study by Destro et al. on a-glycine [37]. This opens
the possibility that also the TLSþONIOM and SHADE approaches are sufficiently

accurate for this type of study (Fig. 4).

4.3 Molecular Interactions

One of the areas where estimated hydrogen ADPs and positions may play an

important role is in the study of biologically important molecules, where experi-

mental charge densities are used in the characterization of the electrostatic

properties of the molecules and their intermolecular interactions.

Fig. 4 A comparison of methods to estimate the hydrogen ADPs of 1-Methyl Uracil, based on the

work by Munshi and coworkers [2]. To the right of each ellipsoid plot, we give the similarity index

[15] between the neutron-derived and estimated ADPs. Equal-probability ellipsoids are shown at

the 70% probability level
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Fidarestat: A very recent example is the study of Fidarestat, an inhibitor of the

protein human aldose reductase [92]. In this study the hydrogen atoms were

restrained to the standard neutron distances as listed in the International

Tables for Crystallography [39], and a preliminary multipole refinement was

conducted using isotropic displacement parameters and an SDS scattering factor

[5] for the hydrogen atoms. Subsequently, the positions and ADPs from this

refinement were submitted to the SHADE server [70] in order to estimate ADPs

for the hydrogen atoms. The molecule was divided into four rigid groups in the TLS

analysis. The hydrogen atom ADPs were then refined using tight restraints to the

target values obtained from the SHADE program, and the multipole refinement was

then continued. The authors noticed a small, but systematic improvement in the

agreement factors on adoption of the anisotropic hydrogen atom description. After

inclusion of ADPs for hydrogen the authors did not observe significant unmodeled

electron density around the hydrogen atoms, and chose to contract the multipole

expansion at the dipole level for the hydrogen atoms. An analysis of the electro-

static potential mapped on the molecular surface (Fig. 5) showed clearly visible

Fig. 5 OrtepIII representation [93] of fidarestat with thermal displacement ellipsoids plotted at

50% probability and the chemical diagram of fidarestat in a frame. Deformation electrostatic

potential Df (e/Å) generated by the isolated fidarestat molecule mapped on the solvent-excluded

surface with a probe radius of 1.4 Å. The potential Dr was derived from the deformation electron

density Dr. The view was made with the program Pymol [94]. View of the hydrogen bonds with p
acceptors in a trimer of fidarestat molecules. The aromatic ring containing the C13–C14 atoms is

involved on both sides in H···p-system bonds represented as gray dashed lines. The electron density
cutoff value for the iso-surface is +0.05 e/Å3. The view was made with the program Pymol [94]
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polar binding sites, related to the stronger positive charges of the H–N hydrogen

atoms bound to nitrogen atoms compared to H–C atoms. The electrostatic potential

pattern was complementary, in a key–lock manner, with the charges of the hydro-

gen bonded groups in the human aldose reductase active site. A topological analysis

of the hydrogen bonding pattern revealed notable p···H–X hydrogen bonds of a

strength comparable to C–H···O hydrogen bonds, giving significant contributions to

the crystal packing energy.

In this case, the use of estimated hydrogen nuclear parameters seems adequate in

order to draw conclusions based on analysis of electrostatic potentials and topolog-

ical analysis of intermolecular interactions. However, some controversies remain

regarding whether it is possible to measure the changes in electron densities due to

intermolecular interactions with the present accuracy of experimental charge den-

sity studies, as discussed in the following.

Interaction densities: An ongoing debate is whether the quality of present-day

experimental charge density studies makes it possible to determine the changes in

the charge density due to the interaction with neighboring molecules in the crystal –

the interaction density. The charge densities in the intermolecular regions are of a

similar magnitude as the typical standard uncertainty of the electron density.

A study based on model charge densities obtained from periodic HF calculations

on ice VIII, acetylene, formamide, and urea performed by Spackman et al. [95]

concluded that the multipole model is capable of qualitative retrieval of the

interaction density. The study of Spackman et al. included the effects of thermal

motion of the refined electron densities, however no account was taken of the effect

of random errors in the simulated structure factors. This effect was included in a

subsequent theoretical study of urea by Feil and coworkers [96], which made it

impossible to retrieve the interaction density for simulated data.

In a more recent study by Dittrich and Spackman the retrieval of interaction

densities was addressed using an experimental charge-density study of the amino

acid sarcosine, combined with periodic ab initio calculations using the CRYS-

TAL98 program [97]. In lack of neutron diffraction data the thermal motion of

the hydrogen atoms was based on the TLS+ONIOM approach. Hydrogen positions

with bond-lengths in agreement with mean values from neutron diffraction studies

were obtained by imposing an electron density model from the invariom database.

Dittrich and Spackman conclude that it is possible to retrieve an interaction density

from the multipole model of sarcosine, but only if the hydrogen atom electron

density was based on the invariom database [98]. The authors note that it appears
that such a highly constrained multipole model is necessary to observe fine details
with current data, as the scattering signal of the H atoms is unfortunately rather
small when compared to C, N or O atoms.

Hydrogen bond energies: Closely related to the retrieval of interaction densities is
the analysis of intermolecular hydrogen bonding. The standard uncertainty of electron

density maps obtained by fitting multipole models against X-ray diffraction data

is normally about 0.05 e/Å3. The electron density of intermolecular bond-critical

points is often only a few times higher than this. How reliable is the information

obtained from analysis of the electron density in the intermolecular region?
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Espinosa and coworkers [99–101] found that the topological properties decay

exponentially with the dH···A distance in an analysis of 83 X–H···O interactions from

15 different experimental electron-density studies performed by different

investigators using a large variety of models for the hydrogen atoms. However,

in a later study of L-histidinium dihydrogen orthophosphate orthophosphoric acid

(LHP) [102], it was found that models of hydrogen atoms including quadrupole

functions show a quite different behavior – deviating from the exponential depen-

dence – in contrast to models where the multipole expansion is contracted at the

dipole level (Fig. 2). The quadrupoles of the H atoms sharpen the electron-density

distribution in the plane orthogonal to the H···A hydrogen-bond direction, increasing

the perpendicular curvatures and therefore decreasing the Laplacian magnitude

at the BCP. Hydrogen-bond interactions that are found as pure closed shell

(HCP > 0) in the refinements undertaken without quadrupolar terms present a

significant shared-shell character (HCP < 0) when these terms are included. As a

consequence, results coming from themodels that describe the H atoms up to dipolar

terms appear to be in better agreement with theoretical calculations [103] (Fig. 6).

Analysis of intermolecular interactions in epimeric compounds: In a study of the
epimeric compounds xylitol and ribitol by Madsen and Larsen [104], it was only

Fig. 6 Topological properties at the BCPs of the hydrogen bonds observed in L-histidinium

dihydrogen orthophosphate orthophosphoric acid versus H···O distance. Open and filled circles
correspond to models including quadrupole functions on the hydrogen atoms, open and filled
squares correspond to models without quadrupole functions on hydrogen. The curves correspond

to the empirical dependences by Espinosa et al. [100]. Solid lines for X-ray only and dashed lines
for X-ray+neutron refinements
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possible to obtain neutron diffraction data for xylitol because it was impossible to

grow crystals of a sufficient size for ribitol. The hydrogen positions for ribitol were

based on an IAM refinement and extended to the standard values based on neutron

experiments. Hydrogen ADPs were estimated using the SHADE server. A quite

elaborate model of the hydrogen electron densities was used, with the multipole

expansion extending to the quadrupole level, and with a radial part having a

common k parameter for the hydrogen atoms bound to oxygen, and another for

the hydrogen atoms bound to carbon. A topological analysis of the intermolecular

interactions indicated that the two compounds had identical interaction energies, in

agreement with results obtained from calorimetric measurements and periodic DFT

calculations. Differences in melting point and mass density could therefore not be

explained as a consequence of differences in solid state enthalpies, but were instead

related to a difference in solid state entropies, elucidated by TLS analyses of the

non-hydrogen ADPs. These results were later confirmed in a more elaborate multi-

temperature study [105], where the hydrogen bond energies derived from topological

analysis described in Sect. 5.3 are critically discussed as a method of determining

the relative stabilities of closely related structures, such as enantiomeric compounds

or polymorphs.

Charge density studies including disordered groups: In a recent 85 K X-ray

charge density study of paracetamol, Bak and coworkers [106] examine different

ways of modeling the disordered methyl group (Fig. 7). In this context, estimated

hydrogen ADPs from the SHADE program seemed to offer advantages as com-

pared to the ADPs based on neutron diffraction, partly because of the low quality of

Fig. 7 Structure of paracetamol: (a) anisotropic displacement parameters (ADPs) at the 90%

probability level for non-H atoms after high-order refinement against X-ray diffraction data (85 K)

and for H atoms generated by the SHADE program; (b) ADPs at the 90% probability level from

neutron diffraction data (80 K; [27])
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the neutron diffraction data, and partly because of the disordered methyl groups,

which seem to be easier to model using estimated ADPs. The application of ADPs

taken from neutron experiments to the methyl H atoms led to extremely high values

of electron density at the bond critical points. In the ordered part of the molecule,

the use of ADPs generated by SHADE led to better residual maps derived from

charge-density models than the neutron ADPs. We note that the other procedures

for estimating H ADPs mentioned here (ADPH and TLS+ONIOM) would have

been just as efficient as SHADE in this study. This study emphasizes the need to

carefully consider the quality of the data. Even when a neutron diffraction dataset is

available, it is mandatory to test its validity in every possible way. A high-quality

neutron diffraction data set, where the disordered methyl group was carefully

modeled using partially occupied sites, would probably have given the most

physically reasonable results. Lacking such data, estimated ADPs seem to offer

advantages as compared to a mediocre neutron diffraction dataset. A model using

isotropic displacement parameters for hydrogen lead to extreme values for molecu-

lar electrostatic interaction energies, yet another confirmation that the isotropic

model is insufficient for accurate charge density studies.

5 Outlook

Despite the fact that it is now more than three decades since Hirshfeld proposed a

method to estimate the anisotropic motion of hydrogen atoms for the use in

experimental charge-density analysis, it is only within the last years that the

charge-density community at large has become familiar with the method – and

with the model defects caused by omitting a careful treatment of the hydrogen

atoms. Hopefully, this familiarity has raised general awareness that the description

of the static charge density (in terms of the multipole model) and the description of

atomic motion (in terms atomic anisotropic motion) are the ying and yang of charge

density analysis – both aspects of the model has to be treated carefully, or both will

be erroneous. The examples given in the last part of this chapter all reflect an

awareness of the coupling between dynamic and static effects with careful treat-

ment of both aspects.

Several tools are now available to estimate the hydrogen ADPs. We have

discussed the merits of each of them – as well as advocating the use of neutron

diffraction experiments whenever that is possible. However, whereas there seems to

be a growing consensus regarding the treatment of nuclear positions and thermal

motion for hydrogen, the flexibility of the multipole model of hydrogen is still

debated, not only in terms of the truncation of the multipole expansion but also in

terms of the flexibility of the radial parameters.

Ab initio calculations have been compared with static charge densities for

several years. Looking ahead, the moment seems ripe to compare the dynamics

of atoms and molecules obtained from ab initio calculations with the information

from careful diffraction experiments.
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Charge Density Methods in

Hydrogen Bond Studies

Jacob Overgaard and Bo B. Iversen

Abstract The history of hydrogen bonding is briefly outlined and the current

descriptive elements used in the understanding and the study of hydrogen bonds

are summarized. The specific challenges that emerge when making experimental

charge density studies of hydrogen bonded systems are explained and a number of

recent and important charge density studies have been selected to illustrate the

significant impact that the experimental charge density modeling continues to have

on the understanding of the nature of the hydrogen bonding, both in the electro-

static, longer hydrogen bonds and in the very short, strong hydrogen bonds.
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1 Introduction

The hydrogen bond is ubiquitous in chemistry and materials science and has been

attributed many unique features. In its simplest form, the hydrogen bond (HB)

provides a pathway for attractive interaction between two chemical entities con-

sisting on the one side of a hydrogen atom donor (D–H) and on the other an HB

acceptor (A). HBs can contribute stabilizing energetic contributions to the system

ranging from fractions of kcal/mol to as much as 44.6 kcal/mol for the dissociation

energy of FHF� into HF and F� [1]; the exact value of the HB energy is strongly

dependent on the D···A distance, but many other factors are appropriate to consider

as well.

The first mention of the hydrogen atom as a mediator of interaction between two

atoms is ascribed to Moore and Winmill [2], and later developed by Latimer and

Rodebush in 1920 who proposed a theory suggesting that the hydrogen, or the

proton as they denote it, forms a bond between two different atoms [3]. This was

confirmed both by structural studies using electron diffraction by Pauling and

Brockway [4], and by spectroscopy by Wulf et al. [5, 6]. The significance of the

HB in biology and physiology, which will be mentioned later on, was even

anticipated by Pauling as he stated that “... I believe that as the methods of structural

chemistry are further applied to physiological problems it will be found that the

significance of the HB for physiology is greater than that of any other single

structural feature” [7]. Pauling expanded his view on the bonding in these systems

and concluded that having only one orbital (1s) the hydrogen atom cannot form

more than one pure covalent bond and assigns the interaction to be of mainly

electrostatic origin, which has recently been repeated [8]. These previous scientific

achievements have paved the way to our present-day understanding of the HB.

In recent years, the HB has been established as an ever-present interaction in

most molecular crystals, and the attention for some time has been turned toward

characterizing and classifying the HB more meticulously based on geometrical

considerations [9]. Concurrently with the structural work that forms the basis of this

book, spectroscopic approaches have contributed significantly to the description

and understanding of the HB. NMR techniques [10] are widely used to estimate the

strength of the HB as an increase in the strength of the HB causes a decreased

electronic shielding of the hydrogen nucleus and consequently a downfield shift,

which for the strongest HBs is around 20 ppm. Other spectroscopic techniques have

given similar significant contributions but remain outside the scope of this chapter

and will not be discussed further here. The literature is rife with structural correla-

tion studies on hydrogen bonding, which are made possible mainly due to the

enormous improvement of X-ray sources for structural studies, in particular the

advent of the X-ray sensitive 2D detector. HBs are also prevalent in crystal

engineering although it has a strong unfulfilled potential in such applications. The

HB is by nature spatially oriented such that it can provide a very efficient, structure-

directing building block in the construction of extended structures and molecular

network [11, 12]. One of the most active groups in HB research is the one led by

Gilli. Among their many contributions [13], they have arranged the stronger

54 J. Overgaard and B.B. Iversen



spectrum of homonuclear OHO HBs in three different typical categories [14] of

which the resonance-assisted hydrogen bond (or RAHB) is particularly interesting,

the other types being positively or negatively charge-assisted hydrogen bonds

(�CAHBs). For RAHB systems, they established a correlation between the delo-

calization in the p-system of the keto-enol system and the donor–acceptor distance:

l ¼ 3:47ð3Þ � 1:25 10ð Þ � d O � � �Oð Þ;

where the delocalization parameter, l, is calculated as

l ¼ 0:5 � 1� Q

0:32

� �

with Q ¼ d1 � d2 þ d3 � d4: (see Scheme 1) [14].

With the advent of charge density (CD) studies in the late 1970s, the notion of the

HB as a purely electrostatic interaction was challenged. Stevens et al. [15] studied

sodium hydrogen diacetate that features a very short OHO HB (d(O···O) ¼ 2.45 Å)

with the hydrogen positioned on a twofold rotation axis exactly between the two

oxygen atoms. The work combined X-ray and neutron data to locate the hydrogen

atom and describe its thermal motion and by using deformation density mapping, the

authors discovered a significant accumulation of electron density between the

hydrogen and both the oxygen atoms suggesting the presence of covalency in both

H–O interactions. Thus, this study suggested that the HB is more than a mere

electrostatic interaction between two oppositely charged atoms. The next confirma-

tion of covalency in HB was not presented until a decade later by Flensburg et al.

[16]. The authors studied the experimental CD in methylammonium hydrogen

succinate monohydrate which exhibits a very short O–H···O interaction (d(O···O)

¼ 2.44 Å) with the hydrogen positioned on a symmetry element of the space group.

Only the combined use of complementary neutron andX-ray diffraction data made it

possible for the authors to conclude that the hydrogen indeed was sitting in a single-

well potential, whereas without the neutron data the models with either a single

centered hydrogen atom or two half-occupied hydrogen sitting symmetrically away

from the midpoint resulted in equally reliable refinements. Similar to the observa-

tions by Stevens et al., they found a significant accumulation of electron density in

the bond which they quantified by introducing topological analysis of the density.

Scheme 1 Bond distances in the antisymmetric vibration parameter, Q, illustrated for benzoyla-

cetone
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As foreseen by Pauling, the HB is pervasive in biological systems [7]. The

properties of bulk water represent just one of the remarkable examples of the impact

of HB as it is responsible for the lower density of solid water compared to liquid

water. Another widespread function of HB is found in the active sites of enzymes

[17]. It has been postulated, for instance, that the HB in the active site of the serine

proteases is something more than a “normal” HB, and instead shows signs of being

of a stronger HB type possessing a shortened N···O distance further stabilized in

energy terms. The HB within this active site is created by three amino acids termed

His57, Asp102, and Ser195 based on the terminology used in the homologous

chymotrypsin and is collectively called the catalytic triad, which is an element

that remains conserved in serine proteases [18]. The mechanism that regulates the

function of the proteases is cleavage of esters or amides by nucleophilic attack on

the carbonyl group from the oxygen (Og) of Ser195 and creation of a so-called

oxyanion hole [19]. The structure of this transition state is the object of specula-

tions; one particular notable theory suggests that it is stabilized by a low barrier HB

(LBHB) between the His57 and Asp102 [20]. This proposal has proven rather

controversial and provoked heated debates with contributions from several different

disciplines however none providing clear-cut evidence in favor of or rejecting the

idea [21]. However, very recently a combined high-resolution (in terms of the

protein diffraction community which classify 1 Å data set as high-resolution)

neutron and X-ray structure of a pancreatic elastase captured in the tetrahedral

transition state using an inhibitor appeared [22]. This work showed an N···O

separation of 2.60 Å, which may be sufficiently short to exhibit an LBHB; however,

the neutron data showed clearly the hydrogen atom located close to the N atom and

no sign of an LBHB was evident.

Topological analysis of the electron density, which has been explained in detail

in a previous chapter of this book, was early on adopted in the study of hydrogen

bonding and most significantly it is marked by the seminal paper by Koch and

Popelier [23] in which eight necessary criteria were outlined for an interaction to be

called a proper HB. In that work, the authors operated with reference monomer

complexes which obviously did not exhibit any intermolecular interactions. Their

HB criteria were then formed based on comparison of the monomer properties with

hydrogen bonded systems created from dimers of a selection of small molecules.

The criteria were as follows:

1. The hydrogen atom is connected to the acceptor atom through a bond path.

2. The value of the electron density at the bond critical point (bcp) is an order of

magnitude smaller than what is observed in covalent bonds.

3. The Laplacian of the density gives a small positive value indicative for closed-

shell interactions. Both rbcp and r2
bcp

2 correlate with the energy of the HB.

4. The fourth and the last local property to evaluate is the total mutual penetration

of the H and A atoms. This penetration depth upon bonding is defined as the

difference between the nonbonded radius r0H;A

� �
of the atom and the bonded

atomic radius (rH,A). The latter quantity is the distance from the nucleus to the

bcp, while the former is calculated theoretically from a monomer density as the
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distance from a perimeter atom to a given CD contour in the direction of the HB.

This of course requires that the HB in question is intermolecular otherwise

approximations are necessary. The choice of the bcp as the defining point for

the bonded atomic radius enables a separation of the total penetration in two

atomic terms: D rHð Þ þ D rAð Þ ¼ ðr0H � rHÞ þ ðr0A � rAÞ. If this quantity is posi-

tive, there is penetration into atomic basins and the HB is formed.

5. The remaining properties deal with integrated atomic properties that are eval-

uated for the three atoms participating in the HB. The first requirement is the loss

of atomic charge from the H atomic basin upon HB formation. The value

evaluated is DN, the difference in the electronic populations of the monomer

and the HB complex, which is negative.

6. The hydrogen atom should be destabilized upon HB formation, such that DE(H)
is positive (E(H) is the total atomic energy).

7. The dipolar polarization of the H atom should decrease.

8. The atomic volume decreases upon formation of an HB although this is not set

out as a necessary condition.

These conditions for the existence of an HB based entirely on an analysis of the

charge distribution remain intact when the interaction in question is not too

different from the training set which was used to derive the rules.

A more qualitative approach to the study of HBs followed the work by Abramov

[24] on the energetic organization of atomic interactions. The Laplacian is related

to the electronic kinetic [G(r) everywhere positive] and potential energy [V(r)
everywhere negative] densities through the local virial theorem:

1

4
r2r ¼ 2GðrÞ þ VðrÞ:

The formula implies that the potential energy density dominates in the regions,

where the electronic charge is locally concentrated while kinetic energy density

dominates in regions with depleted charge density. The disadvantage of the formula

is that the evaluation of the energy density is in principle available only from a

theoretical wave function. However, when Abramov suggested using Kirzhnits’

approximation [25] for G(r) the methodology became available to experimentally

determined charge densities:

GðrÞ ¼ 3 3p2ð Þ2 3=

10
rðrÞ5 3= þ rrðrÞð Þ2

72rðrÞ þ 1

6
r2rðrÞ:

The approximation is only valid in those regions where the density is low and

unchanging, i.e., small values of r(r) and r2r(r). The impact of this formula was

fully developed when Espinosa et al. found a remarkable correlation between the

dissociation energy and the potential energy density [26, 27]. The group evaluated a

number of previously published HB-containing CD studies and employed the

Abramov expression and the virial theorem to calculate energy densities, which
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revealed an exponential correlation with the hydrogen-acceptor distance (d(O···H)).

Furthermore, they calculated dissociation energies (De) for HBs from simple dimer

theoretical calculations and found a similar exponential correlation between De and

d(O···H). The comparison of the two fitted exponentials allowed the authors to

suggest an extremely simple relationship between the dissociation energy and the

potential energy density at the bcp (E ¼ �De ¼ 0.5*V(rbcp)). In a completely

different approach [28], van Smaalen et al. have used the maximum entropy method

(MEM) to derive charge density distributions for hydrogen bonded systems and

calculated the bond energies from this density which is not parameterized but

instead exist on a grid. van Smaalen et al. found that the CD from the MEM

gives a good agreement with theoretical results.

The next step in the understanding of hydrogen bonding came with the introduc-

tion of the source function by Bader and Gatti [29]. They realized that the local

source given by

LS r; r0ð Þ ¼ � 1

4p
r2r r0ð Þ
r � r0j j

generates the total electron density by integration:

rðrÞ ¼
ð
LS r; r0ð Þdr0:

It is obvious to separate the integration of the whole space into integrations over

the individual atomic basins which suggest then that the electron density at any
given point is equal to a sum of contributions from each atomic basin, the contribu-

tion being the integration of the local source within the basin. Overgaard et al. [30]

showed that there exists a clear correlation between the strength of the HB and the

percentage source contribution from both the hydrogen atom and the donor and

acceptor atoms. Within a co-crystallized molecular complex, which was intention-

ally synthesized to be similar to the catalytic triad, three relatively short N–H···O

HBs were present which showed a clear trend of the %S(H) to the relevant

hydrogen bcp. Incorporating source function data on a few other systems with

significantly shorter O–H···O HBs and backed by very detailed theoretical studies

by Gatti et al. [31] on hydrogen bonding in small dimeric systems it became clear

that the %S(H) started at negative values in weak HBs and increased to give

positive contributions for the strongest O–H···O HBs, which then obviously

makes the source function a very important indicator for HB strength. The use of

the source function has until recently been limited to theoretical wave functions but

it can now be calculated also from an experimental multipole density although

some limitations still apply. In the same studies, [30, 31] it was found that the

relative contributions from the donor and acceptor atoms (%S(D) and %S(A))

increased and decreased, relatively, when the HB distance increased and its strength

decreased. The individual contributions from the three atoms (%S(H); %S(A);

%S(D)) changed in a concerted manner so that the sum of the three remained

relatively unchanged at around 80% in the entire range.
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2 Charge Density Studies of Hydrogen Bonds: Requirements

and Compromises

The correct description of hydrogen atoms in CD studies has always been a

challenge due to the fact that only limited information comes with the X-ray

diffraction data used to model it. Naturally this originates in the fact that hydrogen

does not possess an unperturbed electronic core, which can be used to establish its

nuclear position and possibly also its (anisotropic) vibration amplitude. Instead all

X-ray diffraction data comes from the valence electron, which is partly displaced

into the covalent bond it shares with its neighboring atom, and a seemingly

shortened X–H bond length results. Information about the vibrations of the hydro-

gen nucleus is only hardly available from X-ray diffraction data and as a conse-

quence it has therefore been common practice in normal structural crystallography

to position the atom in a calculated position and constrain its thermal motion to a

value derived from the vibrations of its bonded atom. While this approach

works reasonably well for a structural model, it is insufficient in the description

of the CD.

Madsen et al. showed clearly that using only isotropic atomic displacement

parameters for hydrogen atoms had a significant impact on the bcp properties also

in bonds not connected to hydrogen within the studied ribose molecule [32]. These

observations were found by Hoser et al. to apply to integrated properties as well

[33]. In their study, Hoser et al. revisited a number of previously published CD

studies and tested different refinement strategies which made them conclude that

“to obtain the best topological parameters in the case of a lack of neutron data, a

mixed refinement (high-order refinement of heavy atoms, low-angle refinement of

H atoms and elongation of the X–H distance to the average neutron bond lengths)

supplemented by an estimation of anisotropic thermal motion of H atoms should be

applied.” Surprisingly, they suggested that this approach is sufficient even in the

case of strong hydrogen bonds. It is therefore important to include a more advanced

description of the nuclear parameters for the hydrogen atoms. Such information

may be provided from single-crystal neutron diffraction data although this is

naturally limited by the requirements of crystal volumes exceeding 1 mm3. How-

ever, this restriction may be eliminated when new facilities become operational and

crystal sizes down to 0.33 mm3 may be useable at, for instance, the new TOPAZ

diffractometer at the Spallation Neutron Source at Oak Ridge National Lab or the

IBX station at J-PARC. A different approach to the anisotropic motion of the

hydrogen atom is to calculate the vibrational amplitudes either from purely theo-

retical methods or to use a combined method which involves a rigid body analysis

[34] to derive the low-frequency vibrations and adding to this calculated inter-

atomic vibrational amplitudes by categorizing the hydrogen atom according to its

bonding environment. This combined method is gaining popularity, particularly

since its implementation was made easier by Madsen et al. [35, 36] in the form of a

dedicated web-server (SHADE2) that provides the anisotropic parameters for

hydrogen atoms based only on a supplied cif file.
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A detailed description of hydrogen atomic parameters becomes absolutely

essential in studies of strong and very strong HBs in which the position of the

hydrogen atom cannot be deduced from the positions of the nonhydrogen atoms.

Furthermore, the atomic motion of the hydrogen atom along the line toward the

bonding atom is significantly enhanced. In such systems, neutron single crystal data

is required to provide the missing information.

The issue of obtainable accuracy from experimental CD studies has recently

been critically assessed by Koritsanszky [37].

3 Weak Hydrogen Bonds

The C–H···O HB is a very weak interaction and therefore accurate experimental

data are required for its description in electron density studies. Despite its weak-

ness, it is extremely widespread in the solid state and is increasingly used as a

structure directing moiety in crystal engineering [38]. Gatti and coworkers [39]

studied both the experimental and the theoretical electron density distribution in the

crystal structure of the molecule DMACB (Fig. 1), which exhibits a large number of

C–H···O contacts exhibiting a large spread of H···O distances while there are no

other relevant HBs in the structure. As the work was focused on the properties of the

HBs, it is naturally essential to include a proper treatment of these particular atoms

and they have therefore been described using anisotropic atomic displacement

parameters derived from a rigid-body fit to the non-H atoms as well as implement-

ing supporting information from infrared spectroscopy. The study describes con-

vincingly the angular preference for these weak HBs. First of all, it divides the weak

close contacts into bonded and nonbonded interactions based on the existence or not

of a bcp between the H and O atoms. With this division made, it is clear that the

C–H···O bonds prefer an arrangement with a CHO angle close to 140�. The work
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Fig. 1 Left: ORTEP drawing of the DMACB molecule. Right: The CHO bond angle as a function

of the d(H···O) distance. Reprinted with permission from [39]. Copyright 2002 American Chemi-

cal Society
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also shows the usefulness of the Koch and Popelier criteria [23] and introduces a

concept related to intramolecular HBs. For these systems, the penetration of the H

and O atoms as well as the atomic properties can change in either direction (positive

or negative). This comes about as the hydrogen atoms are already involved in

hydrogen bonding in the isolated molecule and the crystallization event can alter

the already existing penetration and atomic properties. Therefore, Gatti et al. [39]

speak of a differential application of the criteria, so that if the penetration is reduced
by crystallization then in reality the formation of a crystal reduces the strength of

the intramolecular HB. Indeed, the electron population is reduced for all the

intramolecular HBs while all the intermolecular HBs clearly obey the normal

Koch & Popelier criteria, which require a negative change in penetration. The

authors also devote a major part of the paper to a discussion of the reliability of

derived dissociation energies from topological properties at the bcps. They use the

approximation by Abramov to calculate the kinetic energy density, G(rbcp), at the
bcp and from the virial obtain the potential energy density, V(rbcp). Both of these

show the expected exponential dependence on the distance from H to O, d(H···O).

However, they find that the bond energies derived from equating the energy with

half the potential energy density differ significantly from the bond energy derived

directly from Espinosa et al. exponential relationship. The former method gives

values for the C–H···O hydrogen bond energy up to 18.6 kJ mol�1 whereas the

latter method provides energies below 9 kJ mol�1. Therefore, Gatti et al. propose

that the exponential relationship gives the best results based on the general consen-

sus [40] that the upper bond energy limit for C–H···O HBs is 9.5 kJ mol�1 and

concluded that the “... behavior of the energy estimate depending on the H···O

separation only, seems to rule out the possibility to derive reasonable estimates of

the CH···O H-bond energies from the charge density topological analysis or at least

to adopt, also in this case, the simple EHB ¼ 0.5V(rb) relationship” [39]. They

located the origin of these differences and focused primarily on the fact that the

exponential relationship derived by Espinosa could be distorted by the inclusion of

a large number of shorter O–H···O and N–H···O HBs while only a relatively few

C–H···O HBs were present and not as long as the ones in the DMACB molecule.

Accordingly, they derived new parameters for the exponential relationships which

were shown to reproduce more dependable bond energies. In fact, when adding up

the experimentally derived bond energies from a subset of HBs that exist between

two DMACB molecules they find that this total experimental energy is very similar

to ab-initio interaction energies for the relevant pair of molecules.

In a related study, Destro and coworkers [41] studied the hydrogen bonding

characteristics in the crystal structure of austdiol at 70 K (Fig. 2; the crystal

undergoes a number of phase transitions at lower temperatures which is the reason

for this unusual temperature) with hydrogen anisotropic displacement parameters

evaluated from a rigid-body analysis using the method of Roversi and Destro [42].

Contrary to the above-mentioned study, this structure contains a number of rela-

tively weak competing O–H···O HBs in addition to the C–H···O HBs. What is found

� based on the revised exponential equation for the calculation of HB energy from

topological properties and bond distance � is that the two types of HBs (C–H···O
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and O–H···O) behave very similarly in terms of most properties, and that any

empirical relationships used in their quantitative classification could potentially

cover both types. For instance, the bond angle distribution and the characteristics of

the density at the bcp follow the same dependency on the H···O distance.

Destro et al. also discuss the possibility of calculating the electrostatic contribu-

tion to the interaction energy in the crystal. They use the widespread energy

decomposition scheme by Morokuma and Ziegler [43, 44], which was modified

by Spackman to enable its use in experimental CD distributions [45]:

Eint ¼ Ees þ Erep þ Edisp þ Epen;

where Ees is given by:

Ees ¼ Epro�pro þ Edef�def þ Epro�def ;

where pro means the promolecule and def is short for the deformation terms of the

molecular charge distribution. They study five different dimers of austdiol (A–E,

Fig. 3) and calculate the electrostatic interaction energy (Ees) from the experimental

charge distribution for all these dimers and compare with theoretical calculations

and find that the correspondence between the experimental and theoretical esti-

mates is outstanding. Furthermore, it is clarified, by analysis of the individual

components of Ees, that the main contributor of attractive electrostatic energy is the

promolecule–promolecule energy term. When the total interaction energy (Eint) is

calculated, the experimental and theoretical values are still in fine correspondence.

The calculation of interaction energies from the (experimental) multipole model

is a very recent addition to the available toolkit in the XD program suite [46], and

the excellent agreement between theory and experiment shown above suggests that

this can successfully be implemented in the study of molecular crystals, and it is

Fig. 2 Left: ORTEP drawing of the austdiol molecule. Right: The HB energy as a function of the

potential energy density at the bcp. Reprinted with permission from [41]. Copyright 2006

American Chemical Society
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very likely that there will be more studies of experimental energies in future

application of the CD method. One very recent application of the method was

performed by Farrugia et al. [47] In this crystal structure (Fig. 4), they found 22

intermolecular interactions of different types � C–H···p(C or N), O–H···p(C),
C–H···O, and C–H···H–C. Despite the presence of a hydroxyl group in the crystal

and hence the possibility of a stronger O–H···O interaction this is not observed and

the abundance of weak interactions can be considered the glue that tie the crystal

together. The calculation of the individual bond energies following the work by

Fig. 3 The five different dimer systems in the austdiol complex used in the calculation of

interaction energies from the electron density. Reprinted with permission from [41]. Copyright

2006 American Chemical Society

Fig. 4 Left: ORTEP drawing of the molecular system. Right: The different neighboring molecules

in the crystal structure represented by different colors. Reproduced with permission of the

International Union of Crystallography from [47]
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Espinosa et al. or the revised formulae provided by Gatti et al. is not performed, but

the total interaction energy is calculated using the decomposition scheme presented

above in a slightly altered form:

Eint ¼ Ees þ Eexc�rep þ Edisp þ Eind;

where the induction term is usually neglected as it is inherently accounted for by

using the multipole model. The calculation of the seven (Fig. 4, right) dimeric

interaction energies from the experimental CD does not provide as good an

agreement with the theoretical values as for the austdiol molecule but it is still

reasonable.

There are obviously other types of weak HBs; T. N. Guru Row and coworkers

have studied the hydrogen bonding of N–H···N, C–H···S, and N–H···S in 1-formyl-

3-thiosemicarbazide using a combination of experimental and theoretical CD

methods [48]. In the search for the existence of an S–H···N HB, they found this

crystal structure but learned that the original structure determination was incorrect

and no such interaction was found. Instead, making extensive use of the Koch

and Popelier criteria they show that the crystal structure contains seven intermolec-

ular interactions that all fulfill these rules. Without calculating the bond energies in

any of the given forms, they conclude that the C–H···S is the weakest of the HB

types followed by C–H···O, N–H···N, and N–H···S based entirely on the energy

density. Keeping in mind the conclusions from the work of Gatti et al. [39] it is

noteworthy that they find the bond energy to be dependent not only on the potential

energy density but also on the HB distance. That correlation was based entirely on

C–H···O interactions and no assumption was made that it was directly transferable

to interactions with different donor and/or acceptor atom types. Nevertheless,

considering that the order of the H···X bond length in the seven HBs outlined in

1-formyl-3-thiosemicarbazide do not strictly follow the order of energy densities, a

calculation of the bond energy from some empirical relationship would have

supported the statement.

In two recent studies, the HB acceptor properties of two completely different

chemical moieties have been clarified. The oxonium ion is known not to possess any

significant hydrogen acceptor ability and Lyssenko et al. [49] examined the CD in

potassium oxonium bis(hydrogensulfate) from 120 K single-crystal diffraction data

in an attempt to discover why. The oxonium ion interacts with the sulfate groups

creating medium strength O–H···O HBs but there are no HBs with Oox as acceptor.

An analysis of the atomic charge of this atom, and the entire oxonium group, does

not suggest that the electrostatics should prevent the oxygen from playing the part of

an acceptor. On the other hand, their visualization of the 3D Laplacian distribution

suggests that the single lone pair on Oox is very compact which can also be inferred

from the HOH bond angles that are found to scatter around 111–113� from a

literature search. In conclusion, they argue that the compactness of the lone pair,

which they also show using the electron localization function (ELF) distribution,

makes it nearly inaccessible for hydrogen atoms.
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Beckmann et al. studied the CD in a siloxanol (5-dimethylhydroxysilyl-1,3-

dihydro-1,1,3,3-tetramethyl-2,1,3-benzoxadisilole) from 240 K synchrotron X-ray

data [50]. The study originated in the lack of basicity of the siloxane linkage and

they discovered by theoretical calculations that this basicity is increased when the

Si–O–Si angle is reduced from the normal range of 135–180� to lower values

comparable to C–O–C angles in ether compounds. The CD of the siloxanol crystal

structure reveals a relatively weak HB (d(O···O) of 2.87 Å), although they classify

it as strong based on the Koch and Popelier criteria. The ELF is derived from

wavefunction fitting to the experimental structure factors using the TONTO pro-

gram by Jayatilaka [51]. This suggests that the nominal two lone pairs on the O

atom in the siloxane linker have merged into one broad maximum, although this is

not confirmed by a look at the Laplacian distribution. The conclusion is that the

decreased bond angle in the siloxane linker is responsible for the increased basicity

and they suggest to use this knowledge in the design of new silicon based crown

ethers, where it would be advantageous to have more HB acceptors available for

structural control.

4 Strong Hydrogen Bonds

One of the most thoroughly studied examples of a RAHB is benzoylacetone [52,

53] (BA), which also represents the first experimental verification of a low-barrier

hydrogen bond (LBHB). BA represents a molecular system with close matching of

the pK values of the donor (pKa) and the acceptor oxygen (pKb). The idea of pK
matching has been investigated particularly using theoretical methods and

described as a prerequisite for the existence of short, strong HBs [54]. In the

original CD study of BA, large formal charges were found on the hydrogen and

the oxygen atoms and this was used to introduce a modified RAHB model, which

includes a charge feedback mechanism. The CD study of the hydrogenated BA was

completed with the recently published study of deuterated benzoylacetone (DBA)

showing a clearly bimodal probability density function (pdf) (see Fig. 5) [55]. It was

explicitly demonstrated using theoretical calculations of test potential curves that a

weakly asymmetric potential curve in the O···O regime with a barrier lower than the

hydrogen zero-point vibrational energy (ZPVE) but higher than the corresponding

ZPVE for a deuteron. However, the deuteron was shown to exhibit tunneling

between the two positions and the bimodal distribution was suggested in fine

accordance with the experimental findings. Very importantly, the application of

the Hirshfeld rigid-bond test [56] to the neutron structure showed no signs of

disorder, which was, nevertheless, used as explanation by Gilli et al. [13] for the

failure of BA to meet the l-test (see later).
The DBA study also included a rationalization for the presence of a surprisingly

asymmetric very strong HB in nitromalonamide (NMA) [57]. The potential curve is

essentially similar to the one observed in BA but the shorter O···O separation

changes the pdf into a unimodal although distorted curve. The asymmetry in the
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potential curve is explained by asymmetrical intermolecular interactions and the

energy differences between a symmetrical and an asymmetrical position of hydro-

gen is only 0.3% of the total HB energy, which is within the range of a weak

additional HB between either the donor or the acceptor atom and an HB donor from

a neighboring molecule.

It seems obvious that the hydrogen nuclei in these strong HBs exhibit a vibra-

tional amplitude that is much higher than for the surrounding atoms. Therefore, the

probability of finding the hydrogen is nonvanishing even close to the acceptor atom,

which suggests that the hydrogen atom sits in a very shallow potential energy

minimum. Thus, anharmonic parameters may be important in an accurate descrip-

tion and any meaningful description of the hydrogen location should include also its

displacement from the equilibrium position.

More recently, Piccoli et al. have performed a multitemperature neutron diffrac-

tion study on tetraacetylethane (TAE, Fig. 6) and determined the CD distribution at

Fig. 5 Left: ORTEP drawing of DBA from 20 K neutron diffraction data (sin(y)/lmax ¼ 1.1 Å�1)

showing the two positions of the deuterons, and including also the hydrogen thermal ellipsoid from

the neutron study of HBA. Right: Potential curves calculated with different degrees of asymmetry

(left column) and their corresponding pdfs (right column). Copyright Wiley-VCH Verlag GmbH&

Co. KGaA. Reproduced with permission from [55]
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a temperature of 20 K [58]. Unfortunately, they have not given any account of

whether anharmonic parameters were tested for the hydrogen at the center of the

strong HB but the presented model is achieved within the harmonic approximation.

The molecular structure of TAE can be viewed as a pKa matched system as the

aliphatic substituents are identical. Nevertheless, there is no imposed crystallo-

graphic symmetry on the position of the hydrogen, i.e., it is not restricted to sit at the

O···O midpoint. The Hirshfeld rigid-bond test applied to the structures above 110 K

indicates the presence of static or dynamic disorder. However, below this tempera-

ture the OCCCO moiety behaves as a rigid body which rules out disorder. The

hydrogen position changes significantly as the temperature is lowered, from being

almost centered at room temperature to being closer to O2 at lower temperatures.

The temperature dependence is shown in Fig. 6. The movement of the hydrogen

atom position toward the donor atom with decreasing temperature is evidence of a

weakly asymmetric, anharmonic potential controlling the hydrogen motion. Given

that the O···O distance is much shorter in TAE (2.434(1) at 20 K) than in HBA

(2.502(1) Å at 9 K) but the hydrogen position is significantly off-center in this very

symmetrical molecule suggests that interatomic interactions act to remove the

symmetry. Indeed, there are three short intermolecular C–H···O interactions with

O1 or O2 and these can be rationalized to distort the potential and move the

hydrogen away from the central position. The intermolecular interactions and the

associated asymmetry in the crystal structure of TAE is illustrated using a Hirshfeld

surface plot (not shown here). In this respect, TAE strongly resembles NMA which

also has a short O···O separation and is a symmetrical molecule but nevertheless

exhibits a very asymmetrical, but shallow potential well.

The nature of the hydrogen bonding in TAE was examined using a topological

approach of the total electron density and it was found that the HB, i.e., the longer
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Fig. 6 Left: The molecular structure of TAE at 20 K from neutron diffraction data (sin(y)/
lmax ¼ 1.0 Å�1). The HB is shown as a thick dotted line. Right: The temperature dependence of

selected bond lengths. Reprinted with permission from [58]. Copyright 2008 American Chemical

Society
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of the HO interactions, also has a negative value of the Laplacian at the bcp

suggesting that it has some covalent character. Both for TAE and HBA the density

at the bcp is rather high, approaching values of 1 eÅ�3, which is not much less than

what is found in normal covalent bonds. It is also noteworthy that the hydrogen

valence shell charge concentration (VSCC) is separated from the oxygen atoms but

the bcp is just within the hydrogen VSCC to make the Laplacian negative at the bcp

(Fig. 7).

The delocalization of p-density in the OCCCO fragment of a RAHB system can

be summarized with the parameter Q and then reduced to a l-parameter using the

empirical relation given by Gilli (2lexp ¼ (1�0.32/Q)). As mentioned above, Gilli

correlated the value of lcalc with the O···O separation and found a linear relation-

ship. However, neither BA nor TAE follow the trends from this correlation; BA is

much more delocalized that expected from the O···O distance while TAE is much

less delocalized than expected from d(O···O). Therefore, these prominent examples

expose the deficiencies that accompany structural correlation in strong HB systems

based largely on results derived from conventional X-ray data without neutron data

to ascertain the exact position of the hydrogen atom. The position of the hydrogen

nucleus in strong HBs cannot be inferred from the delocalization within the RAHB

fragment; instead knowledge of the closest intermolecular neighbors is imperative –

the energy difference between a hydrogen in a central and off-central position is

diminutive compared to the energy of the HB and is less than the interaction of a

weak, electrostatic CHO HB. Thus, it is, e.g., plausible that different polymorphs of

the same strong RAHB system would show different hydrogen atom position and

temperature dependence.

Fig. 7 Left: The Laplacian distribution in BA, the black dots indicate the positions of the bcps. The
contours are drawn at logarithmic intervals of 1.0 � 2N eÅ�5. The dotted line is the zero contour.
Solid lines are positive contours, broken lines negative contours. The first two positive and

negative contours are omitted for clarity. Right: The Laplacian distribution in TAE with focus

on the HB. Reprinted with permission from [58]. Copyright 2008 American Chemical Society
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Another recent example showed one of the shortest O···O distances ever seen. In

the b-diketone 2-acetyl-1,8-dihydroxy-3,6-dimethylnaphtalene (ADD, Fig. 8), two

O–H···O fragments exist with one O···O distance of 2.4031(7) Å and the other

2.6073(7) Å. The crystal structure was determined from very low temperature

(15 K) synchrotron X-ray diffraction data but unfortunately the crystal size could

not be sufficiently increased to enable a successful neutron diffraction experiment

and thus the experimental CD could not be determined, although the residual

density map calculated without the hydrogen inserted gives some indication of

the position of the hydrogen atom (Fig. 8) [59]. Nevertheless, the study casts

significant doubt on the validity of the RAHB theory to describe hydrogen bonded

systems as this, where there is much less delocalization in the OCCCO fragment

surrounding the hydrogen atom. The value of lexp is only 0.319 while the calculated
value from the empirical correlations by Gilli predicts a completely delocalized

system (lcalc ¼ 0.466). This again exposes the deficiencies by the correlation

method and it is not a sensible practice to use the value of lcalc to estimate the

position of the hydrogen atom or even less its atomic vibrations. The study relied

instead on gas-phase theoretical calculations of the molecule which seems reason-

able as the intermolecular interactions in the crystal structure are weak. From these

results, it is argued that the leftmost HB, which is the shorter one, is a short strong,

low-barrier or single well HB with significant covalent contribution in the H···O

interaction. This is based on several important findings: (a) the nonhydrogen

skeleton behaves as a rigid body; (b) the hydrogen atom contributes significantly

as a source to the density at the H···O bcp; (c) transition state theoretical calcula-

tions suggest that the energy of the lowest vibrational state is well above the barrier

for hydrogen transfer, making this essentially a single-well HB with a spread out

pdf; (d) difference Fourier maps show a nearly centered excess density distribution.

The authors suggest that two counteracting forces are in play – on the one side the

delocalization of the OCCCO fragment will as part of the RAHB mechanism lower

Fig. 8 Left: ORTEP drawing of ADD. Right: A residual density map calculated without the

hydrogen in the model. The contours are shown at 0.1 eÅ�3 intervals, solid lines show positive

and dashed lines show negative contours. Reprinted with permission from [59]. Copyright 2007

American Chemical Society
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the energy locally but increase the energy of the naphthalene system and thus the

effect is that the whole system is in equilibrium without having a completely

delocalized RAHB system. Therefore, it seems that the delocalization is not a

necessary requirement for the existence of a short, strong HB in a neutral chemical

environment such as b-diketones. Another mechanism that plays a role in the

creation of the strong HB interaction is steric strain which by the presence of a

methyl group at C3 forces O3 closer to H1 than it would be without the methyl

group presence. However, theoretical calculations show that even without the

presence of this constraint on the geometry of the system, the O···O distance

remains short enough to be characterized as a very short HB.

Very recently, the charge density distribution in the crystalline state of two

polymorphs of the 2:1 cocrystal of isonicotinamide-oxalic acid (IOA) was pub-

lished [60]. The work included a combination of neutron (for II the resolution was

relatively low due to a small crystal while the data for compound I were of high

resolution) and X-ray single crystal diffraction data collected at temperatures of

100 K. The crystal structures (the two molecules from both polymorphs are shown

in Fig. 9) feature in both systems a very short heteroatom HB of the type O–H···N

with O···N distances of 2.5587(16) Å and 2.539(3) Å, respectively, for forms I and II.

The crystallographic statistics suggests that the data quality is high. The positional

and thermal parameters for the hydrogen atoms have been adapted by scaling from

the neutron parameters, and although there is no indication of whether or to what

extent the two independent (neutron and X-ray) diffraction experiments resulted in

matching thermal parameters for the nonhydrogen atoms, this is the most favorable

procedure.

Fig. 9 ORTEP drawings of the two polymorphs of the cocrystal of IO, above is form I and below is

form II. Reprinted with permission from [60]. Copyright 2009 American Chemical Society

70 J. Overgaard and B.B. Iversen



The study highlights a number of conspicuous points; the atomic probability

distributions for the hydrogen atoms in the short, strong HBs are only slightly more

extended along the N···O lines. This is interpreted as to not “... indicate any

pronounced H mobility within the SSHBs.” This is in contrast to the very pro-

nounced mobility of the hydrogen atom observed in the short HB in BA, as also

noted by the authors: “To our knowledge, the only case showing a significant H

mobility at low temperature was the strong intramolecular O···H···O HB in benzoy-

lacetone.” As this review has hinted, only a very limited number of CD studies of

short, strong HBs exist and the explanation for the observed discrepancy in the

atomic pdf between BA and the remaining structures must necessarily be attributed

to the very nature of the HB; the low barrier nature of the HB in BA enhances the

proton dynamics significantly and makes the potential considerably more anhar-

monic. The authors present some calculated potential energy curves which are all

significantly anharmonic but nevertheless to some extent provide atomic pdf and

Fig. 10 Theoretical (left) and experimental (right) Laplacian maps of the short HBs in IOA.

Positive contours – solid black; zero levels – solid gray; negative – dotted. Reprinted with

permission from [60]. Copyright 2009 American Chemical Society
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bond distances comparable to experiment. Based on these considerations, it is

therefore not unlikely that the inclusion of anharmonic parameters in the descrip-

tion of the hydrogen in the HB could lead to significant parameters, given also the

relatively high temperature of 100 K used in this work in comparison with other

studies of short, strong hydrogen bonds.

Another very interesting feature in IOA is the Laplacian distribution (Fig. 10). In

particular, form II has a nearly centered hydrogen with O–H and N–H distances of

1.235(5) Å and 1.313(6) Å, respectively. The Laplacian at the bcps in the short

HBs are negative as expected for all four interactions in the two forms. However,

the charge concentration around the hydrogen merges with the VSCC of the

nitrogen atoms both from theory and experiment, which suggests that the bond is

perhaps more appropriately described as a N–H···O, more so for form II than form I.

Additional evidence for the strength and nature of this HB comes from the

source function, which is illustrated in Fig. 11. First of all, the combined source

contributions from the H, A, D triplet is around 80% as expected for this type of

strong HB but the nitrogen contributes much more than the oxygen, suggesting that

the hydrogen has shifted from the oxygen to the nitrogen. Theoretical calculations

indicate bond energies around 100 kJ mol�1, which are not derivable from the bcp

properties.

As already mentioned above, there is a different type of potentially strong HB,

called the charge assisted HB, or CAHB [61]. There has been some controversy

concerning the stabilizing energy of this interaction as Braga et al. questioned the

stabilization of the interaction and instead advocated that they should more appro-

priately be called pseudo HBs [62]. The reasoning behind this proposal was the fact

that the CAHB HB brings two negatively charge atoms into proximity and thereby

increases the repulsive electrostatic energy. The suggestion was rejected by Steiner

Fig. 11 The source function contributions to three different HBs in form II shown as circles with
radii scaled according to the value of the contribution. Negative values are shown with dotted
circles. (a) The short O···H···N, (b) and (c) show the weaker N–H···O HBs. Reprinted with

permission from [60]. Copyright 2009 American Chemical Society
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in his structure correlation work on HBs [63]. Instead, he expected these HBs to

exhibit some degree of covalency. At the same time, Macchi et al. showed using

combined neutron and X-ray diffraction data on KHC2O4 collected at 10–15 K

that the CAHB HB in this system is indeed a rather strong bond [64]. The Laplacian

at the H···O bcp is found to be slightly positive but there is a significant polarization

of the Laplacian of both the hydrogen atom and the oxygen lone pair involved in the

HB. Further evidence for this being a legitimate chemical bond comes from the

energy density properties at the bcp; the total energy density is significantly

negative while the kinetic energy density is diminished compared to expected

values from the H···O distance. Macchi et al. therefore concluded that “In view of

the experimental observations reported here and using a more adequate definition of

a chemical bond, we find no basis for claiming the break-down of the strength/

length analogy...” which shows the potential of the charge density method in HB

studies.
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Some Main Group Chemical Perceptions

in the Light of Experimental Charge

Density Investigations

U. Flierler and D. Stalke

Abstract The focus of this chapter lies on the deduction of chemical properties

from charge density studies in some interesting, mainly main group element

compounds. The relationship between these numerical data and commonly

accepted simple chemical concepts is unfortunately not always straightforward,

and often, the researcher relies on heuristic connections, rather than rigorously

defined ones. In this chapter, we demonstrate how charge density analyses can shed

light on aspects of chemical bonding and the chemical reactivity resulting from the

determined bonding situation.
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1 Introduction

The motivation to undertake electron density studies is diverse: Besides fundamen-

tal approaches of improving the method, a deeper understanding of chemical

bonding and chemical reactivity is the main concern of synthetic chemists taking

advantage of this method. Experimental and theoretical electron density studies

provide an ideal tool to understand the bonding in various compounds. To be able

to get data of the high quality needed for an electron density study, crystals of

superb quality have to be at hand. In ideal cases, experimental results can be

compared to theoretical calculations. This provides additional confidence in the

method in general and in the obtained results in detail. Both electron densities can

be examined following Bader’s quantum theory of atoms in molecules [1]. This

approach provides a large number of descriptors that can be employed to distin-

guish between different bonding modes [2–8]. Compounds with controversial

questions related to bonding and interesting reactivity are therefore often targets

of electron density investigations. A thorough understanding is the prerequisite of a

feasible deduction of the underlying principles. And once the bonding is under-

stood, the reactivity can be estimated and modified. That way, new hidden synthetic

routes might be discovered.

The focus of this chapter lies on the deduction of chemical properties from charge

density studies of ten representative, mainly main group element compounds. The

relationship between these numerical data and commonly accepted simple chemical

concepts is unfortunately not always straightforward, and often, the researcher relies

on heuristic connections, rather than rigorously defined ones. In this chapter, we

demonstrate how charge density analyses can shed light on aspects of chemical

bonding and the chemical reactivity resulting from the determined bonding

situation.

1.1 Valence Expansion

The octet rule, as proposed by Lewis in 1916 [9], is still one of the fundamental

concepts for discussing the electronic structure of molecules. To fulfill this rule, the

valence shell of each atom in a molecule has to be filled with (exactly) eight

electrons – or four (bonding or nonbonding) electron pairs. If the valence shell of

the central atom in a molecule contains more or less than eight electrons, the
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molecule is called hyper- or hypovalent, respectively. Well-known examples for

these exceptions are molecules such as BF3, PCl5, and SF6.

The bonding situation in hypervalent molecules [10–12] is still a topic of

constant debate. Different approaches for interpreting the bonding in these kinds

of molecules have been proposed. Hybrid orbitals of the dnsp3-type pursuant to the

spn hybridization in molecules obeying the octet rule were consulted for an expla-

nation of the bonding situation within the valence bond (VB) theory. This descrip-

tion was mainly adopted for numerous textbooks even if theoretical calculations

soon indicated that the d-orbitals merely serve as polarization functions and do not

contribute to the bonding [13]. Closer inspection of hypervalent molecules revealed

that in most of them the substituents are more electronegative than the central atom.

For this reason, the compounds were now described by resonance structures

avoiding hypervalency by involving the formulation of ionic bonds. However, as

these structures are intentionally written to be in accordance with the octet rule,

they do not prove that the octet rule is obeyed.

Another way of overcoming the dilemma of hypervalent molecules has been

suggested by Rundle [14]. The geometry in SOx structures makes the formation of a

p-electron system feasible. The resulting m-center-n-electron pp–pp bonding

reduces the number of valence electrons around the central atom.

However, one has to be aware that all these approaches are merely ways of

describing an observed bonding situation. None of them can possibly account for

the real bonding situation. As electron density studies are able to shed light on the

true nature of chemical bonds, they are definitely an appropriate tool to decide

which of these interpretations of the hypervalent molecule is closest to be correct.

2 Hypervalency in Silicon-Containing Compounds [15]

A potentially hypervalent atom can be found in difluoro-bis-[N-(dimethylamino)-

phenylacetimidato-N,O] silicon (1). In this hexacoordinate complex (Fig. 1), the

silicon atom is coordinated by two nitrogen, oxygen, and fluorine atoms, respec-

tively [16]. Due to the differences in electronegativity, three different sets of highly

polar silicon–element bonds (Si–E, E ¼ N, O, F) are present in a molecule with one

central, formally hypervalent atom. An inspection of the true nature of the

silicon–element bonds will allow us to decide whether the hypervalent description

of the molecule is valid.

Early studies by Pauling [17] already suggested that, based on the electronega-

tivities, an Si–O bond has about 50% covalent character rather than being purely

ionic. However, further studies on the still controversial nature of Si–O bonds [18]

concentrated mainly on silicates. Other silicon–element bonds have barely been

studied, with the exception of a theoretical study on the nature of the Si–N bond

[19] and an experimental charge density study on K2SiF6 without a quantitative

topological analysis [20].

Some Main Group Chemical Perceptions in the Light of Experimental 77



The topological analysis of difluoro-bis-[N-(dimethylamino)phenylacetimidato-N,O]
silicon (1) was finally able to shed light on the bonding situation. The two-dimensional

Laplacian distribution (Fig. 2) in the O2SiF2- and the SiN2-plane of 1 reveals the nature

of the bonding in the Si–E bonds. The spatial distribution of the Laplacian is almost

spherical around the silicon atom, which is thus interpreted as electronically

depleted. Additionally, it still shows a rather ionic-like behavior around the oxygen

and fluorine atoms, indicating predominantly ionic Si–E bonds with differing – but

always small – covalent bonding contributions.

The deformations of the Laplacian around the substituents can be directly

related to their electronegativity (w) and thus to the degree of their respective

bond polarization – the lower the w of the bonding partner, the more the deformation

is pronounced. These deformations are only marginal with the oxygen atoms, while

with fluorine atoms, they are virtually undetectable. The significant polarization of

the density at the nitrogen atoms towards the depleted silicon atom results from the

lone pairs in the apical positions at the three-coordinate amine functions.

The integrated charges of the atoms involved encourage the conclusion of the

dominating ionic character of the bonds. A distinct positive charge of +2.78 e is

found at the silicon atom, and negative charges are found for the fluorine (�0.80 e),

the oxygen (�1.21 e), and the nitrogen (�0.78 e) atoms.

Therefore, the experimental electron density study was able to reveal the pre-

dominant ionic bonding contribution to all Si–E bonds. Thus, the hypervalent

description of the silicon atom can be ruled out due to a charge transfer from the

silicon to its more electronegative bonding partners. This results in a valence shell

Si

F F

O O

C

CN

NN

N

Me
Me

Me
Me

Fig. 1 Canonical formula

of 1

Fig. 2 Contour plot of the

Laplacian distribution in the

O2SiF2 (left) and the SiN2

plane (right) of 1. Positive
values of ∇2r(r) are depicted
by red, and negative by blue
lines
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of the silicon atom with eight (or even less) electrons and a Lewis formula that does

not violate the octet rule. However, the nature of the silicon–element bonds in these

high-coordinate species is still under debate [21–23].

3 Phosphorus-Based Janus Head Ligands

Phosphorus-based ligand systems with one or more donating atoms in the periphery

are gaining increasing importance in catalysis and in the design of self-assembling

ligands. The incorporation of heteroaromatic substituents at the phosphorus atom

instead of the commonly employed phenyl groups alters and augments the reactiv-

ity and coordination capability of the ligand system and leads to the design of

multidentate Janus head ligands (for review see: [24, 25]). These ligands have the

advantage of providing coordination sites for both hard and soft metal centers in

terms of the hard–soft acid–base concept of Pearson [26]. Ligands of this type find
many applications in alkane dehydrogenation, cyclometalation, cross coupling,

organic transformation, catalyst recovery, antimicrobial agents, light-emitting

diodes, and other electrophosphorescent devices.

3.1 Dibenzothiazolylphosphane

Di(benzothiazol-2-yl)phosphane, HP(bth)2 (2), is a selected example of a Janus head
ligand [27, 28]; rather thanmerely providing bulk or stereo information like a classical

phosphane ligand, this heteroaromatic-substituted ligand supplies a second and even a

third coordination site in addition to the divalent phosphorus(III) atom because the

benzothiazolyl substituent (bth ¼ C7H4NS) features a sulfur and a nitrogen atom as

potential donor atoms. These substituents enable the secondary phosphanes to show a

rich coordination-site selectivity towards various metal fragments.

Interestingly, in HP(bth)2 (2), the hydrogen atom of the secondary phosphane is

bonded to one ring nitrogen atom, leaving the phosphorus(III) atom divalent. This

can already be seen from the NMR data from solutions of 2 and is verified by the

solid-state structure from X-ray diffraction. This fact differentiates HP(bth)2 from

pyridyl-substituted Janus head ligands like HP(py)2 [29], where the hydrogen atom
is bonded to the phosphorus atom. So far, this alternative bonding situation has only

been observed in diacylphosphanes [30, 31], which show keto-enol tautomerism in

solution. Therefore, di(benzothiazol-2-yl)phosphane (2) could analogously be

described as the N–H tautomer of the P–H form generally anticipated for secondary

phosphanes.

Further NMR studies show that the N–H tautomer of 2 is stable in diethyl ether

while it converts to the P–H tautomer in tetrahydrofuran. Surprisingly, the P–H

tautomer is not stable, and a transformation to tris(benzothiazol-2-yl)phosphane

and the primary (benzothiazol-2-yl)phosphane occurs. A comparison of the total
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energies of the tautomers derived from theoretical computations indicates that the

N–H tautomer is about 22 kJ/mol more stable than the best P–H tautomer.

Due to the broad applicability of Janus head ligands of this type, an understanding
of its reactivity is vital. The central question is whether such an unusual divalent

phosphorus(III) atom should be regarded a potential 2-electron (Fig. 3a) or 4-electron

donor (Fig. 3b). Form a features an sp2 hybridized phosphorus atom, while in form b,

the phosphorus atom is sp3 hybridized.
This differentiation can be made on the basis of Bader’s quantum theory of

atoms in molecules. Within this theory, (3,–3) critical points in the Laplacian
distribution ∇2r, the so-called valence shell charge concentrations (VSCCs), are

interpreted as bonding and nonbonding electron pairs. This way, even lone pairs in

nonbonding regions can be detected that are not straightforwardly available from

simple geometry considerations of routine X-ray structures.

The inspection of the Laplacian distribution in HP(bth)2 (2) from DFT-based

geometry optimizations shows four (3, –3) critical points around the phosphorus

atom. Therefore, the phosphorus atom has to be regarded as sp3 hybridized with two
2e2c bonds and two lone pairs (Fig. 4). This hybridization clearly supports the

formulation of 2 as a 4-electron donor as described by form b in Fig. 3.

The detected hybridization is confirmed by the chemical reactivity of the

complex. The deprotonation of HP(bth)2 (2) with nBuLi affords the lithium

phosphanide [(Et2O)2Li(bth)2P], in which the hydrogen atom is replaced by lith-

ium. This metal atom is then coordinated to both nitrogen atoms of the ligand. Thus,

the phosphorus atom remains two-coordinated, favoring neither of the two canoni-

cal forms over the other. However, by reacting this lithium phosphanide with

[CpMn(CO)2(THF)], the lone-pair density at the phosphorus atom should be

exploited to form a dinuclear organometallic complex. As expected, the THF

molecules are easily replaced by other Lewis bases, and the remaining [CpMn

(CO)2] moiety is soft enough to suit the lithium phosphanide. Therefore, in the

Fig. 3 Two canonical forms

of HP(bth)2 (2)

Fig. 4 Contour plot of the

theoretically obtained

Laplacian function of 2 in the

plain (a) and orthogonal to the

mean plane (b) of the

phosphane, calculated with

AIM2000. Charge

concentrations (blue lines)
refer to negative values of

∇2r(r), and charge

depletions (red lines) to
positive values of ∇2r(r)
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resulting product, the hard nitrogen face of the Janus head ligand coordinates the

lithium cation like it does in the startingmaterial. In contrast, the soft phosphorus atom

m-bridges two [CpMn(CO)2] moieties, mimicking a 4-electron donor. The manganese

atoms are located almost in the position where the lone pairs of a sp3 hybridized

phosphorus atom are anticipated. Therefore, the hybridization of the product is in

accordance with the results of the theoretical calculations discussed for the precursor

molecule. The QTAIM analysis was therefore able to predict the chemical behavior of

this Janus head ligand.

3.2 Dipyridylphosphane

An unusual divalent phosphorus(III) atom is also present in [Me2Al(m-py)2P] (3).
In this complex, the [Me2Al]

+ moiety is coordinated to both pyridyl ring nitrogen

atoms of the [(py)2P]
– anion [32, 33].

The results of a theoretical charge density investigation of HP(bth)2 (2) raised

the question of whether this divalent phosphorus atom should be described as a

4-electron donor or if the description as a 2-electron donor suits the molecule better

(Fig. 5). Again, the hybridization of the phosphorus atom differentiates the two

canonical forms. The P–C single bond would require an sp3 hybridized phosphorus
atom while an sp2 atom would cause a conjugated P¼C double bond.

In addition to the theoretical calculation as shown for 2, compound 3 was also

investigated by an experimental X-ray diffraction experiment. Inspection of the

Laplacian at the P�C bond critical point (BCP) shows slight quantitative differences

between theory and experiment; however, the contour plots show an overall similarity

to each other [34]. Concordantly, both results indicate no pronounced double-bonding

character of the bonds inspected (Fig. 6a, b). This is a first hint against conjugation and

thus against a distinct contribution of form a, despite the short P–C bond path

of 1.79 Å, which might erroneously be taken as an indicator for P¼C double-bond

character (P–C in phosphabenzene is ca. 1.74 Å and ca. 1.79 Å in phospholides).

Additionally, the positive Laplacian at the Al–N BCPs indicates their ionic-

bonding character which is underlined by the QTAIM charge separation (exp./theo.:
–1.21/–1.11 and�1.15/–1.09 e for the two nitrogen atoms and +2.04/+3.30 e for the

aluminum atom).

The orientation of the VSCCs in the nonbonding region finally confirms the

distinct contribution of form b (Fig. 5). The VSCCs’ orientation corresponds to

Fig. 5 Two canonical forms of [Me2Al(m-py)2P], 3
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distorted phosphorus sp3 orbitals, one VSCC above and one below the molecular

plane close to the phosphorus atom (see Fig. 6e, f).

The orientation of the phosphorus atom’s lone pairs seems to be suitable for

accepting two [(Ln)M]Lewis acidic organometallic residues. To test the Lewis basicity

of 3 synthetically, the preparation of a dinuclear organometallic metallaphosphane

complex was carried out using [W(CO)5(THF)] as a starting material.

Surprisingly, the X-ray structure analysis revealed their composition to be

[{(OC)5W}2(m-P)(py)2(H)]. In the course of the reaction, the [Me2Al]
+ moiety

was lost and replaced by a proton to generate the m-bridging P(py)2(H) phosphane,

akin to an N-protonated phosphanide. In [{(OC)5W}2(m-P)(py)2(H)], the hydrogen
atom of the secondary phosphane is bonded to one ring nitrogen atom. This seems

surprising as in the parent dipyridylphosphane HP(py)2 the hydrogen atom is

bonded to the phosphorus atom. The symmetrical coordination of the two tungsten

atoms to the central phosphorus atom is in geometrical accordance with the two

Fig. 6 Theoretically (left)
and experimentally (right)
obtained distributions of ∇2r
in the C1�P�C6 plane (a and

b) and in the plane defined by

P and the two nonbonding

VSCCs (c and d) in [Me2Al

(m-py)2P], 3. Charge
concentrations (blue lines)
refer to negative values of

∇2r(r), and charge

depletions (red lines) to
positive values; isosurface

representation of ∇2r(r)
around P1 at the �4.9 eÅ–5

(e) and �4.0 eÅ–5 (f) level,

indicating the two lone pairs

in the nonbonding region
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lone pairs of form b in Fig. 5. The charge density in the two lone pairs is well suited

to accommodate two unsupported W(CO)5 residues. The question to what extent

this lone pair density is able to act as a full 4-electron donor, however, remains

open. Even if the reactivity turned out to be not exactly predictable, the

coordinating behavior could roughly be envisaged.

4 Phosphorus(V)-Based Ligands

Other interesting classes of phosphorus-based ligands are phosphonium ylides and

iminophosphoranes. As isoelectronic analogues of phosphane oxides, their properties

have been widely exploited in organometallic and organic synthesis [35] as well as in

materials [36]. The (stereo)selective transformation of ketones and aldehydes to

olefins via the Wittig reaction and its extensions is only one, though one very

well-known, example for their broad applicability.

4.1 Iminophosphoranes

Polyphosphazenes and iminophosphoranes exhibit a thermally robust bond between

the phosphorus and the nitrogen atoms. In contrast, the Si–N bond in silylated

iminophosphoranes of the general type R3P¼NSiMe3 [37] can easily be cleaved in

reactions with polar organometallics in polar solvents. Because of the chemical

importance of ylides, iminophosphoranes, and phosphane oxides [38], it is not

unexpected that the nature of P¼E bonding (E ¼ C, N, O, S, Se) is an issue of

experimental and theoretical debate.

Together with the stability, the electric conductivity of polyphosphazenes and

iminophosphoranes might lead to a description of P–N bonds as double bonds, as it

is often done in textbooks. To be precise, the P¼N bonds in iminophosphoranes are

mostly described as a resonance hybrid between a double-bonded ylenic R3P¼NR

and a dipolar ylidic form R3P
d+–Nd–R [35, 39, 40]. Therefore, iminophosphoranes

are said to represent a thermodynamic sink, which is why attempts to reduce PV to

PIII have not been undertaken synthetically to date.

As already described above, it has been shown that d-orbitals in main group

hypervalent compounds do not play a significant role in bonding. It has been

proposed instead that negative hyperconjunction may be responsible for any

p-character in the P–O, P–C, or P–N bonds [13, 38, 41–43]. These results have

been substantiated by calculations dealing with the Wittig-type reactivity of phos-

phorus ylides [44–47] and iminophosphoranes [48–50].

The geometrical features of the anionic ligands in the metalated complex [(Et2O)

Li{Ph2P(CHPy)(NSiMe3)}] (4) suggest canonical formulas as depicted in Fig. 7

[51]. However, all of them require valence expansion at the phosphorus atom, at
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variance with the eight-electron rule, but chemical reactivity supports neither P¼N

nor P¼C double bonds because both are easily cleaved in various reactions [52, 53].

An electron density investigation of this complex elucidated the bonding. The

Laplacian distribution∇2r(r) along the P–C and the P–N bond paths was inspected

(Fig. 8). All investigated P–C bond paths exhibit an almost equal charge concen-

tration in the phosphorus basin. The differences in the basins of the carbon atoms

stem mainly from the shorter distance between C1 and BCPP–C1 in comparison to

the other P–C bonds. The origin for this bond shortening can be seen in distinct

electrostatic interactions between the negatively polarized C1 and the electroposi-

tive phosphorus atom which show charges of �0.52 e and +2.20 e, respectively.

In contrast, the Laplacian distribution ∇2r(r) along the P–N1 bond shows a

totally different appearance. At the BCP, it is positive and the charge density is

exclusively concentrated in the nitrogen basin. This indicates a strong contribution

of electrostatic interaction to the bonding energy, further substantiated by the

charge integration over the atomic basins. Both nitrogen basins have negative

values, however on different scales. The imino nitrogen atom, which is bonded to

three electropositive neighbors, has a charge of �1.91 e and is therefore more

negative than that of �1.11 e for the ring nitrogen atom. All these findings support

an ylidic Pd+–Cd– concurrent with a Pd+–Nd– bond not present in the resonance

forms of Fig. 7.

Thus, the experimental charge density investigation demonstrates that the formal

P¼N imino double bond and the potential ylenic P¼C double bond must be written

as polar Pd+–Nd– and Pd+–Cd– single bonds that are augmented by electrostatic

contributions. This description corresponds best with the reactivity: metal organyls

in polar solvents can more easily cleave this Pd+–Nd– bond rather than the wrongly

assigned P¼N double bond. Therefore, deimination or the retro-Staudinger reaction

of iminophosphoranes seems an unorthodox but suitable synthetic route to

phosphanes. With this knowledge, PV–N molecules can be reduced with polar

metallorganic bases in polar solvents. In this way, access to chiral phosphane

amines was opened up, which are difficult to synthesize by any other method.

Thus, an incorrect perception of the P¼N double bond had blocked the synthetic

access to these compounds for many years [52, 53].

Fig. 7 Resonance forms of

[M{Ph2P(CHpy)(NSiMe3)}]

(4): (a) indicates a

carbanionic ylidic

contribution, (b) shows the

amidic ylenic resonance

structure, (c) emphasizes the

amidic olefinic resonance

form, and (d) visualizes the

delocalization of the negative

charge
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4.2 Phosphorus Ylide [54]

Another interesting class of phosphorus-based compounds is that of phosphorus

ylides. They play a crucial role in synthetic organic chemistry [55]. The nature of

the P–Cylide bond in these compounds therefore is in the focus of research, and a

number of studies based on theoretical calculations at different levels have been

performed. However, there are very few examples of experimental studies on the

electronic distribution in hypervalent phosphorus compounds and in ylides in

particular. The investigation of the semistabilized ylide, triphenylphosphonium

benzylide Ph3PCHPh (5) (see Fig. 9), is one rare example.

The topological analysis of the experimentally determined charge density distri-

bution in 5 revealed the multiple-bond character and high ionicity of the ylide bond.

The Laplacian values at the BCPs of the P–C bonds are negative, indicating

shared interactions and thus covalent bonding. Even if the Laplacian was not

Fig. 8 Contour representation of ∇2r(r) in the LiN2C2P-plane (left) of [(Et2O)Li{Ph2P(CHPy)
(NSiMe3)}] (4) and the ∇2r(r) distribution along the bond paths (right)

Fig. 9 Molecular graph of

the triphenylphosphonium

benzylide Ph3PCHPh (5)
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investigated along the whole bond path, these results are in accordance with the

previously presented results.

On the other hand, the ylide bond proves to be very polar: net atomic charges for

P and C(1) are +0.49 e and �0.41 e, respectively. In addition, a high ellipticity of

the ylide bond P–C(1) is observed. This implies the multiple character of these

bonds and a high degree of delocalization over the P–C(1)–Ph system. The

Laplacian distribution of the P–C(1) and P–C(14) bonds is distinctively asymmetric

(Fig. 10), with a shift of the charge concentration towards the area of s*-orbitals of
the P–C bonds. This is not the case for the other two P–Ph bonds (Fig. 10).

The positions of the BCPs relative to the atoms reveal further interesting

information. In the case of different atomic charges of the covalently bonded

atoms, one can expect to observe a shift of the BCP towards the more positive

atom, which reflects the accumulation of electron density in the atomic basin of the

more negative atom. This is observed for the P–C(1) and P–C(8) bonds. However,

for the P–C(20) and P–C(14) bonds, as well as for the C(1)–C(2) bond, a shift in the

opposite direction is found. It seems that these shifts of the BCP positions reflect the

charge transfer from the stabilizing phenyl group towards the (PPh3) fragment and

show the different roles played by the Ph rings in delocalization of the charge. High

values of the relative shift indicate that the shape of the atomic basin of the

phosphorus deforms quite easily.

The topological analysis of the experimentally determined charge density distri-

bution in semistabilized ylide 4 revealed the multiple character and high ionicity of

the ylide bond.

5 Sulfur-Based Ligands

5.1 Sulfur Ylide

Similar to the Wittig phosphonium ylides, the Corey sulfur ylides (R2S
d+–d–CR2)

are widely used in organic synthesis for stereoselective epoxidations, cyclopropane

formations, and ring expansion reactions [56–64]. Nevertheless, their electronic

properties are still under debate.

Fig. 10 The Laplacianmaps of 5 in the planes C(1)P(1)C(14) (a), C(1)P(1)C(8) (b), and C(1)P(1)

C(20) (c). Contours at logarithmic intervals in –∇2r/eÅ–5
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[(thf)Li2{H2CS(NtBu)2}]2 (6) is a compound of striking interest because it

resembles a sulfur ylide and shows an Li3CRmotif, well known from organolithium

chemistry [65]. The [H2CS(NtBu)2]
2– dianion is an analogue of SO3

2–, in which

two oxygen atoms are isoelectronically replaced by a NtBu imido group, and the

third one is substituted by a CH2 group [66–70]. The sulfur-bonded heteroatom

groups form a tridentate ligand. Thus, formal hypervalency can be investigated

along with the controversial interaction between a carbanion and a Li3 triangle.

Details on the bonding situation of lithium will be discussed in another chapter.

Various resonance formulas are feasible for the description of [(thf)Li2{H2CS

(NtBu)2}]2 (6) (Fig. 11). However, the S–C as well as the S–N bond cleavages [71]

clearly contradict the classical Lewis notation of S¼C or S¼N double bonds

(hypervalent ylenic form, Fig. 11a, b) [72]. Thus, an ylidic resonance form seems

muchmore reasonable (Fig. 11b–d) [73]. This fuels the debate as to what extent sulfur

ylides are dominated by ylidic or ylenic bonding (Fig. 12). By analyzing the topologi-
cal properties of the experimental electron density distribution, it was possible to

identify four VSCCs and specify S–N and S–C bonds in 5 as classical single bonds

strengthened by electrostatic interactions (Sd+–Nd– and Sd+–Cd–) [74, 75].

Again, the hybridization of the atoms involved in the formal hypervalency sheds

light on the true bonding situation. In 6, four VSCCs are found at the sulfur atom:

three of them directed towards bonded neighbors and one nonbonding charge

concentration. These VSCCs include angles that are much closer to the ideal

tetrahedral angles than the planar connectivity-related angles suggest. They range

from 102.2� to 107.5�, compared with 100.31� to 103.97� for the equivalent values
resulting from straight line atom connectivities.

Around the nitrogen atom, an additional four VSCCs are found. They are all

directed towards bonding neighbors, i.e., towards S1, C1, and the two lithium atoms

Li1 and Li3. The included angles again are very close to those anticipated for a

tetrahedral arrangement. Thus, an sp3 hybridization must be assumed for the

nitrogen atom as well, and S¼N double bonding is precluded.

A similar arrangement is found around the carbon atom. Four VSCCs are found:

one is directed towards the sulfur atom, two to the hydrogen atoms, and one VSCC

is directed roughly towards the midpoint of the Li3 triangle.

So, from the charge density point of view, a hypervalent sulfur species can

clearly be ruled out, and thus the resonance form d in Fig. 11 best describes the

S

N

N

H2C

tBu

tBu

S

N

N

H2C

tBu

tBu

S

N

N

H2C

t Bu

tBu

S

N

N

H2C

tBu

tBu
a b c d

Fig. 11 Possible resonance formulas of the diimido sulfur ylide dianion, only the last (d) not
exceeding the octet at the central sulfur atom
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electronic features of 6. The S–N and S–C bonds are identified as classical single

bonds strengthened by electrostatic interactions (Sd+–Nd– and Sd+–Cd–). Therefore,

6 should be formulated as ylidic rather than ylenic. This best describes the elec-

tronic situation and also explains the reactivity of the compound. Furthermore, 6

provides the first experimental evidence of a H2C
d–. . .Li3

d+ 4-center-2-electron

bond.

5.2 Sulfur Imides

Widely accepted examples of formal hypervalent species were also the imide

analogues of SO2 and SO3, the sulfur diimide S(NtBu)2 (7) [76] and triimide

S(NtBu)3 (8) [77]. This assumption was supported by the very short distances for

the sulfur–nitrogen bonds of approximately 1.5 Å, which led to the formulation of

S¼N double bonds in those compounds [78].

This description avoids formal charges (Pauling’s verdict) but implies valence

expansion and d-orbital participation in bonding at the central sulfur atom. However,

this formulation is in contrast to theoretical investigations from the mid-1980s, which

verified that d-orbitals cannot participate in the sulfur–nitrogen bonding due to large

energy differences between the sulfur p- and d-orbitals [13, 38, 41, 47, 79–81].

Furthermore, these MO calculations on second-row atoms in “hypervalent” molecules

showed that the d-orbitals are mainly needed as polarization functions rather than as

bonding orbitals [82, 83]. Theoretical studies of SO2 and SO3 show that the S–O bonds

have highly ionic character and bond orders close to one.

A different bonding mode was first suggested by Rundle [14, 84, 85]. He pointed
out that the planarity of the SOx units allows the formation of a delocalized

p-electron system leading to m-center-n-electron bonding [86]. Several experimen-

tal observations in recent years [87–94] do not suit the idea of a classical S¼N

double bond either, e.g., the reactivity of many polyimido sulfur species in polar

media. They easily perform transimidation reactions [92] and generate diimides

[95], or the S–N bond inserts into an M–C bond [71]. Since such reactions require

Fig. 12 Spatial distribution of the VSCCs around the sulfur atom (left) in [(thf)Li2{H2CS

(NtBu)2}]2 (6) and at the carbanion, supporting the H2C
d–. . .Li3

d+ 4c2e bond (middle) and the

imido nitrogen atom (right)
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facile S–N bond cleavage in polar media, the reactivities indicate a quite polar

bonding situation rather than pp–dp double bonding. Furthermore, the reassignment

of the SN stretching vibrations in the Raman spectrum to much lower wave

numbers (640 and 920 cm–1 [95] instead of the previously assumed 1200 cm–1

[96–99]) indicates a weaker bond and probably another bonding type rather than

S¼N. Indeed, the S–N bonds in both compounds 7 and 8 were found to be polar in

the topological analysis of the experimentally derived electron density distributions

[100].

Experimental as well as theoretical Laplacian distributions in both planar

S(NtBu)2 (7) and S(NtBu)3 (8) molecules reveal one single in-plane lone-pair

VSCC at all nitrogen atoms. At the sulfur atom primarily sp2 hybridization is

indicated by the in-plan-coordinated substituents (Figs. 13 and 14).

The sp2 hybridization is indicative of a p-system above and below the SNx plane.

Such a p-system is also reflected in the corresponding p-orbitals and the leading

resonance structures given by an NBO/NRT (natural bond orbital/natural resonance

theory) approach. This bonding type corresponds to a 4-center-6-electron bond. As

a consequence of the p-system, the redistribution of charge should be quite effi-

cient. Indeed, the NBO/NRT analyses reveal increased covalent contributions to the

S–N bond orders, accompanied by decreased charges at the nitrogen atoms in 7 and

8, compared to molecules in which the sulfur atom is sp3 hybridized. However,

from the shape of the orbitals and from the NBO/NRT resonance structures, it is

obvious that the p-orbitals are polarized. Thus, the ionic contributions to the total

bond orders are significant in the short S–N bonds of 7 and 8. Again, valence

expansion at the sulfur atom can definitely be excluded.

Fig. 13 Contour

representation of ∇2r(r)
(left) and reactive surface

(∇2r(r) ¼ 0 eÅ–5) around

the sulfur atom (right) in the

sulfur diimide S(NtBu)2 (7)

Fig. 14 Contour

representation of ∇2r(r)
(left) and reactive surface

(∇2r(r) ¼ 0 eÅ–5) around

the sulfur atom (right) in the

sulfur triimide S(NtBu)3 (8)
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In addition to the bonding type, the investigations were also able to shed light on

the experimentally observed reactivity by inspection of the reactive surfaces

(∇2r(r) ¼ 0 eÅ–5; Figs. 13 and 14). S(NtBu)3 (8), for example, reacts smoothly

with MeLi and PhCCLi but not with nBuLi or tBuLi. The topological analysis

shows that this discrimination of large reactants can be related to small areas of

strong charge depletion in the SN3 plane at the bisectors of the N–S–N angles. The

carbanionic nucleophile must approach the sulfur atom along the NSN bisector in

the SN3 plane or at an angle of less than about 45�, which is only feasible for small

or planar carbanions. Bulky anions cannot reach the holes, due to the steric

hindrance of the NtBu groups. The steric argument would not be valid if a direct

orthogonal attack above or below the SN3 plane was favored, as there is sufficient

space in the planar molecule to reach the sulfur atom directly from this direction.

Electron density studies can thus not only be applied to understanding bonding

situations but also allow the deduction of chemical reactivity. What is more, they

can even be applied to predict reactivities and thus suggest new synthetic reaction

pathways.

As expected, the S–N bonds in all of the described examples are found to be

quite polar. However, for very polar bonds, problems arise if the topology is

discussed exclusively at the BCPs. The BCPs of such bonds appear in a region

where the electron density distribution is very flat. As a consequence, small changes

in the description of r(r) already lead to large alterations in the position of

the BCPs. One consequence is the considerable difference between theoretically

and experimentally determined values. Good agreement between experimental and

theoretical results, however, can be expected for the geometrical properties and for

the qualitative features of the spatial distribution of the Laplacian (shape of∇2r(r),
number, and positions of nonbonding VSCCs) [101].

6 Boron-Containing Compounds

6.1 Borylene

There are numerous compound classes in which a transition metal atom is bonded

to a boron atom. The nature of the bond between these two atoms, which controls

the structure and the reactivity of a compound, is manifold and in many cases not

unambiguously defined [102, 103]. While borides, metallaboranes, and transition
metal complexes with boron heterocycles have been known for quite some time,

transition metal complexes of boron constitutes a rather new compound class

[104–106]. This compound class can be subdivided into three groups depending

on the coordination number of the boron atom and the number of transition

metal–boron bonds, namely, borane, boryl, and borylene complexes.

Due to the structural relation to the isolobal carbonyl group, the borylene ligand

has attracted special interest [105, 107–111]. Borylene ligands show, just as their
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carbon analogues, different coordination modes to the transition metal atom. It is

observed that the transition metal–boron bond is more stable against cleavage than

the corresponding transition metal–carbon bond [112–114]. This can mainly be

assigned to the more advantageous energetic level of the s donor orbitals as the

energy of the p*-orbitals stays roughly the same. The narrow HOMO–LUMO gap

induces a positive charge at the boron atom, which is therefore susceptible towards

nucleophilic attack. Kinetic stability can be achieved by steric shielding from bulky

ligands at the boron atom. In addition, it was shown that selected metal fragments,

for example, {CpMn(CO)2}2, result in a reduction of the kinetic instability by

lowering the imbalance between the HOMO and the LUMO.

Therefore, a charge density investigation of the bridged borylene complex, [{Cp

(CO)2Mn}2B(m-B
tBu)] (9), was of particular interest [107, 115, 116]. The predicted

kinetic instability of the borylene is mitigated in this compound by two factors: on

the one hand, the complexation was achieved with the {CpMn(CO)2}2-fragment,

which, as already described above, reduces the instability and, on the other hand, by

the borylene ligand being a tert-butyl-borylene, which has a sterically demanding

organic group, additionally shielding the boron atom against nucleophilic attack.

The coordination of the borylene ligand to the transition metal shows significant

differences with respect to bridging carbonyl complexes [5]. In the latter case, two

VSCCs are found at the carbonyl carbon atom, one of which points towards the

carbonyl oxygen atom, while the other one is broadened and directed towards the

middle of the metal–metal bond [117–119]. At the borylene boron atom, however,

three VSCCs are found each pointing in the direction of one of the bonding partners

(Fig. 15). The identification of the three VSCCs at the boron atom by DFT methods

heavily relies on the employed functional [116]. The examination of the bond paths

between the transition metal atoms and the boron atom shows a pronounced

curvature, which is indicative of bond delocalization. Inspection of the angles

between the bond paths and the direct atom–atom vectors at the boron atom and

the two manganese atoms allows for a quantification of this delocalization. The

dimension of the angles implies a dominant direct and symmetrical donating

interaction from the boron to the manganese atoms and an indirect, less pro-

nounced, and unsymmetrical manganese–boron back bond.

Besides the transition metal–boron bond in the bridging molecule, another

structural motif of continuing interest was present. For bridging carbonyl complexes,

it is postulated that no metal–metal bond exists [5]. This is also observed with the

borylene complexes. Neither the theoretically nor the experimentally derived electron

densities showed a bond path between the two manganese atoms. Lately, there has

been some discussion whether the absence of a bond path implies the absence of a

bond [120, 121]. Only slight variations in the geometry of semibridged iron carbonyl

complexes cause the abrupt disappearance of the BP, while other bond descriptors

change in a physically moremeaningful way [122]. Apparently, the formation of a BP

can also be averted by a general increase of the electron density level in the bonding

region of three-membered rings due to the core density [123]. An examination of the

total electron density r(r) already reveals an indentation in theMn–Mn region and the

orthogonal gradient-vector trajectories explain why the formation of anMn–MnBP is
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prevented: The atomic basin of the boron atom is spread out between the two

manganese basins and inhibits the formation of a saddle point in r(r) (Fig. 16).
An examination of the source function (see also the chapter by Carlo Gatti in this

book) illustrates that the manganese atoms withdraw density from the bond rather

than donate. This implies the presence of a nonlocalized bond. As the complex

under investigation does not show any sign of paramagnetism, a superexchange of

the electrons via the boron atom seems feasible, the more so as bond paths, found

between the manganese atoms and the boron atom, were described to serve a

privileged exchange channel for electron interactions.

Even if no bond critical point was found, an increased electron density – albeit at

a very low level – was found between the two manganese atoms. This could also be

interpreted as some kind of interaction. Therefore, we conclude that either more

investigations or the development of more specific descriptors are necessary to

describe bonding situations like metal–metal bonds unambiguously.

6.2 Electrophilic Boranes

Electrophilic boranes are – amongst other applications – used for the generation of

electron-deficient early transition metal cations. Via the abstraction of an alkyl

group, they activate the catalyst precursor, which can then be employed in

Fig. 15 ∇2r(r) of 9 in the Mn2B (a), in the Mn1–C6–O2 (b), and in the Mn1–C12–C14 plane (c)

(blue lines indicate negative values in∇2r(r), while red lines stand for positive values in∇2r(r));
isosurface representation of ∇2r(r) (d) and static deformation density (e) at the Mn atoms; and

isosurface representation of ∇2r(r) at the B atom (f)
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polymerization reactions [124–126]. As the cations formed often build ion pairs

with the co-catalyst, i.e., the electrophilic borane, the properties of the borane

influence the activity of the catalyst. More recently, they have been employed in

metal-free catalysis as frustrated Lewis pairs [127].

The electrophilic tris(pentafluorophenyl)borane B(C6F5)3 is a widely applied

reagent for this kind of reaction, as the boron atom shows a high Lewis acidity due

to the electron-withdrawing pentafluorophenyl groups. Owing to these very pro-

nounced electron-withdrawing characteristics, a precise adjustment of the reactivity

can be achieved by a variation of these ligands. The group of Erker succeeded in

synthesizing borane complexes in which one of the pentafluorophenyl substituents is

replaced by a pyrrolyl or a pyrrolidinyl ring, respectively [128]. The reactivities of the

two compounds are fundamentally different: while the pyrrolyl-substituted derivative,

[(C6F5)2B(NC4H4)] (10), still shows amarkedLewis acidity and thus can be utilized as
a co-catalyst, the pyrrolidinyl-substituted derivative, [(C6F5)2B(NC4H8)] (11), no

longer shows this ability (Fig. 17). As in most cases Lewis acidity relies upon an

electronic depletion, examination of the electronic structures of the molecules allows

inferences on the reasons for the change in reactivity [129].

In both molecules, the electron-withdrawing pentafluorophenyl substituents

cause a pronounced electronic depletion at the boron atoms. This is clearly reflected

by the positive Bader charges and the positive electrostatic potentials of the boron

atoms (see Fig. 19). However, a difference in magnitude can be observed. While

this electronic depletion is partly compensated by the pyrrolidinyl substituent, this

can hardly be observed for the pyrrolyl substituent. The compensation of the

electronic depletion is achieved via a delocalization of the lone pair from the

nitrogen atom’s p-orbital into the B–N bond or the coupling of the lone pair into

the delocalized system resulting in its expansion over the B–N bond. From electron

density studies, these pp-pp interactions can be concluded from an ellipticity along

Fig. 16 Total electron

density r(r) (a) and trajectory
field (b) in the Mn2B-plane of

1 (BPs (lines) and BCPs

(circles) in b)

Cp2Zr

CH3

CH3

+ N B(C6F5)2 Cp2Zr CH3
N B(C6F5)2

CH3

Cp2Zr

CH3

CH3

+ N B(C6F5)2

10

11

Fig. 17 Example of a

reaction of 10 and 11 with a

zirconocene complex
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the B–N bond differing significantly from zero. Again gradual differences can be

observed: the ellipticity along the B–N bond in [(C6F5)2B(NC4H8)] 11 is higher

than in [(C6F5)2B(NC4H4)] 10 (Fig. 18). Consequently, the delocalization of the

electron density over the B–N bond is more pronounced in 11 than in 10.

This can easily be understood when keeping in mind that a complete coupling of

the nitrogen atom’s electron pair into the B–N bond would draw electrons off the

aromatic system in [(C6F5)2B(NC4H4)] and thus disturb the aromaticity. Instead, the

aromatic system expands out of the ring system into the B–N bond. Compared to

that, the B–N bonding situation in the molecule with the nonaromatic heterocycle

features a lone pair at the nitrogen atom which can totally be used for the B–N bond

reinforcement. This leads to an increased p-character of the bond in 11 relative to 10.
The different strength of the bonding of the two nitrogen atoms to their neigh-

boring atoms is also reflected by the values of the VSCCs at the nitrogen atoms. In

the pyrrolyl-substituted derivative, the VSCCs pointing in the direction of the ring

carbon atoms show higher values (�73.1 eÅ–5) compared to the VSCC directed

towards the boron atom (�67.71 eÅ–5). In the pyrrolidinyl-substituted derivative,

however, the boron-directed VSCC dominates (towards B: –70.2, towards the ring

carbon atoms: –58.3 and �65.2 eÅ–5).

The two-dimensional distribution of ∇2r(r) in the principal mean plane of the

heterocycle substituent including the boron atom reveals the expected features of

shared and – at least for B–N – polarized bonds in both molecules. Charge

concentrations in the bond from both atoms form a saddle-shaped distribution

with tailing perpendicular to the bonding vector (Fig. 19).

These gradual differences of the descriptors, which can solely be ascribed to the

aromatic or nonaromatic character of the newly introduced substituents and the

resulting differences in the nature of the B–N bond, are crucial for the reactivity.

Fig. 18 Ellipticity along the B–N bond for [(C6F5)2B(NC4H4)] 10 (dark gray) and [(C6F5)2B

(NC4H8)] 11 (light gray) with d being the distance from the BCP (at 0.0 Å) and the boron basins

spanning the negative values while the nitrogen basins span the positive ones
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A very descriptive interpretation of the differences in the reactivity is given by

the reactive surface. Holes in this isosurface of the Laplacian are points for

nucleophilic attack, or expressed the other way round, electrophilic parts of the

molecule. While the isosurface around the boron atom in [(C6F5)2B(NC4H4)]

exhibits exposed areas on top and bottom, the boron atom in [(C6F5)2B(NC4H8)]

is electronically shielded by claws formed by this isosurface (Fig. 19).

Thus, with the help of experimental electron density studies, the reasons for the

different reactivities of [(C6F5)2B(NC4H4)] and [(C6F5)2B(NC4H8)] could be deter-

mined. This clearly demonstrates that experimental electron density studies can

give definite answers to chemical questions. The examination of these two model

compounds of known reactivity provides a relation between the electronic structure

and the reactivity of the two compounds. An expansion of these studies to other

Lewis acids of the same structural type will allow for a quantification of these

relations. Frustrated Lewis pairs, for example, could be another landmark for which

gradation in reactivity could be linked to the descriptors from electron density

studies. This relation between structure and reactivity could noticeably ease the

development of enhanced co-catalysts.

7 Conclusion and Outlook

The recent results from experimental charge density investigations show that the

method is capable of giving answers to controversially discussed bonding issues

and to provide innovative new synthetic concepts. The close linking of methodical

Fig. 19 Contour representation of ∇2r(r) (a), isosurface representation of the electrostatic

potential ranging from�0.25 to +3.75 eÅ–1 mapped on r(r) ¼ 0.65 eÅ�3 (b) and reactive surface

(∇2r(r) ¼ 0 eÅ–5) (c) in the B–N–Cortho planes of [(C6F5)2B(NC4H4)], (10), (top row) and

[(C6F5)2B(NC4H8)], (11), (bottom row)
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charge density results and preparative concepts assures that the results of the first

will generate a common language more widely used than currently available. The

scientific synergy results from increasing the field of view: methodologists work on

chemically relevant systems and synthetically oriented chemists get new concepts

via the deeper insight provided for their systems. Charge density studies in molec-

ular chemistry will transfer the intuitive-heuristic instruments, currently employed

to judge reactivity (nucleophilicity, I and M effects, conjugation, delocalization,

partial charges, etc.), into quantifiable figures. In the long term, they will provide

the basis for the rational design of synthetic building blocks. In life sciences, drugs

and cofactors are studied with respect to the charge density distribution. Deductible

physical, chemical, and structure-chemical features and the molecular interaction in

various crystal lattices will be related to their biological activity. In the area of

materials science, only the detailed knowledge of the charge density distribution

permits the de novo design and improvement of known materials of a required

property profile. Almost any material specification such as magnetic, optical, and

electronic performance can be deduced from the knowledge of the electronic and

geometric structure.
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of Lithium Organics Seen Through

the Glasses of Charge Density

Dirk Leusser

Abstract This chapter presents an overview on lithium organic compounds which

have already been subject to topological analyses of the experimentally derived

charge density distributions. The rich nature of the Li–C bond ranges from a polar

2c2e single contact in donor base stabilised lithiumorganic monomers to an anionic

Ca capping a lithium triangle in a 4c2e Li3–Ca bond in tetramers or hexamers. The

presented examples will show how powerful and predictive the topological analysis

on experimental data can be. The authors cited herein were able to classify various

types of atomic interactions (multiple bonds, bond polarisation and dative bonds),

give insight into charge separation within the molecules, identify hybridisation

states, and explain or even predict the chemical reactivity.
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1 Introduction

This chapter gives an overview of the topological analysis on experimentally
derived charge density distributions of molecules from high-resolution X-ray data

in the class of lithium organics. Generally, all efforts to determine molecular

structures are undertaken to deduce chemical and/or physical properties. A straight-

forward structure–property relation is the ultimate goal and from a chemists point of

view this relatively new experimental technique represents the cutting edge of this

development. It allows us to deduce chemical properties from the detailed electron

density distribution and thus the prediction of chemical reactivity instead of the

post-synthetic explanations from the bond lengths and angles rooted solid-state

structure determination.

Over the last decade the analysis of experimentally derived charge density

distributions made a huge step forward – coming from small molecules, easy to

crystallise and handle, mostly organic compounds, to more advanced materials

which bear a vast variety of challenges. These range from the experimental handling

to the derivation of the electron density distribution from the measured intensities.

The focus of interest has moved from a rather purely physical point of view – the

investigation of the principal relations between measured data and the derivation of

the density distribution from multipole refinement [1] with subsequent analysis in

terms of Bader’s Quantum Theory of Atoms in Molecules (QTAIM) [2] – to a more

chemical one, namely the answer of concrete chemical questions and the calculation

of a manifold of physical properties from the experimental charge density

distribution.

In the light of this historical background it is not surprising that it took more than

three decades of progress in the field of experimentally determined charge density

distributions until lithium organics came into play. These compounds are challenging

in any aspect: very difficult to handle during the experiment due to an extreme

reactivity and sensitivity to air coupled with a low scattering power. In addition,

the electron density distribution of these compounds is very often difficult to

model since the valence density of the lithium atoms is made up by a single, probably

diffuse electron. Therefore, the density distribution and its physical and chemical

properties have to be interpreted with extreme caution. Theoretical investigations on

the other hand were much earlier available. Gatti et al. [3] presented their analyses of

planar lithium clusters in 1987, even 2 years before Bader and MacDougall deduced

the reactivity from a topological analysis of LiCH3 [4]. Already in these early days of

charge density investigations, lithium-containing compounds were in the focus of

research. In the same year, Reed et al. presented an elaborate work on Li–X

compounds to illustrate the use of the natural population analysis [5]. However,

this chapter deals exclusively with the experimentally derived charge density

distributions of lithium organics and their topological analysis and does not cover

the theoretical investigations.

It was not until 2001 [6, 7] since the first Li-containing compound was

investigated by means of a topological analysis based on experimental X-ray data,
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even though lithium compounds are by far the most elaborated subset in the field of

s-block metal organics [8]. The interest in lithium organics is mainly based on three

aspects. The first is their role in preparative chemistry (e.g. for the deprotonation of

weakly acidic reagents, the transfer of organic groups, or anionic polymerisation),

which always fuelled the hope for a structure–property relation and made them a

playground for crystallographers all over the world’s X-ray laboratories. This seems

feasible since the technical requirements were established, e.g. cooling devices [9],

area detectors and very intense X-ray sources even on in-house facilities. Second,

the unique structural features, which originate from the tendency to build up

deltahedral metal cores which aggregate from a Li3 triangle m3-capped by a

carbanionic Ca atom (Fig. 1). Thus, lithium organic compounds show a variety of

Li–Li and Li–C contacts. Their properties or even existence is under debate

for decades, and they are still a great scientific challenge today. The third aspect

is strongly related to the structural features. Many of the lithium organics form

exceptionally aesthetic compounds, which originates in the tendency of forming

higher aggregates of the Li3 subunits.

We can define two classes of investigations based on the experimentally derived

charge density distribution on lithium-containing compounds in literature so far:

Those with a lithium atom counterbalancing the charge of a formally charged ligand.

For those where the nature of the donor–lithium bonds or the lithium–lithium contacts

is in the focus of interest. On the other hand those molecules, where the charge

distribution of the ligand itself and the connected reactivity and physical properties

are under investigation.

Historically, it was the bonding of the Li–donorwhichwas first examined bymeans

of an experimental charge density distribution from high-resolution X-ray data.

Fig. 1 Aggregation of the m3-capped Li3-triangle to give deltahedral metal cores and the repre-

sentative solid state structures of tetrameric [t-BuLi]4, hexameric [n-BuLi]6 and polymeric

[MeLi]4 (taken from [8])
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A decade ago, Scherer et al. [6] were the first to give some insight into the

charge density properties of a picolyl-lithium species in a combined theoretical and

experimental study. However, their attention was mainly focused on an agostic

interaction in question. Still, almost a decade later, there are just a few examples

published, where the bonding of the lithium cation to a negatively charged counter ion

was analysed in detail. Kocher et al. determined the nature of a Li–N bond which they

classified to show predominantly ionic characteristics and the resulting impact

on the density distribution in a formal hypervalent iminophosphorane [(Et2O)Li

{Ph2P(CHPy)(NSiMe3)}] [10]. Their findings showed a surprising accumulation of

charge at the formal ionic centres within the molecule. The same authors extended

their investigations of Li–donor interactions to a series of octamethylcyclotetra-

silazane (OMCTS) derivates and they were the first who were able to base predictions

about the chemical reactivity on the density features observed in solid state.

They could determine two types of chemically equivalent but electronically distin-

guishable protons from the charge density distribution of the starting material

OMCTS. This allowed to calculate the experimentally derived electrostatic

potential and from that, to deduce the chemical reactivity of OMCTS. This was

proved by a transannular dimetallation to give a lithium complex containing the

cyclic dianion [11].

Deuerlein et al. [12] and just shortly later Ott [13] went a step further and

concentrated their attention to a potential Li–Li interaction in question. Both did

not find any topological proof for the existence of a Li–Li linkage by means of an

attractive Li–Li bond. In the same study, Deuerlein et al. were the first to identify

the nature of the fundamental Li3–Ca building block of lithium-organic deltahedral

tetra- and hexamers. They found a carbon-centred lone-pair pointing towards the

Li3-triangle and in addition three paths of maximum density from the carbon atom

to each of the lithium cations. This, together with the two hydrogen bonds and a

sulphur bond of the SH2Ca-Li3 unit, led the authors to the classification of the

carbon atom to be sixfold coordinated.

Ott et al. focused their investigations on the reactivities of the lithium-species in

question. In a study on 2-picolyllithium [14] they could straightforwardly distin-

guish their compound to be an amide in contrast to the widely accepted picture of a

carbanionic species, which explains the related reactivity, e.g. the electrophilic

attack at the methyl position. In a study on a stereochemical benchmark system,

(R,S)-2·quinuclidine, they were even able to predict the regioselective reaction

pathway from its experimental density distribution [15].

The so far latest investigations on a hexameric trimethylsilylmethyllithium are a

merge of the questions which arise in structure-based lithium-organic chemistry

and show the strength of the topological analysis of experimentally determined

charge density distributions [13]. Herein, the Li–Li distances and Li3–Ca bonds as

well as the agostic Li–H contacts in question and even structurally implied

hyperconjugation could be studied in one single molecule. This may lead to

answers for open questions in a decades-long debate, like what keeps lithium
organics together? or what is the nature of the Li–X interaction? or how can we
predict the reactivity of lithium organics? in one single experiment.
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2 Methodical Overview

A short summary of the experimental and theoretical background, the applied tools,

programs and formalism will be given. This overview will be restricted to those

aspects, which are needed to follow the arguments of the published examples on

lithium complexes cited here. Therefore, this should be taken by no means as

a general synopsis for the method. For deeper insight the reader is referred to the

comprehensive compendia by Coppens [1] and Bader [2].

2.1 Experimental Requirements

Application of a topological analysis based on experimental data requires extreme

caution during data acquisition and crystal preparation. The data quality needed is

by far superior to the standard maintained in the day-to-day lab work. Usually,

lithium organics are extremely reactive making it necessary to prepare and select

the crystals at cryogenic inert conditions with Schlenk techniques [9].

Since standard structure determination is based on 9 variables per anisotropic

atom, this number exceeds up to 38 if the electron density is refined by a multipole

model expanded to the fourth order. Simple mathematical considerations (based on

the need of an over-determined system of equations for the least-squares routine)

show, that at least four times as many integrated intensities as for a standard

structure determination are needed for the refinement process. What makes it

even more challenging is that this data has to be of superb quality. The only way

to measure additional unique data is to extend the data collection to high scattering

angles. As a general rule of thumb a minimum resolution of (sinY/l)min ¼ 1.0 Å�1

is widely accepted. This limit is rarely reached for lithium organics due to their

low scattering power, resulting from the absence of heavy elements. One could try

to overcome this problem by increasing the scattering volume of the crystal.

Unfortunately, this way of solving the problem is limited. Modern intense X-ray

sources combine a very high photon flux which is focused on the sample, e.g. by use

of a rotating anode with mirror optics instead of graphite monochromators [16, 17].

The high quality requirements make it necessary to keep a constant crystal volume

exposed to the beam during the whole experiment. Beam profiles in the range of

100–300 mm can cause severe problems during data reduction and scaling if larger

crystals were used [18].

Nowadays, it is common to collect data with an area detector. Then, it is

essential to measure with high redundancy to correct for systematic errors like

absorption. Together, all these requirements – high redundant high-resolution data

of small crystals – lead to measurements lasting for weeks instead of days.

The temperature has to be kept as low as possible, to enhance the scattering

power due to reduced atomic motion on the one hand and to prevent the compounds

from thermal decomposition on the other hand, which is a widely observed
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behaviour especially for lithium organics. Lots of experiments of these reactive

species have been reported to fail, due to thermal decomposition, reaction of the

crystal with air, or icing problems. Icing is one of the main problems during long-

term low-temperature experiments. Exposure times in the range of minutes at high

angles with the crystal in unchanged position bathing in a nitrogen or helium cold

gas stream, facilitates humidity to freeze out at the crystal. This is the potential end

of any experiment. Some effort has been made to reduce the humidity at the crystal

environment, mostly realised by drying the air with air-conditioner or freezer-like

techniques [19]. Keeping a potentially unstable and reactive sample for weeks

under perfect experimental conditions is one of the main challenges during the

X-ray experiments with lithium organics. This might be one reason why relatively

few examples are known so far in literature.

2.2 Special Requirements for the Data Reduction

Data processing has become a virtually automated process for standard structure

determinations. Program suites like APEX2 [20] or WINGX [21] provide an easy to

handle set of tools and programs which allow the user to integrate, scale and correct

the data for absorption and other systematic errors, to determine the space group,

and finally set up the files needed for structure solution and refinement in a guided

step-by-step manner.

Data reduction of high-resolution data requires much care in every step of the

process. Data integration as well as the scaling of the data is complicated by an

inherent 2Y-dependence of both, shape and intensity of the measured reflections.

Different integration programs handle the angular-dependent broadening of the

reflections with different algorithms, e.g. increase of the integrated volume with

large scattering angles, profile-fitting versus simple-sum routines for weak

reflections or the consideration of the Ka1/Ka2-split for high-resolution data. How-

ever, none of the commonly used integration programs can account perfectly for the

systematic errors incorporated by a wide 2Y-range. The result of such systematic

bias in the data has enormous influence on the scaling factor and due to its high

correlation with all refined parameters on the structural model itself.

The sources of errors listed above are of general type. However, for the class of

lithium organics, especially the data reduction is a challenging issue, as due to the

low scattering power all inherent problems seem to be amplified. All published

structures suffer from a relatively low resolution during data acquisition. Even if

the resolution limit of (sinY/l)min ¼ 1.0 Å�1 is reached, the data quality decreases

rapidly with increasing scattering angle. The proportion of weak data rises dramati-

cally, making it necessary to model intensity profiles even if the experimental

strategy is based on a fine-slicing technique which refers to simple-sum integration

instead of profile-fitting routines. Especially if programs are used which use both,

simple-sum and profile-fitting routines (e.g. SAINT [22]) the numerous proportions

of weak data seem to introduce systematic bias. For these data sets in addition to the

2Y-dependence originating from reflection broadening (Ka1/Ka2-split, incident
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angle effect), one has to take into account scaling factor dependence from the use of

different integration algorithms combined for a single data set and therefore one

single scaling factor applied to all data during the subsequent refinement. Integra-

tion programs which use exclusively one algorithm, like XDS [23] (profile fitting)

or EVAL [24] (ab initio calculation of 3d profiles from physical crystal and

instrument parameters) seem to suffer less from this bias. Comparison of published

GoF-values at otherwise similar quality criteria demonstrates this impression.

Virtually originating in the same principal shortcomings, problematic estimation of

standard deviations, especially for weakly scattering samples is observed. On the one

hand, high redundancy is required to determine reliable intensities, on the other hand

this leads to underestimated standard deviations after themerging routine. A speciality

of many lithium organics, e.g. those of synthetical interest, is their chirality, leading to

chiral space groups making the whole procedure even more challenging, since it

complicates data collection with high redundancies and completeness and halves the

number of symmetry equivalents needed for empirical approaches to correct for

absorption. Two programs are used in the presented examples, SADABS [25] and

SORTAV [21]. Both are combining absorption correction (numerical based on face

indexing or multi-scan based on the Blessing algorithm [26]), scaling and merging.

Data integrated with SAINT is mostly corrected by SADABS, while users working

with XDS or EVAL tend to prefer SORTAV. On the first glance, data corrected with

SADABS seems to suffer more from an underestimation of the standard deviation,

which can be deduced from systematically higher GoF values. However, the author

addresses this effect to the integration procedure instead the subsequent absorption

correction and merging. SABABS users may “transfer” the bias introduced by the

integration software (namely SAINT) to a higher extend into the refinement process,

since during correction and merging with SADABS no arbitrary corrections are made

in addition to those exactly deducible from statistics. Independent from the data

“quality” in the sense of exact measurement of the intensities, standard deviations

estimated by other programs than SAINT seem to be less optimistic and therefore

“more reliable” even though larger in value.

Whatever program suite or mathematical approach is used, one has to keep in

mind that especially for weak scattering samples bias is introduced, which manifests

first of all in the scaling factor, the refinement parameter with most prominent

influence. Therefore, special care has to be taken not just during data reduction, but

especially during refinement and the analysis of the refinement statistics. Here, one

might get more insight into the exact coherence to the 2Y-dependence and be able to

correct the data and the estimated standard deviations in an iterative procedure [27].

2.3 Structure Refinement: Modelling Li+–X�

All lithium organic compounds presented here were refined using the Hansen and

Coppens multipole model [28] implemented in the program package XD or XD2006

[29]. Therefore, the details on the special requirements during structure refinement
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are restricted to the experiences of the author made with the program XD or those

mentioned in the cited publications as long as the multipole modelling is described.

Concerning the principal procedure of aspherical modelling, lithium organics

are treated the same way as other classes of compounds. In a first step a starting

model (independent atom model, IAM) has to be refined in such a way, that

the best starting atomic positions and thermal motion parameters for all atoms

are determined, eventually at the cost of higher R-values. Usually, this is achieved
by a high-order refinement for the non-hydrogen atoms and modelling of

the hydrogen atoms by the use of low-order data combined with a riding model

for the isotropic thermal motion parameters including distance constraints for

the X–H bonds by fixing them to neutron distances [30]. This strategy leads to

the best estimate of coordinates and thermal motion parameters from spherical

structure factors.

It gets much less straightforward as soon as an aspherical modelling is introduced.

Two main problems occur: first, if the space group is non-centrosymmetric, the

refinement has to be stabilised by as many (chemically and physically substantiated)

chemical and symmetry constraints as possible, the complexity of the model should

eventually be restricted (maximum order of multipoles, kappa-restrictions) and

a constraint should be introduced fixing the origin when a polar axis is present.

This is automatically applied by a “floating origin” restraint (centre of gravity is fixed

in the polar axis direction) during refinement with, e.g., SHELXL [31], but not in XD.

The only way to simulate this is by fixing one atom’s coordinate on the polar axis. In

that case the possible problem of the “floating origin” is prevented, but on the cost of

higher correlations. In addition to these correlations, fixing of a coordinate is a rather

arbitrary proceeding, especially when no heavy atoms are present, which is the case

in all published examples.

The second limiting factor is again strongly related to the low scattering power

of lithium organics. The low number of strong high-resolution data also makes it

necessary to refine constrained models of reduced flexibility. To keep the system

of linear equations during the least-squares refinement process over-determined to

a sufficient degree, one has to introduce constraints for the multipole populations

based on approximate chemical equivalence as well as non-crystallographic

symmetry restrictions (only those multipoles are refined, which fulfil the local

symmetry) and one might be forced to reduce the maximum order of the multipolar

expansion of the aspherical density.

Lithium organics often consist to a high percentage of hydrogen atoms. The

structures of [t-BuLi]4 and [n-BuLi]6 (Fig. 1) might serve as a reference in this

aspect. In tetrameric [t-BuLi]4 already one fourth of the scattering electrons are

hydrogen-centred and this ratio even increases to 50% in hexameric [n-BuLi]6. The
limited success in the description of the aspherical hydrogen densities is well

understood and one can try to minimise the errors introduced herby by using very

restricted models for the hydrogen atoms, riding models for the thermal motion,

and distance constraints. However, it is the principle lack of information about

the diffuse electron density distribution of the hydrogen atoms deducible from the

measured intensities which limits the quality of the refined model. This limit is even
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more distinct the higher the percentage of hydrogen atoms in the structure is and at

ratios of 50% one has to ask oneself whether this principle limit might affect the

quality of the description of the non-hydrogen atoms, too. To prevent the reader to

yield to despair, a very promising approach should be mentioned here. Overgaard

et al. with the program SHADE [32] and Dittrich et al. [33] with the INVARIOM

approach presented very promising tools to describe hydrogen atoms with an

anisotropic thermal motion model, which for the first time allows to model reliable

aspherical densities for hydrogen atoms without information from neutron data.

Then, we can hope that the modelled aspherical density can be deconvoluted to

a sufficient degree from its smearing due to thermal motion.

An effect related to that originates in the very special structural properties of

lithium organics. Many of them consist of lithium triangles capped by CnHm

functional groups. Those are often chain-like arranged or perimeters with high

rotational freedom. Those groups are “fixed” to the lithium triangles via one

terminal (carbon) atom. This allows a high flexibility to give rotational or displace-

ment disorders. This structural characteristic might be the origin of the low scatter-

ing power, which was identified to be the root for many problems, while working

with lithium organics.

Weak scattering and its impact on the scaling factor were already described

above. Strongly related to the scaling factor is the used weighting scheme during

refinement. IAM-based programs like SHELXL comprise a semi-automated

(by suggestion) adjustment of the weighting scheme. Although the weighting

scheme is the same in XD, the automation is not implemented. However, the

weighting scheme suggested by SHELXL should not straightforwardly be used

during multipole refinement, since it is calculated to give a flat analysis of variance

and an aspherical refinement describing those features which create errors in

spherical models (interatomic residual densities), will for sure need a different

weighting. Therefore, we have to be very careful by using this corrective tool to

account for 2Y-dependent systematic errors. A solution to the problem might be a

careful analysis of the statistics subsequent to a multipole refinement (e.g.

XDWTAN implemented in XD) as it was presented by Pinkerton et al. [27]

However, one has to keep in mind that this is a post-diagnostic procedure and a

proper weighting scheme deduced after refinement has to be tested and probably

adjusted in an iterative way – yet another time-consuming step.

Typical even though not unique for lithium organics, we have to consider one

structural inherent question for all zwitterionic species. The usage of ionic scatter-

ing factors (in this case Li+) is provided by XD in a straightforward manner.

Nevertheless, problems occur if one does so, since as long as the charge is balanced

by the organic framework, no well-defined anion can be addressed and the

electroneutrality is violated. Different treatments were described in the literature.

While Scherer et al. [6] seemed not to pay attention to this “artificial” charge and

prevented from refining a pseudo-minimum by introducing the “keep charge”

constraint, Deuerlein et al. [12] and Kocher et al. [11] avoided any charge pre-

assumption by using the neutral scattering factor and refining the Li-monopole,

while Ott et al. [14, 15] describe a procedure where they distribute the negative
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charge over the possible centres of negative charge and leave it to the refinement

(monopole population with an electroneutrality constraint) where the cation is

located. For the author’s taste and based on his own experience it seems to be

preferable to refine the monopole populations of neutral lithium atoms if possible.

This introduces least bias and does not imply any pre-conclusion. Unfortunately,

this is by far not always possible. Monopole populations of lithium atoms tend to

adopt non-physical (negative) values and/or the associated expansion/contraction

parameters refine to extremely large values, indicating a contraction (comparable

to artificially high or low thermal motion parameters in the IAM) which over-

compensates the loss of electrons due to ionisation. In this case restrictions to the

expansion/contraction parameters have to be applied and if the model tends to lead

to zero population, it is justified to use the Li+ scattering factor, but then

electroneutrality should be introduced “by hand” as suggested by Ott et al.

It is left to the imagination of the reader, if it is the sum of all the problems and

pitfalls listed above which might be the reason for the relatively small number of

lithium organic investigated so far or if it is the lack of open questions in this class

of compounds accessible by the analysis of the experimental charge density.

Hopefully Chap. 3, summing up which chemical and physical properties we can

deduce so far from the experimental charge density, will give the answer.

2.4 Topological Analysis

A very brief summary of some topological criteria is given here.1 Only those

descriptors of R.W.F. Bader’s QTAIM will be mentioned which were used in the

publications cited here. For a more elaborated description the reader is referred to

other chapters within this book, where the theoretical and methodical background is

described in great detail.

Following QTAIM, the chemical structure of a molecule can be extracted from

the analysis of the topology of r(r), namely its critical points and the curvatures
there. Local extrema, the so-called critical points occur where

rr rð Þ ¼ i @r=@xþ j @r=@yþ k @r=@z

vanishes, with the unit vectors i, j and k. Rank (w) and signature (s), calculated
from the eigenvalues of the diagonalised Hessian matrix, H(r) ¼ ∂2r/∂xi∂xj,
classify the type of critical points (w, s), e.g. atomic position (local maximum

(3,�3) critical point) or bond critical point (BCP, (3,�1) saddle point).

1 This short overview is very much inspired by the chapter “Synopsis for non-crystallographers” of

the XD2006 user’s manual.
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Analysis of the gradient of r(r) leads to a characterisation of bonds by the

inspection of the bond path (BP), the line of maximum density between two nuclei,

in terms of its length and bending, and the topological criteria at the bond critical
point (BCP), like its position on the path relative to the two bonded atoms, the

density, r(rBCP), the sum of the three eigenvalues of the Hessian matrix,

∇2r(rBCP), and the ellipticity, e(rBCP), the ratio of the two curvatures of the density
perpendicular to the bond.

General rules facilitate the classification of bonds via the topological criteria

at the BCP. Strength and multiple bond character rises with r(rBCP), negative
∇2r(rBCP) is typical for shared, positive values for closed shell interactions, non-

zero ellipticity can be caused by p-contributions or coupling of lone-pair density

into the bond. Polarisation of bond density manifests in a shift of the BCP towards

the more electropositive bonding partner.

The gradient vector field of the charge density, the representation of trajectories

of ∇r(r) and its critical points, is a topological visualisation of the molecule, in

terms of atomic basins defined by the zero-flux surface, the bond paths, atoms

(attractors of the trajectories) and BCPs. It can serve as reference if possible

interaction pathways, size and shape of atoms are to be analysed.

Atomic interaction and the appendant rearrangement of the outer valence

shell in valence shell charge concentrations (VSCC) and depletions (VSCD) is
directly represented by the trace of the Hessian matrix, the Laplacian ∇2r(r).
Negative values refer to local concentrations, positive values to local depletions.

The Laplacian distribution recovers the electronic shell model of an atom

and serves as a faithful tool to identify for example non-bonding VSCCs

(lone-pairs), bond-induced or ligand-induced CCs, shared versus closed-shell

interactions, a Lewis base from a Lewis acid, and possible reactive sites for

nucleophilic attack.

2.5 Chemical and Physical Properties from the Charge Density

Once the charge density distribution r(r) is determined, a variety of density-related

properties can be calculated. Examples published in the context of lithium organics

so far are:

The electrostatic potential (ESP), F(r)

FðrÞ ¼
X
j

Zj

r� Rj

�� ���
ð

r rð Þ
r� r0j j dr

0;

where Rj and Zj are the position and charge of the j-th nucleus, respectively. The

three-dimensional representation can point to possible sites for electrophilic attacks

by inspection of regions with negative ESP.
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The electronic energy density E(r) of the electron density distribution is defined

as E(r) ¼ G(r) + V(r), where G(r) is a local one-electron kinetic energy density

and V(r) is the potential energy. With

L rð Þ � �ð�h2=4mÞr2r ðrÞ

we get

� L rð Þ ¼ ð�h2=4mÞr2r ðrÞ ¼ 2G ðrÞ þ VðrÞ;

a unique relation of a property of the electronic charge density to the local

components of the energy density. Several approximations to determine E(r) from
the experimental charge density distribution were suggested, the one given by

Kirzhnits [34] is widely used and is a straight criterion for the recognition of the

atomic interaction type: E(r) < 0 at the BCP is observed in shared-type (covalent)

atomic bonding, while E(r) � 0 is observed in purely closed-shell (ionic)

interactions [35].

In the quantum chemical framework of QTAIM, discrete atomic volumes, the

atomic basins, are defined by the zero-flux surface, where ∇r(r)·n(r) ¼ 0, with

n(r) is the normal vector to the surface. This allows the determination of quantum

chemically based atomic charges by integration of the density over the atomic

basins. These charges and the associated atomic volumes are determined by both,

ionisation due to charge transfer from one atom to the other and the loss of charge

density due to bond polarisation and the related shift of the basin boundary towards

the more electropositive atom. The determination of charges was extended to

what the authors called “group charges” [15], summing up the integrated charges

of atomic contributions to molecular fragments. Those can serve as a sensitive

measure for polarisation effects and can be extremely helpful to identify the anionic

fragments in the investigated lithium organics.

In their investigation on a lithium sulphur ylide Deuerlein et al. [12] suggested

the use of the VSCCs to calculate an alternative geometry of the molecular

structure, instead of using the direct connection lines between the atomic cores.

When they compared the bond angles to those made up by the local maxima in the

negative Laplacian distribution, they found those made up by the VSCCs to suite

almost perfectly to the ones deduced by hybridisation concepts, while the standard

bond angles did not allow any insight into the electronic state of the involved atoms.

3 Chemical, Physical and Structural Interpretation of the

Charge Density Distribution in Lithium Organics

Due to the relatively few examples published so far, all of them can be presented

here. Figure 2 gives an overview over the molecular structures of lithium organics

of which experimental charge density data are available.
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a  [{2-(Me3Si)2CLiC5H4N}2], (1)6

c [(thf)2Li2-c-{Me2SiN(H)Me2SiN}2]2, (3)11

e [(Et2O)Li{Ph2P(CHPy)(NSiMe3)}], (5)

g [(thf)Li2{H2CS(NtBu)2}]2, (7)12

i (R,S)-2·quinuclidine, (9)15

10

b [c-{Me2SiN(H)}4], (2)11

d  [(thf )2LiAl-c-{Me2SiN}4], (4)11

f [tBuli×(–)-sparteine], (6)36

h [TMSCH2Li]6, (8)13

j [2-PicLi×PicH]2, (10)14

Fig. 2 Molecular structures of lithium organics for which experimental charge density data are

available. The graph of (a) has been created by a res-file extracted from the CCDC, (f) and (h) with

friendly permission from the PhD thesis of the respective authors, the other structures were taken
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Not more than nine examples are known to the best of the author’s knowledge, of

which two were solely published in PhD thesis so far (probably due to the limited

resolution or redundancy of the experimental data). Nevertheless, a variety of

structural motifs, which range from monomers (5, 6 and 9) and dimeric forms

(1, 3, 4 and 10) to the typical deltahedral lithium-cores, namely edge-linked

triangles in 7 and an octahedron in 8, were investigated. The coordination of the

lithium cations is mainly accomplished by nitrogen atoms of the anionic organic

counterions, occasionally complemented by donating solvent molecules (thf) or by

formal carbanions. The compounds investigated so far can be divided into three

groups:

1. Li+–R� species, where the cation is coordinated by nitrogen atoms of the

formally negatively charged counterion (1) and the coordination is completed

by solvent molecules like thf or diethylether (3 and 4). The metal complexes of

the di- and tetraanion of cyclotetrasilazane belong to this group, as well as the

alkyllithium complex (1) and the lithiated iminophosphorane (5). Compounds of

this group will be referred to as Li+R�-type below. tBuli�(–)-sparteine (6) is the
link between this group and those species, which contain a formal carbanion.

2. In 2 and 3 Li+ is bonded to the lone-pairs of neighboured nitrogen atoms by

so-called dative bonds and to a formal carbanion of differing type. The formal

C�–Li+ bonds are made up by R2HC
� in the monomer (9) and by RH2C

� (10) in

the dimer. These compounds will be summarised as C�-type structures.
3. Deltahedral Li-complexes, named dLi-type below, forming a distorted

Li-octahedron in 8 with six of the eight lithium-triangles m3-capped by RH2C
�

and two edge-linked lithium triangles in 7, which are m3-capped by CH2.

According to this ordering scheme the structural and electronic properties will be

presented here to allow a direct comparison.

3.1 The Charge Density Distribution in Structures
of the Li+–R�-Type

The alkyllithium complex [{2-(Me3Si)2CLiC5H4N}2], (1) [6], the cyclotetrasilazanes

(3 and 4) [11], and the lithiated iminophosphorane (5) [10] belong to this class. The

distribution of charge over an anionic backbone is immanent to all the published

structures of this group. Some effort has been made to identify the centres of charge

localisation and the impact primarily on the bonding properties. Scherer et al. focused

Fig. 2 (continued) from the cited publications. 2 is not a lithium organic but cited here, since its

reactivity to give 3 was proved by a charge density investigation. (a) [{2-(Me3Si)2CLiC5H4N}2],

(1) [6]; (b) [c-{Me2SiN(H)}4], (2) [11]; (c) [(thf)2Li2-c-{Me2SiN(H)Me2SiN}2]2, (3) [11];

(d) [(thf)2LiAl-c-{Me2SiN}4], (4) [11]; (e) [(Et2O)Li{Ph2P(CHPy)(NSiMe3)}], (5) [10];

(f) [tBuli�(–)-sparteine], (6) [36]; (g) [(thf)Li2{H2CS(N
tBu)2}]2, (7) [12]; (h) [TMSCH2Li]6,

(8) [13]; (i) (R,S)-2·quinuclidine, (9) [15]; (j) [2-PicLi�PicH]2, (10) [14]
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on the potential agostic interactions of the Ca–Sib–Cg–Hg-backbone in 1 by inspec-

tion of the geometries, e.g. the bond lengths in the backbone and a detailed bond path

analyses in their first short communication and gave a more detailed picture later in a

comprehensive combined experimental and theoretical study [7]. The atomic model

during the refinement of the lithium atom was quite restrictive. The lithium atom was

treated as a cation with no electrons in the valence shell. Nevertheless, the bonding

properties reflected in the bond lengths and the respective critical point properties

allowed them to identify the interaction of second-order type due to delocalisation of

charge over the backbone instead of a C–Hg···Li
+ agostic interaction. Most of their

findings were based on indirect reasoning not by direct Li–H or Li–N bond analyses.

No direct conclusion could be drawn from the atom distances alone. Li–N was in the

range for standard dative bonds (1.9508 Å), Li···Hg was at the short end of the range

(2.043 Å), and Cg–Hg not elongated (1.087 Å). However, from the geometry, and first

of all the extremely acute Li–Ca–Si angle (85.3�), an electronic reason had to be

assumed. The authors identified it to originate in the density features of the

Ca–Sib–Cg–Hg-backbone. Taking into account that 1 was published already a decade

ago, the fine details and the carefully drawn conclusions, which by the way hold until

today without restriction, are superb. The density at the BCP in Li+–Ca was reduced,

while in the backbone it was found to be increased in Ca–Sib compared to Cg–Sib,

and unspecific in the Cg–Hg bond. From inspection of the BCPs, the authors went a

step further and investigated the ellipticities along the whole bond paths (Fig. 3a).

These profiles became a standard tool for the analyses of bonding types. However, the

course of the ellipticities in 1 enlightened the charge delocalisation into the Ca–Sib
bond. This finding was further substantiated by the two-dimensional distribution

of the Laplacian L(r) (Fig. 3b). The VSCCs at Ca were found to merge which

was taken as indication for delocalisation of charge from the Li–C bond into the

backbone. Therefore, the observed geometrical characteristics were related to

a negative hyperconjugation effect instead of a C–H bond activation and agostic

interaction.

Fig. 3 Bond ellipticity along the Ca–Sib bond (a) and relief map in the Li–Ca–Sib plane (b) (taken

from [6])
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Kocher et al. used the same tools, e.g. bond path analyses by inspection of

topological criteria along the whole bond, but they drew their attention on the

nature of the Li–E (E ¼ N, O) and Si–N interactions with and in the ligand in their

study on octamethylcyclotetrasilazane and two lithium organic complexes

containing the di- and tetraanion [11]. In addition to the bond analysis, they

investigated the three-dimensional Laplacian distribution, the integrated charges,

and calculated the electrostatic potential from the experimental charge density

distribution. Their very elaborate comparison of three compounds and all

corresponding bonds led to a conclusive picture of the inspected interactions.

Small changes of the charge density distribution originating from the different

deprotonation states were discussed. The major benefit of this study however was

rooted in the chance to follow the electronic changes of the parent molecule during

synthetic manipulation. The charge density distribution of OMCTS, 2, represents

in this context the undisturbed standard, while the lithiated dianion, 3, and the

mixed-metallated (Li, Al) tetraanion, 4, allow to follow the impact of two- and

fourfold deprotonation and subsequent metal coordination.

It was shown that the electronic properties were not reflected by bond lengths

and angles. Insight into the nature of the Li–E bonds was given by a comparison of

the Laplacian and ellipticities along the respective bond paths. All Li–E bonds were

found to be extremely polar, classified as mainly ionic and very fine differences

could be visualised especially by inspection of L(r) along the whole bond. A very

interesting speciality in the course of the Laplacian along the BP was not discussed

by them, but might be seen in new light, now 6 years later. When they tried to

identify the impact on deprotonation and metallation, they focused on bonds of the

same type. They found the principal shape of the different Li–N, Li–Al and Li–O

bonds being more or less the same, with fine changes mainly in the position and

markedness of the minimum at the electronegative atom and the “flatness” in the

interatomic region. What they did not discuss but might be of interest now, that we

have more examples to compare, is that the course of the Li–O bonds was unique

(Fig. 4). In contrast to the other two types it showed an even more distinct depletion

Fig. 4 L(r) along the Li–E bonds (E ¼ C, O) (a) and ESP in OMCTS (b) (taken from [36])
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between the atoms already in the basin of the oxygen atom, but also a second

minimum – even though on depletion level. This feature in the course of L(r) seems

to be a constant, which can be seen from the identical distribution found later in 5

[10]. Taking into account the attempts of the authors and other groups [37, 38] to

discriminate dative bonds from ionic bond or covalent bonds, this shape might be an

indicator for further investigations.

The deprotonation and subsequent metallation of OMCTS did not lead to

increased ionicity of all Si–N bonds as could be expected from general rules.

The authors found the lithium coordinated nitrogen atoms being higher charged,

the respective Si–N bonds shortened, and the nitrogen lone-pairs less distorted

compared to OMCTS. The lone-pairs at the deprotonated nitrogen atoms were

found to be distorted, the VSCCs enlarged, and the density in the bond increased

even though the bond path analysis revealed high polarity and ionic character which

was attributed to a redistribution of lone-pair density into the bond.

The most striking finding in this publication was the correlation which could be

drawn between the electrostatic potential calculated from the experimental density

distribution and the reactivity of OMCTS during deprotonation and metallation

reactions. Even though not forced by refinement constraints, the transannular

hydrogen atoms in the eight-membered heterocycle in boat conformation adopted

totally different values of the ESP. Just two of the four nitrogen bonded

(transannular) hydrogen atoms showed regions of negative ESP and those are the

most reactive sites where the deprotonation occurs first to give 3. The two

remaining hydrogen atoms are abstracted in a further synthetic step by LiAlH4

leading to 4. This is a very convincing example to show the predictive power of the
experimental charge density analyses in metal organic chemistry.

Less eye-striking but with the same target to use the charge density distribution

to predict and explain chemical reactivity, the same authors analysed a lithiated

iminophosphorane, 5 [10]. The focus of interest in [(Et2O)Li{Ph2P(CHPy)

(NSiMe3)}] was set on the Li–E (E ¼ N, O) and the so-called “hypervalent” formal

P¼N and P¼C bonds. The findings were very straightforward. Hypervalency was

ruled out, the formal P¼E (E ¼ N, C) were described as P+–E� – single bonds,

reinforced by electrostatic (ionic) contributions – and the Li–E (E ¼ N, O) bonds

were described as donor–acceptor bonds, with the lithium atom acting as acceptor

of a “bifurcate” donation of two lone-pairs. Distinct negative charges, higher than

expected from pure polarisation effects (up to �1.98 e), were found at the nitrogen

atoms and at the phosphorous bonded carbon atom, counterbalanced by a huge

positive charge of +2.20 e at the phosphorous atom and the positive charge at the

lithium atom (explicit value not given in the paper). This, together with the results

of the bond path analyses, which gave quite low r(rBCP) values for all P–E bonds

and an even positive ∇2r(rBCP) for the formal P¼C bond, made the authors

reasoning the untypical reactivity – the P–E bonds are astonishingly easy to cleave

for a double bond by metal organics in polar sovents – might have its origin in the

widely accepted but false classification of these “hypervalent” bonds. The structure

was therefore described as a zwitterionic phosphonium amide.
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As a secondary finding – the main focus was not the lithium atom – a feature was

mentioned, which seems to be another constant for lithium organics. The lithium

atom tends to act as acceptor of bifurcated lone-pair donation. The lone-pair

associated charge concentrations at the nitrogen atoms as well as at the oxygen

atom in 5 are both oriented towards the lithium cation, forming acute angles but can

still be resolved as individual concentrations leading to critical points in the

Laplacian distribution (local maxima in �L(r)).
To understand the chemical reactivity seemed to be the driving force for the

investigation of the [tBuli�(–)-sparteine], 6, too [36]. 6 is one of the few examples of

a monomeric lithium organic reagent, which is structurally characterised by means

of X-ray analysis. Those compounds are believed to be the rate-determining species

in lithium organic chemistry. The question here is the potential site for additional

coordination of a nucleophilic reagent. Comparable to the findings in OMCTS, the

electrostatic potential calculated from the experimental charge density distribution

gives insight into possible reaction paths. The sites of negative electrostatic poten-

tial are exclusively found around the bulky ligand. Therefore, the lack of an

additional ligand in the monomer is uniquely referred to the steric requirements.

The three-dimensional representation of the ESP around the lithium atom allowed

to preclude that the accessible area at Li+ is sterically and electronically suited for

additional coordination.

3.2 The Charge Density Distribution in Structures of the C�-Type

[tBuli�(–)-sparteine], 6, is the link of the species described above to the C�-type
molecules. CH3 is bonded to the cationic lithium atom. The bond path analysis led

to values for all Li–E (E ¼ N, C) bonds which comply with the picture of dative lone-

pair driven bonds dominated by ionic contributions.All three electronegative donating

atoms exhibit qualitatively identical features. Distinct charge concentrations are found

in the direction of Li+, distorted at the carbanion, symmetrically distributed at the

nitrogen atoms (Fig. 5). The charges are distinctly negative, but smaller than expected

for the carbanion (�0.52 e), taking the three polarised hydrogen atoms into account.

The bond path analysis underlines the idea of dominating ionic contribution to the

bonding, with low densities at the BCPs accompanied by positive ∇2r(rBCP) and
small but positive energy density.

More than 6 years lie between these investigations and the next publication of

reactivity studies on carbanionic Li+ species. Ott et al. presented two examples, one

monomer [15] and a dimer [14] with a careful analysis each, leading to stringent

explanation of the reactivity of these compounds. Their findings were commented

in the same issue by Macchi in a “highlight” article, where some more theoretical

details were also given [39]. The analysis of the dimeric 2-picolylithium targeted to

answer two questions: (1) Should the compound be characterised as a carbanion or

an amide? (2) What is the driving force for the reactivity?
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Both questions could be answered. The authors classified 10 as enamide. The

ellipticities were analysed along the BPs and distinct p-contributions found in the

anionic ring. The increased bond density was also reflected in the r(rBCP) and

∇2r(rBCP) values and the three-dimensional shape of the static deformation density

(extension perpendicular to the bond). This is coherent with the integrated charges.

The negative charge was found to be distributed over the whole ring instead of

being localised at an anionic centre. This was further substantiated by qualitatively

and quantitatively comparable lone-pair VSCCs at the two chemically different

nitrogen atoms of the donor and the anion, respectively. The potential carbanion did

not reveal the expected characteristics. In the Laplacian distribution no well-defined

charge concentration could be detected, which allowed the identification of a lone-

pair. Merely an asymmetrical distribution of the negative Laplacian on a relatively

low level was observed. However, even if this could not be identified as a lone-pair,

a bond induced polarisation of the valence shell of the carbon atom by the lithium

cation is visible.

Again, it was the three-dimensional distribution of the ESP which was the key

for the understanding of the observed reactivity. The only spatial region with

negative ESP was found above the picolyl anion plane face-off the aza–allylic

bonds. This region is extended towards the nucleophilic carbon atom of the

methylene group. Here, the electrophilic attack is expected to occur. The three-

dimensional shape fuels the idea that it is the p-density as a whole instead of

a localised charge at a carbanion which determines the reactivity. The authors

state that the ESP suggests “that potential electrophiles are literally guided by the

negative potential towards the nucleophilic C6 atom” (Fig. 6).

This motif of the distribution of the ESP leading to the above mentioned reactivity

was already observed in a previously published study on an a-lithiated benzylsilane

[15]. There the question arose whether substitution of a highly diastereochemically

enriched silyl-substituted alkyllithium follows the retentive pathway or causes an

inversion. The investigation was undertaken at (R,S)-2•quinuclidine (9). As in 10, the

Fig. 5 ESP (a) and L(r) (b) in 6 (taken from [36])
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perimeter bonded to the potential carbanion was in the focus of interest. In contrast to

2-picolyllithium no indicators for distinct charge delocalisation into the ring system

were found as a consequence of the deprotonation. On the contrary, here the charge

seemed to be localised at the potential carbanion. This was attributed to the integrated

charges of almost �1 of the carbon atom and no distinct increase of density or

negative Laplacian at the BCP. The calculation of integrated atomic charges was

extended to so-called group charges. This allowed the identification of the anionic

and cationic units. Interestingly, two cationic units were identified. In addition to the

lithium cation, SiMe2 was found to be positively charged with +1.22 e. The positive

charge is counterbalanced by OMe (�0.39 e), the pyrrolidine (�1.08 e) and the

benzyl group (�0.87 e).

The bonding characteristics were discussed in detail, leading to a fine-graded

differentiation between the Li–E bonds within the molecule. All of them were

identified to be severely polarised and dominated by ionic interactions. Li+ was

identified to be the origin of these findings. Lithium polarises all bonding partners

but to a different degree. The Laplacian distribution along the respective bond

paths gave a stringent picture. All Li–E bonds were characterised by charge

concentrations exclusively located at the electronegative bonding partner and

charge depletion over most of the interatomic region. In this context, it might be

of interest that the Li–O bond showed the same unique distribution with a second

minimum (on depletion level) mentioned above, which makes it easy to distinguish

from all other so-called “dative” bonds.

Fig. 6 �L(r) (a) and ESP (b) in 10 (taken from [14])
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Even the above mentioned bifurcated donation towards Li+ was observed. How-

ever, the authors could not resolve two lone-pair associated charge concentrations.

They found them to be merged banana-shape like, but totally different to the well-

defined lone-pairs at the nitrogen donors. At the carbanion no well-defined lone could

be detected. Comparable to the findings in 10 the three-dimensional distribution

of the negative Laplacian revealed no sharp maximum but a polarisation on low

level. Nevertheless, the polarisation pattern is more distinct compared to 10.

The question whether a possible electrophilic attack occurs from the front or

back side and therefore the identification of the reaction mechanism via retention or

inversion was again answered by inspection of the ESP. A comparable distribution

to 10was found and as there the reactant seems to be guided to the formal carbanion

forcing a back-side attack with inversion (Fig. 7).

All published examples of this group of compounds (C�-type) so far have one

thing in common. They seem to be paradigmatic examples where the chemist can

get predictive information from the experimental charge density distribution. Here

it is not the structural post-synthetic information, which is in the focus but first

and foremost the deduction of properties which might allow to plan and predict

properties instead of just understanding chemical behaviour.

3.3 The Charge Density Distribution in Structures of the dLi-Type

Thinking of lithium organics, the deltahedral lithium cores are for sure the most

interesting species. However, little is known from the experimental charge density

point of view up to now. Theoretical investigations dealt with the extremely

interesting features of planar lithium clusters [3]. In these studies Gatti et al.

investigated the potential interactions between the lithium cores. They found no

direct bond path between the lithium atoms but indirect connection via so-called

non-nuclear attractors, connecting the neighbouring atomic Li-basins. Lithium

organic compounds by means of a topological analyses of the electron density

distribution were for the first time theoretically investigated by Bader and

MacDougall already in 1985 [4] when they deduced the reactivity of, e.g. LiCH3

Fig. 7 Integrated group charges (a) and ESP (b) in 9 (taken from [15])
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from the topological characterisation and then later by Ritchie and Bachrach [40].

The lithium–carbon bonds were inspected, e.g. for the methyllithium tetramer.

They found bond paths between the carbanions and all three m3-capped lithium

cations. Further investigations dealt with the application of QTAIM to lithium

organics [41–43] but it took several years until Deuerlein et al. published the first

experimental study on carbon-capped lithium triangles, the fundamental building

block of deltahedral lithium cores, in 2008 [12].

In this molecule the structural fragment of a lithium triangle is embedded in

a dimeric S2N4C2Li4 double cube, where the two cubes are fused through a Li2C2

face (see Fig. 8). In 7 it was not only the lithium–carbon interaction which was of

interest, but also the S–N bonds were under debate, since they were another

example of potential hypervalent sulphur–nitrogen double bonds. The topological

properties of the S–N as well as the S–C bonds were straightforwardly characterised

to be polar single bonds and therefore in line with earlier findings in comparable

species. Dative lone-pair driven bonds between the nitrogen and the lithium atoms

were characterised and the sulphur nitrogen interactions classified as being of the

S+–N� type instead of a double bond ruling out the hypervalent bonding model as

sufficient explanation of the observed bonding modes. The integrated charges

mirror the bonding properties with distinct negative values for the nitrogen atoms.

A new application of a very detailed analysis of the negative Laplacian distribu-

tion was presented there. The local maxima in the negative Laplacian distribution

were determined for all non-hydrogen atoms in the molecule. These points in space

refer to local charge concentrations of the respective valence shells due to bonding

interaction with the neighbours or lone-pairs. The maxima were used to define an

alternative geometry of the molecule by calculating angles between the atoms based

on these critical points. This alternative geometry is electron density based and

reflects the electronic state of a given molecule much better. As can be seen in

Fig. 8, the central structural element is a double cube made up by S2N4C2Li4.

Already on first sight it can be seen that the bond angles calculated from the atomic

core positions cannot give much insight into the electronic state, e.g. the hybridisation

of the involved atoms, since all angles in the cube are more or less close to 90�. The
angles calculated from the maxima of the local charge concentrations fit the deduced

hybridisation state extremely well and the predictions made from the VSEPR theory

[44]. In this context, it was straightforward to identify the sulphur and nitrogen atoms

Fig. 8 Crystal structure made up by the bond paths (a), Li3C motif (b) and distribution of the

negative Laplacian at the carbanion in 7 (c) (taken from [12])
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to be sp3-hybridised with well-defined lone-pairs face-off the cube at the sulphur

atoms and lithium-directed at the nitrogen atoms. The cube-defining bonds between

the sulphur and nitrogen atoms as well as the sulphur–carbon bonds were identified

as charge assisted single bonds instead of double bonds which were suggested from

the concept of hypervalency.

However, undoubtedly of major interest for the synthetic chemist, it was neither

the S–N nor S–C bonds which were in the focus in 7. It is the m3 carbon-capped
lithium triangle, which was accessible for the first time for a topological analysis

based on experimental data. An extremely well-resolved lone-pair related charge

density concentration which is directed towards the lithium triangle was found at

the carbon atom. Interestingly, the orientation of this lone-pair relative to the Li3
triangle is not symmetrical. It has a preferred orientation towards the lithium atom

at the tip of the isosceles triangle made up by Li3. Nevertheless, BPs were found

to all three lithium atoms with relatively low values for r(rBCP) and positive

∇2r(rBCP). The existence of these BPs has to be taken as the sufficient condition

that the carbanion and all capped lithium anions are bonded to one another [45].

Therefore, the authors conclude that the carbanion is sp3 hybridised which can be

deduced from the number and orientation of the four VSCCs, on the other hand if

the coordination mode is of interest, the carbon atoms in the double cube should be

understood as sixfold coordinated: 2 covalent single bonds to the hydrogen atoms, a

charge assisted (S+–C�) single bond to the sulphur atom at the edge of the cube, and

three closed shell bonds to the lithium cations of the capped triangle.

The latest example of a deltahedral lithium core, the trimethylsilylmethyllithium

hexamer (8) was presented by Ott in 2009 [13]. The structure is still under investiga-

tion but the main structural features are given and they complete the picture already

presented for the lithium sulphur ylide. Six lithium cations form a distorted octahedron

in the hexamer. Six of the eight isosceles triangular faces made up by three lithium

atoms are m3-capped by SiMe3H2C
� anions. Like in 7, BPs between the carbanion and

all three capped lithium atoms are found. In contrast to 7, the orientation of the lone-

pair gives no hint to a preferred donation of the lithium at the tip of the isosceles

triangle but its projection to the Li3 face is closer to the base. Interestingly, this fits to

the topological features of the bond path analysis. On very low level but stringent

through the whole molecule, the Laplacian distribution along the BP is to distinguish

for the three independent C�–Li+ bonds of each triangle.
The analysis of the VSCCS around the carbanions gave four local maxima in the

negative Laplacian, three oriented towards the hydrogen atoms and the silicon

neighbour and the one of the lone-pair directed towards the Li3 face (Fig. 9). The

carbon atoms are therefore sp3-hybridised, which can be deduced from the number of

VSCCs and the related angles calculated from the local maxima in the negative

Laplacian and, as in 7, they are sixfold coordinated. The lone-pair charge

concentrations are in the mean even higher (�21.5 to �28.3 e/Å5) compared to

the carbanions in the sulphur ylide (�23 e/Å5) but significantly smaller compared

to the tBuli�(–)-sparteine (�34 e/Å5), which can be attributed to the inductive

effect of the methyl substitution and the coordination to one single lithium cation.

The fine graded but coherent differences in the quantities of the VSCCs might be
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a measure for “dative potential” or “potential reactivity” of donor atoms in future

works.

The integrated charges fit into the picture given by the Laplacian distribution and

the bond topology. The mean charge of the lithium ions isþ0.85 e and the carbanions

exhibit a surprisingly high negative charge of�1.57 e each. The bonding between the

CH2 groups and the positive lithium cores is therefore doubtlessly charge-controlled

leading to the interpretation of the C�–Li3 interaction as a four centre-two electron

bond (4c-2e) following the nomenclature in borane chemistry.

Concerning the potential Li–Li interaction the findings are also unambiguous.

No BPs are found between the lithium atoms, which do not share a common zero

flux surface. This makes the propagation of a BP impossible. Bonding in the

topological sense can therefore be excluded.

However, a secondary effect could be observed, by inspection of the bonding in

the CH2SiMe3 units. Significant differences were detected for the three methyl

groups depending on their orientation towards the lithium core. The methyl carbon

atoms pointing towards the lone-pair of the carbanion reveal a reduced charge

compared to the trans oriented methyl carbon atom. This is accompanied by

ellipticities along the BP which show the same characteristics as already observed

by Scherer et al. in their alkyllithium complex, 1 [6]. The interpretation is therefore

also in line: negative hyperconjugation is believed to stabilise the negative charge

at the deprotonated carbon atom in the hexamer, leading in consequence to

a shortening of the methylene–silicon bonds and elongation of the trans oriented
silicon–methyl bond. The Si–Ca bonds show partial multiple bond character due to

a presumed interaction of the lone-pair density with the s*-orbital of the bond

between silicon and the trans oriented methyl carbon atom.

4 Perspective

Even though just a few examples for topological analyses of the experimental

electron density are known, the molecules published so far represent a wide

spectrum of lithium organics and the results gained until now lead to a more

comprehensive picture of the electronic situation in this class of compounds.

Fig. 9 Molecular structure (a), Li3C motif (b) and distribution of the negative Laplacian (isolevel

�15 e/Å�5) (c) in 7 (taken from [13])
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The findings for the lithium organics listed here lead to results reaching much

further than standard structural information or even “standard” topological analysis.

Based on the typical procedures like bond path analysis, calculation of the two- and

three-dimensional Laplacian distribution and its critical points, calculation of

integrated charges, deep rooted knowledge on these compounds could be obtained.

New interpretations of ambigous interactions between atoms can be given, like

the differentiation between so-called hypervalent bonding and charge-assisted

interaction, the proof for the non-existence of Li–Li bonds in the deltahedral

lithium metal cores, the direct evaluation of negative hyperconjugation, and first

(experimental) insight into the interaction of the carbanions m3-capping the Li3
triangles, which is the fundamental building block for a huge class of compounds.

On the other hand, the studies led to the recommendation of an “alternative

geometry” based on the angles calculated from the position of local maxima in the

negative Laplacian. These density-based values were in line with the predictions

from VSEPR theory when the calculation from the core positions in non-standard

environment failed, like it is realised in the deltahedral lithium organics.

Since all these “interpretive” statements are of course susceptible for controversial

interpretation, it is of fundamental importance that the predictive power of the method

of topological analysis on experimental data had been shown by the structure-

reactivity studies on the octamethylcyclotetrasilazane and its deprotonated lithium

complexes, on 2-picolyllithium, and on an a-lithiated benzylsilane. In all these

studies the reactivity of the species could be explained and/or predicted by inspection

of the electrostatic potential calculated from the experimental charge density. A test

on the bases of experimentally derived predictions should be the ultimate proof for

any scientific approach. In this sense, the topological analysis of experimentally

derived charge density distributions seems to be a promising technique on the way

to a reliable structure–property relation.
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Bond Orders in Metal–Metal Interactions

Through Electron Density Analysis

Louis J. Farrugia and Piero Macchi

Abstract The metal–metal bond is central in the chemistry of polymetallic com-

plexes. Many structural investigations, both experimental and theoretical, have

been carried out with the purpose of understanding this interaction in more detail

and of being able to predict the stereochemistry of these molecules. Among these

studies, increasing importance is given to electron density analysis. Originally, only

deformation densities were analysed, but it became clear that more sophisticated

theories were necessary to appreciate the subtleties of these elusive chemical bonds.

Thus, the quantum theory of atoms in molecules, electron delocalisation indices,

the electron localisation function and the domain averaged Fermi hole density are

nowadays used to characterise metal–metal bonds. The major results reported in the

literature in the past few years are carefully reviewed in this chapter.
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1 Introduction

The Lewis model [1] of covalent bonding between atoms, despite being proposed

nearly 100 years ago, is still a central idea in chemistry, even though it is quite

inapplicable in certain areas such as weak intra- and intermolecular interactions or

metallic bonding in periodic solids. The quantum theory of atoms in molecules

(QTAIM) [2], on the other hand, provides an alternative description of chemical

bonding, without suffering from the limitations of the Lewis model. Nevertheless, the

fundamental and continuing importance of the Lewis model to chemical thinking has

driven a search for a concordance between these two differing approaches, see for

example [3–5]. In this chapter, we examine, through QTAIM analysis of the electron

density, the nature of the metal–metal (M–M) interaction in molecular compounds

containing formal M–M bonds, or otherwise in the absence of any formal bond. The

examples we discuss involve primarily, though not exclusively, the d-transition
metals. The original Cotton definition [6] of a cluster compound as a “group of

metal atoms held together mainly or at least to a significant extent, by bonds directly

between metal atoms” has now been significantly diluted by the current habit of

referring to all polynuclear metallic complexes (which often possess no formal

metal–metal bonds between the metallic centres) as “clusters”. As this chapter is

concerned with the nature of the metal–metal interaction in molecular compounds,

we will hold to the original Cotton definition [6] when using the term “cluster

compound”. It must be stressed, however, that there is considerable fluidity in the

concept of a metal–metal interaction. For example, there are many cases where there

is clear evidence for strong magnetic exchange between metal ions in complexes

(though with no formal metal–metal bonds), such as in the very topical area of single-

molecule magnets [7]. Furthermore, the relationship between the concept of metallic

bonding in extended solids and metal–metal bonding in discrete molecular com-

pounds is not a clear one, as discussed below. Finally, as will be stressed throughout

this chapter, the definition of direct M–M bonding is actually quite controversial and

QTAIM analyses of the electron density has revealed numerous discrepancies, even

in cases where simple “chemical intuition” would seem to provide a clear answer.

Within the terms of the original Cotton definition of a molecular cluster

compound, we can identify three general classes of metal–metal bonded species:

(1) organometallic dimers, clusters and chains containing p-acid ligands, espe-

cially the ubiquitous carbonyl ligand; (2) complexes (mainly dimetallic) with

formal multiple metal–metal bonds – examples here are found for organometallic

and classic coordination species; and (3) high oxidation state metal clusters with

p-donor ligands (e.g. oxo, sulfido, halides). The metal atoms in these clusters are

almost invariably drawn from the d-transition series, and for the vast majority of

examples from class (1), the formal M–M bond order is one. The general features

of the chemical bonding in all these systems have been extensively studied over

the last 40 years, using the orbital approach in various levels of approximation.

These studies have allowed the expansion of the simple 18-electron or effective

atomic number (EAN) rule, which has a somewhat limited predictive utility in the
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case of small metal clusters only, to the general Wade/Mingos rules governing the

relationship between electronic structure and metal-core geometry [8, 9]. The

delocalised nature of the M–M bond in larger clusters has been clearly demon-

strated, and the relationship between M–M interactions, formal bond orders and

individual 2c–2e M–M chemical bonds has been shown to be quite ambiguous

(often invalidating the counting schemes).

The chemical bonding between metal atoms in organometallic molecules is

obviously different from that in metal conductors, although the electron density

distribution may not be able to clearly differentiate the two. The metallic bond has

been difficult to include in bonding classifications. Pauling originally suggested

[10] it should be considered as a partial covalent bond. In agreement with this view,

Anderson et al. [11] and Allen and Capitani [12] have suggested it should be

removed from any special bonding classification altogether, and treated instead as

a special case of covalency. More recently, Silvi and Gatti [13] have carefully

discussed the possibility of describing the metallic bond in direct space. This work

implies that the electronic conduction could be revealed by mapping a quantum

mechanical observable to elastic scattering experiments, instead of spectroscopic

methods. The conclusion of Silvi and Gatti [13] that the metallic bond is basically a

partial covalent bond (partial in the sense that the electron population associated

with the bonds is low) is in line with earlier conclusions. Despite their study, little

further work has been carried out in this direction. Moreover, it should be noticed

that less and less theoretical studies are dedicated to the metallic bond, the interpre-

tation of which is still based on old concepts and very briefly described in text-

books. One may admit here the inherent difficulty of retrieving genuine information

on the electronic conduction from the electron density. For this reason, caution

should also be exercised when studying bonds between metals in discrete molecular

compounds. The distributions of electrons around metals are dominated by the core

and inner valence, whereas the outer valence (typically the ns electrons) is asso-
ciated with very diffuse electron density, which is difficult to visualise. Sometimes,

small clusters of metal atoms (or even the infinite crystalline state) give rise to

electron density maxima at non-nuclear positions [14]. These are the non-nuclear

attractors (NNAs) whose characterisation and interpretation have been subject of

several discussions in the literature.

The need, therefore, for supporting experimental evidence as to the nature of

these unusual chemical bonds was quickly recognised. In fact, many of the early

experimental charge density studies on transition metal compounds focused on

M–M bonding, with examples including Mn2(CO)10 [15], Co2(CO)8 [16], trans
(Z5–C5H5)2Fe2(CO)4 [17], (Z5–C5H5)2Ni2(m–Z

2–C2H2) [18], (Z5–C5H5)2Mn2
(CO)4(m–CH2) [19], (Z

5–C5H5)2Cr(m–Z
8–C8H8) [20] and Cr2(O2CCH3)4(OH2)2

[21]. All these experimental studies involved the examination of rather noisy

deformation density maps, and despite the formal M–M bond orders of at least 1

for all complexes, no significant charge density build ups at the M–M bond

centres were observed (Fig. 1). Theoretical deformation maps showed similar

results, and this was originally attributed to the “diffuse character of the metal

d-orbitals, which favours large accumulation regions of low density gradient,
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rather than sharp peaks in limited regions” [21]. It should be noted, however, that

pure d-orbitals are rather contracted and the real reason for the missing peaks is

due to low overlap. The argument in [21], however, holds true for s-orbitals and
for sd-hybrids.

Anyway, no clear evidence for the covalent nature of M–M bonds was forth-

coming, and these rather disappointing initial results inevitably led to some scepti-

cism as to the usefulness of charge density analyses in this area. Although more

accurate data might have provided a more confident result, the nature of the

problem was not fundamentally one of the experimental error, but rather methodo-

logical. For this reason, the QTAIM approach [2] was used later in attempting to

overcome interpretative problems. An early topological analysis of the theoretical

electron density in Co2(CO)8 by Hall and co-workers [22] showed definitively the

lack of a bond critical point (BCP) between the two Co atoms at the equilibrium

geometry, indicating there to be no direct Co–Co bonding (whereas a bent bond was
suggested on the basis of deformation density maps). Interestingly, the density in

the Co–Co region was shown to be very flat and the topology quite sensitive to the

Co–Co distance, thus providing an initial indication of the catastrophic nature [2] of

Fig. 1 Dynamic model deformation map for Mn2(CO)10, showing the virtually flat density in the

region of the Mn–Mn midpoint. Contours at 0.05 eÅ�3, positive contours as solid lines, negative
contours as broken lines
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the M–M interaction. On the other hand, in Mn2(CO)10 an Mn–Mn bond path was

found [23]. Thus, species with similar formal bond orders appeared with different

molecular graphs and topologies.

It soon became clear, however, that a straightforward application of QTAIM

“rules” (derived from the electron density distribution of organic molecules) would

not be particularly appropriate for M–M bonded species. The peculiar nature of

metal atoms makes the electron density distribution in their compounds quite

different. In particular, we can identify two important questions: (1) what is the

meaning of a bond path in molecules where the Lewis bonding model is not

working? (2) what is the nature of chemical bonds involving metals? The first

question is tantamount to asking whether we should assign the presence of a two-

centre–two-electron bond when a bond path between two atoms is found? The

answer is resoundingly in the negative, as repeatedly stressed by Bader [24, 25].

Nothing in the bond path derivation tells us about any such relationship, rather the

bond path can be associated with the virial of forces linking atoms together, through

the structural homeomorphism of the two fields [26]. As a note of caution, it should

be stressed that the homeomorphism between the molecular graphs derived from

electron density and those from potential energy density is not perfect, particularly

in regions of very flat density, where a catastrophe situation may arise [26, 27] – this

caveat of course being especially pertinent to M–M bonds. Recent work by Pendás

et al. [28] has suggested an alternative interpretation of the bond path in terms of the

preferred pathway of quantum mechanical exchange, but this approach also pro-

vides no link between the bond path and a Lewis model of a two-centre–two-

electron bond. The answer to the second question is still an open debate among

scientists, and we will try to elucidate it in this chapter. Indeed, the amount of

electron sharing and the degree of delocalisation in metal–metal bonds are the

central points. A genuine distinction from other types of chemical bond is not

always so easy, because the small electron concentration within an M–M bond is

a feature expected also for pure closed-shell interactions (like van der Waals

interactions).

In terms of the Lewis model, and in the minds of practising chemists, the formal

bond order is an important concept. Unfortunately, this concept is not a quantum

mechanical observable, and it is not carried over in any formal sense into the

QTAIM domain, where a continuum of descriptors is normally applicable. Various

empirical relationships between QTAIM indicators such as rBCP and a bond order

such as (1) have been proposed [2], where A and B are constants, dependent on the

bonded atoms.

BO ¼ exp ½AðrBCP � BÞ�: (1)

Such definitions, however, lack rigour and are not generally applicable. The

delocalisation index d(OA, OB) between two atomic basins A and B, originally

proposed by Bader and Stephens [4], has a clear interpretation at the HF level as the

number of pairs of electrons shared between two basins, and so has an obvious link

to the bond order in the Lewis sense. Unfortunately, this index requires in the
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general case information about the first and second order density matrices, and so is

not obtainable solely from an experimental electron density distribution (at least, as

far as the current state of affairs concerned) [29].1 Moreover, the interpretation is

less clear when the investigated bond is quite polarised or highly delocalised. For

the purpose of this chapter, we apply the following working classifications of M–M

bonding:

1. Through-bridge bonding, where any direct M–M interaction can be reasonably

excluded

2. Partial direct M–M bonding, where a direct interaction is evident or otherwise

cannot be deconvoluted from through-bridge bonding

3. Multiple bonding, where a direct M–M interaction can be further decomposed in

different contributions

One particularly illustrative example of the difficulties in reconciling “intuitive”

chemical views of M–M bonding with the modern QTAIM approach is provided by

the classic molecule Fe2(CO)9. This was the first metal carbonyl compound whose

structure was determined byX-ray crystallography [30], and a later andmore accurate

determination by Cotton and Troup [31] revealed the D3h molecular symmetry, with

three symmetrically bridging CO groups and a short Fe–Fe distance of 2.523(1) Å.

Application of the EAN rule leads to the conclusion of a single direct Fe–Fe bond. The

short internuclear distance, coupled with the diamagnetic nature, is quite consistent

with this idea – a view in fact promulgated formany years in inorganic text books (see,

e.g. [32]). Nevertheless, numerousMO studies over the years [33–37] have found little

evidence for any direct Fe–Fe bonding, though some authors [38] claim that a small

attractive direct Fe–Fe interaction is present. An early QTAIM analysis by Bo et al.

[37] found only a minimum in the charge density at the Fe–Fe midpoint (i.e. a cage

critical point), leading to the conclusion that no direct Fe–Fe bonding was present.

However, a later QTAIM study by Reinhold et al. [39] was more ambiguous and

showed that the nature of the critical point at the Fe–Femidpoint was highly dependent

on the basis set and in some cases a BCP could be observed. Using an orbital

partitioning of the total density, these same authors [39] concluded that some

weak direct Fe–Fe bonding was present. This viewpoint was further emphasised, in

their opinion, by the relatively large delocalisation index d(OFe,OFe) of 0.4. On the

other hand, using another technique for the real-space analysis of the wavefunc-

tion, the domain averaged Fermi Hole (DAFH; defined over QTAIM atomic

basins) [40], Ponec and co-workers [41, 42] provided clear evidence which

directly contradicts this view. These studies confirmed the 3c–2e nature of the

Fe–Fe bonding through participation of the bridging carbonyl ligands, but

provided no evidence for any direct Fe–Fe bonding. In summary then, the totality

of evidence to date strongly favours a delocalised 3c–2e carbonyl-bridged bonding

view of the Fe–Fe interaction, rather than any direct bonding – a view now finding

1 An X-ray constrained wave function approach [29] obviously would make the delocalisation

index available, though lacking any strict physical meaning.
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favour in some modern text books [43]. In most cases, the density in the M–M

bonding region is very flat, as seen above for Co2(CO)8 and Fe2(CO)9, which

can lead to ambiguities in the topology, i.e. the bifurcation catastrophe situation

[2]. It follows that any connection between the topology of the electron density

and electron counting schemes such as the Mingos/Wales rules [8, 9] is not

possible. In this area at least, it should be emphasised that QTAIM has no

predictive power.

In the remainder of this chapter, we will discuss the problems of metal–metal

bonding by considering the formal bond order. To focus the readers’ attention, it is

worthwhile emphasising here our main conclusions, which are further developed in

the course of our discussions.

1. The presence of an M–M bond path, indicative of chemical bonding, as stressed
by Bader [24, 25], clearly implies some M–M interaction. However, due to the

general diffuse nature of M–M bonds, the usual criteria to define the strength of

such an interaction, e.g. rBCP, are not applicable. The density integrated over the
mutual interatomic surfaces is a better indicator in this case.

2. It is an empirical observation that the presence of any bridging ligand will result

in the loss of the M–M bond path, at least for formal single M–M bonds. For

formal multiple M–M bonds, this is no longer the case.

3. Other important criteria for defining the presence (or otherwise) and nature of an

M–M interaction are the delocalisation index, and more visually the DAFH.

4. Simple electron counting schemes like the EAN or the more complex Wade/

Mingos rules [8, 9], while useful in categorising chemical compounds, do not

give great insight into the nature of any M–M bonding.

5. There is generally a lack of correlation between the QTAIM indicators, espe-

cially those computed at just one point, and “chemical” indicators such as bond

length, bond strength and particularly bond order. This is especially noticeable

in the case of multiple M–M bonds.

2 Bond Order ¼ 0: Through-Bond Interactions

Ligand bridges between two metals are very common and they often provide more

stable complexes and more robust architectures. Considerable discussion has been

dedicated to distinguishing between direct M–M bonds and indirect (through-bond,

or even non-bonding) M–M “contacts”. Any scheme suffers from ambiguity and a

universally accepted interpretation is not yet available. In terms of analysis of the

electron density, there is clearly a problem. For example, while the presence of a

deformation density peak in the middle of an interatomic vector would usually be

taken as a clear indicator of a direct bonding interaction, any delocalised through-

bond interactions would not be detectable in this manner. Considering QTAIM

criteria, on the other hand, one could question whether the presence of a bond path

alone is a sufficient condition to imply substantial direct M–M bonding, i.e. is the
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presence of a base pair necessarily a significant observation regarding bond

strength? It is well known that bond paths are often observed between atoms not

formally sharing significant amount of electrons, for instance atoms involved in

weak intermolecular interactions in crystals. Nor it is a necessary condition, as

direct bonding is sometimes found in the absence of a bond path, see below. So it

may be necessary to look beyond the molecular graph. The experimental and

theoretical data for complexes having no critical point in the density associated

with the M–M interaction are summarised in Table 1.

One interesting bridging ligand is the hydride. From an electronic point of view,

M–H–M systems are interesting because they are a sort of “reverse” hydrogen

bond, where the hydrogen is typically an electron donor and the metals are electron

acceptors. There are very few experimental studies on these species. Apart from the

obvious problems of detecting H atoms from X-ray diffraction experiments, the

bridging hydride is often disordered over two positions, rendering experimental

studies more complicated. The first full study on a typical M–H–M system was

carried out on [Cr2(m2–H)(CO)10]
� [44], an almost symmetric system investigated

as a salt with many different cations. The experimental data (for electron density

purposes) were collected on the Kþ salt, but a theoretical investigation was per-

formed on the full conformation space, spanning geometries actually observed in

Table 1 Topological properties of M–M formal single bonds without any associated critical

pointsa

Compound Refs. M–Mb d(M–M)c

[FeCo(CO)8]
� [79] 2.705

2.6120(2)
0.299

–

[Cr2(m–H)(CO)10]
�d [44] 3.340

3.528

3.567

3.300(4)

0.095

0.074

0.067

–

Co2(CO)6(m–Z
2–CH�CH)e [131] 2.4898

2.4685

0.536

0.261

Co2(CO)6–(m–Z
2–HC�CC6H10OH) [83] 2.465(1) –

Co4(CO)12(m–Z
4–PhC�C–C�CPh)f [84] 2.4584(1) –

(Z5–MeC5H4)(CO)2Mn[Z2–O=C=C((m–Z2–C�CPh)Co2(CO)6Ph] [132] 2.4696(1) –

Co3(m–CH)(CO)9
f [80] 2.502

2.479(1)
0.466

–

Co3(m–CCl)(CO)9
f [75] 2.499

2.477(1)
0.466

–

Mn2Cp2(CO)4(m–BR) (R=Me)

(R = tBu)

[81] 2.865

2.78190(7)
0.344

–
aTheoretical values (if reported) shown on first line in plain font, with experimental results in italic

font. Unless otherwise stated, calculations involve DFT optimised geometries using idealised

symmetry at the B3LYP/6-311þþG**/Wachtersþf level
bMetal–metal distance, Å
cDelocalisation index between metal atoms d(OM–OM)
dFirst line optimised Cs geometry, second line optimised D4d, third line optimised D4h geometry
eSecond line, calculation at CASSCF[6,6] level
fCo–Co distances averaged
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other salts, as well as hypothetical ones. Complexes such as [Cr2(m2–H)(CO)10]
�

were traditionally classified on the basis of the open or closo 3-centre bonding (see

scheme 1). Stereochemical considerations led to the conclusion that a closo system
was closer to reality, because the direction opposed to the axial ligands usually

point towards the M–H–M ring centre rather than to the hydride, suggesting the

presence of some direct M–M bonding. Notably, this hypothesis was formulated

before the agostic interaction was actually discovered.

A QTAIM analysis, however, provides clear indications that the closo stereo-

chemistry is not correct. On the one hand, there is no Cr–Cr bond path and, on the

other hand, only minor differences in the Cr–H bond paths are observed when the

linear geometry (necessarily implying no Cr–Cr direct interaction) and the bent

geometries are compared theoretically. The analysis of the Fermi hole density

showed that the Cr–Cr interaction is only a through-bond one, with no evidence

of any direct coupling. This is also confirmed by the small values (0.104–0.088) of

the delocalisation indices d(OCr, OCr), which increase only slightly as the system

goes from linear to bent and which therefore indicate insignificant Cr–Cr electron

sharing. The experimental electron density, although being in agreement with the

theoretical prediction, is not able to fully prove this result. However, analysis of the

Laplacian distribution of the hydride illustrates the similarity of this species with 3-

centre-4-electron systems, lacking a direct pairing between the two external atoms.

An unexpected role is played by the proximal equatorial carbonyl ligands, as

visualised especially by the Fermi hole density distribution and the corresponding

d(OH, OC) delocalisation indices (d about 0.1, see [44]). In addition, there is an

electrostatic attraction between the negatively charged H atoms and the positively

charged C atoms. This explains the actually observed stereochemistry, and defi-

nitely excludes any role for a direct Cr–Cr interaction on the observed geometries,

despite a formal bond order of one from a consideration of the EAN rule.

Another class of compounds where some interaction between metal atoms could

be suspected, but which have no formal metal–metal bonding, are those coordina-

tion complexes and metallo-oligomers with strong magnetic interactions between

the metal ions. A number of these have been studied by QTAIM methods, by the

groups of Iversen and co-workers [45–51], Lecomte and co-workers [52–54] and

others [55]. In many cases, the large size of these molecules and their poor

crystallinity has necessitated the use of synchrotron radiation to obtain sufficiently

accurate experimental structure factors [56]. With one exception [47], metal–metal

bond paths were not observed in any of these studies, and it was assumed that the

M

H

M

open

M

H

M

close

Scheme 1 Open or closo stereochemistry in metal–metal hydride dimers
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magnetic interactions are of the super-exchange type, through the bridging ligands

(primarily oxo groups). In the exceptional case of [Mn2(C8H4O4)2(C3H7NO)2]1
[47], the density at the Mn–Mn BCPs is extremely low, and the significance of the

Mn–Mn bond paths is questioned by the authors. Due to the lack of a BCP in these

examples, little further investigations into the nature of any possible metal–metal

interaction were undertaken. However, in the case of the dinuclear Cu(II) complexes

[Cu2(ap)2(L)2] (ap ¼ 3-aminopropanolate, L ¼ NO2
�, NO3

�, HCO2
�), Farrugia

and co-workers [57] have confirmed the lack of any direct Cu–Cu bonding, since

the delocalisation index d(OCu, OCu) of 0.02 is insignificantly small. A partial

covalent character was demonstrated for the Cu–O bonds in the Cu2(m–O)2 unit,

and so a super-exchange mechanism was assumed to account for the observed

magnetic coupling. In this context, it is of interest to note the QTAIM studies of

Jauch and Reehuis [58–60] on the solid oxides MO (M ¼ Mn, Co, Ni), obtained

using highly accurate experimental densities from g-ray diffraction. They conclude

from their topological analysis that the M···O interactions are 100% ionic in charac-

ter, implying that the observed magnetic exchange between the metal ions cannot

proceed through the super-exchange mechanism. They suggest instead that the strong

anti-ferromagnetic coupling involves electron correlation, an idea originally pro-

posed by Slater [61]. If this conclusion were proved to be more general than just

for simple metal oxides, then studies on metal–metal bridged species should also be

reconsidered.

3 Bond Order � 1: Partial Direct Interaction

As indicated in Sect. 1, one of the main problems concerning the electron density

analysis of metal–metal bonds is in the relationship between the observed function

and a Lewis-type interpretation. Even if some direct exchange is present, an

uncertainty remains as to the bond order. In many QTAIM studies, the bond

order is estimated through the electron density at the corresponding BCP, which

of course relies on the presence of bond paths. As will be clear from the discussions

below, the formal bond order is not so straightforwardly linked to a local evaluation

of the electron density, and more detailed analyses are necessary. Table 2 lists the

experimental and theoretical topological properties for those molecules which have

a critical point (not always a BCP) associated with the M–M interaction. In order to

retain some comparability, in most cases the theoretical results have been recom-

puted at the DFT level, using the B3LYP exchange-correlation functional, with

optimised geometries. Standard 6-311þþG** bases were used for all atoms except

the transition metals, for which Wachtersþf basis was used.

A number of molecules of general formula Mm(CO)n with formal single M–M

bonds (according to the EAN rule) are known. As indicated in Sect. 1, the first ED

investigations on such molecules by means of deformation density mapping (either

theoretical or experimental) were rather inconclusive. Starting in the late 1980s,

however, the QTAIM methodology was applied to such metal complexes, and the
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PhD dissertation of MacDougall [23] contained probably the first topological

analyses of M–M bonded molecules. This work was based on minimal basis set

HF calculations, without geometry optimisation; results were later reported in [62].

It is interesting to read the comments accompanying those results, for example, that

an Mn–Mn bond path was “universally anticipated”. This is not mathematically

correct, and there is indeed only a serendipitous coincidence between those first

very approximate calculations and the more accurate experimental or theoretical

studies carried out later. Independent experimental QTAIM studies on Mn2(CO)10
by Bianchi et al. [63, 64] and Farrugia et al. [65] concurred in most details,

including the presence of an Mn–Mn bond path, though the two sets of authors differ

in their interpretation of the nature of theMn–Mn bond. The density around the BCP is

very flat, leading to the possibility that the molecular graph is not too far from a

catastrophe point. An isomeric graph, lacking anMn–Mn bond path and characterised

instead by several (1,3) Mn–C bond paths (see Scheme 2 with the ideal graphs), is an

alternative topology, though one which has never actually been observed in practise.

Interestingly, this alternative topology would be consistent with the suggestion by

Brown et al. [66] that the two Mn(CO)5 moieties are mainly attracted by Mn···CO

electrostatic forces, and this thesis was also partially considered when more sophisti-

cated quantum chemical calculations of the dissociation energy were published, see

Rosa et al. [67]. However, one shall note that if the source of bonding is a pure

electrostatic attraction, then Mn···C or Mn···O bond paths are not a necessity.

In MacDougall’s original work, there is not much interpretation on the nature of

the Mn–Mn bond, but a comment was made on the strange feature of the Laplacian,

which had a slightly negative region at the BCP, because the “two Mn 4s shells

merged”. With this interpretation, the QTAIM analysis would seemingly address

the correctness of a Mn–Mn direct (single) bond. However, later studies by Bianchi

et al. [64] and Farrugia et al. [65] demonstrated that the Laplacian is in fact slightly

positive at the BCP, as was also evident from more accurate theoretical cal-

culations. Farrugia et al. [65] assigned a weak open-shell, covalent character to

the Mn–Mn bond, on the basis of the slightly negative total energy density HBCP

and the relatively high integrated density over the Mn–Mn interatomic surfaceH
Mn\Mn

rðrÞ ¼ 1:82 eÅ�1. Bianchi et al. [64], on the other hand, assigned a closed-

shell character to the Mn–Mn bond, although they did not speculate on the con-

sequences of such interpretation and concluded by classifying this as a metallic
bond, intermediate between ionic and covalent. Their definition ofmetallic bonding
[68] clearly raises some issues, as was indeed concluded by Ponec et al. [69] in their

M

C

O

M M

C

O

M M

C

O

M

Scheme 2 The possible configurations (and idealised molecular graphs) associated with a car-

bonyl bridging a M–M bond
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DAFH study on Mn2(CO)10, who stated that the use of the adjective metallic “is

unfortunate and misleading because it was introduced and intended for the descrip-

tion of delocalised bonding in bulk metals, which is certainly very different from . . .
the bonding in a small cluster . . . containing metal–metal bonds”.

Other M2(CO)nLm systems (without ligand bridges) were characterised (exper-

imentally and theoretically), including Co2(CO)6(AsPh3)2 [70], which also showed

a Co–Co bond path. In this study, the authors clearly demonstrated that the positive

Laplacian could not be the correct indicator to assign a closed- or open-shell bond

character, in the presence of transition metals. In particular, the previous work by

Cremer and Kraka [71, 72] was important here. They proposed to define a chem-

ical bond as covalent in nature when two conditions were met: (a) a bond path was

present and (b) the potential energy density was local overwhelming (implying a

negative energy density at the BCP). As with any other criterion resorting to local

properties only, this is also questionable.2 However, it clearly addressed the prob-

lem of interpretation of chemical bonding between atoms when the associated BCP

has a positive Laplacian. Macchi et al. [70] first applied the energy density criterion

to M–M bonds in their experimental charge density study on Co2(CO)6(AsPh3)2,

noting in fact the fulfilment of the Cremer and Kraka conditions. Despite the

compound and its stereochemistry being quite different, the Co–Co bond showed,

not surprisingly, many similarities with the Mn–Mn bond in Mn2(CO)10.

An interesting test of the electron density and energy density criteria on M–M

bonds comes from the comparative study by Novozhilova et al. [73] on the anion

[Pt2(H2P2O5)4 ]4� in the ground and excited triplet states. The ground state is

formally missing an M–M bond, whereas in the first excited state an M–M bonding

orbital would be partially populated, giving a formal bond order of 0.5. Experi-

ments carried out under laser excitation do in fact demonstrate considerable

shortening of Pt–Pt bond distances [74], in agreement with theoretical predictions

that also address an increasing Pt–Pt bonding density and a more negative energy

density. However, it is notable that the ground state also shows a Pt–Pt bond path

associated with a small but negative energy density (Table 5).

In an in-depth review, Macchi and Sironi [75] suggested that the electron density

shared between two metals be used in addition to analyse M–M bonds. They

proposed two main response indicators: (a) the electron density integrated over

the interatomic surface and (b) the electron delocalisation between the two atomic

basins. The first quantity has the advantage that it only depends on the electron

density (so in principle it can be evaluated from an experimental multipolar

density). This idea is somewhat related to Berlin’s theorem [76, 77]. The deloca-

lisation index is more inherently linked to the concept of electron sharing, hence

covalency. The interesting findings arising from these studies were that apparent

single M–M bonds (even if not supported by ligand bridges) have only a fractional

bond order (usually 0.3–0.5; see Table 2). In addition, all M···C interactions, even if

2 If the electrons were a classical fluid, then the energy density would be the pressure exerted on the

electrons. Regions of negative pressure attract electrons.
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not associated with a bond path in the molecular graph, have some significant

electron sharing. All these conclusions were, not surprisingly, confirmed by analy-

sis of the DAFH. Indeed, as the DAFH is grounded in the pair density (as are the

delocalisation indices), Ponec et al. [69] could clearly visualise the partially direct

(1,3) Mn···CO interactions in Mn2(CO)10. In a way, the DAFH could be considered

as a pictorial representation of the delocalisation indices.

The new picture drawn from what we could call “deeper” QTAIM analysis

provides a different interpretation of the electron density, with respect to a more

“classical” analysis. We can summarise the main points as follows:

(a) M–M bonds are never entirely localised, unless a pure gas phase metal dimer is

considered. The degree of delocalisation rises if the ligands around the metals

are Lewis acidic.

(b) In metal carbonyls, (1,3) M···C interactions contribute to the M–M linkage not

only because of favourable electrostatic interaction, but also thanks to genuine

electron sharing.

(c) The electron counting rules, based on the assumption of localised M–M bonds

(at least in lower nuclearity cluster), are clearly an over-simplification.

The picture is even clearer if bridged systems are studied (Tables 1 and 2).

Experimental studies on these systems include the carbonyl-bridged systems

Co4(CO)11(PPh3) [78], [FeCo(CO)8]
� [79], the alkylidyne-bridged complexes

Co3(m3–CX)(CO)9 (X=H, Cl) [80], the borylene-bridged complex Mn2(Z
5–

C5H5)2(CO)4(m–B
tBu) [81, 82], and alkyne-bridged species Co2(CO)6(m–Z

2–

HC�CC6H10OH) [83] and Co4(CO)12(m4–Z
4–PhC�C–C�CPh) [84]. Although in

all these cases, single M–M bonds are required by the EAN rule, and the molecular

graphs consistently lack any M–M bond paths (and usually any type of critical point
associated with the M–M interaction). Moreover, a large delocalisation is found

between these “non-bonded” metal atoms, substantially similar to that in unsupported

systems. One apparent exception is the complex Co2(CO)6(m–CO)(m–C4H2O2),

which was originally reported by Gervasio and co-workers to possess a Co–Co

bond path in both its triclinic [85] and orthorhombic [86] modifications, from

experimental multipole refinements. It has a bridging CO ligand and a 5-oxofuran-

2(5H)-ylidene ligand and a formal single Co–Co bond required by the EAN rule, like

Co2(CO)8. However, a subsequent study [87] strongly indicated that this molecule

has no Co–Co bond path, but instead possessed a ring structure. The reason for this

discrepancy is probably because the system is close to a catastrophe point, where any

slight modification of the density model can result in a topological change (see [83,

84] for an extensive discussion of this regarding Co–C(alkyne) interactions).

The current state of affairs is therefore that all reported organometallic species,

with a supported, formal single M–M bond, and at their equilibrium geometry, do
not show a BCP between the metal centres. However, some caveats ought to be

issued here. First of all, recent work by Ponec and Gatti [42] has shown that the

topology of the electron density in such molecules may be strongly affected by an

artificial shortening of the equilibrium M–M distance, leading to the appearance of

M–M bond paths. Second, as demonstrated below, when the formal multiplicity of
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the M–M bond is greater than one, then an M–M bond path is normally observed.

Continuous QTAIM indicators like the delocalisation index and the DAFH vary

smoothly over the topological catastrophe and seem to be preferable measures of

the chemical bonding in metal–metal bonded systems.

As shown by Macchi and Sironi [75], upon transformation from unbridged to

bridged, the electron delocalisation through a bridging carbonyl is substantially

altered. For this reason, these authors spoke of “interplay between direct and

indirect M–M and M–C bonding”, in which singular contribution is of course

geometry dependent. The analysis of the Laplacian of the carbonyl is particularly

interesting, as one can clearly see the polarisation of the lone pair density from a

single, localised OC!Mdonation into a delocalised donation. In fact the associated

VSCC is typically re-directed towards the middle of an M–M bond, in symmetric

bridge geometries. For the carbonyl ligand then, a single VSCC is associated with

the ligand bonding, either to a single metal atom or to more than one (Fig. 2b).

On the other hand, for the alkylidyne carbon atom in the complexes Co3(m3–CX)
(CO)9 (X¼H, Cl) [80], there are four VSCCs, which is an indicative of a localised

bonding to the three Co atoms (Fig. 3).

In the case of the borylene-bridged complexes Mn2(Z
5–C5H5)2(CO)4(m–BR),

the evidence regarding the VSCCs on the B atom is ambiguous. In the experimental

study [81], two VSCCs were observed for the two Mn–B interactions (Fig. 2a), but

in the theoretical study [82], generally only one VSCC is associated with the

interaction, though there is considerable sensitivity to the level of computation. It

appears that catastrophe situations in the Laplacian of r can also arise (as is often

seen for the density itself). This in turn leads to an ambiguity in the designation of

the ligand, as a borylene (with one Mn···B VSCC) or as a substituted borane (with

one VSCC per Mn···B interaction).

A high degree of fluxionality is typically observed in Mm(CO)n species, implying

a relatively flat energy landscape. This results in, for instance, a facile transformation

Fig. 2 Plots of the Laplacian L � �D2(r) in the M2(m–L) plane for (a) Mn2(Z
5–C5H5)2(CO)4(m–

BR) R = tBu (experimental) and (b) Fe2(CO)9 (theoretical). Positive contours as solid lines and
negative contours as broken lines
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between terminal and bridging carbonyls. It is noteworthy that when interpreted in

terms of the electron density, fluxionality implies only one kind of discontinuity,

namely that in the molecular graph. All other indicators [d(M–M), DAFHs, electron

density, Laplacian and VSCCs] are continuously transformed, without abrupt

changes, which seems more reasonable when considering the potential energy sur-

face associated with these molecules. From another point of view, the observed

localised alkylidyne–cobalt bonding in the topology of Co3(m3–CX)(CO)9 (X=H,

Cl) [80] can be used to provide a clear rationalisation of the facile fluxional tripodal

rotation of the Co(CO)3 groups, since a low barrier to rotation about the Co–C single

bonds is expected.

Presumably, at least partly, due to experimental difficulties, there have been very

few QTAIM studies on metal cluster compounds with more than four metal atoms.

As far as we are aware, only one experimental study has been undertaken on metal–

metal bonding outside the first transition series in the compound Ru3(CO)12 [88].

Three Ru–Ru bond paths were observed (as expected for this unbridged system),

but also unusual C···C bond paths between the adjacent axial carbonyl groups,

which was taken as justification for the non-linearity of the axial Ru–CO bonds.

These C···C interactions are not observed in theoretical studies; so their interpreta-

tion remains unclear at present. Macchi et al. [78] analysed the electron density of

Co4(CO)11PPh3, a tetrahedral cobalt cluster characterised by three carbonyl-

bridged and three unsupported Co–Co edges, all formal single bonds according to

the EAN rules. The molecular graph is in agreement with the absence of bond paths

for the bridged Co–Co bonds; thus, only three M–M paths are located, from theory

and from experiment. All the QTAIM features of the Co–Co bonds are similar to

the case of bimetallic compounds. Further preliminary work by Macchi and Sironi

[89] includes some octahedral Co6 clusters, some of them containing interstitial

Fig. 3 Laplacian of the electron density for the alkylidyne carbon atom in Co3(m3–CCl)(CO)9.
(a) Atomic graph, i.e. critical points in the valence shell charge concentrations and (b) isosurface

(þ10 eÅ�5) of �▽2r(r)
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hydrides or carbides. Despite the completely different nature of these clusters, the

general “topological rule” that bond paths disappear when formally single bonds

are bridged is also fulfilled – an interstitial atom in a octahedral cluster being

basically a bridge for all of them (Scheme 3). Any interpretation of delocalisation

indices in these systems is clearly very complicated.

Finally, there have been two very interesting experimental studies on unbridged

M–M bonded systems, which differ fundamentally from those described above, in

which no d-electrons are formally involved in the bonding. These are the main group

complexes Zn2(Z
5–C5Me5)2 [90] and the b-diketiminate complex Mg2(dippnacnac)2

[91] (dippnacnac ¼ (ArNCMe)2CH, Ar ¼2,6-iPr2C6H3), which both involve the

M2
2þ cation in the unusually low M(I) oxidation state. Both studies show similar

topological characteristics, with very low values of rBCP and D2rBCP and a small,

slightly negative value for HBCP. These properties may be attributed to the highly

diffuse nature of the M–M bonds, being s-bonds of primarily s-type character [92–
94]. In the case of the Zn2 compound, the integrated density over the Zn–Zn

interatomic surface
H
Zn\Zn rðrÞis 1.25 eÅ�1, which shows that the bond is not

necessarily a particularly weak one [90]. This is corroborated by the delocalisation

index d(OZn–OZn) between the two metals, which is very close to 1.0. In Mg2(dipp-

nacnac)2, on the other hand, the bond appears muchweaker, despite an energy density

profile along the bond path clearly revealing a large area where the potential energy

density overwhelms. The Mg–Mg distance is quite long, probably because of large

steric hindrance between the two ligands, and this might affect the Mg–Mg bonding.

We have calculated the Mg2
2þ and Zn2

2þ dications in isolation and coordinated

to the same m-diketiminate ligand [(HNCMe)2CH)]
�, with the aim of comparing

the M(I)–M(I) bonding. These results are summarised in Table 3 and Fig. 4.
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Scheme 3 Idealised molecular graphs in some higher nuclearity cluster
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In M2[(HNCMe)2–CH)]2, Mg and Zn behave as in Mg2(dippnacnac)2 and

Zn2(Z
5–C5Me5)2: the Mg–Mg distance is similar to the isolated dication,

whereas the Zn–Zn bond distance is shorter, which induces a larger electron

density and a larger electron delocalisation. Notably, in Mg2[(HNCMe)2CH)]2,

computed at B3LYP/6-311G(2d,2p) level, an NNA is found at the Mg–Mg

midpoint, lying in a region of flat electron density. The experimental study by

Overgaard et al. [91] for Mg2(dippnacnac)2 confirms a very flat region of electron

density, though a Mg–Mg BCP is found. If compared with the isolated Mg2
2þ,

we note a large difference in the Mg–Mg delocalisation, which is close to 1.0 in

Mg2
2þ, but much smaller in Mg2[(HNCMe)2CH)]2. Thus, it seems that coordi-

nation weakens the Mg–Mg interaction (at least it reduces the Mg–Mg deloca-

lisation), whereas it does not affect the Zn–Zn interaction, in which distance is

even shortened. Notably, Datta [95] reported calculations on the hydrogenation

of Mg(I)–Mg(I) complexes, which should be thermodynamically favourable,

especially because of the more stable delocalised Mg(m–H)2Mg system.

4 Bond Order � 1: Multiple M–M Bond with and Without

Bridges

In this section, we tackle the thorny problem of compounds with metal–metal bond

orders greater than unity. The reason for this “thorniness” is the great difficulty in

precisely defining the term “bond order”, particularly in relation to M–M multiple

bonds. As an example, we need look no further than the classic textbook [96] case

of the [Re2Cl8]
2� anion, which is considered to have a formal quadruple bond, on the

basis of the s2p4d2 di-rhenium d-electron configuration. However, more recent

sophisticated quantum mechanical treatments of this anion using multiconfigura-

tional wavefunctions including relativistic corrections and spin–orbit coupling [97,

98], energy decomposition analysis [99] or analysis of the DAFH [100] conclude that

Fig. 4 Theoretical molecular graph of Zn2[(HNCMe)2CH)]2
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the effective bond order is closer to three.Moreover, for the formally quadrupleW–W

bond in [W2Cl8]
4�, Macchi and Sironi [75] computed a delocalisation index

d(OW–OW) close to 3.0.3 A similar ambiguous situation pertains to the formal

triple bond in the [RGa�GaR]2� dianion, as is summarised by Bader [101]. The

delocalisation index d(OGa–OGa) is indicative of a bond order close to two rather

than three, and the lack of correlation between bond lengths, bond strengths, bond

orders and QTAIM topological indicators such as rBCP and D2rBCP when dealing

with M–M bonds was also emphasised in this work [101], as it was earlier by

Macchi and Sironi [75]. Ponec et al. [102] came to a similar conclusion regarding

the multiplicity of the Ga–Ga bond from DAFH studies.

We initially compare the theoretical topological properties for a small set of

diamagnetic Cr2 complexes – this metal being chosen because it displays formal

Cr–Cr bond orders ranging from 1 to 5 in such complexes. The results are

summarised in Table 4, listed in order of increasing d(OCr–OCr). The most

obvious conclusion is that a Cr–Cr bond path is almost always observed, even

when the Cr–Cr bond is bridged by multiple ligands, in marked contrast to the

situation described in the previous section. The only exception in Table 4 is for

Cr2Cp2(m–S)2(m–Z
2–S2), which has a ring critical point close to the centre of the

rather long Cr–Cr vector (2.764 theor, 2.807(1)Å expt, [103]). This conclusion
even applies to Cr2Cp2(CO)6, which has an unusually long Cr–Cr distance and a very

weak Cr–Cr single bond [104]. However, in this case, in addition to the Cr–Cr bond

path, with a very low rBCP value of 0.12 e, there are other bond paths linking the two
CrCp(CO)3 fragments, arising from four CH···O and two C···C interactions (Fig. 5).

The value of d(OCr–OCr) ¼ 0.272 indicates that much less than one electron pair

is shared between the Cr atoms, but analysis of the orbitals contributing to this

index indicates that some 96% of the electron pair exchange occurs through a single

orbital (shown in Fig. 6), which is clearly associated with a direct Cr–Cr s-bond.
The other orbitals that contribute to d(OCr–OCr) are delocalised over the carbonyl

ligands, in line with the suggestions of Macchi and Sironi [75, 79] outlined above.

The QTAIM analysis therefore indicates that in Cr2Cp2(CO)6, the two 17e frag-

ments are held together not only by some weak inter-fragment interactions but also

by a (presumably very weak) direct Cr–Cr bond.

A second conclusion from the data in Table 4 is that, of all the topological

indicators, the delocalisation index provides the clearest link to the bond order,

though it is obviously not related in any way directly. We will return to this issue

later. First, we will discuss a recent “hot topic” in multiple M–M bonds, i.e. the

formal quintuple bond. A number of compounds containing very short, formal

quintuple bonds between chromium(I) centres have been reported, including the

bis-arene complexes [ArCrCrAr] of Power and co-workers [105] (Cr–Cr ¼ 1.8351

(4) Å), the bis(diazadiene) Cr{m–Z2–NR(H)C¼C(H)NR}2Cr of Kreisel et al. [106]

3 In the original publication by Macchi and Sironi [72], the compound formula is erroneously

reported as a dianion, whereas calculations were in fact carried out on the quadruple-bonded tetra-

anion.
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(Cr–Cr ¼ 1.8028(9) Å), the tris(amidate) anion [Cr{m–Z2–NR–CH–NR}3Cr]
�

(Cr–Cr ¼ 1.8169(7) Å) and the bis(amidate) Cr{m–Z2–NR–CR’–NR}2Cr (Cr–

Cr = 1.7404(8) Å) of Tsai and co-workers [107, 108] and the aminopyridinato

complex Cr{m–Z2–NR–pryridyl}2Cr (Cr–Cr ¼ 1.749(2) Å) of Noor et al. [109].

Recently, Tsai and co-workers [110] have reported an analogous bis(amidate)

molybdenum complex Mo{m–Z2–NR–CR’–NR}2Mo with a very short, formal

quintuple Mo–Mo bond (Mo–Mo ¼ 2.0875(4) Å).

The synthesis of these complexes has resulted in an explosion of theoretical

papers and mini-reviews on the nature of formal quintuple (and higher multiplicity)

Fig. 5 Theoretical molecular graph of Cr2Cp2(CO)6

Fig. 6 Canonical Kohn–Sham orbital contributing 96% towards the delocalisation index d(OCr–OCr)

in Cr2Cp2(CO)6
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M–M bonds [106–122]. The majority of the theoretical studies have focussed on

orbital-based interpretations of the wavefunction, and the earlier studies in particu-

lar used relatively simple DFT approaches to verify the quintuple nature of the

bond, based on a s2p4d4 electron configuration. For instance, Kreisel et al. [106]

estimated an effective bond order of 4.28 from an NBO approach. However, more

sophisticated calculations using multiconfigurational wavefunctions including rel-

ativistic and spin–orbit coupling corrections [113, 116, 118, 122] invariably result

in smaller effective bond orders, in the range 3.3–3.8, due to the poor involvement

of the d orbitals in the M–M bond.

There have been a few studies of quintuple M–M bonding involving real-space

analysis of the electron density. Noor et al. [109] have studied simplified models of

their aminopyridinato compound using a DFT wavefunction and the pELI-D

approach [123]. The s-MO, the two p-MOs and one of the d-MOs have their

pELI-D maxima between the Cr atoms, while the second d-MO has four pELI-D

maxima close to the Cr atoms. This is consistent with one weakly bonding d-orbital,
as is the delocalisation index d(OCr–OCr) of 4.2. Dupré [117] has undertaken a

QTAIM analysis of the DFT density for a model of the bis(diazadiene) complex of

Kreisel et al. [106]. The topological parameters are given in Table 4 and show

somewhat atypical values, especially for the energy densities GBCP and VBCP due to

the very short Cr–Cr separation of 1.764 Å. The delocalisation index d(OCr–OCr) of

3.6 is somewhat smaller that reported by Noor et al. [109], but again indicates an

actual bond order that is considerably smaller than the formal bond order. Ponec

and Feixas [120] have also studied the bis(diazadiene) complex by analysis of the

DAFH and come to a similar conclusion. Four eigenvalues of the DAFH can be

assigned to electron pairs in localised Cr–Cr bonds, but the fifth eigenvalue is much

less than 2.0 and is strongly delocalised over the ligand, resulting in a much

weakened Cr–Cr bond. The view of these authors is that there is effectively only

a quadruple bond present.

Gatti and Lasi [124] have analysed a series of M–M bonds, ranging from formal

zero order to highly unsaturated M–M bonds. They analysed the electron density

indicators, in particular testing the information available from the source function

(SF). The SF, originally defined by Gatti and Bader [125], allows a reconstruction

of the density at some (arbitary) reference point. The SF relies only on the

knowledge of the density and its derivatives and so is available from both experi-

mental and theoretical densities (unlike the delocalisation index, for example). For

this reason, a number of studies have investigated the chemical information present

in the SF [126, 127]. In the series Co2(CO)x (x ¼ 8,7,6,5), Gatti and Lasi [124]

tested Co–Co bonds of formal order 1–4 respectively. It is interesting that triply and

quadruply Co–Co bonded molecules, though bearing a CO bridge, are anyway

characterised by a metal–metal bond path, as we have seen above. On the other

hand, the formal BO does not correlate well with topological indicators, and even

the formally quadruple bond results in a quite small delocalisation index d(OCo–

OCo), less than 1.0. Nevertheless, delocalisation increases with the formal BO and,

by analogy, the relative SF contributions from the two metal increase at the BCP (or

at the Co–Co midpoint, for molecular graphs lacking of a Co–Co bond path).

30 Bond Orders in Metal–Metal Interactions Through Electron Density Analysis 149



T
a
b
le

5
T
o
p
o
lo
g
ic
al

p
ro
p
er
ti
es

o
f
b
im

et
al
li
c
co
m
p
le
x
es

o
f
se
co
n
d
an
d
th
ir
d
ro
w

tr
an
si
ti
o
n
m
et
al
sa

C
o
m
p
o
u
n
d

R
ef
s.

F
B
O
b

M
–
M

c
r B

C
P

▽
2
r B

C
P

l 1
l 2

l 3
e

G
B
C
P

(G
/r
) B

C
P

V
B
C
P

H
B
C
P

d(
M
–
M
)d

N
b
2
(H

N
C
H
N
H
) 4

[1
2
8
]

3
2
.2
2
4

0
.1
4
7

0
.3
9
2

–
–

–
–

0
.1
7
8

1
.2
1

�0
.2
5
7

�0
.0
7
9

1
.0
2
5

M
o
2
(H

N
C
H
N
H
) 4

[1
2
8
]

4
2
.0
9
2

0
.1
8
5

0
.5
5
0

–
–

–
–

0
.2
5

1
.3
5

�0
.3
6
3

�0
.1
1
3

1
.2
5
5

T
c 2
(H

N
C
H
N
H
) 4

[1
2
8
]

3
2
.0
8
2

0
.1
7
9

0
.6
0
9

–
–

–
–

0
.2
4
5

1
.3
7

�0
.3
3
7

�0
.0
9
2

1
.3
7
1

R
u
2
(H

N
C
H
N
H
) 4

[1
2
8
]

2
2
.4
9
3

0
.0
7
9

0
.1
6
8

–
–

–
–

0
.0
5
4

0
.6
8

�0
.0
6
7

�0
.0
1
3

0
.5
5
1

R
h
2
(H

N
C
H
N
H
) 4

[1
2
8
]

1
2
.4
5
9

0
.0
7
2

0
.1
5
8

–
–

–
–

0
.0
5
3

0
.7
4

�0
.0
6
6

�0
.0
1
3

0
.3
7
3

P
d
2
(H

N
C
H
N
H
) 4

[1
2
8
]

0
2
.6
9
1

0
.0
4
2

0
.1
1
5

–
–

–
–

0
.0
3
9

0
.9
3

�0
.0
5
0

�0
.0
1
1

0
.1
2
4

[P
t 2
(H

2
P
2
O
5
) 4
]4
�
g
ro
u
n
d
st
at
ee

[7
3
]

0
3
.0
3
9

0
.2
3
6

0
.7
9

�0
.5
8

�0
.5
8

1
.9
3

0
.0

0
.0
8
1

0
.3
4
3

�0
.1
0
7

�0
.0
2
7

–

[P
t 2
(H

2
P
2
O
5
) 4
]4
�
ex
ci
te
d
st
at
ee

[7
3
]

0
.5

2
.8
3
9

0
.3
4
4

2
.9
4

�0
.8
9

�0
.8
9

2
.9
4

0
.0

0
.1
4
8

0
.4
3
1

–
�0

.0
6
7

–

R
h
2
(C
O
) 2
(H

2
P
C
H
2
P
H
2
) 2
f

[1
3
4
]

1
2
.8
7
8

0
.2
8

0
.6
0

–
–

–
–

–
–

–
–

–
a
T
h
eo
re
ti
ca
l
st
u
d
ie
s
in
v
o
lv
e
D
F
T
o
p
ti
m
is
ed

g
eo
m
et
ri
es

u
si
n
g
id
ea
li
se
d
sy
m
m
et
ry

at
th
e
B
3
L
Y
P
/3
-2
1
G
*
*
le
v
el
,
u
n
le
ss

o
th
er
w
is
e
st
at
ed
.
A
ll
u
n
it
s
in

Å
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Llusar et al. [128] and later Gatti and Lasi [124] analysed the D4h complexes

M2(HNCHNH)4 (M being a second row transition metal, from Nb to Pd). The results

are listed in Table 5. This series formally spans formal bond orders from 0 (Pd) to

4 (Mo), while the stereochemistry of the molecules remaining relatively unchanged

(Fig. 7). Llusar et al. [128] mainly analysed the system using the electron localisation

function (ELF) and found a surprisingly large covariance between the metal cores,

interpreted in terms of resonance. Gatti and Lasi [124] instead used QTAIM and, in

particular, delocalisation indices and the source function. At variance from the ELF,

QTAIM does not distinguish core and valence domains; however, a large electron

delocalisation was computed, and Gatti and Lasi also noted the correlation with SF

contribution from the metal atoms at the BCP. In particular, Gatti and Lasi stressed

that many “classical” QTAIM indices, all based on the evaluation of local properties,

fail when trying to explain the M–M multiple bonds.

It is quite apparent from the data in Tables 4 and 5 that the classic topological

parameters are not of much utility in defining a metal–metal bond order. The most

useful and most direct indicator is the delocalisation index d(OM–OM), but even this

has often little connection to the formal bond order. This is because this index

carries information about both the strength and the multiplicity of the bond.

Although these two terms are obviously connected, they are not synonymous, and

Fig. 7 Structure of the formidamate complexes M2(HNCHNH)4 (M = Nb, Mo, Tc, Ru, Pd)
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we can envisage the situation where a strong single bond has similar topological

indicators to a weak double bond. Some further insight into the significance of the

delocalisation index may be afforded by examination of its orbital contributions. For

example, we can deconvolute the delocalisation index d(OCr–OCr) ¼ 3.751 for the

formally quintuply bonded complex Cr2{HNC(H)¼C(H)NH}2 into contributions

from the canonical Kohn–Sham orbitals, shown in Fig. 8. MOs 51 (s-Cr–Cr bond),
49 and 50 (p-Cr–Cr bond), and 53 (d-Cr–Cr bond) are all highly localised on the two

Fig. 8 The six Kohn–Sham canonical orbitals of Cr2{HNC(H)=C(H)NH}2 providing the major

contributions to the delocalisation index d(OCr–OCr). The absolute and percentage contributions to

the delocalisation index are indicated
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Cr atoms. MO 52 partly provides another d-Cr–Cr bond, but there is substantial

delocalisation onto the ligand atoms, as is also the case for MO 41. The true Cr–Cr

bond order is therefore significantly less than five, according to this qualitative

analysis, which happily agrees with the more quantitative analyses on the BO,

discussed above for this type of M–M bond.

Finally, we note that it is apparent that the polarisation in the VSCC of the metal

atoms is dominated by the ancillary ligands, rather than by the M–M interactions. In

fact, an examination of the complexes in Table 4 quickly shows that there is no

clear-cut polarisation of the metal atom associated with even quite strong M–M

bonds. Figure 9 shows plots of the Laplacian L � �▽2(r) in the plane of the Cr–Cr
bond for four representative complexes. In some cases, as for Cr2(O2CH)4 (Fig. 9a)

Fig. 9 Plots of the Laplacian L � �▽2(r) in planes containing the M–M bond for complexes

(a) Cr2(O2CH)4, (b) Cr2(Z
3–C3H5)2(m–Z

3–C3H5)2, (c) [Cr2Cp2(m–Z
5–P5)]

� and (d) Cr2(Z
4–

C8H8)2(m–Z
8–C8H8). Positive contours as solid lines and negative contours as broken lines.

Interatomic vectors are indicated, with critical points in r(r) close to the plane
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where the metal–ligand bonding is relatively ionic, there is only a marginal

polarisation of the metal atoms, resulting in small, bond-opposed, charge concen-

trations. The situation is similar for Cr2(Z
3–C3H5)2(m–Z

3–C3H5)2 (Fig. 9b), and

here there are charge depletions along the Cr–Cr vector. In contrast, for [Cr2Cp2(m–
Z5–P5)]

� (Fig. 9c), there are obvious charge concentrations lying along the Cr–Cr

vector. The situation seen in Fig. 9b and also for Cr2(Z
4–C8H8)2(m–Z

8–C8H8)

(Fig. 9d), where charge depletions are seen along the M–M axis, was also previ-

ously observed for Mn2(CO)10 [65].

5 Conclusions

In this book chapter, we have discussed the connections between quantummechanical

observables (derived from electron density) and the metal–metal bond order (a

concept that arises only fromamolecular orbital solution to the Schrödinger equation).

The data used for these discussions come partly from experimental electron density

reconstruction using multipolar methods and partly from theoretical (DFT) wave

function calculations.We can safely draw some conclusions, but some open problems

remain and will probably continue to do so – meaning that no direct link is probably

possible between the concept of bond order and actual observable properties.

We can certainly say that QTAIM studies outlined above suggest that the metal–

metal bond in molecular compounds is a partial covalent bond (partial in the sense

that not necessarily a whole pair of electrons are involved), somewhat similar to

Pauling’s original definition for the metallic bond [10]. Even in simple cases of

formally single unsupported M–M bonds, some delocalisation involving the ancillary

ligands is evident, making the distinction between “direct” and “through-bridge”

bonding a very blurred one. M–M bonds present a much wider spectrum of properties

than many other types of bond. More problematic is the analysis of multiple M–M

bonds. In fact, evidence for multiple bonding interactions is not so easily extracted

from the electron density. In some ways, this problem is not new. As is the case for

the chemical bonds in organic molecules, it is not so easy to retrieve information on

the bond order, unless resorting to empirical correlations. However, the strongly

localised multiple bonds of C, O and N atoms typically give rise to large delocalisa-

tion indices, making clear the bond characteristics. Even for these atoms, as recently

pointed out by Firme et al. [129], the relationship between formal bond order and the

delocalisation indices is not transferable between atom types. The situation is much

less straightforward with M–M bonds, because the inherently larger delocalisation of

electrons involving ligand atoms makes d(OM–OM) much smaller than the formal

bond orders. Decomposition of the electron delocalisation indices into contributions

from individual MOs could clarify the picture, but the purist would then argue that

this is no longer an analysis of a pure quantum mechanical observable. As a side

issue, the reader should be aware that d(OM–OM) is most often computed at the DFT

level, using the atomic overlap matrix decomposition, which actually gives a true

observable only at the Hartree–Fock level.
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Another way to visualise bonds and bond multiplicity comes from DAFH plots,

which is, in a way, a visualisation of the contributions to the delocalisation indices.

Domain natural orbitals, within a DAFH analysis, give an invariant representation

that does not depend on the set of molecular orbitals adopted. This would give the

possibility of ascertaining the presence of contributions coming from different

types of electrons in the molecule. Nevertheless, a completely unambiguous indi-

cator of bond order has not yet been proposed, or even an indicator that gives idea of

a bond order larger than 1. Moreover, another problem in electron density analysis

of M–M bonds is the difficult discrimination between covalent and non-covalent

interactions. Although some obvious covalent M–M bonds have been inappropri-

ately assigned as “closed-shell” interactions, we expect there to be problems when

addressing truly non-covalent M–M bonds (as, for example, Ag···Ag or Au···Au

interactions) using QTAIM methodology.

Despite our somewhat limiting conclusions, this chapter shows the kind of

information that becomes available after accurate theoretical or experimental

analysis of the electron density distribution. Possible progress in the field could

come, for example, from more use of multiconfigurational wavefunctions, includ-

ing relativistic corrections and spin–orbit coupling if necessary. Work mentioned

above suggests this approach is already necessary for multiple M–M bonds [97, 98,

113, 116, 118, 122], and a recent report by Platts et al. on Co2(CO)6(RC�CR)

complexes [128] implies this may also be true for single M–M bonded systems.

Since the overwhelming number of theoretical QTAIM studies that have been

currently undertaken on M–M bonded systems have relied on the (single configu-

rational) DFT ansatz, one has to question whether some different conclusions could

arise if more exact wavefunctions were used. Application of the interacting quan-

tum atom approach or the electron number distribution function (both being

developed by the group of Martı́n Pendás) could also improve the chemical

interpretation of the (theoretical) electron density distribution.

From an experimental point of view, higher levels of accuracy in the regions of low

electron density, which has produced much progress in the analysis of (even weaker)

intermolecular interactions, should result in more confident interpretations also for M–

M-bonded systems. Finally, we note thatMatito and Solà [130] have recently reviewed

the role of electron delocalisation in transition metal complexes, and have also dis-

cussed the use of the delocalisation index in understanding metal–metal bonding.
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Abstract The phenomenon and nature of agostic interactions are reviewed in light

of combined molecular orbital and charge density studies. As an introduction a

historical perspective is given, illustrating the successes and short falls of the

various bonding concepts developed during the past 45 years since the discovery

of the phenomenon in transition metal complexes. The finding that b-agostic
species might represent stable intermediates along the b-elimination reaction co-

ordinate classifies them as suitable benchmark systems to study the microscopic

origin of C–H bond activation processes. We outline the salient electronic

parameters that control and quantify the extent of agostic interactions on the basis

of physically observable charge density properties. Despite the focus on charge

density studies, we also complement these studies with arguments based on molec-

ular orbital theory and an irrefutable body of crystallographic, kinetic, and spectro-

scopic evidence.
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1 Introduction

In general, C–H bonds can be considered chemically inert as a result of their strength,

nonpolar nature, and low polarizability. However, over half a century ago, Burawoy

[1] along with Pitzer and Gutowsky [2] proposed the dimeric structure of [Me3Al]2 to

result from Al� � �H–C bridging interactions. Throughout the 1960s and 1970s, a

growing number of crystallographic and spectroscopic studies suggested that transi-

tion metals were capable of forming significant interactions with the C–H bonds of

their appended ligands. The first such report came in 1965 from La Placa and Ibers,

who provided evidence of the close approach of an ortho-C–H bond of a triphenyl-

phosphine ligand to the Ru(d6) center in [RuCl2(PPh3)3] [3].
1 However, the relevance

of this new type of interaction was only realized toward the end of the decade by

Trofimenko. In his pioneering studies, he reported on a “hydridic” character in the

NMR properties of the methylene groups in a series of transition metal–pyrazo-

lylborato complexes [5–7], concluding hydrogens are intruding into empty metal
orbitals – a concept later developed and refined by Brookhart and Green (BG) by

coining the expression agostic interactions in 1983 [4, 8].2

1.1 Phenomenological Description of Agostic Interactions

According to the definition of BG, the term agostic is used to discuss the various

manifestations of covalent interactions between C–H groups and transition metal

1 It is interesting to note that the agostic interaction in this agostic benchmark complex represents a

rare example of a so-called g-agostic [4] interaction. In agostic alkyl complexes of early transition

d0 metal complexes, b-agostic interactions are generally stronger than their a- or g-counterparts.
Hence, the first literature example of an agostic transition metal complex already suggests that the

nature and strength of an agostic interaction might depend on the electronic situation at the metal

center (d-electron count) and that of the ligand (presence of hetero atoms).
2 The term agostic has been introduced byMLHGreen and is derived from the Greek word àgostóz,
which might be translated as to clasp, to draw towards, to hold to oneself; see p. 3. of [8].
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centers in organometallic compounds. In these instances, the hydrogen atom is
covalently bonded simultaneously to both a carbon and to a transition metal atom
[8] (see Scheme 1 for the notation of agostic interactions introduced by BG).

Nowadays, this rather stringent original definition of agostic interactions has

been extended to include non-covalent M� � �Hb–Cb interactions involving main

group elements, such as Li, and polar H–X bonds (e.g., X ¼ Si, Ge,. . .) or even
C–C single bonds [9]. Hence, the meaning of the concept – a hitherto rare covalent

interaction between a “chemically inert” C–H bond and transition metal centers –

has been somewhat lost through its current usage. Scherer and McGrady (SMG)

have therefore recently proposed a general phenomenological definition: agostic
interactions are characterized by the distortion of an organometallic moiety which
brings an appended C–H bond into close proximity with the metal centre [10]. Such
a definition accommodates most of the examples reported in the literature but

separates the nature of the phenomenon and the driving force behind it from its

observable chemical consequence. Therefore, this phenomenological definition still

needs to be complemented by a unifying bonding concept which promises system-

atic control of the driving forces of C–H activation in agostic complexes of early

and late transition metal complexes.

Such a concept was introduced in 2003 on the basis of theoretical and experi-

mental charge density analyses [11]. In this study, SMG showed that the interplay

between locally induced sites of increased Lewis acidity and an alkyl ligand is

crucial to the development of a b-agostic interaction in d0 metal alkyls, which is

driven by hyperconjugative delocalization of the s(M–C) bonding electrons over

the alkyl backbone. SMG also showed that C–H bond activation due to a covalent

M� � �H–C interaction typically plays only a secondary role in case of d0 complexes.

Accordingly, the bonding between the metal atom and the agostic ethyl or amido

groups is effectively established by one electron pair/one molecular orbital, in

agreement with earlier findings [11–16]. This bonding scenario conforms with the

puzzling observations based on neutron diffraction data in which agostic C–H

bonds may not be elongated even by coordination to Lewis-acidic lanthanide metal

centers, such as [Cp*Y(OC6H3
tBu2)CH(SiMe3)2] and [Cp*La{CH(SiMe3)2}2] [17]

or in so-called poly-agostic [Nd(AlMe4)3] [18]. Therefore, it is useful to distinguish

these M� � �H–C interactions from those displayed by late transition metals where

Scheme 1 Nomenclature of agostic interactions

On the Nature of b-Agostic Interactions 161



the possibility of significant back donation from the electron-rich transition metal

center to the ligand leads to pronounced C–H bond elongation >0.1 Å and the

establishment of M� � �H bond paths (BP) in the corresponding electron density

maps [10].

1.2 Early Bonding Concepts and Their Pitfalls

BG initially proposed in their comprehensive review on agostic interactions in 1983

[4] and 1988 [8] that the agostic bonding should be considered as three-center, two-

electron (3c2e) covalent bond, with donation of C–H bonding electrons into a
vacant atomic orbital on the transition metal atom (Scheme 2, left). This statement

conforms with the earlier suggestion from Trofimenko [5] in 1967 stating that the

agostic hydrogens are intruding into empty metal orbitals. Also Cotton classified

already in 1974 the agostic interaction in [Mo{Et2B(pz)2}(Z
3-C3H4Ph)(CO)2] as a

three-center, two-electron bond encompassing the C� � �H� � �Mo atoms [19] in

analogy with bonding concepts in borane chemistry. He further drew comparisons

with the concept in organolithium chemistry accounting for three center bonds of
the form C� � �H� � �Li [20]. Kaufmann et al. finally extended this concept to enclose

also main group alkyls with the suggestion that the sCH–Li interaction is the
organolithium form of the agostic interaction [21].

In 1982, Green et al. reported the d0 titanium alkyl complexes [RTiCl3(dmpe)]

(dmpe ¼ Me2PCH2CH2PMe2; R ¼ Me 1 or Et 2, see Fig. 1) [22, 23] representing

textbook examples of M� � �H–C a and b agostic interactions, respectively. Green

et al. concluded that in 2 the ethyl group models a stage about half-way along the
reaction coordinate for a b-elimination reaction (Scheme 3). However, the elimi-

nation product would be unstable “since the d0 titanium center cannot formally back

donate electrons to the ethylene ligand,” consistent with the general absence of

b-elimination in the chemistry of d0 transition metal alkyls [23]. The finding that

agostic species might represent stable intermediates along the b-elimination reac-

tion coordinate and can be the ground state under appropriate conditions prompted

a major shift in paradigm in organometallic chemistry and catalysis [22, 23].

Furthermore, at this early stage it was already clear that agostic d0 complexes

should be distinguished from their later dn (n � 2) counterparts, which are able to

Scheme 2
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back donate electrons (Scheme 2) and support a nascent olefin ligand. Crabtree and

Hamilton therefore compared agostic M� � �H–C interactions with the bonding

situation in Z2-H2 metal complexes and concluded in 1988 instead of being strictly
side-on as in the case of �2-H2 complexes, the C–H bond is usually skewed in such a
way that the H atom is closer to the metal [24]. They also tried to explain the

relatively small lengthening of the agostic C–H bonds (typically smaller than 0.1 Å)

relative to metal-activated Z2-H2 bonds (ca. 0.2 Å): “Since we expect M(dp) to

X–H(s*) backbonding” (X ¼ C or H) “to be the chief factor affecting the X–H

bond lengthening, the explanation may be that the C–H s* is less accessible than

the corresponding H–H s*.”
On the basis of the BG bonding concept which relies on the presence of

dominant M  H–C donation of electron density, the following control parameters

for agostic interactions were elaborated: (1) the valence electron (VE) count

displayed by the transition metal M should be equal or smaller than 16 VE; (2) a

high Lewis acidity/positive charge at the metal atom is needed; (3) the degree of

steric congestion at M measured primarily by its coordination number (CN) should

be low; and (4) the presence of an available acceptor orbital of suitable symmetry at

Fig. 1 Molecular models of the d0 titanium alkyl complex EtTiCl3 3 (gas electron diffraction

model [12]) and its corresponding phosphine adduct EtTiCl3(dmpe) 2 (high-resolution X-ray

model at 100 K; 50% probability level [11]). Salient bond distances (Å) and angles (�); theoretical
values (blue color) are given below the experimental ones (red color)

Scheme 3
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M is essential [4, 8]. While these factors may be desirable prerequisites, they are in

no way sufficient as a reliable basis for prediction of the phenomenon. In fact, the

majority of organometallic complexes which formally satisfy conditions (1)–(4)

show little or no evidence of agostic behavior. This maybe best illustrated in case of

the four-coordinate (8 VE) species, EtTiCl3 3 and its (12 VE) dmpe adduct 2

(Fig. 1). Apparently, only the donor-stabilized complex 2 is characterized by

pronounced agostic interactions, while 3 displays a rather undistorted ethyl group.

This result is thus in clear conflict with the predictions by the BG model since 3

lacks any significant Ti� � �H–C interactions despite the presence of suitable

d-acceptor orbitals at the metal and its lower VE count, higher Lewis acidity, and

lower steric congestion in comparison with 2. We will therefore outline at a later

stage (Sects. 4 and 5) that in contrast to the BGmodel, (1) the presence and extent of

local Lewis-acidic sites in the valence shell of the metal atom and (2) the negative
hyperconjugative delocalization of the M–C bonding electron pair are the chief

control parameters of b-agostic interactions in d0 configurated transition metal

alkyls.

It is interesting to note that the textbook example for a b-agostic interaction

EtTiCl3(dmpe) only displays a subtle C–H bond elongation of approximately

0.03 Å relative to a standard C(sp3)–H bond in accordance with an isolated
stretching frequency of 2,585 cm�1 [16]. Besides these fundamental criteria, the

b-agostic interaction is clearly indicated by an acute∠TiCC angle of 84.4(1)� and a
short C–C bond length of 1.513(1) Å (reduced by ca. 0.03 Å relative to a standard

C–C single bond length) revealing the partial olefinic character of 2. However, in

contrast to the BG bonding concept, the agostic proton does not reveal any

“hydridic” character and displays a downfield chemical shift in the proton NMR

(see Sect. 5.3 for a detailed discussion). This scenario changes dramatically, in

case of the Spencer-type complex [25] [(DCpH)Ni(dtbpe)]+[BF4]
� ([DCpH ¼

dicyclopentenyl) 5d which can be obtained from the corresponding nickel olefin

species 4d upon protonation with HBF4 [26] (Fig. 2). In this d8 agostic benchmark

system, we notice that all characteristic criteria suggest the presence of a stronger

agostic interaction in [(DCpH)Ni(dtbpe)]+[BF4]
� 5d relative to its d0 congener 2.

Accordingly, we observe the expected upfield shift of the agostic proton (d(1H) ¼
�5.37 ppm). We note, however, that both agostic protons in 2 and 5d are not

carrying any significant negative “hydridic” charge as imposed by the BG model

(Tables 1–3).

It is therefore obvious that a concept is needed which goes beyond the BG model

to understand the true nature of this unique interaction in organometallic chemistry.

It will therefore be the goal of this contribution to analyze the nature of agostic

interactions by experimental and theoretical charge density methods to elaborate

reliable criteria for the prediction and control of b-agostic interactions in early and

late transition metal complexes. If not specified otherwise, all theoretical values

were obtained by DFT calculations [31, 32] using the BP86 functional [33, 34] in

combination with the basis set of triple-z quality (TZ2P) and the spin-orbit ZORA-

Hamiltonian [35] in the following.
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2 Characterization of Agostic Interactions by Charge

Density Analyses

2.1 Bond Path Analysis of Agostic Moieties

2.1.1 Are Agostic Interactions Reflected by a M� � �H Bond Path?

In the framework of the theory of atoms in molecules, Bader concluded that atoms
linked by a line along which the density is a maximum with respect to any
neighbouring line, a bond path, are bonded to one another and share a common

Fig. 2 ORTEP representations (50% probability level) of the d10 nickel olefin complex (DCp)Ni

(dtbpe) 4d and its protonated agostic d8 cation [(DCpH)Ni(dtbpe)]+[BF4]
� 5d at 100 K. Salient

bond distances (Å) and angles (�); theoretical values (blue color) are given below the experimental

ones (red color)

Table 1 Comparison of the experimental and calculated 1H NMR chemical shifts (d) (ppm),

shielding contributions s, and atomic charges QH
AIM of the agostic protons in 2, 6, and 5d,

respectively

∠MCaCb

(�)
d M–Hb

(Å)

d Cb–Hb

(Å)

d (ppm) sd

(ppm)

sp (ppm) sso

(ppm)

QH
AIM

(e)

5dexp 74.92(3) 1.671(9) 1.20(1) �5.27/�5.46a – – – �0.01
5dcalc 74.93 1.653 1.205 �5.62 28.43 6.09 2.69 �0.045
6calc 84.4 2.029 1.156 �1.30 29.25 4.30 �0.66 �0.103
2exp 84.4(1) 2.096 1.13 2.7b – – – 0.13

2calc 85.1 2.110 1.131 5.10 27.64 �1.08 �0.08 �0.031
aTwo diastereomers in solution
bAveraged signal due to methyl group rotation; the isotopic perturbation of resonance (IPR)

method of Shapley et al. [27] yields a negative IPR value in agreement with the deshielding of

the agostic proton [15]
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interatomic surface (IAS) [36, 37]. Accordingly, AIM theory should provide a clear

criterion for the presence or absence of an agostic interaction involving a metal and

a hydrogen atom of an appended ligand. Hence in a pioneering study, Popelier and

Logothetis analyzed the topology of theoretical electron density distributions of the

agostic model complexes CH3TiCl2
+, C2H5TiCl2

+, and C3H7TiCl2
+ and suggested:

The existence of an agostic bond is clearly proven by the following triplet of
concomitant topological objects: a bond critical point (BCP), a BP and an IAS
[38]. However, they also noticed a close proximity of the ring critical point (RCP)

in the b- and g-agostic moieties to the Ti� � �H BCP which indicates structural
instability and related the ease with which the agostic bond can be ruptured to the

conjuncture that this is a weaker bond. Indeed, the first experimental charge density

study of an agostic compound showed that even the textbook example of a

b-agostic interaction 2 was characterized by a scenario in which the Ti� � �H BCP

and the RCP inside the MCaCbHb moiety appear to coalesce and annihilate each

other (Fig. 3) causing a disrupture of the Ti� � �H BP [13].

Table 2 Comparison of experimental and calculated 1H NMR chemical shifts (d) (ppm),

shielding contributions s, and atomic charges QH
AIM of the agostic protons in Ti alkyl (Xa═C)

and amido (Xa═N) benchmark complexes

∠TiXaCb (
�) d Ti–H (Å) d (ppm) sd (ppm) sp (ppm) sso (ppm) QAIM

H (e)

2 84.4(1)a 2.096a 2.7b,c – – – 0.13

BP86 85.1 2.110 4.92 27.89 �1.50 0.04 �0.031
PBE0 5.10 27.64 �1.08 �0.08
22 – – – – – – –

BP86 84.4 2.073 �0.33 28.41 3.33 �0.06 �0.071
PBE0 �0.02 29.28 3.52 �0.20
6 – – – – – – –

BP86 84.4 2.029 �1.77 28.32 5.20 �0.40 �0.103
PBE0 �1.30 29.25 4.30 �0.66
17 100.4(1) 2.25(3) 6.77d – – – –

BP86 101.0 2.323 6.46 29.25 �4.43 0.06 �0.003
PBE0 6.60 30.31 �5.38 0.05

23ae 117.4(2) 2.80(2) 5.69 – – – –

PBE0 5.59 29.08 �3.10 0.02

23b
f 114.2(2) 2.67(3) 5.92 – – – –

PBE0 5.54 28.99 �3.09 0.15

23cf 104.5(1) 2.38(2) 6.57 – – – –

PBE0 6.55 29.79 �4.75 0.00
aReference [11]
bAt 173 K [15]
cAveraged signal due to methyl group rotation
dAt 178 K in toluene-d8
eReference [28]
fReference [29]
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Table 3 Experimental and calculated 1H NMR chemical shifts (d) (ppm) together with the

diamagnetic (sd), paramagnetic (sp), and spin–orbit (sso) shielding contributions of the agostic

protons in the cations 5a–5d

∠NiCaCb (
�) d Ni–H (Å) d (ppm) sd (ppm) sp (ppm) sso (ppm) QH

AIM (e)

5aa 74.5(3) 1.64(2) �5.75b – – – –

BP86 75.0 1.634 �3.04 26.49 7.06 0.839 �0.052
PBE0 �6.06 28.21 7.28 2.16

5b 74.2(1) 1.64(4) �5.05 – – – –

BP86 74.9 1.653 �1.75 27.06 5.22 0.820 �0.045
PBE0 �4.86 28.74 5.40 2.31

5c 74.60(12) 1.72(3) �5.38 – – – –

BP86 74.9 1.653 �2.17 27.02 5.65 0.84 �0.057
PBE0 �5.30 28.40 6.11 2.39

5d 74.92(3) 1.671(9) �5.27 – – – 0.001

�5.46c
BP86 75.0 1.653 �2.67 27.12 5.51 1.394 �0.045
PBE0 �5.62 28.43 6.09 2.69
aReference [30]
bAt 173 K
cTwo diastereomers in solution

Fig. 3 Theoretical (left, middle) and experimental (right) L(r) ¼ �∇2r(r) contour maps and

bond paths (black solid line) in the agostic TiCaCbHb moiety of EtTiCl3(dmpe) 2. Positive (solid)
and negative (dashed) contour lines are drawn at 0, �2.0 � 10n, �4.0 � 10n, �8.0 � 10n eÅ�5

with n ¼ �3, �2, �1, 0; one contour level deleted (200 eÅ�5); extra level at 15, 25, 220, and

280 eÅ�5. Salient values of the CPs in the L(r) maps are specified in (eÅ�5) (middle) and labeled

(right) according to the notation given in Sect. 4.2. BCPs and RCPs are denoted by filled circles
and squares, respectively. Note that the Ti� � �Hb bond path is not present in the optimized

theoretical (middle) and experimental (right) model. The presence of a Ti� � �Hb interaction line

was, however, enforced by a minute shortening of the Ti� � �H distance by 0.014 Å (left) to illustrate
that 2 represents a system at the borderline of a so-called bond catastrophe [39, 40]. See Table 4 for

a comparison of salient topological parameters of 2 (theory vs. experiment)
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However, we will outline below that the bond catastrophe scenario and the

missing Ti� � �Hb BP in 2 is not necessarily a signature of the weakness of an agostic
interaction but rather an indicator of its delocalized nature [10, 11]. Indeed, the

ethyl group in 2 shows a significant structural distortion in comparison with the

non-agostic reference system EtTiCl3 (Fig. 1) as demonstrated by quite different

∠TiCC angles of 84.4(1) and 116.6(11), respectively. Also the pronounced C–H

bond activation in 2 which is reflected by a remarkably low isolated stretching

frequency n(Cb–Hb) of 2,585 cm�1 highlights the chemical relevance of the

b-agostic interaction in 2. Accordingly, 2 might be classified as a model system

at the early stage of the b-hydrogen elimination process (Scheme 3) – an important

reaction channel in many organometallic transformations. A highly related situation

was observed in case of the d2 niobium complex TpMe2NbCl(MeCCMe)(iPr)

(TpMe2 ¼ hydrido(3,5-dimethylpyrazolyl)borate) which represents one of the few

examples where both a- and b-agostic conformations have been characterized in

the same complex [41, 42]. In case of the a-agostic structure, no Nb� � �Ha BCP

could be derived irrespective of the computation level used. The general lack of

M� � �Ha BCPs is consistent with other theoretical charge density studies of

a-agostic species [38, 43, 44]. The Nb� � �Hb BCP was, however, found to be –

like in 2 – close to the RCP of the b-agostic moiety, and its presence also depends

on very small changes in geometry or indeed methodology which can cause them to
merge into a singularity [41]. As an alternative analysis of the delocalization

indices [45, 46]3 of the Ti� � �Hb, d (Tables 4 and 5) might provide a more robust

charge density criterion to classify (agostic) M� � �H bonds [48, 49] since it does not

depend on the presence of a bond path [50].4 Indeed, when agostic interactions are

compared in late and early transition metal complexes, they nicely reflect the trend

to a more pronounced covalent M� � �H bonding in the latter case; e.g., d(Ti� � �Hb) ¼
0.084 (in 2), 0.158 (in EtTiCl2

+ 6), and 0.285 (in 5d; Tables 4 and 5). However,

Ti� � �H delocalization indices d are only accessible by theoretical charge density

analyses and do not provide a microscopic insight in the true nature and control

parameters of the agostic interactions.

Indeed, in Sect. 4 we will outline that negative hyperconjugative electron
delocalization involving the whole agostic alkyl backbone is the dominant driving

force of agostic interactions in such early transition metal alkyls. Hence, in contrast

to 3c4e hydrogen bonding, the phenomenon of agostic interactions is more complex

and cannot be treated by analyzing the local electronic situation of the M� � �HbCb

3 According to Poater et al., the delocalization indices d(O, O0) were calculated from the DFT

wavefunctions using an approximate formula that makes use of an HF-like second order exchange

density matrix. According to a recent study by Gatti et al. [46], this approximation affords d(O, O0)
values which are very close to the HF ones if the HF and DFT optimized geometries are similar,

although it erroneously implies that the electron pair density matrix can be constructed, within

DFT, using the same simple formalism valid for the HF method.
4 Delocalization indices were computed using GTO-type bases of triple-zeta quality and the

B3LYP hybrid functional as implemented in Gaussian03 [50].
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moieties alone. Furthermore, we will demonstrate in Sect. 4.3.2 that in extreme cases

M� � �HbCb interaction might just play the role of secondary, closed shell interactions

which solely assist the agostic interaction. As a consequence, the geometry and

charge density features of agostic compounds usually do not change significantly

during methyl group rotation as exemplified by the model system EtTiCl2
+ 6

Table 4 Selected topological parameters r(r) (eÅ�3), ∇2r(r) (eÅ�5), e, H(r) (hartree Å�3) and
G(r)/r(r) (hartree e�1) and delocalization indices, d, at the bond and ring critical points in the

[MCaCb(Hb)] moieties of EtTiCl3(dmpe) 2 and [EtTiCl2]
+ 6, [(Z2-C2H4)TiCl2] 7, CpTiN

(CHMe2)2Cl2 17, and [EtTiCl2�PMe3]
+ 22

r r(rc) ∇2r(rc) e H(rc) G(rc)/r(rc) d

2

Ti–Ca DFT 2.159 0.624 1.3 0.06 �0.213 0.490 0.705

Exp. 2.1537(8) 0.500( 9) 6.1(1) 0.22 �0.111 1.076 –

Ca–Cb DFT 1.519 1.593 �11.5 0.1 �1.257 0.283 1.034

Exp. 1.513(1) 1.77(3) �12.1(1) 0.10 �2.365 0.857 –

Cb–Hb DFT 1.131 1.684 �18.7 0.02 �1.660 0.207 0.862

Exp. 1.13 1.54(5) �10.2(1) 0.14 �1.889 0.763 –

Hb–Ti
a DFT 2.114 – – – – – 0.084

Exp. 2.096 – – – – – –

6 eclipsedb

Ti–Ca DFT 2.010 0.857 0.7 0.01 �0.385 0.507 0.894

Ca–Cb DFT 1.519 1.582 �11.2 0.11 �1.250 0.295 1.050

Cb–Hb DFT 1.156 1.524 �14.6 0.03 �1.409 0.252 0.862

Hb–Ti DFT 2.029 0.312 3.3 1.03 �0.031 0.833 0.158

RCP DFT – 0.304 4.4 � �0.013 1.058 –

6 staggeredb,c

Ti–Ca DFT 1.996 0.877 0.8 0.05 �0.400 0.523 0.921

Ca–Cb DFT 1.546 1.495 �9.7 0.14 �1.120 0.296 1.009

Cb–Hb
0 DFT 1.101 1.821 �23.9 0 �1.949 0.150 0.881

7

Ti–C1 DFT 2.043 0.754 2.1 0.22 �0.300 0.595 0.769

C1–C2 DFT 1.486 1.673 �11.8 0.25 �1.399 0.341 1.205

C1–H2 DFT 1.095 1.835 �23.2 0.04 �1.957 0.179 0.962

RCP DFT – 0.599 8.2 – �0.133 1.185 –

17

Ti–Na DFT 1.903 0.892 9.5 0.41 �0.302 1.086 0.992

Na–Cb DFT 1.497 1.638 �11.1 0.02 �1.451 0.402 0.930

Cb–Hb DFT 1.106 1.869 �23.8 0.00 �1.977 0.165 0.860

Hb–Ti DFT 2.323 – – – – – 0.032

22

Ti–Ca DFT 2.045 0.788 1.2 0.01 �0.327 0.526 0.816

Ca–Cb DFT 1.529 1.547 �10.7 0.11 �1.194 0.290 1.034

Cb–Hb DFT 1.139 1.620 �17.0 0.03 �1.561 0.229 0.872

Hb–Ti DFT 2.073 0.277 3.2 1.85 �0.018 0.874 0.120

RCP DFT – 0.274 3.9 – �0.005 0.985 –
aNo BCP point could be identified in the fully optimized geometries of 2 (Fig. 3)
bThe labels “eclipsed” and “staggered” specify the ethyl group conformation
cHb located in the symmetry plane is denoted by (0)
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(Fig. 4a, b; Table 4). Note that in the conformer with a staggered Ti–CH2CH2–Hb

moiety [transition state on the potential energy surface (PES)], the ∠TiCaCb angle

is even smaller (78.6�) than in the eclipsed ground state orientation (84.4�) of the
ethyl group despite the lack of any Ti� � �Hb or Ti� � �Cb bond paths. This example

also reveals the importance of Ti� � �Cb interaction in b-agostic species, reflected

among others by the Ti� � �Cb delocalization indices which are larger in the stag-

gered version of 6 (d ¼ 0.221) than in its eclipsed agostic ground state (d ¼ 0.176).

Accordingly, agostic complexes are typically characterized by a fluxional

behavior in solution involving not only internal methyl group rotations (Scheme 4)

Table 5 Selected topological parameters r(r) (eÅ�3),∇2r(r) (eÅ�5), e,H(r) (hartree Å�3) andG
(r)/r(r) (hartree e�1) and delocalization indices, d, at the bond and ring critical points in the [NiC2]

fragment of the olefin complexes (Z2-C2H4)Ni(d
tbpe) 4a and (DCp)Ni(dtbpe) 4d. Corresponding

experimental and theoretical values in the agostic [NiCaCbHb] moieties of the protonated nickel

olefin compounds [(Z2-C2H5) Ni(d
tbpe)]+ 5a and [(DCpH)Ni(dtbpe)]+[BF4]

�
5d

r r(rc) ∇2r(rc) e H(rc) G(rc)/r(rc)
a d

4a

Ni–Ca DFT 1.962 0.705 5.6 0.90 �0.251 0.910 0.692

Exp. 1.9708(4) 0.671(6) 8.4(1) 1.03 �0.217 1.201 –

Ca–Cb DFT 1.422 1.922 �16.3 0.26 �1.827 0.356 1.275

Exp. 1.4189(6) 2.107(9) �20.9(1) 0.25 �3.272 0.859 –

Cb–Ni DFT 1.962 0.704 5.6 0.91 �0.251 0.910 0.692

Exp. 1.9715(4) 0.670(2) 8.4(1) 1.05 �0.216 1.201 –

RCP DFT – 0.668 8.2 – �0.193 1.145 –

Exp. – 0.648 8.9 – �0.82 1.243 –

5a

Ni–Ca DFT 1.934 0.771 4.3 0.21 �0.314 0.795 0.808

Ca–Cb DFT 1.478 1.743 �13.7 0.14 �1.500 0.309 1.083

Cb–Hb DFT 1.215 1.351 �10.7 0.07 �1.099 0.257 0.734

Hb–Ni DFT 1.634 0.592 6.6 1.02 �0.189 1.075 0.297

RCP DFT 0.532 6.8 – �0.117 1.109 –

4d

Ni–C1 DFT 1.994 0.683 5.3 0.83 �0.238 0.896 0.666

C1–C2 DFT 1.439 1.891 �15.5 0.23 �1.755 0.355 1.190

RCP DFT 0.644 7.8 – �0.180 1.130 –

5d

Ni–Ca DFT 1.959 0.735 4.0 0.21 �0.286 0.769 0.794

Exp. 1.9543(5) 0.680(9) 7.5(1) 0.78 �0.247 1.137 –

Ca–Cb DFT 1.497 1.700 �12.7 0.12 �1.417 0.309 1.018

Exp. 1.4886(7) 1.77(2) �12.6(1) 0.11 �2.384 0.847 –

Cb–Hb DFT 1.205 1.387 �11.6 0.07 �1.157 0.251 0.728

Exp. 1.20(1) 1.33(3) �5.1(1) 0.15 �1.407 0.789 –

Hb–Ni DFT 1.653 0.569 6.3 0.96 �0.180 1.089 0.285

Exp. 1.671(9) 0.553(4) 6.2(1) 1.58 �0.154 1.069 –

RCP DFT – 0.507 6.5 – �0.105 1.098 –

Exp. – 0.533 6.3 – �0.134 1.080 –
aThe approach developed by Abramov was used to derive G(r) from the experimental r(r)
distributions [47]
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but also olefin hydride elimination steps. The later process is, however, more

important for late transition metal alkyls and especially if 4d and 5d metals are

involved. Accordingly, in the series [EtM(dtbpe)]+[BF4]
� (dtbpe ¼

tBu2PCH2CH2P
tBu2; with M ¼ Ni 5a, Pd 5a_Pd, or Pt 5a_Pt) DFT calculations

confirm Spencer’s experimental findings [25, 51] that the cis-ethene hydride form is

only favored in case of the Pt complex of 5a_Pt (0.84 kJ mol�1) vs. the agostic

structure, while the latter one is preferred by the palladium analogue 5a_Pd by

21.8 kJ mol�1. In case of the nickel complex 5a, the cis-ethene hydride form does

not even represent an energetic minimum on the PES but a transition state

(61.9 kJ mol�1 above the agostic equilibrium geometry) with the olefin moiety

aligned perpendicular to the NiP2H plane [26]. Hence, VT experiments of

Fig. 4 Top: L(r) contour maps in the TiCaCb plane of (a) the eclipsed and (b) staggered

[EtTiCl2]
+ 6 conformer and of the olefin species [(Z2-C2H4)TiCl2] 7. Contour lines as specified

in Fig. 3; two contour levels deleted (15 and 25 eÅ�5) and one extra level at 13 eÅ�5 in case of 7.
Bottom: isodensity surfaces (0.05 a.u.) of the corresponding HOMOs

Scheme 4 Proposed fluxional behaviour of 5a in solution
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[EtNi(dtbpe)]+[BF4]
� can be interpreted in terms of a fast rotation of the b-agostic

methyl moiety in solution (DH{ ¼ 35.1 � 1.0 kJ mol�1, DS{ ¼ �16 � 193 J

mol�1 K�1, EA ¼ 37.0 � 1.0 kJ mol�1) [26].5

However, the Ca–Cb rotational barrier alone cannot be used to derive the agostic

stabilization energy. In that case, it is more appropriate to refer to the energy

difference, D112, between the agostic ground state geometry and the one defined

by an all staggered conformation of the alkyl group showing an MCC angle of 112�

[15]. Such a valence angle is a typical value for M–C–C moieties displaying no

b-agostic interaction [15]. Typical D112 values are in the range of 8–40 kJ mol�1

[10, 15] in case of d0 early transition metal alkyls and are usually significantly larger

in case of d6 or d8 configurated alkyl complexes (ca. 60 kJ mol�1 in case of 5a).

Hence, it is therefore not necessarily appropriate to classify C–H bonds as weak

ligands in general [52].

2.1.2 How is the Presence of a M� � �H Bond Path Influenced

by the Nature of the Metal?

In a recent theoretical study using the extended transition state method and the

natural orbitals for chemical valance scheme (ETS–NOCV), Mitoraj et al.

suggested that in case of b-agostic interactions the strength of the M� � �HbCb

bond is rather constant in case of cationic Ti(IV)- or Zr(IV)-metallocenes and

cationic Ni(II)- and Pd(II)-bis-diimine Brookhart complexes [53]. These theoretical

findings are, however, in conflict with experimental results showing that agostic

complexes involving late transition metal atoms are at a later stage of the

b-elimination pathway than their d0 early transition metal congeners and are

typically characterized by significantly more covalent M� � �H–C interactions. For

example, octahedral d6 and square-planar d8 configurated agostic complexes are

characterized by the most acute MCC bond angles and highly activated agostic

Cb–Hb moieties, while the corresponding main group or d0 alkyl congeners hardly

show any C–H bond activation [4, 10, 26, 52]. This is due to the ease of M ! L

back donation processes involving antibonding p(CC)* and s(CbHb)* orbitals in

late transition metal alkyls (see Sect. 3 for a detailed discussion). Furthermore, also

characteristic spectroscopic features like n(Cb–Hb) stretching frequencies, 1H

chemical shifts of agostic protons, or 1J(CbHb) coupling constants allow a clear

discrimination between agostic d0-configurated and electron-rich late transition

metal complexes. Also the differences in the electronic structures between agostic

main group and transition metal complexes should be reflected in the spectroscopic

characteristics and charge density distributions of the respective agostic moieties.

Indeed, we will show in the following sections that the nature of b-agostic

5We note that the barrier of methyl group rotation in the d8 species 5a is close to the one computed

for our theoretical d0 model system EtTiCl2
+ (2.8 kJ mol�1) (Fig. 4) suggesting a comparable

agostic stabilization in both types of compounds.
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interactions yields a continuum between purely closed shell and covalent interactions,

and that their strength critically depends on the electronic characteristics of the

metal–ligand MLn moieties involved in the M� � �HbCb interactions.

Figure 5 shows the experimental and theoretical charge density contour maps of

various agostic benchmark systems involving (1) a main group metal (LiI in 8), (2) a

d0 configurated transition metal (TiIV in 2), (3) a d8 configurated transition metal

(NiII in 5d), and (4) a d6 configurated transition metal (MnII in 9) displaying

activated Z2-X–H bonds (X ¼ C, Si). Inspection of the coordinating C–H/Si–H

bonds in (1)–(4) reveals the expected trend. Accordingly, in case of our main group

examples, no BCP can be located between the Li and the coordinating Hg atoms

despite the remarkably short Li� � �H distance of 2.320(6) Å which represents one of

the shortest contacts reported for the so-called lithium agostic compounds [54, 55].

However, the absence of any significant Cg–Hg bond activation and lack of signifi-

cant charge density accumulation in the Li� � �Hg coordination region classify this

interaction as nearly exclusively electrostatic (see Sect. 4 for details). The situation

then changes dramatically if we analyze the electronic situation in the d0 Ti

complex 2. We noted above that 2 is close to a topological bond catastrophe

point. Hence, despite the absence of the Ti� � �Hb bond path in the relaxed theoretical

and experimental multipolar models its presence can be enforced by a subtle

shortening of the Ti� � �Hb distance (by 0.014 Å) in our theoretical model (Fig. 5)

Fig. 5 Ball and stick models of (top) the theoretical and (bottom) experimental agostic fragments

of [2-(Me3Si)2CLiC5H4N]2 8 [54, 55], EtTiCl3(dmpe) 2 (experimental model: [11], theoretical

model: enforced agostic geometry as shown in Fig. 3), [(DCpH)Ni(dtbpe)]+[BF4]
�
5d [26], and

[Cp0Mn(CO)2(Z
2-HSiFPh2)] 9 [Cp0¼ (Z5-C5H4Me)] [49, 56] including the CPs and their

corresponding r(r)-values (in eÅ�3) along the bond paths. The following density contours

2.0 � 10n, 4.0 � 10n, 8.0 � 10n e bohr�3 with n ¼ �3, �2, �1, 0 were used to illustrate the

experimental and theoretical charge density distribution of these benchmarks. The Li-agostic

reference system displays no BCP; however, the minimal r(r)-value and its location (marked by

an arrow) along the Li� � �H vector has been specified as reference point. RCPs and BCPs were

denoted by black and red spheres, respectively
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or via the change of the methodology (e.g., DFT functional) [10, 11]. However, in

contrast to our Li-agostic model system, the charge density accumulation is signifi-

cantly larger in the agostic bonding region of 2 hinting for a more covalent agostic

interaction in 2 vs. 8. Further enhancement of the agostic interaction can be

achieved by additional charge polarization as evidenced by our theoretical TiIV

model EtTiCl2
+ 6 leading to the formation of a TiIV� � �Hb bond path (Fig. 4).

However, somewhat surprisingly, despite its short M� � �H contact (2.029 Å) and

significant C–H activation by ca. 0.06 Å; r(Cb–Hb ¼ 1.156 Å) the density difference

between the RCP of the agostic moiety and the Ti� � �Hb BCP (r(r)BCP ¼ 0.312 eÅ�3;
(r(r)RCP ¼ 0.304 eÅ�3) in 6 remains small [11, 38] (Table 4). Even in the case of

the experimental d8 nickel complex [(DCpH)Ni(dtbpe)]+[BF4]
� (DCp ¼

dicyclopentadiene) 5d (Fig. 2) – our prototype of a stable agostic complex

characterized by a (1) highly activated C–H bond (DCb–Hb ¼ ca. 0.12 Å relative

to a standard aliphatic C–H bond), (2) a remarkably short Ni� � �Hb distance of 1.671

(9) Å, and (3) a highly acute NiCaCb angle of 74.92(3)� – no significant charge

density differences between the Ni� � �H BCP and RCP of the agostic moiety were

found (Fig. 6; Table 5) [26]. Hence, the presence and topological stability of a

M� � �H critical point (CP) seem to be in the best case a rather insensible criterion to

Fig. 6 Experimental contour map of L(r) ¼ �∇2r(r) and bond paths (black solid lines) showing
(top) the change of the calculated L(r) pattern in (DCp)Ni(dtbpe) 4d upon protonation yielding 5d;

(bottom) corresponding experimental L(r) maps of the d10 olefin complex (C2H4)Ni(d
tbpe) 4a

(adopted from [60]) and the protonated agostic d8 congener [(DCpH)Ni(dtbpe)]+[BF4]
�

5d

(adopted from [26]). Contour lines as specified in Fig. 3 but slightly adopted to allow a better

visualization of the L(r) fine structure
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classify agostic interactions. However, at least the trend to more covalent M� � �H
bonding in the series 8 < 2 < 6 < 5d < 9 (Fig. 5) correlates with an increasing

charge density accumulation in the metal hydrogen bonding region. Hence, in case of

the d8 nickel species 5d, we nearly approach theM� � �HBCP features of the Schubert-

type d6 manganese complex 9 – our experimental reference system for a s-type
complex displaying a nearly fully established hydridic M–H bond path [49, 56]. In

the next section, wewill outline that the lack of pronounced agosticM� � �Hbond paths

in the early and late transition metal alkyls is a natural consequence of the delocalized

character of the agostic interaction and not a failure of Bader’s bond path concept.

3 The Agostic Interaction in the MO Picture

To understand the reasons for the elusive nature of b-agostic M� � �Hb bond paths,

we analyzed the salient molecular orbitals of the simplest reference systems of

agostic early and late transition metal alkyls: the cations [EtCa]+ 10 (d0) and [EtNi]+

11 (d8) (Fig. 7). We first note that only EtNi+ is characterized by the presence of

more than one molecular orbital contributing significantly to metal–ligand

interactions. In case of [EtCa]+, HOMO-2 and HOMO-3 represent nearly exclu-

sively ligand orbitals characterized by vanishing coefficients at the metal atom.

Another difference is evident from inspection of the energetically highest-lying

molecular orbitals involved in the agostic interaction: the HOMO in [EtCa]+ and

HOMO-4 in case of [EtNi]+. The HOMO of [EtCa]+ may be described as a Ca–Ca

s-bonding orbital formed by combination of the metal-based 3dz
2 atomic orbital

(with significant admixture of the 4s orbital) with the C–H bonding but C–C

antibonding pz0 orbital of the ethyl fragment. We note that the ethyl group in

[EtCa]+ has been canted in such a way that there is now a positive overlap between

the ring- or doughnut-shaped density contours of the Ca (4s/3dz
2) hybrid orbital and

the CbHb fragment establishing Ca� � �Hb bonding [11]. Accordingly, the HOMO of

[EtCa]+ represents the delocalization of the Ca–Ca bonding electron pair over the

metal alkyl backbone, while all other valence orbitals represent (distorted) s/p
bonding orbitals of the ethyl ligand.

The agostic interaction in early transition metal complexes can therefore be

regarded as a covalent interaction which can be understood only in terms of a M–Ca

bonding orbital that is delocalized over the entire ethyl group: the reduction of the
MCC valence angle allows the metal atom to establish bonding interactions with
the b-C and its appended H atom. The geometry of the M–Et interaction is such that
bonding to both Ca and Cb is effected by the same orbital on M [15].

More precisely, the reduced antibonding character of the C–C antibonding pz0
orbital relative to the [C2H5]

� 12 anion among other observations (see Sects. 4 and 5)

led SMG to conclude that agostic stabilization in early d0 transition metal alkyls

arises from negative hyperconjugative delocalization of the M–C bonding
electrons. Accordingly, the bonding between the metal atom and the ethyl group
in d0 transition metal alkyls is effectively established by one electron pair/molecu-
lar orbital [10].
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Fig. 7 Salient molecular orbitals in [EtCa]+ 10 and [EtNi]+ 11 and the olefin complex [Z2-(C2H4)

Ni]. The default isovalues (depicted as opaque isosurfaces) were drawn at 0.05 a.u. to allow a

direct comparison of the electronic structures displayed by the three systems. Top: the HOMO in

[EtCa]+ exhibits the delocalization of the s(Ca–Ca) electron pair over the metal alkyl backbone,

while all its other valence orbitals represent mainly (distorted) s/p bonding orbitals of the ethyl

ligand. Only at lower isodensity values (transparent envelopes), admixtures of Ca(4s/3d) orbitals

become noticeable and reveal the resemblance of the electronic structures of early and late agostic

transition metal complexes. Middle: multicenter molecular orbitals in the [EtNi]+ cation

establishing the M ! L p back donation, M  L p donation, and M  L s donation, respec-

tively (L ¼ alkyl unit). Bottom: s donor and p back donation component of the classical DCD

model in the [Z2-(C2H4)Ni] 13 olefin complex
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In the case of our d8 complex, however, the corresponding orbital (HOMO-4)

shows a related but slightly different character. It is characterized by a nodal plane

which is oriented perpendicular to the molecular plane and parallel to the Ni� � �Cb

vector. Due to these symmetry restraints imposed, HOMO-4 is still contributing

simultaneously to covalent Ni–Ca and Ni–Hb bonding but displays a Cb–Hb anti-

bonding character. Accordingly, HOMO-4 in [EtNi]+ is mainly responsible for the

Ni ! L p back donation and less supportive for negative hyperconjugative delocali-

zation. As a consequence of the Cb–Hb antibonding character of HOMO-4, the

Ni ! L back donation process enhances the activation of the b-agostic C–H bond

relative to the d0 type congeners. This conforms with the observation that b-agostic
late transition metal alkyls usually display larger activated Cb–Hb bonds and more

covalent M� � �Hb interactions relative to their d
0 congeners. Therefore, the latter ones

typically rest at the early stage of the b-H elimination pathway due to their reduced p
back donation capabilities. Figure 7 also reveals that the agostic interaction in [EtNi]+

is further supported by additional M  L p donation (HOMO-6) and M  L s
donation (HOMO-7). Accordingly, the bonding in b-agostic transition metal

complexes can be described by a generalized Dewar–Chatt–Duncanson (DCD)

model [57, 58]. In that case the additional M  L p donation (which complements

the M  L s-donation component of the classical DCDmodel for olefin complexes)

simply reflects the increased functionality of b-agostic alkyl ligands by establishing

additional M� � �Hb interactions.
6

If we now relate the MO picture with our charge density observation, we can

identify the M  L s donation as a main source of the charge density accumula-

tion inside the agostic moiety, especially in case of electron-rich agostic transition

metal complexes. Hence, the small differences in charge accumulation between the

RCP and the M� � �H BCP (which might even result in a bond catastrophe scenario;

see Sect. 2.1) are just a natural consequence of the competingM  L donation and
M ! L back donation processes in agostic moieties. It is therefore not advisable to

correlate the strength of the agostic interaction only with the magnitude and

presence of the M� � �H BCP. The topological instability of agostic M–Hb bond
paths simply reflects the delocalized nature of agostic bonding. In this respect, the

bond catastrophe scenario in agostic interactions is related to the topological

peculiarities displayed by transition metal p-complexes. Here, the stability of a

cyclic ring vs. a T-shaped structure of the bond paths critically depends on relative

magnitude of both DCD components in the MCC units (M  L s donation vs.

M ! L p back donation; L ¼ p-ligand) [59–63]. Also in these cases the topology

of the bond path (T-shaped vs. cyclic) alone cannot be taken as a sole criterion to

evaluate the strength of the delocalized interaction between the metal and its

6On the basis of this concept, b-agostic interactions can be clearly discriminated from

s-complexes formed by metal centers and Z2-coordinating X–H moieties (e.g., X ¼ H, B, C,

Si). In the latter case, only bonding and antibonding s(X–H) orbitals are involved in the metal

interaction, while b-agostic compounds are characterized by the additional delocalization of the

M–Ca bonding pair via negative hyperconjugation.
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p-ligand [64–66]. As another consequence, the true hapticity of metal p-complexes

is usually not reflected in the bond path topology as shown by Farrugia et al. and

warrants more sophisticated charge density analyses (e.g., inspection of the virial

graph) [67].

4 Control Parameters (I): Negative Hyperconjugation

In this section, we will outline (1) the driving forces for the negative hypercon-

jugative delocalization process in b-agostic complexes, (2) its control parameters,

and (3) the charge density criteria to quantify the extent of electron delocalization in

various benchmark systems.

4.1 The Driving Force of Negative Hyperconjugation
in b-Agostic Compounds

Negative (anionic) hyperconjugation (NHC) is often referred to as the generalized

anomeric effect [68, 69] and was originally proposed by Roberts [70] to describe

the electronic effects of p ! s* delocalization. The electronic consequences of

negative hyperconjugation can be demonstrated in case of the non-agostic reference

system EtLi 14 and [EtCa]+ 10, which displays all characteristics of a b-agostic
compound. Inspection of the HOMOs of ([CH2CH3]

� 12, 14, and 10 (Fig. 8) reveals
that the C–C antibonding character becomes significantly reduced in comparison

with the HOMO of ethane (p* orbital) due to negative hyperconjugation

(Scheme 5).

Although the C–H bonds of CH3 groups are usually considered to be s systems,

they possess orbitals of p symmetry which can interact with the pp(Ca) on adjacent

atoms [71]. Accordingly, each pp(Ca) orbital will delocalize into a linear combina-

tion of the s*(CH) antibonds of p symmetry in accordance with a negative

hyperconjugative p ! s* delocalization (see for example [72]). In carbanionic

systems, negative hyperconjugation thus involves the interactions of the occupied

lone pair orbital pp(Ca) at the carbanion with the occupied p(CbHb) and the vacant

p*(CbHb) orbitals (Scheme 5) [55, 71]. As a consequence the reduced p*(C–C)
antibonding character is clearly signaled by the diminished LCAO coefficient in the

HOMO at the Cb atom (Scheme 5; Fig. 8). Even though the pp(Ca)–p*(CbHb)

interaction is weak in case of the rather electropositive Hb atom, it causes a

significant p ! s* delocalization and reduction of the carbanionic character at

the Ca atom (see below). However, the charge transfer from the Ca carbanion to the

Hb atom is small causing only a minute Cb–Hb bond activation in EtLi in compari-

son with ethane (1.108 Å vs. 1.099 Å). In organometallic chemistry, it is, however,

a well-documented phenomenon that replacement of the b-hydrogen atom by a
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more electronegative atom (e.g., a fluorine ligand) causes a more pronounced

charge transfer and in the extreme case of [CH2CH2F]
� (Scheme 6) even the

rupture of the Cb–F bond [71].

As a consequence of orbital interactions outlined in Scheme 5, the extent of

negative hyperconjugation will be optimized at t(MCaCbHb) ¼ 0� or 180�, falling
to zero at t ¼ 90�. This elegantly explains the observation that the C–Hb activation

in agostic compounds is only pronounced for b-hydrogen atoms located inside the

MCaCb molecular plane.

A related situation occurs in case of b-agostic d0 transition metal alkyls. Here,

the negative hyperconjugative delocalization of the M–Ca electron pair over the

metal alkyl backbone (Fig. 7) is driven by the carbanionic character of the alkyl

ligands. However, in contrast to organometallic lithium or other main group

complexes, transition metal alkyls use s/d hybrid orbitals at the metal side to furnish

a s-bond with the pp(Ca) lone pair orbital. Due to the nodal structure of the d-type

orbitals, the canting of the ethyl group can now occur in such a way that there is a

positive overlap between the ring- or doughnut-shaped density contours of the M

(4s/3dz
2) hybrid orbital and the CbHb fragment (Fig. 7 and 8). Hence, the d-orbital

involved in the s(M–Ca) bond establishes in parallel also the covalent M� � �Hb

Fig. 8 Top: highest occupied molecular orbital (HOMOs) of the ethyl carbanion [Et]� 12, EtLi

14, and the [EtCa]+ 10 cation (default isovalues at 0.05 a.u.) characterized by a reduced p*(C–C)
antibonding character due to negative hyperconjugation. Bond lengths are specified in Å. Bottom:
theoretical L(r) ¼ �∇2r(r) contour maps (eÅ�5), bond paths (black solid line), and selected

values: gray at the CPs (eÅ�3), black at the CCs (eÅ�5) in the molecular CaCbHb plane. Default

contour lines and notations as specified in Fig. 3
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bonding [11]. Hence, the additional M� � �Hb interaction triggers the extent of
negative hyperconjugation in a related way as the replacement of Hb by a more
electronegative ligand.

To summarize: the agostic deformation of the alkyl backbone becomes initiated

by the action of negative hyperconjugation. This delocalization process of the

s(M–Ca) electron pair over the agostic entity is driven by the motivation of the

system to reduce its carbanionic character. However, due to the lack of d-acceptor

orbitals, main group alkyls cannot efficiently stabilize b-agostic interactions. As a
consequence, significant agostic interactions are usually not observed in main group

alkyls. We also note at this stage that hyperconjugative delocalization becomes less

Scheme 5

Scheme 6
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important as a driving force of agostic interactions in case of electron-rich late

transition metal complexes, where M ! L p back donation processes trigger the

establishment of covalent M� � �H–C interactions (see Sect. 5). Hence, negative

Fig. 9 (a) Schematic illustration of the origin of the ligand-induced charge concentrations [BCC

(C), trans-CC(C), and cis-CC(C)] at the Ti atom in EtTiCl3 3. These charge concentrations are an

integral part of the s(Ti–C) bond and reflect the nature of metal orbitals involved (19% s-, 7% p-,

and 74% d-character) in the metal to ligand bonding. The BCC is less pronounced than its ligand-

opposed trans-CC congener due to the polarization of the s(Ti–C) bond; (b) schematic drawing of

the polarized s(Ti–C) NBOs; (c) schematic analysis of the origin of the s(Ti–C) bond polarization
by the formal hybridization of the metal and Ca atoms; (d) L(r) iso-value maps of 3 (based on the

total charge density distribution of 3) in the valence region of the Ti atom (non-agostic equilibrium

geometry); (e, f) corresponding L(r) maps of 3 in a constrained agostic geometry (∠TiCC ¼ 85�;
eclipsed ethyl group orientation) and of [EtTiCl2]

+ 6. Note that only in case of 6 which displays a

b-agostic equilibrium structure a local Lewis-acidic center (denoted “CD”) is facing the

coordinating Cb-atom. L(r) contour values are specified in (eÅ�5); the coordination vectors to

the ligand atoms are only indicated and are not true to scale
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hyperconjugative delocalization is an important control parameter of agostic

interactions especially in case of main group and d0 transition metal complexes.

4.2 How to Quantify Hyperconjugation by Charge Density
Analyses

The extent of negative hyperconjugation should be correlated with the diminished

magnitude of the valence shell charge concentration (VSCC) in the lone pair region

at the carbanionic Ca atom [11, 55]. Indeed, analysis of the negative Laplacian,

L(r) ¼ �∇2r(r) of theoretical charge density distributions shows the expected

decrease of the corresponding VSCC [denoted CCa(1) in Fig. 8] in a series of

alkyl complexes. All values are specified in (eÅ�5) and 3_ago refers to the

nonequilibrium charge density distribution of EtTiCl3 calculated by imposing a

constrained agostic conformation with ∠TiCC ¼ 85� (Fig. 9e). 3_eq refers to the

non-agostic equilibrium geometry of EtTiCl3 as depicted in Fig. 1.

3 eq ð18:7Þ> 3 ago ð17:2Þ> 2 ð15:7Þ> 7 ð14:6Þ � 5d ð12:3Þ> 4d ð10:7Þ

Accordingly, the depletion of CCa(1) in the lone pair region of the carbanion

indicates a redistribution of charge within the valence shell of Ca. This observation

can therefore be used as a sensitive measure of the extent of electron delocalization

over the alkyl backbone by negative hyperconjugation [11, 55]. Hence, enforcing an

agostic conformation in EtTiCl3 leads to an enhancement of the NHC and a signifi-

cant reduction in the charge concentration at CCa(1). In the dmpe complex displaying

a less polar Ti–C bond, the CCa(1) becomes further depleted (Fig. 3). The lowest

CCa(1) values are consequently observed in the titanium olefin complex 7 and the

nickel complexes 5d and 4d characterized by an even more covalent M–C bonding

(Figs. 4 and 6). We note that also the agostic cations [EtCa]+ (CCa(1) ¼ 17.8 eÅ�5)
and [EtTiCl2]

+ (CCa(1) ¼ 16.4 eÅ�5) obey this trend – despite the partial hindrance
ofM–C delocalization by the additional charge polarization of the M–C bond (Figs. 4

and 8). It is also interesting to note that the staggered version of [EtTiCl2]
+ displays a

larger CCa(1) value (17.3 eÅ�5) than its b-agostic counterpart – despite its more

acute ∠TiCC angle of 78.6� vs. 84.4�, respectively (Fig. 4). This clearly underpins

the important role of Ti� � �H interaction to enhance the NHC effect as dominating

driving force of agostic interactions in early transition metal complexes. Hence, the

extent of b-agostic interactions and of negative hyperconjugation can be correlated

even in systems with highly polar M–Ca bonds.
7

7 The hindrance of NHC delocalization by charge polarization is documented by a comparison of

the situation in [CH2CH3]
�
12 and [CH2CH3]

�[Li+] 14. The large NHC in 12 vs. 14 is reflected not

only by a smaller CCa(1) charge concentration of 16.3 eÅ�5 in 12 but also by a remarkable

activation of the Cb–Hb bond trans to the Ca lone pair (ca. 0.04 Å) in 12 which is less pronounced

in 14 (ca. 0.01 Å). As another consequence, CCa(1) in the agostic [EtCa]+ cation is only slightly
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Another criterion arises from the fact that the asymmetry of the charge density

distribution along the Ca–Cb bond path becomes more and more balanced with

increasing olefinic character of the ethyl moiety. This again can be measured by

determining the relative magnitudes of the bond-directed charge concentrations

CCa(2) and CCb(2) at the Ca and Cb atom, respectively. An increasing olefinic

character is then signaled by a reduction in the differences between the magnitudes

of CCa(2) and CCb(2). Accordingly, the pronounced carbanionic character of EtLi

yields a rather large difference in the relative magnitudes of CCa(2) (17.3 eÅ
�5) and

CCb(2) (21.7 eÅ�5) (Fig. 8). This difference becomes smaller in the agostic dmpe

complex 2 with CCa(2) ¼ 18.5 eÅ�5 and CCb(2) ¼ 21.3 eÅ�5 (Fig. 3) yielding

values close to the balanced CC(2) values (19.1 eÅ�5) displayed by the TiIV olefin

complex Z2-(CH2CH2)TiCl2 7 (Fig. 4) [11]. Accordingly, the magnitudes of CCa(1),

CCa(2), and CCb(2) provide another sensitive charge densitymeasure to evaluate how

far an agostic system has propagated along the b-H elimination reaction coordinate.

Pioneering studies by Bader, Cremer, and coworkers related conjugative

interactions also to the presence of bond ellipticity (e) – another charge density-

based criterion [73, 74]. According to these studies, C–C bonds affected by

hyperconjugation might be identified by bond orders n > 1 and bond ellipticities

e > 0 at the respective BCPs [74]. However, SMG showed that only the evaluation

of complete ellipticity profiles e(r) along the Ca–Cb bond paths provides the salient

information to quantify the extent of hyperconjugative electron delocalization

[54, 55]. Especially the carbanionic character of the Ca atoms and the hypercoor-

dinative nature of the Cb atoms displaying short M� � �Cb contacts are not fully

reflected in the ellipticity values at the Ca–Cb BCP alone. Figure 10 shows the

ellipticity profiles of various model systems. According to the mathematical defini-

tion (inset of Fig. 10), e values greater than zero indicate partial p-character (or
other electronic distortion away from s-symmetry) along the bond path. This is for

example revealed by the characteristic ellipticity profile of the benchmark system

ethene 16 along the Ca–Cb bond path (Fig. 10).

We note that C2H4 shows a bell-shaped ellipticity profile around the BCP

characteristic of a C═C double bond, whereas C2H6 15 exhibits zero ellipticity

along the whole bond path, indicating no deviation of r(r) from s-symmetry.

However, the situation is already more complex for the TiIV olefin complex [Z2-

(CH2CH2)TiCl2] 7 showing two instead of one maxima as in the case of C2H4 16.

This puzzling feature is, however, related to the presence of the Ti–C bond-directed

charge concentrations [CC(1) in Fig. 4] in the MCC plane. These two Ti–C directed

charge concentrations at the carbon atoms (which are lacking in 16) simply result

from the charge density redistribution in the valence shell of both carbon atoms –

formally an sp2/sp3 rehybridization – due to the weak but noticeable Ti ! p*(CC)
back donation in 7. Accordingly, the presence of two ellipticity maxima along the

Ca–Cb bond path in an agostic moiety is interwoven with the presence of NHC

smaller (17.8 eÅ�5) compared with the one in the neutral non-agostic lithium congener

(18.0 eÅ�5) (Fig. 8).
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delocalization which renders an alkyl complex in the extreme case into an olefin

hydride species (see [11] for a detailed discussion). Hence, the appearance of e(r)
maxima in the proximity of the Cb atom directly signals the establishment of

M� � �Cb interactions as a consequence of the b-agostic delocalization process.

Indeed, inspection of the e(r) profiles of our agostic d0/d8 model systems 6 and

5d reveal pronounced M� � �Cb interaction which are lacking in the non-agostic

lithium alkyl 14 (Fig. 10) [11, 55]. Furthermore, analysis of the ellipticity profiles

allows a clear discrimination of electronic situation in the b-agostic cations 6_ecl

and its staggered variant 6_stag (Figs. 4 and 10). The close relationship of the

ellipticity profiles of 7 and 6_stag shows that the olefinic character in 6_stag is

already well established in accordance with its highly acute ∠TiCC angle of 78.6�.
The same is true for the late agostic reference system 5dwhile the e-profile of the b-
agostic complex 6_ecl rather conforms to an electronic situation at the early stage of

the b-H elimination process.

Similar conclusions were reached in case of the d2 niobium complex TpMe2NbCl

(MeCCMe)(iPr) by Pantazis et al. where delocalization of the electrons in the
Nb–Ca bond into a p* orbital of the alkyne ligand causes the Nb–Ca s-bonding
orbital to tilt of the Nb–C axis thereby initiating the canting at the a-carbon atoms

Fig. 10 Left: calculated bond ellipticity profiles along the Ca–Cb bond path of [EtTiCl2]
+

(6; eclipsed and staggered conformation) in comparison with C2H6 15, C2H4 16, EtLi 14, and

[(Z2-C2H4)TiCl2] 7 (adopted from [10]). The definition of the bond ellipticity is illustrated by the

r(r) contour map in the upper right corner, showing the charge density in the plane perpendicular
to the bond path at the C–C bond CP of C2H4 (denoted “�” in this figure). e(r) values larger than
zero are thus a measure of the deviation from a cylindrical charge distribution r(r) along a bond

path: e ¼ l1/l2 � 1 (with l1 < l2 < 0). li are eigenvalues of the corresponding eigenvectors v1
and v2 of the Hessian matrix of r(r); see [11] for further details. Right: experimental and calculated

e profiles along the Ca–Cb bond path of the olefin complex (Z2-C2H4)Ni(d
tbpe) 4a and the agostic

alkyl spezies [(DCpH)Ni(dtbpe)]+[BF4]
� 5d
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and the establishment of a- or b-agostic interactions [41]. Hence, reduction of the

carbanionic character at the Ca atom via delocalization of the M–C electron pair at

the Ca atom seems to be one common driving force for a- and b-agostic interactions
despite the assumed lack of direct C–H donation to themetal in the former case [75, 76].

We finally note that the bond ellipticity profile criterion has been successfully used

in the mean time to study also the perturbance of C–C bonds by so-called M  
s(C–C) agostic interactions in an experimental charge density study of the titanacy-

clobutane complex Ti(C5H4Me)2[(CH2)2CMe2] [9]. For detailed experimental stud-

ies on the distribution of charge over the anionic ligand backbone and

characterization of the carbanionic character in highly polar Li+R� type complexes,

see [77–80]. Experimental and theoretical ellipticity profiles were also used to study

the electron p-delocalization in acyclic and N-heterocyclic carbenes and their

correspondingmetal complexes [81, 82]. Hence, bond path profiles provide versatile

information in general to study electron (de)localization phenomena and/or the

perturbance of the charge density ins-bonds by polarization effects in the proximity

of VSCCs [83].

4.3 Control of the Extent of Negative Hyperconjugation
and Agostic Interactions by the Nature of the Ligands

As outlined above, the nature of metal (main group metal vs. electron-poor or

electron-rich transition metal) is already one important control parameter of the

extent of negative hyperconjugation and thus of the nature of agostic bonding.

Other control factors are provided by the substitution of the Ca and Cb atoms by

other elements.

4.3.1 b-Agostic Alkyl and Amido Complexes

In this section we will investigate how a systematic hindrance of hyperconjugative

delocalization in the ligand backbone reduces the extent and nature of the b-agostic
interaction. Hindrance of the delocalization process is efficiently accomplished in

case of amido complexes where the metal ligand bonding is stabilized rather by

direct M  N p-donation than via negative hyperconjugation. As a consequence,

the electronic motivation to establish b-agostic interactions or the disposition for

b-H elimination is clearly reduced in amido complexes. Accordingly, b-H elimina-

tion represents a rarely documented phenomenon for transition metal amido

complexes [84–86]. The first directly observable example of a b-H elimination

involving the monomeric late transition metal amido complex, [Ir(PPh3)2(CO)(N

(CH2Ph)Ph)], was reported by Hartwig in 1996 [84] yielding the stable N-phenylto-
luenimine and the hydrido species [Ir(PPh3)3(CO)H]. Hartwig suggested that b-H
elimination of late metal amides can be much slower than elimination of the

On the Nature of b-Agostic Interactions 185



corresponding alkyl complexes [84]. Accordingly, the different mechanistic
features detected for amido, alkoxo, and alkyl derivatives which make it difficult
to directly compare their tendencies to undergo b-elimination reaction [87] are,

however, already reflected in their ground state geometries. Indeed, a search in the

Cambridge Structural Database (CSD) [88] reveals that agostic alkyl complexes are

characterized by significantly shorter M� � �H contacts and smaller ∠MCC angles in

comparison with agostic amido complexes (Fig. 11).

Detailed inspection of the b-agostic moiety in CpTiN(CHMe2)2Cl2 17 (Figs. 11

and 12) shows that the Na–Cb bond of the agostic N-(CHMe)2 moiety is actually

larger in comparison with its non-agostic entity (Fig. 12). This observation suggests

that negative hyperconjugative delocalization – which leads as in the case of our

b-agostic alkyl benchmark, ETiCl3(dmpe), to a shortening of the Ca–Cb bond –

might not play any important role in amido complexes. A literature survey further

reveals that the observed lengthening of the Na–Cb bond is a characteristic feature

of agostic amido moieties which thwarts the b-H elimination process by hindering

the amido ligand from attaining an imine-type character [90]. Obviously, the

pronounced p-bonding character of the coordinating N atom hinders hypercon-

jugative electron delocalization of the M–N bonding electrons which is essential for

establishing strong b-agostic interactions. Similar conclusion was reached by Pillet

and coworkers in an experimental charge density study of the zirconocene Zr(2,

4-C7H11)[(i-Pr)NCHPhCH2CMe═CH2] (C7H11 ¼ dimethylpentadienyl) 17a [91].

The Zr(i-Pr) moieties displays similar structural parameters (∠(ZrNCb ¼ 102.87

(4)�; N–Cb ¼ 1.4710(8) Å, Zr� � �Hb ¼ 2.4604(6) Å) as the agostic Ti(i-Pr) unit in
17 and a vanishing ellipticity of 0.01 at the N–Cb BCP ruling out any significant

Fig. 11 Plot of the ∠(M, C/N, Cb) angles vs. the r(M–Hb) distances for potential d
0 b-agostic

alkyl and amido complexes surveyed in a CSD search (excluding disordered structures and data

yielding R1-values <7.5%). The data point for our amido and alkyl agostic benchmarks CpTiN

(CHMe2)2Cl2 17 [89, 90] and ETiCl3(dmpe) 2 [11], respectively, are marked by red symbols
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imine character. Hence, the electronic structures (and the driving forces) of agostic

amido and alkyl complexes differ clearly and should be discriminated from one

another.

Topological analyses of the theoretical charge density distributions in CpTiN

(CHMe2)2Cl2 and related model systems show that they all lack the presence of a

M� � �H BP [90] in agreement with the experimental study on 17a [91]. Only by

enforcing shorter M� � �H contacts via imposition of acute ∠MNCb valence angles,

the formation of a Ti� � �H bond path could be established in the calculations [90]

(Fig. 12). Indeed, the enforced M� � �H BCP in CpTiN(CHMe2)2Cl2 shows all the

characteristic features of agostic M� � �H interactions in early transition metal

complexes (Table 4). However, the experimental infrared data for the equilibrium

structure of 17 reveals two isolated stretching frequencies, nis [16], for the agostic
(nis ¼ 2,716 cm�1) and non-agostic (nis ¼ 2,766 cm�1) methine groups suggesting

only a marginal bond length difference of 0.005 Å between the agostic and non-

agostic Cb–H bonds (1.120 and 1.115 Å, respectively). This is in line with the

corresponding 1JCH coupling constants of 120.2 and 134.7 Hz of the agostic and

non-agostic Cb–H entities, respectively [90]. Hence, pronounced Ti� � �Hb

interactions and C–H bond activation can be clearly ruled out in case of 17. The

same is true for 17a showing a rather normal 1JCH coupling constant of 128 Hz for

the agostic C–H moiety [91]. Hence, establishment of strong agostic interactions is

prevented by the hinderance of negative hyperconjugative delocalization. However,

in cases where direct M  N p-donation is suppressed, delocalization of the M–N

bonding electrons can occur in a “manner that closely resembles the delocalization

of the Ti–C electron density in corresponding metal alkyl complexes” [92]. Hence,

Fig. 12 (a) ORTEP representation (50% probability level) of the agostic moiety of CpTiN

(CHMe2)2Cl2 17 at 9 K. Salient bond distances (Å) and angles (�) are given together with the

experimental value of the isolated C–H stretching frequency, nis (cm�1). Theoretical isosurface L
(r) map @ 198 eÅ�5, showing a clearly reduced charge concentration in the valence shell of the

metal atom opposite the agostic Cb–Hb entity; (b, c) L(r) contour maps and bond paths (black solid
line) in the Ti–N–C plane displaying a∠TiNCb angle of a ¼ 101.1� and 85�, respectively. Default
contour lines and notation as specified in Fig. 3 (one extra level at 191 eÅ�5); (d, e) corresponding
L(r) envelope maps for the optimized and restrained geometry of 17, respectively
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pronounced agostic interactions were found in aminoboranes such as Cp2Zr(Cl)

NH2BH3, Cp2Zr(H)NH2BH3 [93], or Cp2TiNH2BH3 [92]. We finally note that the

“agostic protons” in d0 amido complexes 17 and 17a are characterized by small

positive atomic charges and a downfield 1H NMR chemical shifts (d(1H) ¼ 6.77

and 2.45 ppm, respectively). These downfield shifts of the agostic protons were

found to be even larger in related titanium agostic amido systems showing shorter

Ti� � �H distances [90]. These observations are therefore in clear conflict with the

assumed hydridic character of the agostic proton in the BG model [4, 8, 52]. Indeed,

we will outline later (see Sect. 5.3) that the chemical shift of the agostic proton

cannot be related to its atomic charge and is mainly controlled by the presence and

extent of an opposing local Lewis-acidic site in the valence shell of the neighboring

metal atom.

4.3.2 b-Agostic Silylamido and Silylmethyl Complexes

We outlined above that the pp(Ca)–p*(CbHb) interaction is usually weak in metal

alkyls due to the rather electropositive character of the Hb atom. However, negative

hyperconjugative p ! s* delocalization and reduction of the carbanionic charac-

ter at the Ca atom can be enforced by two strategies: (1) in case of transition metal

alkyls the nodal structure of the d-orbital involved in the M–Ca bond provides the

proper symmetry to act as acceptor orbital to stabilize the M� � �Hb bonding (Fig. 7

and 8). Hence, the lacking electronegative nature of the Hb atom can be

compensated in transition metal alkyls by the establishment of covalent M� � �H
bonding. (2) On contrast, main group alkyls cannot establish truly covalent M� � �H
interactions due to the lack of d-orbitals. As a consequence the pp(Ca)–p*
(CbHb) interaction remains weak, and the destabilizing four electron

pp(Ca)–p(CbHb) interaction dominates (Scheme 5).8 Alternative strategies devel-

oped to stabilize carbanions therefore generally rely on the introduction of second-

row substituents at the a-position which stabilize carbanions more efficiently than

their first-row counterparts (see for example [72]). Especially, a-silyl substitutents
are frequently used in this respect as they provide a polarizable and electropositive

Si atom offering low-lying s* orbitals which can support negative hypercon-

jugation (see for example [72]).

This mechanism does not afford (but may be assisted) by secondary closed shell

M� � �H interactions. As a consequence, no significant C–H activation has ever been

reported for Li agostic alkyls. This is elegantly demonstrated by the benchmark

system 8 which had been originally classified as a so-called lithium agostic system

by Papasergio et al. [94] due to its short Li� � �Hg contacts of 2.769(6) and 2.320

(6) Å [54, 55] (Fig. 13). Besides this geometrical criterion, Kaufmann et al. consid-

ered lithium agostic interaction in terms of s(CH) ! Li donation of electron

8As another consequence of the destabilizing four electron p(Ca)–p(CbHb) interactions, the ethyl

anion is assumed to be less stable than the methyl anion; see [71].
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density [21]. However, closer inspection of the bonding characteristics of 8 reveals

that all C–H bonds of the hydrogen atoms involved in the short Li� � �H contacts

display standard C–H bond lengths (1.086(4)–1.089(4) Å) [54, 55] which do not

signal any bond activation. Apparently, negative hyperconjugative delocalization in

8 is mainly driven by the electropositive character of the b-Si atom in the alkyl

chain and only assisted by secondary closed shell Li� � �H contacts. As a conse-

quence, we observe an acute LiCaSi angle of 88.8(2)
� a pronounced asymmetry of

the Ca–Si (1.859(2) Å) and Cg–Si (1.898(2) Å) bond lengths indicative of NHC

delocalization. Calculations of the donor-free model system LiCH2SiH2Me 18

show the same characteristic deformations of the alkyl backbone with a remarkably

short Li� � �Cg ¼ 2.364 Å contact [∠LiCaSi ¼ 88.0�, Ca–Si (1.834 Å), Cg–Si

Fig. 13 (a) Molecular structure of [2-(Me3Si)2CLiC5H4N]2 8 based on a single crystal neutron

diffraction study at 20 K; probability level 50%. (b) Agostic alkyl fragment and salient geometri-

cal parameters; distances in Å and angles in (�); (c) the experimental valence charge

concentrations at the carbanionic Ca atom denoted CCa(1) and CCa(2) (see Fig. 8 for the notation)

have already merged into a single feature labeled CC(1) [L(r) values at 17.5 and 19.5 eÅ�5].
(d) Experimental and calculated bond ellipticity profiles (e) along the Ca–Sib bond path of 8 in

comparison with CH2SiH2 19, [CH2SiH3]
�
20, and CH3SiH3 21. For a definition of e, see Fig. 10
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(1.946 Å)] [55]. Accordingly, (1) the coordination of the s-donor ligand, (2) p-
electron delocalization involving the aromatic pyridine ring, (3) secondary

interactions such as Li� � �Li contacts or intermolecular Li� � �H contacts, and (4)

other crystal-packing effects do not play a significant role for the alkyl group

geometry in the Li agostic benchmark 8. Thus, 8 was classified as a suitable

experimental benchmark system to study the driving forces of Li� � �H–C bonding

in the following.

In the charge density picture, the NHC effects are reflected by the merging of the

valence charge concentrations CCa(1) and CCa(2) at the carbanionic Ca atom into a

single feature denoted CC1 in Fig. 13c. Furthermore, NHC effects are evident from

a complex bond profile showing a pronounced maximum in e(r) close to Ca and a

shoulder close to the BCP [55]. The shoulder signals the development of Ca ¼ Si

double bond character in 8 which is, however, significantly reduced in comparison

with the model system CH2 ¼ SiH2 19. The pronounced maximum highlights once

again the disturbance of the charge density distribution in the region of Ca by the

carbanionic lone pair. However, in comparison with [CH2SiH3]
� 20, the

carbanionic nature in 8 appears to be already significantly diminished.

This is possibly a direct consequence of the electron withdrawing character of

the methyl substituent at Sib which is involved in the formation of secondary

Li� � �Hg interactions. Hence, the lack of an appropriate d-orbital acceptor orbital

at the metal has been compensated in 8 by the electropositive nature of the silicon

atom in b-position of the alkyl backbone and via secondary Li� � �Hg interactions.

The chemical relevance of these secondary interactions can be, however, best

demonstrated by the fact that the uncomplexed [CH2SiH2Me]� 18a anion also

reveals the typical geometrical signatures of negative hyperconjugative effects

(e.g., asymmetric Sia/b-C bond lengths of 1.773 and 1.953 Å, respectively) but a

conformation of its alkyl backbone which is radically different from that in the

corresponding lithium complex 18 [54]. Indeed, the position of the methyl group in

the anion 18a is energetically favored in an anti-orientation toward the carbanionic

lone pair, and the C–Si–C angle (125.4�) is widened by more than 17� relative to 18.
Hence, the conformation of the alkyl backbone in our theoretical and experimental

model complexes 8 and 18 critically depend on the presence of secondary Li� � �Hg

or Li� � �Cg interactions [54, 55]. However, due to the electrostatic nature of these

Li� � �Hg bonds, no significant Cg–Hg activation can be observed and they mark the

borderline case between covalent agostic interactions and purely electrostatic

closed shell M� � �H contacts. This is also revealed by the flat and remarkably low

charge density distribution in the Li� � �Hg contact region (Fig. 5). These findings

therefore relativize earlier statements in the literature concluding on the basis of

theoretical studies that Li� � �H–C interactions might account for 40% of the valence

shell electron density for the lithium atom [95].

Similar conclusions were also derived for the homoleptic bis(trimethylsilyl)

amides and the bis(trimethylsilyl)methyl lanthanide complexes Ln{N(SiMe3)2}3
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and Ln{CH(SiMe3)2}3 by Perrin et al. [96]. In these pyramidal complexes,

g-agostic M� � �H–C interactions were assumed to be essential to saturate the

otherwise empty coordination sphere of the large lanthanide ions. However, like

in ionic Li-agostic systems all calculations show an elongation of the b-Si–C bond,
while the g-C–H bonds relatively close to La are not elongated. Perrin et al. therefore
also concluded that the elongation of the Si–C bonds is interpreted as coming largely
from a delocalization of the density in the sp3 hybrid of the C centers near La into the
b-Si–C bonds. This delocalization, which is also known as negative hypercon-
jugation, is especially important for silyl groups due to the relatively low-lying
energy of the antibonding s*Si–C orbitals [96]. A similar situation appears to hold

in general for the rather ionic agostic complexes of lanthanides: neutron-diffraction

studies of [Cp*Y(OC6H3Bu
t
2)CH(SiMe3)2] and [Cp*La{CH(SiMe3)2}2] have

revealed rather normal C–H bond lengths [17, 97]. In this case, Ln� � �Si–Me

interactions were proposed to clearly take precedence over a-C–H� � �Ln and
g-C–H� � �Ln interactions in stabilizing the lanthanide center. However, as discussed
for Li alkyls, NHC appears again to be the real driving force behind these

deformations, and may extend to the case of bimetallic, so-called polyagostic lantha-
nide aluminate complexes such as [Ln(AlR4)n] (e.g., Ln ¼ Sc, Sm, Nd for n ¼ 3 and

Ln ¼ Yb for n ¼ 2; R ¼ Me, Et, iBu) [98]. Hence, in contrast to d-block metals

truly covalent M� � �H–C interactions seem to be less favored by ionic main group and

lanthanide complexes. However, the increased polarity of a coordinating Si–H bond

appears to be already sufficient to yield strongly activated b-agostic Ln� � �(Si–H)
interactions – for example in ansa-bridged rare earth disilyamido complexes [99].

Hence, introduction of second-row substituents (especially silyl substituents) at the a-
position of carbanionic ligands efficiently supports negative hyperconjugation which

can be further enhanced by additional of M� � �H–X interactions (X ¼ C, Si).

5 Control Parameters (II): Local Lewis-Acidic Centers

at the MLn Fragment

5.1 Ligand-Induced Charge Concentrations in d0 Transition
Metal Alkyls

As demonstrated in the previous section, even secondary M� � �H contacts (e.g., in

carbanionic lithium complexes) might assist negative hyperconjugative delocaliza-

tion of the Li–C electron pair and thereby enhance alkyl group deformations.

However, what are the electronic driving forces in transition metal alkyls that

stand behind the formation of true covalent bonding between transition metal

atoms and appended CbHb moieties?
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To answer this question, we should first find an explanation for the presence/
absence of an agostic interaction in the 12 VE species EtTiCl3(dmpe) 2 and its four-

coordinate (8 VE) parent complex EtTiCl3 3, respectively (Fig. 1). The electronic

structures of both TiEt fragments are closely related since both 2 and 3 display polar

Ti–C bonds with noticeable carbanionic character [11]. However, canting of the

ethyl group to allow a positive and significant overlap between the doughnut-

shaped density contours of the Ti (4s/3dz
2) hybrid orbital and the agostic hydrogen

atom is energetically favored only in case of the phosphine adduct 2. Hence (1)

steric congestion, (2) insufficient Lewis acidity, (3) a too high VE count (VE ¼ 8),

or (4) the lack of a suitable d-acceptor orbital can all be ruled out as reasons for the

hindrance of the agostic interaction in EtTiCl3. It is therefore important to search

for the microscopic origin which counteracts the b-agostic interaction in 3.

Inspection of the L(r) contour maps of 3 reveals four pronounced ligand-induced
charge concentrations (LICCs) opposing the four s(Ti–X) bonds (X ¼ C, Cl) at

the ligand-opposed side of the metal. These LICCs are therefore denoted trans-CC
(C) and trans-CC(Cl) (3�) in Fig. 9d, respectively [11, 100]. In addition, a fifth CC
located on the Ti–C bond path can be identified as BCC(C) in analogy to the

expression bonded charge concentration (BCC) used in main group chemistry

[101]. Such a BCC(C) is a characteristic feature of covalent M–C bonding in

early transition metal compounds – and has never been observed in case of the

ionic metal alkyls M–R (where M is a Group 1 element, Be, Mg, or Al) (e.g. Fig. 8).

As illustrated in Fig. 9a–c, the nature and occurrence of all these LICCs can be

derived by a direct and rigorous interpretation of the wavefunction: they are an
integral part of the bonds formed using metal orbitals possessing d-character. It is
then the different nodal structures of p and d wavefunctions that give rise to
different atomic polarization patterns at main group atoms and transition
metals [100].

According to a natural bonding orbital (NBO) analysis [102], the highly polar

Ti–C bond (Fig. 9b, c) shows 30% metal and 70% carbon character furnishing

formally a sp0.4d3.9 hybridization at the Ti atom (19% s, 7% p, and 74% d

character). The significant Ti(p) admixtures cause a reduction in the charge con-

centration [BCC(C)] in the sp0.4d3.9 lobe facing the Ca atom and an increase in the

charge concentration [trans-CC(C)] in the opposing sp0.4d3.9 lobe at the far side of

the metal (Fig. 9a, c). Formation of the polar s(Ti–C) bond in the NBO picture is

therefore paralleled by the establishment of three types of charge concentrations at

the metal in the charge density picture: one pronounced trans-CC(C) in the ligand-
opposed lobe of the Ti(sp0.4d3.9) hybrid orbital and a small ligand-directed charge

concentration BCC(C) in opposite direction (Fig. 9a). Additionally, we observe a

rather diffuse ring-shaped cis-CC(C) in the region of the doughnut-shaped density

contours of the Ti(sp0.4d3.9) hybrid orbital (Fig. 9a). In the total charge density

distribution (Fig. 9d), this rather diffuse cis-CC(C) merges with the three ligand-

opposed charge concentrations trans-CC(Cl) of the chlorine ligands which
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dominate the L(r) fine structure in the valence shell of Ti atom [100, 103].9,10

Hence, the presence of LICCs and hybrid orbitals involving s, p, and d AOs at the
metal simply represents two sides of the same coin.

Figure 9d illustrates that the four ligand-opposed charge concentrations appear

to prevent as stereochemically active centers [100, 104, 105] the coordination of the
CbHbmoiety in 3 (Fig. 9d). Hence, inspection of the L(r) fine structure in 3 provides
a visualization of the trans-influence displayed by the chloro ligands in the MO

picture [11], which hinders the coordination of an agostic CbHb moiety. Accord-

ingly, the hindrance of b-agostic interaction in 3 might be interpreted in terms of a

topological frustration: no presence of sterically accessible local Lewis-acidic

centers at the metal center to accommodate the agostic CbHb moiety. However,

this “topological frustration” scenario can be overcome simply by removal of the

Cl� ligand opposite to the CbHb unit. In that case, the CbHb moiety is no longer

electronically passivated by the trans-influence of any opposing s/p-donor chloro
ligand and can undergo an agostic interaction with the titanium center. Indeed, the

charge density picture shows that removal of the chloro ligand trans to the CbHb

entity yields a local charge depletion (CD) zone at the near side of the metal next to

the agostic C–H moiety. Hence, the formation of such a Lewis-acidic site initiates

and enhances the agostic interaction in the [EtTiCl2]
+ cation 6 (Fig. 9f). We note

that such a charge depletion zone is not formed in the parent complex 3 even by

enforcing an agostic geometry via a restrained geometry optimization (Fig. 9e).

This clearly shows that the charge depletion zone in the [EtTiCl2]
+ cation is not a

consequence of the agostic interaction but rather its origin.

Inspection of the L(r) contours in Fig. 14 also reveals the electronic and

structural relationship between the agostic model systems [EtTiCl2]
+ 6, [EtTiCl2L]

+

22, and [EtTiCl2L2]
+[Cl�] 2 (L ¼ PMe3, L2 ¼ dmpe). According to this notation,

the EtTiCl3(dmpe) complex can be formally considered as an [EtTiCl2L2]
+[Cl�]

ion pair. This is supported by the fact that the Ti–Cl(1) bond is one of the longest

Ti–Cl bonds (2.4223(2) Å) ever reported which is significantly weakened in com-

parison to the ones displayed by EtTiCl3 (2.195(3) Å; Fig. 1) [11]. We first note that

the phosphine ligands in 22 and 2 coordinate approximately trans to the agostic

hydrogen atom. Hence, they share the same d-orbital at the metal center with the

9 Bader et al. have demonstrated that the negative Laplacian of the charge density distribution,

L(r) ¼ �∇2r(r), determines where the charge density distribution is locally concentrated
(L(r) > 0) or locally depleted (L(r) < 0). Accordingly, the L(r) function can be used to resolve

the shell structure for elements with Z 	 18. However, the shell structure of the transargonic

elements is not fully represented by the Laplacian. In general, the fourth, fifth, or sixth shell for

elements of periods 4�6, respectively, is not revealed in the Laplacian. As a convention, Bader

et al. suggested that the outermost shell of charge concentration (CC) of an atom (second shell of

CC of the carbon atoms and third shell of CC of the nickel atom) represents its (effective) valence

shell charge concentration (VSCC).
10We note that the higher polarity of the Ti–Cl bond is signaled in the charge density picture by the

vanishing of the corresponding BCCs in the total charge density distribution in the Ti–Cl bonding

region and by a smaller magnitude of trans-CC(Cl) vs. trans-CC(C).
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agostic hydrogen atom via a multicenter interaction. This multicenter interaction

involving the same metal d-orbitals is reflected by calculated J(P,H) coupling

constants of ca. 5.1 Hz in 2 [J(P,H)exp ¼ 6.6 Hz] and 22. We note already at this

stage that these coupling constants approach values around 30 Hz in the

corresponding agostic late transition metal complexes 5a–d in line with their

stronger P� � �M� � �Hb 3c2e interaction. This multicenter interaction is also reflected

in the charge density picture of 2 and 22 by the presence of two charge

concentrations opposite to the Ti–H and Ti–P bonds. Again, we can classify these

features as ligand-opposed charge concentrations trans-CC(H) and trans-CC(P)
(Fig. 14). Hence, the L(r) polarization patterns of 22 and 2 are highly related.

Nevertheless, the titanium atom in the dmpe complex 2 appears to be slightly larger

shielded. This is a consequence of the additional P–Ti coordination approx. trans to
the Ti–Cb direction which results in a partial filling of the charge depletion zone

facing the Cb atom which apparently leads to a reduced agostic bond strength.11

This is reflected in a rather small D112 value of ca. 8 kJ mol�1 (35 kJ mol�1 in 6)

[15] and an only modest C–H bond activation in comparison with 6 and 22

(Fig. 14). The increasing shielding of the metal center in the series 6 ! 22 ! 2

by an increasing number and extent of the LICCs correlates with a stepwise

reduction of the local Lewis acidity in the Ti� � �CbHb bonding region. This is not

only reflected by a reduction in the Cb–Hb bond activation in the series

6 ! 22 ! 2 but also mirrored in drastic changes of the d(1H) chemical shifts of

Fig. 14 Calculated ligand-induced changes of the L(r) fine structure at the titanium atom along

the coordination series [EtTiCl2]
+
6, [EtTiCl2L]

+ (L ¼ PMe3) 22, [EtTiCl2L2]
+[Cl�] (L2 ¼ dmpe)

2, in comparison with the polarization pattern of the agostic Ni d8 cation [(DCpH)Ni(dtbpe)]+ 5d.

Note the increasing 1H down-field shifts with increasing shielding of the metal atom by ligand-

induced charge concentrations opposite to the CbHb moiety. L(r) contour values are specified in

(eÅ�5). The coordination vectors to the ligand atoms are only indicated for orientation purposes

and are not true to scale; C–H streching frequencies of the agostic moieties are specified

11As a consequence of the phosphine coordination trans to the Cb atom, a weakly defined (3, �1)
saddle point is formed in the L(r) pattern at the titanium atom along the Ti–Cb vector. In the

experimental charge density distributions, however, a subtle (3, +1) CD zone is preserved opposite

to the Cb atom.
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the agostic protons (Fig. 14). This surprising phenomenon will, however, be

discussed in greater detail in Sect. 5.3.

It is therefore the higher coordination number and sterical congestion of 2 in

comparison with 3 which prevent the coordination of a s/p chlorine donor trans to
the agostic CH moiety which again would hinder the establishment of agostic

interactions via its trans-influence. As another consequence of the phosphine

coordination in 2, the Ti–Ca bond becomes significantly weakened relative to the

one in 3 [Ti–C ¼ 2.1537(8) Å in 2 and 2.090(15) Å in 3] due to the geometrically

enforced trans-coordination of the chelating ligand. Ironically, the canting of the

ethyl group which initiates the agostic interaction in 2 is thus facilitated by the high

steric congestion in 2.

Hence, in contrast to the original suggestion by Brookhart and Green [4, 8], it is

therefore not the global Lewis acidity of the metal center, but the presence of locally
induced sites of increased Lewis acidity which determines the extent of agostic

interactions [10, 11]. As a matter of fact, no agostic complex has been reported so

far where agostic CbHbmoieties are facing a domain of local charge concentration at

the metal coordination site.12 The strongest M� � �HbCb agostic interactions are

indeed displayed when either the Cb (typically in d0 complexes) or Hb atoms

(typically in dn late transition metal alkyls) are directly facing local Lewis-acidic

centers at the metal center. We finally note that this concept was systematically

investigated by a controlledmanipulation of the metal polarization in case of a series

of complexes [EtTiCl2L]
+ [where L ¼ (1) a strong p-acceptor (CO or PF3), (2) a

weak p-acceptor (PMe3), (3) a s-donor (H
–, CH3

–, or NMe3), or (4) a p-donor ligand
(Cl–, F–, or OMe2)]. In all cases, the extent (or hindrance) of the agostic interactions

could be related to the local polarization pattern at the metal atom [11].

5.2 The Fine Structure of the Laplacian in dn Transition
Metal Alkyls

As outlined above, the strength of agostic interactions in d0 early transition metal

alkyl complexes is mainly controlled by (1) the presence of a local Lewis-acidic

center at the metal atom in the coordination area of the agostic HbCb moiety, (2) the

extent of negative hyperconjugative delocalization of the M–C bonding electrons,

and (3) to a smaller degree by s(M  H–C) donation [10, 11, 90]. Accordingly, the
bonding between the metal atom and the ethyl group in d0 transition metal alkyls is
effectively established by one electron pair/molecular orbital [10, 15]. However, our
MO analysis (Sect. 3) reveals that the electronic structures of agostic moieties change

significantly when we move on to electron-rich agostic transition metal complexes.

12 Hence, the presence of local Lewis-acidic sites in the coordination region of agostic CbHb

moieties might reflect the presence of d-acceptor orbitals which accommodate the CbHb ! M

donation in the MO picture.

On the Nature of b-Agostic Interactions 195



Here M ! L p back donation, which furnishes simultaneously covalent M–Ca and

M–Hb bonding, becomes dominant. This should be also reflected in the charge

density picture. Especially, the local fine structure of L(r) should differ significantly

in d0 and dn (n � 2) metal complexes due to the presence of the free d-electrons in the

latter case. This can be illustrated in case of agostic Spencer-type d8 nickel-alkyl

cations (5a–5d) which can be elegantly obtained simply by protonation of the

corresponding d10 olefin nickel complex (Z2-C2H4)Ni(d
tbpe) 4a (Scheme 7) [25, 26].

Unfortunately, severe disorder of [EtNi(dtbpe)]+[BF4]
� precludes Spencer’s

parent complex from experimental charge density studies. Nevertheless, well-

ordered agostic systems (5b–5d) could be obtained by a systematic increase in

the steric rigidity of the olefin backbone [26]. We note that in the range of the

experimental errors, all models 5a–5d display isostructural agostic NiCaCbHb

fragments which are characterized by highly acute MCC valence angles of ca.

75�, short C–C bond lengths of less than 1.50 Å, and highly activated Cb–Hb bonds

of ca. 1.20 Å length (Fig. 2 and Table 3).

The beauty and simplicity of Spencer’s approach to render an olefin complex

into an agostic alkyl species allowed us to inspect the changes of the electronic

structure at the start and end point of this transformation in detail (Figs. 2 and 6;

Table 5). Inspection of the calculated L(r) contours of the parent nickel olefin

complex 4d and its agostic congener 5d in the NiC2 plane (Fig. 6) reveals distinct

charge density rearrangements. Most important, the C═C double bond character

becomes significantly reduced upon protonation, accompanied by a reduction in the

charge density at the C–C BCP in 5d [r(r)exp ¼ 1.77(2)/r(r)calc ¼ 1.70 eÅ�3] in
comparison with its corresponding olefin complex 4d [r(r)calc ¼ 1.89 eÅ�3] or our
experimental benchmark (C2H4)Ni(d

tbpe) 4a [r(r)exp ¼ 2.107(9); r(r)calc ¼ 1.92

eÅ�3]. However, the cations 5a and 5d still retain a distinct double bond character

as witnessed by ellipticity profiles showing pronounced ellipticity values larger

than zero in the full C–C valence region – in clear contrast to the agostic d0 species

EtTiCl2
+ (Fig. 10) and EtTiCl3(dmpe) [10]. This conforms to the fact that the

protonation causes only a modest elongation of the former olefinic CC double

bond in 4a and 4d. The differences in the electronic structures of the olefin species

Scheme 7
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and their corresponding agostic congeners are, however, better documented by the

differences in the CCa(2) and CCb(2) values in the valence shell of the Ca and Cb

atoms, respectively (Fig. 6) [106].13 The short Ni–Hb bond length of 1.671(9)

[1.653] Å classifies 5d as an agostic benchmark system which is at a late stage of

the b-elimination pathway and therefore close to the cis-ethene hydride form

(theoretical values obtained by DFT calculations are given in square brackets in

the following). The already remarkable strength of the Ni–H bond is reflected by a

significant electron density accumulation at the Ni–Hb BCP of 0.553(4)

[0.569] eÅ�3 which approaches the values at the Ni–Ca BCP (0.680(9)

[0.735] eÅ�3) – our internal standard of a covalent nickel-ligand bond. However,

(1) the large bond ellipticities, e, (2) the small negative value of the total energy

density, H(r), and (3) the high density accumulation at the RCP (0.533

[0.507] eÅ�3) inside the [NiCaCbHb] fragment still reveals an unstable Ni� � �H
bond path topology (Table 5). As outlined in Sect. 3 this observation is a natural

consequence of pronounced L ! Ni s donation which gives rise to a large charge

density accumulation inside the agostic moiety of 5d and thus represents a signature

of the delocalized nature of the agostic interaction.

As a consequence of the predicted Ni ! L p back donation (Sect. 3), both

experimental and theoretical charge density studies reveal a significantly elongated

Cb–Hb bond distance of 1.20(1) Å [1.205 Å]. Furthermore, the charge density accu-

mulation at the Cb–Hb BCP is clearly reduced r(r)C–H ¼ 1.33(3) [1.387] eÅ�3

(Table 5) relative to the weakly activated Cb–Hb bond in the d0 alkyl (e.g.,

EtTiCl3(dmpe) 2; Cb–Hb ¼ 1.13 [1.131] Å; r(r)C–H ¼ 1.54(5) [1.684] eÅ�3) [11].
Interestingly, the L(r) pattern at the metal in the olefin complexes (4a, d) and

their agostic counterparts (5a, d) show only tiny differences (Fig. 6). This hints for

the presence of closely related electronic structures in both types of complexes. To

analyze the polarization pattern at the Ni atom, we first define the standard local

coordinate system of a square-planar complex with the x- and y-axes roughly

pointing to the ligand atoms (Ca, Hb) in the agostic species (Fig. 6). Due to

compatibility reasons, we will use the same coordinate settings also for the approx-

imately trigonal–planar olefin complexes 4a and 4d. The occurrence of four

depletion zones of approximately equal L(r) magnitudes along the x- and y-coordi-
nate axes in 4a, 4d, and 5d suggests the depopulation of the dx

2
–y
2 orbital relative to

the other four d-orbitals in the formally d8/d10 configurated nickel alkyl and nickel

olefin complexes, respectively (Fig. 6). This could be verified by the experimentally

determined P(dx
2
–y
2) population parameters based on the multipolar models of 4a

[P(dx
2
–y
2) ¼ 0.89(3) e] and 5d [P(dx

2
–y
2) ¼ 1.62(2) e] [26, 40]. This decrease in

d-orbital population reflects the Ni(dx
2
–y
2) ! L p back donation in the p* orbitals

13We note that the relative magnitudes of CCa(1), CCa(2), and CCb(2) are similar in the experi-

mental and calculated models. However, the experimentally determined charge concentrations

appear to be larger than their respective theoretical ones. This might be due to the fact that core

contraction/expansion phenomena have not been taken into account during the multipolar

refinements [106].
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of the olefin ligand in 4a, d and the agostic alkyl ligand in 5d (Fig. 7). Since the four

CD zones in the charge density picture are directly connected with the depletion of

the metal dx
2
–y
2 orbital in the MO picture, the angle between these CD zones is

constrained and dictates the position of all ligand atoms in a key and lock scenario.

Indeed, the metal-directed VSCC of each ligand (L) atom faces one of the four CD

zones (representing local Lewis-acidic centers) at the metal atom (Fig. 6).

We conclude that the L(r) fine structure and the MO model represent two sides

of the same coin – like in case of the d0 complexes. In d0 complexes, the CD zone

[a (3, +1) CP in L(r)] is shifted closer to the M� � �Cb directrix (Figs. 3, 4, 9, and 14)

while in dn configurated transition metal complexes (n � 2) the local Lewis-acidic

site is typically facing the Hb atom (see for example Fig. 6). Apparently, the

variance in the L(r) fine structure is due to the dominance of negative hypercon-
jugation in early d0 agostic species, whereas Ni ! L p back donation dominates

the electronic structures of the dn congeners (Fig. 7). In the former case, the

d-orbital involved in M–C bonding [HOMO in Fig. 7 (top)] also accommodates

the M� � �Hb interaction. Accordingly, this prevents the formation of a pronounced

charge depletion zone along the M� � �H bond directrix. In the latter case, however,

the corresponding M–Ca/M–Hb bonding orbital [HOMO-4 in Fig. 7 (middle)]

displays a nodal plane in the alkyl moiety and furnishes as a consequence of the

Ni ! L p back donation two depletion zones along the M–Ca and M–Hb bond.

Hence, analysis of the fine structure of the Laplacian might be used to quantify the

extent of the individual driving forces of agostic interactions in late and early

transition metal complexes.

5.3 Valence Shell Fine Structure, C–H Bond Activation,
and 1H NMR Properties

In this section, we will show how the differences in the valence shell fine structure

of agostic d0 and dn (n � 2) transition metal complexes correlate with the extent of

C–H activation and the 1H NMR chemical shifts of the agostic protons. If not

specified otherwise, all NMR properties were obtained from single-point

calculations using the PBE0 hybrid functional [107] in combination with the

TZ2P basis set and the spin–orbit ZORA formalism [35] [d ¼ s(TMS)-s; with
scalc(TMS) ¼ 31.59 ppm]. Geometry optimizations and relaxed PES scans were

performed on the BP86/scalar-ZORA/TZ2P level of approximation.

We have outlined in the previous sections that b-H activation is linked with a

significant redistribution of the bonding electron density upon the development of a

M� � �Hb–C interaction. This electronic redistribution that leads to an activation of

the agostic C–H bonds is usually reflected by reduced 1JCH coupling constants and

an upfield shift of the agostic proton relative to an uncoordinated C–H group on the
1H NMR scale [4, 8, 10, 76, 108]. Especially the former criterion of reduced 1JCH
coupling constants has been successfully advanced in numerous theoretical studies
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to quantify the extent of C–H bond activation by relating the 1JCH coupling

constants with C–H bond distances (see for example [90, 108–110]). In experimen-

tal studies, the situation might be more complex, especially when fast dynamical

processes (on the NMR time scale), e.g., the rotation of the terminal methyl groups

in b-agostic compounds only provide data of averaged 1JCH coupling constants.

Indeed, the 1JCH value observed for 2 is 126.8 Hz [15], which is far above the value

typically assumed for agostic C–H bonds (75–100 Hz [4]). This is due to the

fluxionality of the system yielding, even at �90�C, an averaged coupling constant

in good agreement with the calculated averaged 1JCH values for the agostic C–Hb

moiety of 1JCH ¼ 129.3 Hz; individual values are 94.5 Hz for the agostic C–Hb

bond and 146.3 and 147.2 Hz for its non-agostic congeners in the terminal methyl

group. Figure 14 shows that the increasing strength of the agostic interaction in the

compound series 2 ! 22 ! 6 ! 5d nicely correlates with the corresponding

reduction of the computed 1JCH values (Hz): 2 (94.5) ! 22 (87.0) ! 6

(78.7) ! 5d (66.6).

In case of 1H chemical shifts, the situation becomes further complicated by the

fact that the chemical shifts of b-agostic protons do not conform with the original

assumption that agostic hydrogen atoms are always characterized by an upfield shift

in the proton NMR [111]. The computed 1H chemical shifts in the series

2 (+5.10) ! 22 (�0.02) ! 6 (�1.3) ! 5d (�5.62) (Table 1; Fig. 14) are also in

conflict with the earlier assumption that for d0 systems, resonances due to the
agostic hydrogens normally do not occur at higher fields than 0 ppm [8]. This is

nicely underpinned by the experimental NMR studies on the b-agostic d0

complexes [Cp*Zr(iBu){N(Et)CMeN(tBu)}]+ (d(1H) ¼ �0.27 ppm; 1JCH 96 Hz)

[112] and [Cp2Ti(CH2CHMeCH2CHMe2]
+ (d(1H) ¼ �3.43 ppm; 1JCH 87.2 Hz)

[113] which might represent suitable experimental model systems of 22 and 6.

Hence, the large variance of the 1H chemical shifts in agostic compounds is more

complex and not simply related to the d-electron count of the metal and warrants a

detailed analysis by charge density methods.

In the first step of this analysis, the individual contributions to the 1H NMR

shielding tensor in various agostic reference systems were studied. Since spin–orbit

coupling effects were treated explicitly in the calculations, the isotropic shielding

values consist of three contributions: the diamagnetic (sd), paramagnetic (sp), and
spin–orbit (sso) term. As outlined above, agostic d0 transition metal alkyls such as

2 or the amido complex 17 are not necessarily characterized by an upfield shift of

the 1H NMR signal of the agostic protons [15, 90]. As outlined above, this is in

conflict with the general presumption in literature that agostic protons are signifi-

cantly shielded due to their proximity to the metal center and their partial hydridic

character. Indeed, in case of such a hydridic character, the assumed charge density

accumulation at the agostic b-hydrogen atom should result in an increased diamag-

netic shielding contribution, sd, corroborated by an upfield shift of the 1H signal.

This generally accepted assumption is, however, not supported by our experimental

and theoretical charge density analyses and NMR studies. Accordingly, our experi-

mental d0 model complex EtTiCl3(dmpe) 2 and its agostic d8 congener [(DCpH)Ni

(dtbpe)]+[BF4]
� 5d are both characterized by almost vanishing atomic charges at
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the agostic hydrogen atoms (QAIM
H ¼ 0.13 [�0.031] in 2) and QAIM

H ¼ �0.01
[–0.045] in 5d (Table 1). The pronounced downfield/upfield 1H chemical shifts of

2 and 5d, respectively, point therefore to a quite different physical origin. The

expression “hydridic shift” which is often used in literature to correlate the chemi-

cal shifts with the charge density accumulation at the hydrogen atoms bonded to the

metal appears therefore to be misleading, and its origin needs a more sophisticated

treatment (see for example [114]). This result is therefore in clear conflict with the

BG model, assuming that agostic hydrogen atoms carry a negative charge which

consequently should lead to an upfield (“hydridic”) 1H NMR shifts of the agostic

protons [4, 8].

Further analysis of the individual diamagnetic and paramagnetic contributions to

the isotropic shielding shows, however, that the 1H NMR shifts for the agostic

protons depend mainly on the sign and magnitude of the paramagnetic contribution,

sp. Note that in case of late transition metal complexes like 5d also the spin–orbit

(sso) term might contribute to the chemical shift of the agostic proton. Nevertheless,

the sso term displays the same sign as the sp term in all our benchmark systems

(Tables 1–3) and will therefore not be considered explicitly in the following.

Tables 1–3 also show that the magnitude and sign of sp do not depend on the

presence or absence of free d-electrons as exemplified by the large sp values for our
cationic d0 model system [EtTiCl2]

+ (6) (scalc
p ¼ +4.3 ppm) and its corresponding

d8 system [DCpHNi(dtbpe)]+ 5d (scalc
p ¼ +6.09 ppm), while the neutral d0 bench-

mark 2 displays a negative scalc
p value of �1.08 ppm in line with a downfield 1H

shift and the observation of a negative isotopic perturbation of resonance (IPR) in

experimental NMR studies [15].

Table 6 reveals that the charge at the agostic hydrogen atom also remains rather

invariant upon reduction of the M� � �H distances, and the same is consequently true

for the diamagnetic shielding contribution. Indeed, the upfield shift in the d8

Table 6 1H NMR chemical shifts (d) (ppm) together with the diamagnetic (sd), paramagnetic

(sp), and spin–orbit (sso) shielding contributions of the agostic protons in the agostic benchmarks

2 and 5a

∠MCaCb (
�) d M–H (Å) d Cb–H (Å) d (ppm) sd (ppm) sp (ppm) sso (ppm) QAIM

H (e)

5a

76.2a 1.682 1.196 �3.78 28.16 5.74 1.47 �0.053
75.bb 1.634 1.215 �6.06 28.21 7.28 2.16 �0.052
73.9c 1.589 1.241 �9.59 28.02 9.81 3.36 �0.047

2

87.2d 2.200 1.125 4.77 27.47 �0.59 �0.06 �0.019
85.1e 2.110 1.131 5.10 27.64 �1.08 �0.08 �0.031
82.5f 2.000 1.139 5.48 28.00 �1.80 �0.10 �0.043

aRelaxed PES scan with variable Ni–Ptrans distances of 2.0 Å
bRelaxed PES scan with variable Ni–Ptrans distances of 2.156 Å (equilibrium geometry)
cRelaxed PES scan with variable Ni–Ptrans distances of 2.4 Å
dRelaxed PES scan with variable Ti–H distance of 2.2 Å
eRelaxed PES scan with variable Ti–H distance of 2.11 Å (equilibrium geometry)
fRelaxed PES scan with variable Ti–H distance of 2.0 Å
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complex 5a is basically due to the pronounced sp term which increases with

decreasing M� � �H distances (Table 6). The opposite trend (downfield shift upon

M� � �H reduction) is reflected in the calculated NMR properties of the d0 alkyl

species 2 and in experimental NMR studies of the d0 amido complexes 17 and

23a–c (Fig. 15) [90]. One might conclude at this stage that it is the metal to

hydrogen distance which mainly controls the magnitude of the sp contribution.

But what are the electronic parameters which control its sign?

The latter question (sign of the sp contribution term) can be answered by

inspection of the VSCC pattern of our d0 titanium model systems 2, 6, and the d8

nickel complex 5d in Fig. 14. This reveals a clear topological trend: large upfield

shifts of the agostic proton are only observed in a topological scenario where the

b-agostic hydrogen atom is facing a charge depletion zone [or more precisely a

(3, +1) CP in the valence shell of charge concentration] at the metal center (e.g., in

5d; Fig. 14d). In contrast, pronounced downfield shifts are found where the b-
agostic hydrogen atom is close to a charge concentration or (3, �3) CP (e.g., in 2;

Fig. 14a) at the metal. Also the theoretical model systems 6 and 22 follow this trend

and mark intermediate cases between strong and weak agostic interactions (Table 1).

Indeed, in the equilibrium geometry of 6 the agostic Hb atom is facing a saddle point
[or (3, �1) CP in the L(r) maps], while the Cb atom moiety is facing a charge

depletion zone. The increasing shielding of the titanium atom by LICCs in the

series 6 ! 22 ! 2 (Fig. 14) is therefore matched by an increasing downfield shift

of the 1H signals in the proton NMR: 6 [�1.3 ppm] ! 22 [�0.02 ppm] ! 2

[+5.1 ppm]. Apparently, the paramagnetic contributions from the metal fragments

to the 1H chemical shift might be “shielded” by local charge concentrations facing

the agostic CbHb moiety. We finally note that also in organic nitranions, a relation-

ship between the topology of the Laplacian and changes in the 15N chemical shifts

was observed before [115]. Hence, correlations between ground state electron

densities and chemical shifts might not be uncommon – an aspect which clearly

warrants further explorations.

Fig. 15 Correlation between the calculated 1H NMR chemical shift of the agostic proton at

different Ti� � �H distances in [{Z5-C5H4SiMe2N(iPr)}TiCl2] (23a; [28]), [{Z5-C5H4(CH2)2N

(iPr)}TiCl2] (23b; [29]), [{Z
5-C5H4(CH2)3 N(iPr)}TiCl2] (23c; [29] and 17 [90]
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6 Conclusion

Current bonding concepts of agostic interactions were summarized to provide a

linkage between the molecular orbital view and its complementing electron density

picture. Originally, agostic interactions were considered in the BG model to arise

from the donation of electron density from a C–H group of an appended alkyl group

into a vacant orbital of the electron-deficient metal atom, resulting in a 3c–2e

M� � �H–C moiety [4, 8]. The poor predictive power of the original BG model,

however, stimulated intensive research to identify the microscopic control parame-

ter of agostic interactions and the activation of C–H bonds.

The current bonding concepts, which were summarized and discussed in this

chapter, consider the agostic interaction in early transition metal alkyl complexes as

a covalent interaction which can be understood only in terms of a M–Ca bonding
orbital that is delocalized over the entire agostic alkyl moiety. The reduction of the
MCC valence angle in case of b-agostic alkyls thus allows the metal atom to
establish bonding interactions with the b-C and its appended H atom [15]. In the

charge density picture, the delocalized nature of the b-agostic interaction is often

reflected by a missing M� � �Hb bond path or a bond catastrophe scenario. Hence, the

existence of an agostic bond can usually not be proven by the triplet of concomitant

topological objects: a BCP, a BP, and an IAS as suggested by Popelier [38].

The reduced antibonding character of the C–C antibonding pz0 orbital in agostic

ethyl ligands relative to the [C2H5]
� anion among other observations led SGM to

conclude that agostic stabilization in transition metal alkyls arises from negative
hyperconjugative delocalization of the M–C bonding electrons [10, 11, 55]. In this

respect, closed shell or covalent M� � �Hb interaction support the extent of negative

hyperconjugation in a related way as the replacement of Hb by a more electronega-

tive ligand in carbanionic systems. Negative hyperconjugative delocalization

becomes, however, less important as a driving force of agostic interactions in the

case of electron-rich late transition metal complexes where M ! L p back dona-

tion processes dominate and trigger the establishment of more covalent M� � �H–C
interactions. We have therefore investigated the agostic phenomenon in early d0

and dn (n � 2) transition metal alkyls by a variety of experimental and theoretical

techniques, and a clear and quite different picture has emerged.

MO analyses show that the b-agostic phenomenon in d0 complexes can be

described basically by one molecular orbital which accounts for the hypercon-

jugative delocalization of the M–Ca bonding pair over the b-agostic alkyl backbone
and the establishment of secondary M� � �H interactions. Hence, agostic stabilization

in early d0 transition metal alkyls might have little or no dependence on M  H–C

electron donation, but arises rather from the delocalization of the M–C bonding

electrons. In contrast, b-agostic interactions in dn (n � 2) configurated alkyl

complexes can be described in terms of an adopted Dewar–Chatt–Duncanson

model. This model suggests three bonding components in case of our d8 nickel

alkyl reference systems: (1) Ni  L s donation, (2) Ni  L p donation, and (3)

Ni ! L p back donation [26]. Hence, only in the case of late transition metal
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complexes covalent M� � �H–C interactions appear to play a dominant role, which

are accompanied by characteristic features such as significantly activated C–H

bonds and a pronounced lability toward b-H elimination. However, since electron

delocalization of the M–Ca bonding pair still plays an important role for the

energetic stabilization of agostic alkyl groups, the agostic interaction in dn

(n � 2) alkyl or amido complexes should be discriminated from the electronic

situation in s(X–H) complexes (X ¼ C, Si).

In general, the structural parameters and charge density properties of agostic

moieties in early d0 and late dn complexes differ remarkably due to the more

covalent character of the M� � �H bonding in the latter case. However, the extent

of the agostic interactions can be fine-tuned in all systems by the presence/absence

of local Lewis-acidic sites at the metal atoms in the coordination area of the agostic

C–H moieties. This is elegantly and clearly reflected by the correlation between the
1H NMR shifts and the extent of the C–H bond activation with the local polarization

pattern of the electron density at the metal [26, 90]. Large upfield shifts and highly

activated Cb–Hb bonds are only observed in cases where the agostic hydrogen atom

is pointing directly to a local Lewis-acidic center (charge depletion zone) at the

metal atom. These local Lewis-acidic sites can be identified and characterized by

charge density studies by visualizing and analyzing the fine structure of the

Laplacian of the valence shell of charge concentration at the metal. In contrast to

the original suggestion by BG, it is therefore not the global Lewis acidity of the

metal center, but the presence of locally induced sites of increased Lewis acidity

which determines the extent of agostic interactions [10, 11]. As a matter of fact, no

agostic complex has been reported so far where agostic CbHb moieties are pointing

to a domain of local charge concentration at the metal. The nature and occurrence of

all these LICCs can be derived by a direct and rigorous interpretation of the

wavefunction: they are an integral part of the bonds formed using metal orbitals
possessing d-character. It is then the different nodal structures of p and d
wavefunctions that give rise to different atomic polarization patterns at main
group atoms and transition metals [100].

To conclude: an understanding of the way in which the ancillary ligands induce

polarization at the metal center, and of the interplay between these effects and the

metal-alkyl bonding, affords the possibility of predicting – and hence controlling

and manipulating – the development of an agostic interaction with an alkyl ligand in

a particular situation. Such predictive power is unprecedented in this area of

chemistry. Detailed analysis of molecular charge distributions thus offers the pros-

pect of significant advances in the design and chemical control of complexes with

central relevance to many reactions of academic and commercial importance [10].
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