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Preface

The conceptualization of this book took place at the first European Cytoskeletal
Club meeting held in Prague in June 2015, after a discussion about the need to know
the genesis of the concepts that have shaped the science of plant cell biology. Plants
have been a subject of study since the times of the ancient Greeks, Chinese, and
Indians. Since the first publication of the term “cell” in Micrographia, 350 years
ago by Robert Hooke (1665), the study of plant cell biology has moved ahead
tremendously. Robert Hooke is credited for his observations of cork and for coining
the word “cell.” In addition to his observations, he inadvertently introduced cell
walls and the dynamics of cells in the context of the volume enclosed by the cell
walls. Since the days of Hooke, cells, the units of organismal forms, have attracted
the attention of the scientific field. The field of cell biology owes its genesis to
physics, which, through microscopy, has been vital in enhancing the interests of
scientists in the biology of the cell. Today, with the technical advances in the field
of optics, it is possible to observe life even at the nanoscale. From Hooke’s seminal
observation of cells and his inadvertent observation of the cell walls, we have
moved forward to engineering plants with modified cell walls. Study of chloroplast
has also moved from the experiments of Julius von Sachs to chloroplast engineering
for improved crop yields. Similarly, advances in fluorescence microscopy have
enabled better observation of organelles, such as the vacuoles studied by
Hofmeister.

If physics is one side of the coin (cell biology), biochemistry is the other. We
have come a long way from Hooke’s observation, but it remains important to
understand what Hooke observed 350 years ago, or what Schleiden and Schwan
said about cells as the universal units of plants and animals. All this needs to be
taken into consideration when we talk about cells, cell walls, or cell cycles. In this
digital age, when new techniques are allowing science to move faster than ever, it
remains important to bring back old concepts in the light of modern science. In this
book, we bring forth and discuss the concepts and theories propounded by the
progenitors of plant cell biology in the context of their relevance to the cell biology
of today. An understanding of the works of scientists such as Hooke, Grew,
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viii Preface

Hofmeister, Schleiden, Schwann, von Mohl, Nigeli, von Mohl, Fleming,
Strasburger, Sachs, Bernard, Boveri, Nemec, and Haberlandt in the context of
twenty-first century advances in plant cell biology will help to provide new bottles
for the old wines. As Isaac Newton wrote to Robert Hooke in his letter dated
5 February 1675: ““You have added much several ways, and especially in taking the
colours of thin plates into philosophical consideration. If I have seen a little further
it is by standing on the shoulders of Giants” (Newton 1675). Newton quoted the
twelfth century theologian John of Salisbury, who used it in a treatise on logic
called Metalogicon, written in Latin in 1159: “We are like dwarfs sitting on the
shoulders of giants. We see more, and things that are more distant, than they did, not
because our sight is superior or because we are taller than they, but because they
raise us up, and by their great stature add to ours” (Salisbury 1159). In some way,
we are acting as Cedalion standing on the shoulders of Orion in the stories of Greek
mythology.

Karlsruhe Vaidurya Pratap Sahi
Bonn Frantisek Baluska
September 2017
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Chapter 1 ®)
Plant Cell Biology: When, How, and Why? <z

Vaidurya Pratap Sahi and Frantisek Baluska

Julius Sachs (1875) defined cells as follows: “The substance
of plants is not homogeneous, but is composed of small
structures generally indistinguishable by the naked eye; and
each of these, at least for a time, is a whole complete in itself,
being composed of solid, soft, and fluid layers, different in
their chemical nature, and disposed concentrically from
without inwards. These structures are termed Cells.”

1.1 When?

About 250 years before Sachs’s definition of the cell, Robert Hooke observed cells
for the first time on cork. Not only did Hooke’s observations start a new wave in the
study of plant biology, but it also gave us the term “cell” (Hooke 1665; Gest 2009).
The etymological roots of the term lie in the Latin word cellulae, which means
hexagonal cells of the honeycomb (Mazzarello 1999). Soon after Hooke made his
observations and coined the term “cell,” Antony van Leeuwenhoek discovered
motile microorganisms (Ford 1995; Dunn and Jones 2004; Zwick and Schmidt
2014; Lane 2015; Wollman et al. 2015; Zuidervaart and Anderson 2016). Later,
Marcello Malpighi and Nehemiah Grew published detailed observations of the
different plant organs and tissues (Malpighi 1679; Grew 1682). Grew described
the honeycomb-like cells, but also other forms of cells, which formed the bark and
the pith (Grew 1682).

Cell biology has come a long way since the time of Hooke. With the advance-
ments in microscopy (Schliwa 2002), it has become easier to observe other organ-
elles and structures such as cell walls, nuclei, and chloroplasts, and to understand
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the mechanisms of cell division and other processes. In fact, the cell wall can be
said to be the first component of the cell to have been observed when Hooke looked
at cork cells. The nineteenth century can be said to be the century of cell biology.
Discovery of the nucleus, mitochondria, protoplasm, Golgi, etc. and the foundations
of cell theory all occurred in the nineteenth century. Studying the leaves of orchids,
Robert Brown discovered the nucleus, which he defined thus: “In each cell of the
epidermis of a great part of this family, especially of those with membranaceous
leaves, a singular circular areola, generally somewhat more opake than the mem-
brane of cell is observable. This areola [nucleus], which is more or less distinctly
granular, is slightly convex, and although it seems to be on the surface is in reality
covered by the outer lamina of the cell” (Brown 1833). Knowledge of the structure
and biology of the nucleus paved the way for a better understanding of genetics and
thereby helped in applied sciences such as crop breeding. The discovery of the
nucleus was followed by the formulation of cell theory by Matthias Jacob Schleiden
and Theodor Schwann (Schwann 1847; Baker 1948, 1949; Harris 2000; Baluska
et al. 2012; Lombard 2014; Cvrckova 2018, Sekeres and Zérsk)'l 2018).

Hugo von Mohl (1852) gave the term “protoplasma” and described the move-
ment of cell sap (Baker 1949). Protoplasma as defined by von Mohl is “opake,
viscid fluid of a white colour, having granules intermingled it.” The granules he
refers to are organelles such as plastids, mitochondria, and Golgi (Benda 1898;
Golgi 1898; Mazzarello et al. 2009; Pagliarini and Rutter 2013). It took more than
300 years after the discovery of cells (Hooke 1665) to accept the endosymbiotic
nature of eukaryotic cells (Sagan 1967; Baluska and Lyons 2018). In cell biology,
organelles or structures were often reported well before they were studied in detail.
Bohumil Némec discovered thick filaments running longitudinally across the cell—
cell borders in root apices (Némec 1901), which were later shown to be bundles of
F-actin (Baluska et al. 1997; Baluska and Hlavacka 2005) extending through
plasmodesmata (Samaj et al. 2006; van Bel 2018). The discovery of chloroplasts
was similar. On a general note, plastids were known to the ancient Indians
(Raghavendra et al. 2003). The cell plate in dividing plant cells was observed by
Wilhelm Hofmeister as early as 1867, when eukaryotic cell division was not well
understood (Hofmeister 1867; Martin 2017).

1.2 How?

Anthony Leeuwenhoek first discovered the marvels of the living world, which
before him were invisible (Ford 1995; Dunn and Jones 2004; Zwick and Schmidt
2014; Lane 2015; Wollman et al. 2015; Zuidervaart and Anderson 2016). Advances
in the development of superior lenses by Abbe and Schott in Germany took
observations to a higher level of magnification (Schliwa 2002; Dunn and Jones
2004; Blancaflor and Gilroy 2000; Griffiths et al. 2016). The importance of micros-
copy for physiology was suggested by Jan Evangelista Purkinje in the first half of
the nineteenth century (Nick 2012; Zarsky 2012). We have come a long way from
the first observations of the cell by Hooke to the detailed study of organelles
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possible today using the concepts of confocal microscopy (Schliwa 2002;
Blancaflor and Gilroy 2000; Griffiths et al. 2016). With advanced microscopy,
advances in dyes and probes have also played an important role in enabling detailed
study of cells and their components (Blancaflor and Gilroy 2000). Advances in
microscopy have enabled us not only to see the organelles but also to observe and
understand the interactions between them (Griffiths et al. 2016).

In addition to advances in microscopy, microtomy, and histochemistry, the
ability to grow cells has allowed fast progress in our understanding of plant cells.
Haberlandt (1902) is credited to be the first to have cultured plant cells in nutrient
solutions. Vasil (2008) reviewed the history of plant cell culture and its use in
biotechnology. Cell parameters such as size, shape, and number can be studied in
cell cultures and used for cellular phenotyping (Opatrny et al. 2014).

1.3 Why?

Cell biology is sometimes considered to be a basic science, which is not true
because of the implications it has in applied fields such as medicine and agriculture
(Nick and Chong 2012; Vasil 2008). The study of plant cells has not only enhanced
our understanding of plants, but also made it easier to tap plant resources for
purposes such as crop biotechnology. Nick (2012) suggests how we can take cell
biology to a new level by integrating the conceptual knowledge of nineteenth
century cell biologists (botanists) and modern high-throughput tools.

Another important aspect is that scientific concepts are very important for proper
interpretation of obtained data and even more important for asking the right
questions and choosing an appropriate research methodology and experimental
design. By guiding so-called normal science, scientific concepts shape emerging
and maturing paradigms until new concepts lead to revolutionary overthrow of the
old paradigm and raise new emerging paradigms (Kuhn 1962; Guerra et al. 2012;
Kaiser 2012; Casadevall and Fang 2016). For example, the concept of spontaneous
generation of life was proposed by Aristotle and dominated our thinking about life
until Louis Pasteur disproved this theory (Pasteur 1864; Berche 2012). Recently,
there have been several paradigm shifts in genetics (Portin 2015), plant sciences,
and neurosciences (Baluska and Mancuso 2009a, b; Trewavas and Baluska 2011;
Trewavas 2016; Calvo et al. 2017); evolutionary theory (Shapiro 2011; Baluska
2011); and in the basic pillar of cell biology, cell theory (Baluska et al. 2004a, b;
Baluska and Lyons 2018). First attempts to understand the nature of consciousness
and its roles in biology (Trewavas and Baluska 2011; Baars and Edelman 2012;
Perouansky 2012; Grémiaux et al. 2014; Rinaldi 2014; Baluska et al. 2016; Torday
and Miller 2016; Torday 2017; Craddock et al. 2017) and physics (Baars and
Edelman 2012; Turin et al. 2014; Craddock et al. 2017) indicate that a new
paradigm shift is imminent. Many crucial discoveries in cell biology were accom-
plished through study of plants, including discoveries of the cell, nucleus, the
symbiotic origin of eukaryotic organelles, microtubules, cell-cell channels,
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chromosomes, mitosis, and the cell cycle (Baluska et al. 2012; Lombard 2014;
Cvrékova 2018, Sekere$ and Zarsky 2018). As higher plants are proving to be
behaviorally active and cognitive organisms (Baluska and Mancuso 2009a, b; Sahi
et al. 2012; Grémiaux et al. 2014; Trewavas and Baluska 2011; Trewavas 2016;
Calvo et al. 2017), and their active behavior to be sensitive to anesthetics
(Grémiaux et al. 2014; Baluska et al. 2016; Yokawa et al. 2017), it is possible
that plants will also prove to be crucial for our understanding of the elusive nature
of consciousness.
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Chapter 2 ®)
180 Years of the Cell: From Matthias Jakob <
Schleiden to the Cell Biology of the
Twenty-First Century

Juraj Sekeres and Viktor Zarsky

Abstract The fact that the form and function of organisms results from the
collective action of cells, the structural and functional units of life, is undoubtedly
one of the most important foundations of contemporary biology. Here, we provide a
glimpse of the key discoveries and accompanying theoretical disputes that led from
the discovery of the cellular structure of organisms, through elaboration of a tool set
enabling study of cell phenomena at the molecular level in a mechanistic frame-
work, to the latest theoretical and methodological trends in addressing cellular
organization as the methodological and interpretational framework for addressing
the phenomena of life. We also emphasize how views of cell structure and function
prevailing during particular eras were influenced by methodological constraints at
the time and how previously disregarded concepts returned to mainstream biology
as a result of novel techniques that could provide more detailed insight into the
structure and dynamics of cellular components.

2.1 Theoretical and Methodical Foundations of Cell
Theory

Various ideas, first in the form of mythological narratives, on the origins and basis
of life have existed since the dawn of humankind. Some of the first modern ideas on
the substance of life and its developmental program being confined to a small piece
of living organism came from Aristotle in the fourth century BC. On the basis of
empirical experience of egg development and plant vegetative reproduction, he
postulated “entelchy” as a driving principle that leads organisms toward fulfilling
their form and potential (Welch and Clegg 2010). Until the seventeenth century, the
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developing science of biology only rarely sought the causes of live phenomena in
the fine structure of organisms. Prominent trends such as French morphology and
German Naturphilosophie looked for explanation of body plans and structures in
abstract ideal forms toward which organisms are driven (Radl 1930); the approach
was largely orthogonal to later and contemporary mechanistic views of life.

Idealistic concepts accompanied biology further, but a gradual shift toward
empiricism and mechanistic tendencies in science appeared in the eighteenth
century. The trend included revival of atomism, a theory that claims that properties
of matter are given by the small indivisible particles it is composed of (Harris
2000). It is important to note that advances resulting in formulation of cell theory
were not only led by technological improvements in microscopy, but also by a
change in theoretical focus. Many scholars already had the idea that observed
tissues were aggregates of more basic units, even before looking through micro-
scopes (Harris 2000). Another important philosophical inspiration (quite distinct
from common early analogies between cells and atoms or crystals, and much closer
to the contemporary perception of cells) came from G.W. Leibniz (1646—-1716). His
idea established the often unrecognized basis of cell theory. In the idea of fully
autonomous self-reproducing “monads,” developed in a critical discourse with the
Cartesian mechanistic view of the universe, Leibniz stated that if living organisms
were machines their parts would not merely be simple mechanical pieces of matter
but smaller machines themselves. Importantly, the dynamics of monads is driven
from the inside. This idea stimulated the concept of German philosopher Lorenz
Oken (1779-1851) that all organisms are composed of “infusoria” and
“Urbliaschen” (primordial bubbles) as basic life units; this speculation directly
preceded the works of the first empirical cell biologists (Canguilhem 2008; Harris
2000). However, it was only the invention and improvement of microscopes that
enabled direct observation of the material basis and composition of organisms.

Based on early observations, the composition of tissues as fibers, globules, or
twisted cylinders was postulated (Harris 2000). In the eighteenth century, Albrecht
von Haller, inspired by atomism, speculated that fibers composed of strings of
atoms were the basic structural elements of the body: “For the fiber is for the
physiologist what the straight line for the geometrician, and from this fibre all
shapes surely arise” (in Harris 2000). Robert Hooke was active in many fields of
natural sciences in the second half of the seventeenth century and is considered to
be the father of the term ‘“cell” in biology. He used this term to describe the
structures he saw with his simple microscope in slices of plant cork tissue because
they resembled honeycomb cells (cellulae in Latin). At that time, cells were
conceived as hollow and regarded as “avenues of communication, channels for
conveyance of juices” (in Welch and Clegg 2010).
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2.2 From Schleiden to Virchow: Formation of Cell
Theory Tenets

More and more nineteenth century scientists were convinced that plant tissues were
generally composed of cells, but Matthias Jakob Schleiden (1804—1881) made the
first attempt to use cellular composition as a unifying explanatory principle in
botany (Harris 2000). Schleiden wanted to establish botany on a firm ground as a
more exact science, leaving behind the speculative tradition of German
Naturphilosophie. Schleiden was mechanistically oriented and, like many of his
contemporaries, inspired by Isaac Newton’s physics. He used crystal-like meta-
phors for conceptualizing the self-organization of organisms. He also emphasized
inductive and empirical approaches, as well as the importance of following ontog-
eny (reflecting specification or differentiation of initial simpler general forms into
more complex elaborated ones) in order to properly understand plant tissues.
Schleiden’s efforts resulted in the formulation of a general rule that all plant tissues
are composed of a single basic element, the polyhedral cell. He would subsequently
call for “condemnation of every theory that explains processes in a plant otherwise
than as combination of processes in individual cells” (in Radl 1930).

The cell wall as the boundary and structural element was still considered more
important than the internal content, although the nucleus was already known and
described. It was named in 1833 by Robert Brown who, however, did not recognize
the general presence of nuclei in all cells. Such an opinion is understandable
considering that the cell wall is morphologically the most conspicuous structure
in differentiated plant cells and is often the functional determinant of the particular
tissue. Moreover, the crucial importance of cell wall mechanics and its integration
with the plant cell membrane and cytoplasmic core are currently well-recognized
features of plant body organization. Schleiden was unclear about the ontogenic
origin of cells; therefore, an extracellular protoplasm or sap played a role in his
concept of cell formation. He postulated condensation of nuclei from this material
and formation of cellular matter around them. Cells were formed from nuclei as
growing vesicles until they touched each other (Harris 2000; in Radl 1930). Later in
development, they mostly formed around nuclei inside other cells (Lombard 2014).
Schleiden considered nuclei in mature cells dispensable and often reabsorbed
(Harris 2000).

Because of the absence of distinct cell walls and difficulties in sample prepara-
tion, the cellular nature of animal bodies was less clear. Animal cells were studied,
for example in developing embryos. However, the general empirical supposition
postulated formation of the animal body from cells during early development, but
not necessarily in its adult state. Henri Dutrochet (1776-1847) advocated a mate-
rialistic worldview and aimed to identify vital phenomena in animals and plants
(Harris 2000). He claimed that both plant and animal tissues were composed of
“vesicles” and “globules,” although he probably could not observe animal cells.
Although Dutrochet’s morphological view of cells was largely erroneous, he was
probably the first to perceive cells as basic physiological units of metabolic
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exchange with selective inflow of nutrients and outflow of waste. He also suggested
the existence of the same underlying principles in animal and plant tissues:
“[If] phenomena are tracked down to their origins, the differences are seen to
disappear and an admirable uniformity of plan is revealed” (in Harris 2000).

The first claim of the widespread presence of “Kornchen” analogous to plant
cells in animal tissues, backed by countless histological observations, was made by
Bohemiam Jan Evangelista Purkyné/Purkinje (Harris 2000). He claimed that ani-
mal tissues were universally composed of cells, fibers, and fluids. Purkyné was also
one of the first (following Dutrochet) to emphasize the functional significance of
cells and facilitated the transition from ‘“histomorphology” to ‘“histophysiology”
(Harris 2000), particularly through comprehensive studies of ciliary movements in
several animal tissues. Unlike Schwann, who put most emphasis on the nucleus,
Purkyné€ also focused on the active content of the cell, the “protoplasm” (see
Sect. 2.3).

Theodor Schwann (1810-1882) got most credit for extending cell theory to
animal tissue because he made stronger (although not always correct) claims than
Purkyné (Harris 2000). Inspired by Schleiden’s conclusions, as well as the similar-
ity between animal notochord cells and plant cells discovered by Schwann’s teacher
Johannes Miiller (Harris 2000), Schwann accumulated a vast number of examples
of embryonic and adult animal tissues consisting of cells and claimed cellular origin
as the unifying ontogenic principle for animals as well as plants (Radl 1930).
Schwann was not certain about the exact origin of individual cells and postulated
their origin either from homogenous life matter (possibly through first generating a
nucleus) or from inside other cells, around their nuclei. According to Schwann,
cells could thus originate inside or outside other cells (Harris 2000; Lombard 2014).
Inspired by Schleiden, Schwann claimed that formation of cells from liquid via
nuclei was a mechanistic crystallization-like process (Harris 2000).

Several different ideas about the mechanism of new cell generation coexisted
and many scientists accepted that different mechanisms could work in different
organisms and tissues (Harris 2000). Discovery of binary cell fission by Barthélemy
Dumortier and Hugo von Mohl was of outstanding importance, although both
admitted the plurality of mechanisms of cell formation. Franz Unger (1800—1870)
was the first to oppose Schleiden’s aggregation/crystallization idea openly. He
disregarded “cytoblasts” as source of cells and postulated that binary division was
the most common mechanism of plant cell division (Harris 2000). Within a few
years, sufficient empirical evidence had accumulated to abandon Schleiden’s con-
cept of cell formation. Because of technical difficulties, it took much longer to
accumulate precise observations of animal cell formation. Robert Remak
(1815-1865) proposed the first explicit unifying theory of cell division in both
plants and animals. Remak developed novel hardening agents that allowed him to
carry out extensive studies of cell formation in many animal tissues. He concluded
that extracellular formation of cells does not occur in animal tissues and that binary
division is the universal mechanism of cell formation. Development is thus a
sequence of binary divisions followed by morphological modifications; further-
more, the egg itself is a cell. Remak also proposed that the same rules governed cell
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division in both pathologic and embryonic tissues (in direct opposition to Miiller’s
theory of specific malignant tumor formation). Remak categorically opposed
Schleiden and Schwann, particularly their analogies between cells and crystals:
“It is hardly necessary to make special mention of the similarity or disparity of cells
and crystals, for, in the light of the facts that I have discussed, the two structures
offer no points of comparison” (in Harris 2000).

Rudolf Virchow (1821-1902), strongly inspired by Remak and spreading
Remak’s ideas, consolidated cell theory with his famous statement “Omnis cellula
e cellula,” reflecting the origin of existing cells from other cells and describing
ontogeny as a gradual process of binary divisions from a fertilized egg to adult
tissues. Classical cell theory thus stood on three major tenets:

1. All living organisms are composed of one or more cells.
2. The cell is the basic unit of structure and function in all organisms.
3. All cells arise from preexisting cells.

The history of discoveries leading to a unified picture of cell division (and the
relationship between nucleus and cytoplasm during formation of new cells) is an
excellent example of how the choice of methods and model system can influence
the inferred theory. This aspect has always constrained experimental biology and is
still relevant in our time. From the contemporary point of view (i.e., retrospective
judgement), ideas about extracellular formation and crystallization around nuclei
might seem obscure. However, one must acknowledge that many conclusions were
based on observations of fixed tissues prone to artifacts and providing only a static
view of underlying dynamic phenomena. The presence of open mitosis in both
animals and plants (Sazer et al. 2014) made deciphering the relationships between
“sap” (cytoplasm), nucleus, and cell division even more complicated until the
nature of chromosomes was understood.

Moreover, some of the tissues used in the past as model systems are nowadays
known as rather exceptional cases. Even original observations of plant tissues by
Schleiden involved endosperm syncytium undergoing cellularization, which might
have given him the wrong impression of cell formation (Harris 2000). Many early
conclusions were also misled by mistaking starch grains (forming inside cells) for
nuclei. On the other hand, Dumortier and von Mohl were able to make their
outstanding discovery through observing an ideal model system for study of binary
cell division—the filamentous alga Conferva (Draparnaldia by contemporary
nomenclature) with cells dividing at the termini of filaments. Cartilage was repeat-
edly used as argument for the acellular origin of animal cells (Harris 2000).
Developing embryos, which enabled direct observation of unfixed dividing cells
in time, were the source both of support for a model of binary cell division and of
erroneous judgment. Although many authors (working mostly with amphibian
models) correctly interpreted the partitioning of egg as progressive cell division,
French biologist Quatrefages de Bréau claimed in the middle of the nineteenth
century that the development of gastropod embryos involves formation of cells
within cells. Quatrefages de Bréau was probably driven by an attempt to support
Schwann’s model. Even Dumortier, who discovered binary division in Conferva
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(Draparnaldia by contemporary nomenclature), acknowledged the possible forma-
tion of cells within cells and even formation of cells from acellular material after
observing gastropod development (Harris 2000). Large yolky embryos with
unequal cleavage were also source of confusion, as in the case of Carl Vogt who
claimed that Alytes frog embryo furrowing was independent of formation of new
cells.

In the light of incongruent fragmentary observations, it was honest of many
contemporary scientists in the nineteenth century to acknowledge the plurality of
animal cell formation mechanisms (Harris 2000). Strong universal claims required
systematic comparison of many different tissues and improved techniques, as
performed by Remak. Although he opposed ideas that involved intracellular
formation of cells, he admitted that it was often not sloppiness of observation or
ill judgment that lead to incorrect conclusions, but accidental choice of problem-
atic material such as cartilage or muscle fiber. However, even Remak made an
erroneous conclusion regarding nuclear division, possibly because of observation
of static fixed specimens and a bias toward making an analogy between binary cell
division and binary nuclear division. Karl Bogislaus Reichert (1811-1883)
observed dissolution of nuclei during division of red blood cells, which he used
as an argument for Schwann’s concept of de novo nuclei formation and against the
concept of binary cell division. Remak claimed that he had failed to reproduce
Reichert’s observation of nucleus dissolution in dividing red blood cells. Reichert’s
ideas about cell formation were generally wrong but some of his observations were
correct, whereas Remak’s ideas about cell formation were generally right but some
of his observations were wrong. Remak occasionally observed nuclear dissolution
but interpreted it as an artifact. Both Remak and Virchow supported a model of
nuclear binary division that involved formation of grooves, constriction, and
division of one nucleus into two. Some scientists advocated Remak’s and
Virchow’s models, whereas others referred to nuclear dissolution (“Reichert’s
doctrine”), often with interpretations close to Schwann’s original ideas about cell
formation (Harris 2000).

2.3 Protoplasmic Concepts and Early Criticisms of Newly
Established Cell Theory

Cell theory was popular with reductionists, who attempted to comprehend funda-
mental life phenomena by studying simple structural components. Technological
improvements such as the oil immersion lens, Purkyné’s microtome technique
(Harris 2000), and novel fixation and staining methods (McIntosh and Hays
2016) led to countless observations of cells and their contents in the nineteenth
century. Criticism of cell theory also existed and, in extreme cases, many histolog-
ical discoveries were accused of being staining and/or fixation artifacts. Skepticism
over the universality of cell theory often cited the existence of cells without nuclei,
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multinuclear syncytia, and large amounts of extracellular material in adult tissues as
evidence against cell theory. Nevertheless, all of these phenomena were ultimately
understood as developmental products of cells. One of the last bitter arguments
about the general validity of cell theory was over the nature of nervous tissue.
“Reticulate theory” considered the nervous tissue as a continuous uninterrupted
network, because of observation limits set by contemporary microscopes. Yet, cell
theory envisaged nervous tissue as consisting of individual cells as in other tissues
(the “neuronal doctrine”). Ramon y Cajal demonstrated the latter to be true by using
a staining method that randomly marked only a few neurons within the tissue,
clearly indicating discontinuity in the neuronal network (Radl 1930).

In addition to claims that cell theory cannot universally explain the functioning
of organisms and that many observed structures might be fixation artifacts, cell
theory was also repeatedly accused of being insufficient or even not relevant to
understand the universal properties of life. Some of these incongruences were
formulated in various forms of “protoplasmic theory,” which either complemented
cell theory by closing a conceptual gap between the cell surface and cellular
contents or competed with cell theory by completely shifting focus from cells as
a mere building bricks to the living substance inside the cell. The term ‘“proto-
plasm” was introduced by Jan Evangelista Purkyné/Purkinje in 1839, well before
Hugo von Mohl and in a very similar sense (Janko and Strbatiova 1988; Harris
2000; Zarsky 2012; Liu 2016). Hugo von Mohl was critical of Schleiden’s and
Schwann’s focus on understanding cells in terms of boundaries and building blocks
and disliked analogies between cells and crystals. He redefined the cell’s function
as more based on internal organization and formulated his protoplasmic theory in
1846 (Liu 2016).

Ferdinand Cohn proposed in 1850 that “plants and animals were analogous not
only because of their construction from cells, but also, at a more fundamental level,
by virtue of a common substance, protoplasm, filling the cavities of those cells”
(Welch and Clegg 2010; Liu 2016). He thus connected von Mohl’s concept with the
earlier idea of “sarcode,” a contractile substance proposed by Félix Dujardin to
provide the life basis of unicellular eukaryotes (Liu 2016). The tendency to look for
basic attributes of life (irritability, sensibility, contractility, reproduction, etc.) in
the properties of protoplasm was not uncommon, and protoplasm itself was com-
pared to an “elementary organism.” Anatomist Max Schultze suggested in the
middle of the nineteenth century that the true basis of life would be found by
studying protoplasm, not the cell (Welch and Clegg 2010) and redefined the cell as
a “clump of protoplasm” around a nucleus (Liu 2016).

Some authors regarded the cell as a nonliving envelope and focused on studying
protoplasm as the “naked state of living matter” (Welch and Clegg 2010). For
example, E.B.Wilson did not claim protoplasm to be the only living element inside
the cell: “Protoplasm deprived of nuclear matter has lost, wholly or in part, one of
the most characteristic vital properties, namely, the power of synthetic metabolism,
yet we still speak of it as ‘living’, because it may for a long time perform some of
the other functions, manifesting irritability and contractility, and showing also
definite coordination of movements” (as in the enucleated protozoan) (Wilson
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1899). He also disregarded strong versions of reductionism that searched for a
single basic element of life in “any single substance or structural element of the
cell,” because “life in its full sense is the property of the cell-system as a whole
rather than of any one of its separate elements.” His theory is thus not atomistic or
reductionistic but puts a strong focus on the properties of protoplasm by claiming
“that the continuous substance is the most constant and active element and that
which forms the fundamental basis of the system, transforming itself into granules,
drops, fibrillae or networks in accordance with varying physiological needs” (Wil-
son 1899). Yet, Wilson prophetically admitted that he could not achieve any clear
general conclusion because the basis of all phenomena lies in the “invisible
organization of a substance which seems to the eye homogenous.” He believed
that “ultramicroscopic bodies,” molecules, groups of molecules, and micellae
formed the basis of protoplasmic organization (Wilson 1899).

2.4 Discovery of Organelles: Increasing Appreciation
of Cellular Content

Along with protoplasmic concepts involving the actions of micelles, drops, and tiny
fibrillae, the presence of larger structures localized within cells was more and more
recognized and emphasized, including the notion of smaller living units present
inside cells, inspired by Leibnitz’s theory of spontaneity and hierarchy of monads
(see Sect. 2.1). Franz Unger described moving structures in pollen cytoplasm as an
“army of monads full of inner vitality, full of an inner self-determination that
revealed itself in their movements” (in Harris 2000). Observations of large unicel-
lular eukaryotes such as amoebae and ciliates further stimulated thoughts about
subcellular structures with specialized functions, analogous to macroscopic bodies.
In 1884, Karl August Mobius suggested the term “organulum” (little organ) for
such structures because they form parts of one cell, whereas true organs of
multicellular animals consist of many cells. The term was later transformed into
“organelle” and its meaning was expanded to cover subcellular structures of both
unicellular and multicellular organisms (Schuldiner and Schwappach 2013).

An important breakthrough was made by van Benden and Boveri at the end of
the nineteenth century. They discovered the autonomous life cycle of the centro-
some and concluded that the structure had a life of its own; Boveri described the
centrosome as a special organ of cell division (Harris 2000). Whitman perceived the
cell as a “colony of simpler units, nucleus, centrosome, and so on,” much as a
higher organism is colony of cells (Whitman 1893). In 1882, Julius Sachs wrote that
“chlorophyl bodies” (chloroplasts) behaved like autonomous organisms that divide
to adjust their number to the size of growing leaves (Kutschera and Niklas 2005). In
1883, Andreas Schimper noticed the similarity between chloroplasts and
cyanobacteria and proposed the symbiotic cyanobacterial origin of plastids (Taylor
1987). In 1890, Altmann postulated the universal presence of “bioblasts” (named
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“mitochondria” by German microbiologist Benda in 1898) and discovered that they
had same staining properties as bacteria; he concluded that they were modified
bacteria (Ernster and Schatz 1981; Kutschera and Niklas 2005).

This idea of the endosymbiotic origin of chloroplasts and xenobiotic origin of
eukaryotic cells as an evolutionary amalgam of once-independent organisms was
further elaborated by Konstantin Mereschkowsky between 1905 and 1920 (Taylor
1987; Kutschera and Niklas 2005), but was not generally accepted until its revival
in the 1970s. With improved microscopes and staining methods, novel organelles
were added to the nuclei, chloroplasts, and vacuoles known from earlier observa-
tions (Ernster and Schatz 1981). With the discovery of “ergatoplasm” (later named
“endoplasmic reticulum”) in 1897 and the Golgi apparatus one year later, most
large common components of the cell “inventory” were known by the end of the
nineteenth century (Ernster and Schatz 1981).

2.5 Disputes over Cell Boundaries

For a living system, the existence and properties of a boundary to the outside world
are as important as the properties of its internal composition. Yet, the presence and
identity of a boundary between cells and the outside environment was not clear in
the nineteenth century and (especially from the contemporary perspective) was
largely neglected by proponents of both cell and protoplasmic points of view.
Schwann assumed that surfaces/membranes always limit the mobility in/out of a
cell, even if invisible, and this could be inferred from the Brownian motion of cell
components, which do not escape the cell volume as delimited by the surface
structure. Generally, however, comparison of the cell surfaces of plant cells (with
walls) and animal cells were confusing and the terms “wall” and “membrane” were
often used interchangeably. True membranes were impossible to detect with nine-
teenth century histology techniques. Thus, in the second half of the nineteenth
century, little attention was paid to membranes and, if present, they were considered
unessential secondary structures originating from hardening of the cell surface.
Max Schulze, the proponent of protoplasmic theory, was also an eager opponent of
the membrane concept (Lombard 2014). He postulated, in place of cells, small
blebs of contractile protoplasm immiscible with water. Detected membranes were
simply the result of protoplasm hardening caused by contact with the outside
environment or an artifact of degeneration and the hallmark of dead cellular
material.

The main support for the membrane concept came from osmotic studies.
Hewson published experiments on the swelling and shrinking of blood cells as
early as 1773. In the first half of the nineteenth century, Dutrochet explained plant
turgescence by osmosis via a border with “chemical sieves” (Harris 2000; Lombard
2014). The first artificial membranes were created by precipitation of copper
ferrocyanide (from potassium ferrocyanide and copper sulfate) and were thus
named precipitation membranes. Together with the contemporary colloidal concept
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of cell interiors and ideas about cell membranes originating through surface hard-
ening, the existence of artificial precipitation membranes fueled belief that the
surface of colloidal protoplasm precipitates and forms an osmotic barrier. Overton’s
pioneering experiments (published between 1895 and 1900) showed cell volume
changes in more than 500 different solutions and allowed him to conclude that a
barrier distinct from the plant cell wall must exist and is made of ether-soluble
components (i.e., is hydrophobic). He suggested cholesterol and phospholipids as
possible candidates. In combination with works on electrophysiology and microin-
jection experiments, acceptance of the plasma membrane as a real structure was
established in the early twentieth century (Harris 2000; Lombard 2014).

2.6 Toward Cellular Determinants of Heredity

A clear picture of nuclear division formed only after the mitotic spindle and
chromosomes were discovered and understood. Recurrent observations eventually
led to the consensus that nuclei disassemble and reassemble during cell division.
Strassburger proposed homology of plant and animal cell division before the end of
the nineteenth century (Harris 2000). In the 1870s, details of cell division events
were repeatedly observed and, in 1879, Walter Flemming coined the term “mitotic
process” and described its basic chronology. Flemming also introduced the term
“chromatin” and was the first to describe longitudinal division of chromosomes in
both animal and plant cells. He was a sharp critic of the direct nuclear division
concept advocated by Remak and Virchow, but at the same time fully acknowl-
edged the continuity of nuclear material during cell division by expanding
Virchow’s statement into “Omnis nucleus e nucleo.”

At that time, there was also a major effort to localize the material determinants of
heredity. Many great biologists of the nineteenth century, even if not working with
cells themselves, postulated such particles (Darwin postulated gemulae; Haeckel,
plastiduls; Spencer, physiological units; de Vries, pangenes; Galton, strips, etc.) and
thus stimulated the search for them (Radl 1930). Cumulative descriptive work
helped characterize the progression of cell division and behavior of chromosomes
in sufficient detail that biological interpretations and manipulative experiments
were possible. As early as 1885, the concept of chromosomal loops as storage
place for hereditary information was proposed by A. Weissmann (McIntosh and
Hays 2016) and helped to explain the phenomena of meiosis and recombination
(Harris 2000). The work of Theodor Boveri (1862-1915) not only definitively
demonstrated chromosome function in heredity, but also shifted work from solely
combination of observations and deduction to the introduction of manipulative
experiments (Harris 2000). His experiments with sea urchin embryos involved
polyspermy and manipulation of early embryo cleavage, resulting in blastomeres
with unequal chromosome distribution. Boveri discovered that the fate of blasto-
meres correlated with introduced chromosomal abnormalities and deduced that
different chromosomes carry different genetic loads. After the rediscovery of
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Mendel’s laws, Boveri was the first to point out the similarity between segregation
of elements, as proposed by Mendel, and physical segregation of chromosomes
(Harris 2000). The first concept of genes was purely phenomenological and did not
necessarily ask for the material agent of heredity. Later, in the light of mechanistic
trends, a material component responsible for transmission of genetic information
was envisaged. Boveri proposed that the material basis of Mendel’s laws of
inheritance lay in the properties of chromosomes and thus contributed to the
development of molecular genetics in the twentieth century (Harris 2000).

2.7 Cells in Tissues: Early Holistic and Reductionist
Experimental Approaches

Since the early days of cell theory, many scientists have stressed that organisms are
more than just an assembly of their parts, and that functional aspects of life should
be studied in the context of the whole developing embryo/organism. Attitudes
ranged from sharp criticism of cell doctrine as insufficient and misleading, through
attempts to introduce novel organizing principles that would supplement and
coordinate the action of cells, to a systematic attempt to understand developing
embryos purely from the collective interactions of individual cells.

T.H. Huxley put forward a physiological interpretation of the cell in opposition
to Schleiden’s and Schwann’s morphological concept. He claimed that “the cell-
theory of Schleiden and Schwann’ was not only “based upon erroneous conceptions
of structure,” but it also led “to errors in physiology” (Richmond 2000). He
particularly disliked that “cell doctrine” overstated the assumption of anatomic
individuality of cells and felt that cells should be studied in their mutual relation in
the context of development, because the entire life history of an organism is
“dominated by development” (Richmond 2000). Whitman stated that “the fact
that physiological unity is not broken by cell-boundaries is confirmed in so many
ways that it must be accepted as one of the fundamental truths in biology”
(Whitman 1893). Sachs advocated the organism-standpoint and considered the
presence of cells, although a general phenomenon of life, to be of secondary
importance and only one of the many manifestation of formative life forces
(Whitman 1893). The idea of Sachs that growth and change of plant forms is
primary and that planes of cell division are secondary and dependent on overall
growth (Radl 1930) was also shared by de Bary, who coined the famous statement:
“The plant forms cells, the cells do not form plants” (Thompson 1917).

Major attempts at causal analysis of embryonic development as a result of
collective interaction of individual cells crystallized into the discipline of
Entwicklungsmechanik (developmental mechanics in the sense of natural causa-
tion), enthusiastically advocated by Wilhelm Roux (Radl 1930; Sander 1991). Roux
shifted focus from speculations based purely on descriptive observations to manip-
ulative experiments in a quest for causal explanation of development by
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combination of individual acting forces (Priven and Alfonso-Goldfarb 2009;
Sander 1991). Based on his experiments with amphibian embryos, Roux advocated
a mosaic concept of development, stating that cells of the early embryo determine
the position of later parts of the organism.

Other scientists proposed different concepts of development, largely because
they used other model systems, such as cnidarians and early developing embryos
that display an astonishing capacity for regeneration and a certain degree of
invariance of morphogenesis with respect to the number of cells participating.
Such experiments suggested that cells of the same lineage can have different
fates and cells of different lineages the same fate, depending on the position they
acquire within the embryo. Whitman claimed that “Comparative embryology
reminds us at every turn that the organism dominates cell-formation, using for the
same purpose one, several, or many cells, massing its material and directing its
movements, and shaping its organs, as if cells did not exist, or as if they existed only
in complete subordination to its will” (Whitman 1893). Some of the trends even
resulted in the search for holistic principles that precede formation of cells and
organize actions of cells across the whole developing organism.

Hans Driesch also attempted to break the continuous process of animal morpho-
genesis into its ultimate elements (first principles) at the outset of his career (Sander
1992a). In a visionary manner, he considered development to “start with a few
ordered manifoldnesses,” which would gradually “create, by interactions, new
manifoldnesses,” which “acting back upon the original ones (manifoldnesses)
provoke new differences.” “With each response, a new cause is immediately
provided, and a new specific reactivity for further specific responses.” (Sander
1992a). Parts of the developing embryo thus constitute a gradual conversion of
states and receptivity to other stimuli. Governed by the nucleus, organogenetic
chemicals are formed in the cytoplasm, which acts as intermediaries between
external stimuli and the nucleus. A cascade of stimuli between cells and their
partial activations drive development of the organism (Sander 1992a). Later in
his life, Driesch became critical of overestimating the explanatory potential cell
theory (Whitman 1893) and even revoked some of his original positions (Sander
1992b). Experiments with cnidarians, acrasid slime molds, plants, and echinoderm
embryos (Markos 2002; Sander 1992b) led him to search for fundamental laws
determining the spatiotemporal coordinating system that leads cells into form
(Priven and Alfonso-Goldfarb 2009; Sander 1993). Driesch advocated a mathemat-
ical and physical approach (Priven and Alfonso-Goldfarb 2009) but also wanted
biology to be a science with autonomy and thus searched for organization princi-
ples, around which the undergoing chemical and physical phenomena are consti-
tuted (Priven and Alfonso-Goldfarb 2009). His conclusion that contemporary
chemistry and physics were not sufficient to explain embryogenesis could in fact
be extended until the 1970s, when cell research incorporated advances in cyber-
netics and genetics (Roth 2011). Driesch put strong emphasis on teleology in
development (Sander 1992b) and unsuccessfully tried to formulate entelechy as a
new collective physical quantity (Markos 2002; Priven and Alfonso-Goldfarb
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2009), specific for organisms, which might be analyzed using mathematical
approaches (Priven and Alfonso-Goldfarb 2009).

Driesch’s attempt to uncover laws of organization typical for biology was further
developed by Alexander Gurwitsch (Beloussov 1997; Markos 2002). Gurwitsch
studied developing shark brain, fungal fruiting bodies, and composite flowers and
arrived at the general conclusion that the overall shape repeatedly develops in an
exact manner despite fluctuations in the shape and growth rate of individual parts.
He also thought that the outline of a part or a whole embryo can be formulated
mathematically more precisely than the shape and arrangements of their internal
components (Beloussov 1997). Looking for a supracellular principle that orders and
coordinates cells over the embryo, and inspired by contemporary developments in
physics, he formulated the concept of a “species-specific field” that organizes
morphogenesis (Beloussov 1997; Markos 2002). Cells produce the field that
extends to and affects an extracellular space and, at the same time, the field acts
back on the cells. Fields from cells form an aggregate field, which depends on the
configuration of the multicellular whole and there is feedback between the field and
its morphogenetic consequences (Markos 2002). The interdependence between cell
properties and their coordinates of position within a developing organism should be
precise and mathematically simple (Beloussov 1997). Gurwitsch even attempted to
define the field in vectorial manner (as a geometric description, not in a strictly
physical sense), where cells followed the vectors of the field (Markos 2002).

By the 1930s, many crucial discoveries in experimental embryology had been
accomplished. Many studies involved isolation and recombination of embryonic
parts and mapping of the differentiation and inductive potential of the isolated parts
of embryos and the effects of parts transplanted onto other embryos, including
interspecific transplants (Oppenheimer 1966; Gilbert et al. 1996). Phenomena such
as the inductive potential of neural folds and establishment of limb polarity were
intensively studied. Hans Spemann reintroduced the term “field of organization” to
describe the inductive properties of the amphibian dorsal blastopore (Gilbert et al.
1996), conceptually building upon Driesch’s concept of a “harmonious equipoten-
tial system.” The concept of a field was thus still vital and, in 1939, Paul Weiss
postulated that field is the key organizing principle of embryology; developmental
phenomena have field properties and components of fields are connected by a web
of interactions (Gilbert et al. 1996). Field concepts in the 1930s experimental
embryology were materialistic. Weiss claimed that field has physical existence
and is bound by physical substrates from which morphogenesis arises and should be
the object of research like any other physical phenomena. The morphogenetic field
was supposed to become the basic paradigm of embryology in its attempt to
discover the laws of morphogenesis (Gilbert et al. 1996).
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2.8 Establishment of Molecular Biology

Details of the birth and early history of biochemistry are beyond the scope of this
review. However, we mention several key discoveries and concepts because the
paradigm and methodology elaborated by biochemists largely influenced the advent
of modern cell biology, especially in the twentieth century. Although most German
scientists studying cells focused on their structure and formation, the French
naturalist Francois Vincent Raspail (1794—1878) was interested in the chemistry
of cells. He analyzed the chemical composition of cells by adopting chemical
combustion analysis for small samples (microburning) and developed staining
procedures to detect starch, albumin, silica, mucin, sugar, chlorides, and iron. He
also stressed that that the cell is itself a microlaboratory, carefully balancing
catabolism and anabolism (Harris 2000). In 1833, Payen and Persoz purified a
thermolabile fraction able to breakdown starch into sugar. Such “agents” were later
named enzymes by Wilhelm Kuhne. In 1893, Eduard Buchner was able to replicate
the whole yeast fermentation process by a cell-free extract. Thomas Burr Osborne
systematically crystallized proteins and demonstrated a vast diversity of protein
species (Kyne and Crowley 2016). In 1926, James Sumner managed to isolate and
crystallize an enzyme (urease) for the first time. He redissolved urease from the
crystal (thus free of any small compounds potentially co-purified from the cell) and
showed its catalytic activity, also demonstrating the proteinaceous (and biopoly-
mer) nature of enzymes (Quastel 1985; Kyne and Crowley 2016).

The initial approach of biochemistry was thus orthogonal to that of microscopy.
The properties of life would be studied outside of the organismal context,
irrespective of the structural principles in the intact body. The aim was to replicate
life or life-like processes in an isolated system with a minimal set of components
and thus isolate the underlying substances in order to understand the ongoing
properties and changes of matter. Parts of the “protoplasmic” concept were dropped
or overshadowed by the advent of classical biochemistry, which focused on isolated
molecules in buffered water solutions of simple composition (Kyne and Crowley
2016). The simplified “bag of enzymes in solution” perception of cell content,
where molecules randomly encounter each other and follow the law of mass action,
was criticized at the outset of the science of biochemistry. It was suggested that
catalytic agents act as part of an integral and dynamic proteinaceous network in the
cell. However, the original focus of early biochemistry on enzymes as catalytic
agents provided a unified mechanistic tool set for characterizing subsets of cellular
components and phenomena (Welch and Clegg 2010; Kyne and Crowley 2016).
Molecular biology is currently understood as based on molecular genetics, but
before the ability to modify genetic information was acquired, it was biochemistry
that established the first true molecular-level reductionist description of some life
processes.

Synthesis of Mendelian and chromosomal heredity theories in the early twenti-
eth century put genes into the spatial context of location on chromosomes and
stimulated institutionalization of genetics as a discipline. As a result of the
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successful reductionist approach and the immediate economic impact on breeding,
there was a common tendency to put genetics into the center of a mechanistic
biology framework (Gayon 2016). For example, developmental genetics arose as an
alternative program that competed with established experimental embryology
(instead of being proposed as a complementary approach). Both the concept of
gene used by geneticists and the concept of field used by embryologists were
abstract and both were considered to have a physical basis, although understood
only vaguely. At that time, genes were still considered to be associated with the
action of proteins, possibly enzymes (Oppenheimer 1966; Gilbert et al. 1996).
Genocentric tendencies were thus evident in biology at least two decades before
the tenets of molecular biology were consolidated. The concept of field as an
organizing principle was eventually abandoned, largely because biochemical tech-
niques to examine field phenomena in detail were not available, whereas techniques
for study of gene expression in model systems gradually appeared (Gilbert et al.
1996). Despite continuous attempts to interpret life in a holistic framework or
perspective, reductionist approaches prevailed in biology as a pragmatic framework
for finding mechanistic explanations of complex phenomena.

Genetics, biochemistry, and biophysics developed independently for some time,
but started to converge after the 1930s. Key experiments on genetic regulation of
Neurospora biochemistry in the 1940s showed that each step in a metabolic
pathway is controlled by a single gene and this led to the “one gene—one enzyme
hypothesis,” which suggested that each gene acts directly as an enzyme or deter-
mines the specificity of an enzyme (Gayon 2016). This further stimulated percep-
tion of the gene as a central unit of biological function and much of the attention
turned to the relationship between nucleic acid and protein macromolecules and the
search for the molecular basis of heredity. Introduction of novel techniques such as
X-ray crystallography and ultracentrifugation helped to turn the focus from colloi-
dal theories to biopolymers and their structures.

Recapitulating the great endeavors of twentieth century molecular biology is
beyond the scope of this review and is thoroughly described elsewhere (e.g.,
Rheinberger 2010). Most importantly, the material basis of hereditary information
in the form of nucleotide sequences of nucleic acids was discovered and the genetic
code solved, uncovering the relationship between a gene sequence and the protein
macromolecule it encodes. Discoveries of the basic principles of molecular biology
further stimulated the search for genes responsible for all sorts of processes in living
organisms.

With basic metabolic pathways mapped, biochemists became interested in the
regulation of metabolism. After the pioneering research of Jacques Monod
(1910-1974) on the regulation of biochemical pathways and gene expression
(Pardee and Reddy 2003), the concepts of positive feedback, negative feedback,
allosteric regulation, cooperativity, induction of enzymes, control by repression,
nonlinear regulation, cross-inhibition, and boolean integration of regulatory pro-
cesses became the standard vocabulary of molecular biology (Monod 1972; Pardee
and Reddy 2003). Parallels between molecular biology and cybernetics were thus
grounded (Monod 1972), although ideas about cell signaling and gene expression at
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the time were rooted in biochemistry and simple cybernetic relations. Newly
developed tools shifted the focus onto study of individual genes and their protein
products or simple signaling, genetic, and biochemical pathways. It was understood
that other components such as extracellular matrix (ECM) components and mem-
brane lipid composition also play important roles (Monod 1972) but, because of
technological difficulties, they were neglected in comparison with research
performed on DNA and proteins. These molecules were understood to be localized
inside cells but more focus was put on understanding their function at a molecular
level than on their cellular functions in terms of structural organization of the cells.

2.9 Biological Membranes in the Twentieth Century: From
Discovery of Lipid Bilayers to the Fluid Mosaic Model

Despite initial neglect of the cell barrier in the nineteenth century, the nature of
biological membranes became an important topic in twentieth century cell biology.
In 1925, Gorter and Grendel performed a pioneering experiment addressing the
structural nature of the plasma membrane. They picked erythrocytes, cells devoid
of internal membranes, as the model system and showed that the ratio of monolayer
area formed from extracted lipids and erythrocyte surface area was 2:1, suggesting
the bilayer nature of the plasma membrane (Lombard 2014). It is noteworthy that
the experiment was criticized for several shortcomings, including neglecting the
protein components of the plasma membrane and wrong calculation of erythrocyte
surface. It is now believed that several experimental errors reciprocally cancelled
each other, leading to the correct conclusion. However, the validity of this early
model can only be appreciated in the light of much later experiments. Regardless of
the criticism, the immediate impact of the lipid bilayer hypothesis was to open
discussion on the molecular nature of membrane structure. Trends based on Traube
precipitation membranes and Overton lipid membranes were both popular. In terms
of molecule permeability prediction, a crucial component of the former was pore
size and of the latter, hydrophobicity. The unifying theories assumed membranes to
be lipid layers interrupted by pores. The mixed roles of lipids and proteins in the
function of membranes were acknowledged, but their relative contribution was a
controversial issue (Lombard 2014).

In addition to the iconic character of the search for molecular heredity determi-
nants and solving the differential role of proteins and nucleic acids in the nucleus,
another key question in twentieth century cell biology was the nature of protein and
lipid interplay in the functioning of biological membranes. Various models
involved mixtures of lipid and protein fractions within or between postulated layers
of the membrane. Interestingly, one of the concepts dominating membrane research
for decades was the “paucimolecular model,” which postulated a lipid layer
sandwiched between two protein layers. The model was based on measurement of
surface tension between echinoderm/teloostei cells and an oil layer, as well as the
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structure of myelinized axons. The surface tension experiments were soon criticized
for using triacylglycerol instead of native membrane phospholipids, and for using
myelinized axons as representative model for a general cell membrane. Neverthe-
less, the concept became popular for a long time and early low quality electron
microscopy (EM) images were interpreted as supporting the paucimolecular mem-
brane model. As in many other cases, a well-intended set of experiments and choice
of model system led to wrong assumptions that persisted for decades (Lombard
2014).

Mosaic models of the plasma membrane were also popular. Speculations involv-
ing fat-like parts and protoplasmic-like parts, a mixture of sieve-like and solvent
elements, were supported by permeability experiments at the beginning of the
twentieth century. Permeability experiments also suggested that “pore” diameter
could change according to the hydration of the pore, pH, metabolic activity, and cell
type but the molecular mechanisms of membrane properties were unclear. Even the
breakthrough experiments of Hodgkin and Huxley on membrane excitability (1952)
were phenomenological and the mechanism of differential membrane permeability
toward Na™ and K* ions was not known (Lombard 2014). Because hydrated Na*
ions are larger than hydrated K* ions, selective protein agents facilitating Na*
transport were difficult to imagine. Lipid-based carriers specific for Na™ were
postulated. Furthermore, several arguments against the lipid nature of plasma
membranes were based on its high water permeability. These conundrums were
eventually solved in the context of a delicate structure of the potassium channel and
the late discovery of aquaporins, membrane proteins that facilitate water
permeability.

The fluid mosaic model dominated the membrane field in the 1970s. It was
compatible with most contemporary experiments and predicted future observations;
the model remained basically unaltered for next few decades. One of its main
advantages over several competing models was compatibility with the thermody-
namics of protein—lipid and lipid-lipid binding within membranes, largely based on
hydrophobic interactions (Singer 2004; Lombard 2014). The general focus on
proteins was fostered by tools developed for molecular biology, resulting in mem-
brane proteins being the primary target of research looking for molecular agents of
particular membrane functions. Lipids were considered to be passive structural
elements that mostly ensured fluidity of proteins within the membrane. Such an idea
is still advocated in many textbooks.

2.10 Insights into Cell Ultrastructure and Organelle Origin
in the Twentieth Century

The classical descriptive endeavor of cell theory continued during the twentieth
century with the disciplines of histology and cytology. The methodological barrier
of microscopy was broken in the 1930s by the introduction of electron microscopy.
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In combination with novel fixation, sectioning, and staining techniques, it became
possible to image subcellular structures with the precision of tens of nanometers.
First EM images of mitochondria immediately revealed the presence of a double
membrane with inner membrane folds, named cristae (Ernster and Schatz 1981). In
1953, EM helped rediscover the endoplasmic reticulum (Schuldiner and
Schwappach 2013). EM not only served as a tool for discovering novel details of
subcellular structures, but also brought independent confirmation of conclusions on
some older conundrums or questions. For example, several competing models of
plasma membrane structure existed and Fischer still opposed membrane theory in
1921, arguing that membranes were invisible even when boundaries of cells were
visible (see Sect. 2.9). EM eventually confirmed the presence of a plasma mem-
brane lipid bilayer even in bacterial cells, where its presence had been debated for a
long time (Lombard 2014). The generally accepted neuronal theory was also
unequivocally confirmed by visualizing the synaptic cleft, a small space between
neighboring neural cells. The high spatial resolution enabled detection of novel fine
branching structures connecting other cellular components (Welch and Clegg
2010). This microtrabecular network was considered the “basic solid component
of cytoplasm,” but was also deemed a fixation artifact by many opponents. The
concept of solid/liquid phases and heterogeneity of cytoplasm thus became hot
topic for some time but then disappeared, only to come back in recent years (Welch
and Clegg 2010).

The idea of symbiogenesis (introduced by Mereschkowsky) as the appearance of
evolutionary novelties, including novel cell organelles, was revived by Lynn
Margulis in the 1970s (Taylor 1987; Chapman and Margulis 1998; Kutschera and
Niklas 2005). Margulis also propagated the concept of serial endosymbiosis, stating
that modern eukaryotic cells originated by multiple successive symbiogenetic
events of once independent organisms (Taylor 1987), and the idea that
symbiogenetic events were a common driving force in eukaryotic speciation
(Kutschera and Niklas 2005). With employment of molecular biology techniques,
support for the endosymbiotic origin of mitochondria and plastids soon accumu-
lated and the paradigm of eukaryotic cell evolution shifted from gradual accumu-
lation of changes as the only mechanism to the possibility of abrupt acquisition of
organelles (Taylor 1987). Revival of the symbiogenetic organelle concept and the
idea of the eukaryotic cell as a product of cellular fusion between Archea and
Eubacteria (Kutschera and Niklas 2005) points to the crucial role of cooperative
processes in the evolution of life and to the fact that the evolution of cells could not
be fully understood as a simple progressive, incremental process but involved
singularities with crucial macroevolutionary impact.
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2.11 Formation of Modern Cell Biology and Methodical
Trends in Twenty-First Century Cell Biology

Whereas nineteenth century biology had to decide which of the big theories were
correct, late twentieth century cell biology was marked by the trend to put together
the discoveries of genetics, molecular biology, biochemistry, and cytology into a
congruent whole. Top-down (more and more detailed observation of tissue ultra-
structure) and bottom-up (examining the properties of smallest functional compo-
nents in the form of molecules and their relationships) approaches were eventually
used together as a common tool set of a unified scientific field. Many processes were
attributed to specific genes and their protein products. Proteins were successfully
mapped into biochemical, signaling, and gene regulatory pathways. With the help
of cell fractionation techniques and EM, combined with antibody staining, it
became possible to map biochemical pathways and protein activities to specific
subcellular compartments (Schuldiner and Schwappach 2013). The ability to main-
tain, grow, and manipulate cells outside organisms (a relatively simple task for
plant cells), together with the expansion of live cell imaging techniques, especially
discovery of genetically encoded fluorescent proteins, led to countless observations
of dynamic processes in living cells. Cells have always been perceived as dynamic
entities, but the new techniques allowed observation of molecular processes in vivo
with the proper spatial and temporal context.

Emphasis has gradually shifted from the role of individual genes to how the
actions of individual components within the cell collectively contribute to a partic-
ular process. This trend does not negate the earlier discoveries of twentieth century
molecular biology in any sense, but demonstrates the importance of studying
molecular components within live cells, taking into account structural and dynamic
properties of the cellular environment. The cell has thus re-emerged as both a
biological and an interpretational platform, connecting molecular mechanisms
with macroscopic phenomena.

Several technological trends are typical for cell biology in this new millennium.
First, improved techniques now allow cellular components and processes to be
followed with greater and greater precision. The resolution of fluorescence micro-
scopes is increasing in time and space, beyond the limitation imposed by the
diffraction barrier (Wollman et al. 2015). The classical resolution limit of light
microscopy has been surmounted by combination of fluorescence technologies and
specialized fluorophore excitation methods. These techniques, along with sophisti-
cated computer analyses, allow almost angstrom (A) resolution in specific cases
(Zeng and Xi 2016). Structural analyses of large macromolecular machines such as
the ribosome (Yusupova and Yusupov 2017) and nuclear pore (Beck and Hurt
2017) are not uncommon. Fast tools for intracellular manipulation, such as optical
tweezers (Ritchie and Woodside 2015), optogenetically activated proteins
(Toettcher et al. 2011), and small photoactivated molecules (Hoglinger et al.
2014), now supplement traditional genetic and pharmacological tools.
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Some of the new techniques are helping to bridge traditional approaches. For
example, correlative light and electron microscopy enables live cell imaging. High
resolution EM data can be acquired for a specific part of the cell after rapid freezing
of the sample at a chosen time point (Kobayashi et al. 2016). During imaging mass
spectrometry, specific regions of a cell/tissue are separately analyzed by mass
spectrometry, which is thus enriched with spatial information (Asano et al. 2016).
Analyses of protein structural properties, previously obtained by in vitro measure-
ments, can be performed within the cellular environment in some cases
(Schwamborn et al. 2016). Another dominant trend of contemporary cell biology
is increasing experimental throughput with the help of automatized data acquisition
and processing. Such tendencies were largely introduced for sequencing of whole
genomes and transcriptomes but “omics” approaches are becoming widespread in
connection with most techniques, including fluorescence microscopy (Mattiazzi
Usaj et al. 2016), cell sorting (Warkiani et al. 2015), electron microscopy (Eberle
et al. 2015), and structural biology (Grabowski et al. 2016).

2.12 Modular Cell Biology

It has become evident that, although some simple cellular functions are executed by
a single molecular component (potassium transport through the plasma membrane
via a membrane channel, metabolite conversion by a specialized enzyme), most
cellular functions (growth regulation, cell differentiation, chemotaxis) arise from
the interactions of many components (Hartwell et al. 1999). After decades of
characterizing individual cell components and trends for their total catalogization,
focus is now shifting from identifying individual parts to understanding their
relationships, spatiotemporal associations, and collective behavior. Systems biol-
ogy approaches rely on combining high-throughput data generated by various
omics and quantitative computational analyses to generate new integrated insights
into how individual parts produce emergent phenomena. Precise definition and
methodology of systems biology is not unified and often elusive (Simpson 2016),
but the main emphasis is on deducing the properties of interaction networks
governing cellular processes. Ongoing debate exists about the need to change
perception and scientific language if we are to understand cellular functions.

The concept of “modular biology” (closely linked with the concept of synthetic
biology) is based on the realization that omics approaches alone are unable to
uncover and understand the “design” or “engineering” (in a functional sense)
principles of living organisms (Hartwell et al. 1999). Yuri Lazebnik has called for
a new formalized language that is better suited to comprehend modules in living
systems (Lazebnik 2002). Inspired by Hartwell et al. (1999), he uses the putative
example of an effort to understand the functions of a radio and repair it using the
methodology of molecular biology: dissecting the functioning system into a pile of
random smaller parts or describing the effects of their removal (as in classical
developmental genetics). Such an approach would undoubtedly lead to
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identification of a few components that are crucial for functioning, and replacement
of which would repair the radio if those components had been damaged. However,
this procedure is futile if the individual components are functional but not tuned
properly. Similarly, the quest of the pharmaceutical industry to find “miracle drugs”
by identifying “critical molecular targets” does not often work because the mal-
function may be the result of improper “tuning” of the whole system rather than
damage to the critical molecular target.

On the other hand, the formal language of electronics (with components such as
triggers and amplifiers) used by engineers provides direct insight into processes that
the components are wired to perform. The analogy is not entirely fair because
engineers have designed artifacts from first principles and formulated suitable
language on the way, whereas the reverse-engineering approach of molecular
biology meets systems that have evolved on their own for billions of years in
complex environments. Nevertheless, biologists could learn more from taking an
engineering perspective. Even the original models of gene expression regulation
were inspired by Boolean logic, and many modern machines are now complex
enough to foster further dialogue between biology and engineering, at least in the
realm of signal transmission, processing, and interpretation (Csete and Doyle
2002). The concepts of amplification, adaptation (short and long term), robustness,
insulation, attractors, bistability, waves and oscillations, memory switches, filter-
ing, pattern recognition, discrimination of time series, hysteresis, complex logic
gate operations, error correction, and coincidence detection should become staple
parts of cell biology vocabulary. Cellular modules reflecting these concepts, rather
than individual molecules, are of primary interest in understanding collective cell
phenomena (Hartwell et al. 1999; Klipp and Liebermeister 2006; Lim et al. 2013;
Mast et al. 2014). Novel bioinformatic methods can be used to search for similar
network motifs, and it can be experimentally tested whether similar motifs play the
same role in different contexts (Lim et al. 2013). The general functions of positive
feedback (bistability, memory, switch-like behavior) and negative feedback (noise
resistance, input-induced steady state) have been known for a long time (Lim
et al. 2013).

The list of common motifs and architectures associated with specific functions in
cells is now being expanded. For example, coherent feedforward loops often act as
persistence detectors, which switch “on” only when the input persists for minimal
amount of time (Lim et al. 2013). If the set of solutions for a particular problem is
small enough, more analogies between artificial systems and cells should be
possible to find and a table of frequent motifs with their functions established
(Lim et al. 2013). There are even calls for verification of these rules by building
minimal biological processing networks, with the use of a “synthetic biology” as
the ultimate proof of understanding (Mast et al. 2014). However, it should be
emphasized that networks and their motifs in living systems have their own
specificities, because they often evolved to play multiple roles and work in unstable
environments (Klipp and Liebermeister 2006). Yet, many modern artifacts are not
dominated by minimal function but by modular buildup, which ensures robustness
and further evolvability, so more similarities with evolving living systems could be
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discovered in the future (Csete and Doyle 2002). The languages of modular cell
biology and molecular cell biology are complementary, because the same func-
tional motifs studied by modular biology can be implemented by many different
molecular agents: “Cell biology is in transition from a science that was preoccupied
with assigning functions to individual proteins or genes, to one that is now trying to
cope with the complex sets of molecules that interact to form functional modules”
(Hartwell et al. 1999).

2.13 Cells in Tissues: Molecular and Modular Mechanisms
of Morphogenesis

Contemporary biology is again realizing the importance of an old wisdom that
multicellular animals and plants are not composed of cells in a brick-like manner,
but that tissues form specialized domains by cell growth, division, and differenti-
ation. In addition to focusing on individual cell activity in this process, the dynamic
integrated whole of the organism that produces and controls cells should be
considered. As in cell biology, attempts have been made to understand multicellular
developing systems in terms of the information processing networks of signaling
pathways and gene expression regulation (Davidson 2010). It is also understood
that, along with regulatory modules embodied in protein—protein interactions and
gene promoter structures, the dynamic shape of tissue needs to be taken in account.
For example, gradients of signaling molecules are dynamically reshaped by
changes in tissue shape (Bollenbach and Heisenberg 2015). Therefore, each specific
type of cell within an organism can be fully understood only within the context of
its specific position within a tissue and its function. Bottom-up molecular and
modular approaches must be complemented by top-down concepts that take into
account the structure of developing tissues (Levin 2012).

Understanding both the modular and interconnected nature of living systems has
allowed revival of the supracellular concept of field in developmental biology and
its re-formulation in a framework compatible with molecular biology (Gilbert et al.
1996; Levin 2012). Such modular fields, displaying both autonomy and hierarchy
and interacting with each other, have been proposed as mediators between genotype
and phenotype in both ontogeny and evolution. Unlike some early field concepts,
these fields are based on genetically defined interactions between cells. Their
hierarchy and establishment are influenced by genetic information, but the field
concept allows a shift of focus to the supracellular level of organization (Gilbert
et al. 1996).

For a long time, the ECM was considered a passive material that filled the space
between cells (Rozario and DeSimone 2010). Now it is understood as a dynamic
repository of signaling molecules. The ECM can inhibit or facilitate signal spread-
ing (Yan and Lin 2009; Rozario and DeSimone 2010), as well as store the
morphogens and release them upon proteolytic degradation or stimulation by
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additional signals (Rozario and DeSimone 2010). Moving cells reorganize the
structure and position of ECM and ECM tracks the drive direction of cell migration
(Rozario and DeSimone 2010). The actions of cells and ECM are thus bidirectional
and complementary. More than a century after Roux defined a program of devel-
opmental mechanics, mechanical concepts are becoming the hallmark of main-
stream developmental biology.

A program ridiculed by early developmental geneticists for not having achieved
any mechanical understanding (Gilbert et al. 1996) now works fully within the
framework of molecular biology. Developmental biology can also focus on
mechanical aspects of development as a result of technological advances such as
optical tweezers (Le et al. 2016), laser ablation of selected cells within tissue
(Polacheck and Chen 2016), and atomic force microscopy to measure quantitatively
the mechanical properties of cell/ECM surfaces at microscale resolution (Alcaraz
et al. 2017). An increasing number of studies have demonstrated how the mechan-
ical signaling within interconnected cellular—ECM nets strongly regulates growth,
gene expression, and differentiation (Heisenberg and Bellaiche 2013), including
mechanical aspects of regulation of cellular invasivity in normal development and
in cancer establishment (Parekh and Weaver 2016).

2.14 Insights into Cytoplasm Structure in the Twenty-First
Century

Together with the established tradition of associating cellular processes with
membrane-bound organelles, attempts to comprehend the structure and properties
of cytoplasm have reemerged 100 years after the decline of protoplasmic concepts,
as nicely expressed in a quotation by T. Mitchison (2010): “Nothing epitomizes the
mystery of life more than the spatial organization and dynamics of the cytoplasm.”

The aqueous phase of the cytoplasm is not a bag of freely diffusing enzymes, as
often wrongly perceived in the light of classical biochemistry, but is crowded with
macromolecules. Diffusive transport and partitioning of macromolecules and
organelles in cytoplasm is highly restricted by steric hindrance and by unexpected
binding interactions (Luby-Phelps 2013). High viscosity and crowding are thought
to play major roles in the mobility of cytoplasmic components. Mobility measure-
ments by modern techniques indeed show behavior different from mere passive
diffusion. Oddly, small proteins often move faster than inert molecules (Ross
2016). Weak interactions with surrounding cytoplasmic components possibly
enhance their mobility. Recent advances have accumulated sufficient evidence for
the existence of membraneless or “naked” compartments in the cytoplasm. Such
compartments are formed by multivalent weak interactions between low complex-
ity repeat domains and/or distorted hydrophobic domains (Luby-Phelps 2013;
Uversky 2017). Self-interaction of domains ensures phase separation of the com-
ponents from the rest of the cytoplasm. Upon formation of such a compartment by
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polyvalent interacting proteins, monovalent interacting partners can enter the
compartment and concentrate there.

Membraneless droplets could play a role in concentrating components of a
cellular pathway without the need for a membrane barrier or other cage. Individual
droplets of the same kind can split and coalesce, and components are constantly
exchanged with the soluble pool (Weber and Brangwynne 2012). These structures
thus possess a high level of internal dynamics and are characterized by liquid-like
behavior, such as dripping, fusion, wetting, and the ability to become reversibly
deformed when encountering a physical barrier (Uversky 2017). Droplets of
different kinds (each based on a different self-interaction domain) can coexist
within the cytoplasm without mixing together. Many such compartments are
ribonucleoprotein granules consisting of long multivalent RNA molecules and
specific RNA-binding proteins (Weber and Brangwynne 2012). Formation of
membraneless compartments is condition-dependent, reversible, and controlled,
including by posttranslational modification (Uversky 2017). The environment of
these compartments is even more crowded than the rest of the cytoplasm (Uversky
2017). The combination of phase separation and molecular crowding can even trap
together proteins with extremely low copy number (Wolde and Mugler 2014). The
effects of crowding on the dynamics of signaling pathways, gene regulation
networks, and metabolic networks are still not well understood, but crowding
alters the diffusion of proteins and the kinetics of biochemical reactions (due to
entropic changes), often in nonlinear dependence on the concentrations of mole-
cules involved (Wolde and Mugler 2014).

Some of the ideas involving aqueous phase separation as a self-organizing
mechanism trace back to 1899 or possibly earlier. E.B. Wilson proposed at the
end of nineteenth century that non-membrane-bound compartments such as
P-granules and Cajal bodies could be explained by the principles of colloid chem-
istry (Luby-Phelps 2013). Membraneless protein bodies of crystalline or quasicrys-
talline organization, probably formed by self-assembly, have also been known for
some time. The shells of such compartments are permeable for small metabolites
but otherwise keep the inside isolated from the rest of the cytoplasm (O’Connell
et al. 2012). Most of these structures were discovered in bacterial cells, but
examples from eukaryotes have also been described. In addition to the well-
known polymerization of actin and tubulin into cytoskeletal fibers, some metabolic
enzymes such as CTP synthase also tend to form fibers. Large-scale fluorescence
microscopy screens revealed the localization of many supposedly cytoplasmic
yeast proteins in fibers. The studies avoided overexpression artifacts and were
supported by additional methods such as mass spectrometry for selected candidates
(O’Connell et al. 2012). Packing of many proteins into as-yet uncharacterized
structures is thus becoming evident.

Various roles for protein fibers and foci have been proposed, including efficient
allosteric regulation, shielding of metabolic intermediates and their channeling into
complex pathways, and storage of inactive proteins. Each of these functions has
been demonstrated in particular cases but, for most proteins, the impact of assembly
into aggregates is not known and the impact of the highly organized structure of the
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cytoplasm is currently not well documented or understood. However, it is clear that
certain emergent physicochemical properties of the cell interior cannot be revealed
by reductionist experiments with a few isolated components. A challenge for
postreductionist biochemistry is to study biochemical phenomena far from chem-
ical equilibrium and under physiologically relevant conditions (i.e., inside cells, in
complex cell extracts, or in crowded solutions) (Kyne and Crowley 2016).

2.15 Lipid and Membrane Research in the Twenty-First
Century

Although support for the widespread existence of membraneless compartments in
cells is accumulating, modern research also demonstrates the vital role of biological
membranes. In interplay with cytoplasmic components, membranes expand the
mechanisms of cell compartmentalization and functional regulation with additional
layers of complexity. Lipids, although previously overlooked as mere passive
components of membranes, are now appreciated as crucial determinants of mem-
brane properties at different scales and are a key research topic in modern cell
biology (Mouritsen and Bagatolli 2015). Improved lipidomic analyses demonstrate
that the diversity of lipids could match the diversity of protein species in a
eukaryotic cell and that the catalogue of lipid diversity is still expanding (Saliba
et al. 2015). One year after the formulation of the fluid mosaic model of plasma
membranes, it was hypothesized that more stable domains exist within evenly
mixed membranes (Sezgin et al. 2017). This “lipid-raft” hypothesis, based on
biochemical extractions indicating stable sphingolipid and sterol-enriched com-
partments within membranes, was never fully accepted. However, the expanded
computational, biophysical, and biochemical tool set, including molecular dynamic
simulations and advanced spectroscopic methods (Sezgin and Schwille 2011, 2012;
Gumi-Audenis et al. 2016; Sommer 2013), is leading to better understanding of
membrane heterogeneity at different spatial and temporal levels. Like macromol-
ecules in cytoplasm, membrane components show anomalous diffusion and
undergo clustering (Honigmann and Pralle 2016). Transient self-organized domains
driven by segregation of components are reported at scales from a few molecules to
micrometers. Moreover, the cortical actin cytoskeleton obviously fine tunes the
organization of microdomains, not only by acting as a boundary to membrane
protein diffusion but also by influencing lipid organization and phase transition,
which can be further facilitated or suppressed by actin (depending on other specific
conditions) (Honigmann and Pralle 2016). The existence of a fine actin—spectrin
network has been observed in red blood cells and recently demonstrated in neurons
with the help of super-resolution microscopy (D’Este et al. 2016), indicating a
general cellular phenomenon. Fast local rearrangements of the domains as a result
of feedback between the local phosphoinositide composition and actin cytoskeleton
are also possible (Honigmann and Pralle 2016). Like the cytoplasmic cortex, the
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ECM is believed to influence the mobility of membrane proteins, which has been
demonstrated in the case of selective limiting of the mobility of plant plasma
membrane proteins by the cell wall (Martiniére et al. 2012). Differences in local
lipid composition regulate the function of membrane proteins, and a substantial
fraction of membrane lipids are bound to transmembrane proteins in the form of a
hydrophobic solvation shell instead of being freely mobile within the bilayer
(Poveda et al. 2017). The effects of lipid composition on the physical properties
of a membrane are complex and difficult to predict. For example, cholesterol can
increase or decrease local membrane fluidity depending on the other components
(Schmid 2017).

Computational and experimental tools now allow assessment of the effect of
specific compositions on membrane physical properties and protein structure in
different situations (Poveda et al. 2017). Once cytoplasmic proteins are recruited to
the membrane, the dimensionality of their mobility is reduced from three to two
dimensions, increasing their effective concentration by orders of magnitude. Mem-
branes thus serve as interaction platforms for proteins, which can be further fine-
tuned by segregating interaction partners to specific microdomains (Honigmann
and Pralle 2016; Stoeger et al. 2016). Membranes are now also understood to serve
as tunable capacitors for integration and storage of information in the form of
accumulation of specific signaling phospholipid species (Stoeger et al. 2016).
Coincidence detection of more lipid species, or a specific lipid together with a
protein interaction partner, regulates protein binding to the microdomains and
membranes of different organelles (Saliba et al. 2015). Large-scale protein—protein
interaction maps are now being complemented by high-throughput screens testing
protein—membrane interactions and their dependence on the complex composition
of the membrane and biophysical properties such as curvature (Saliba et al. 2015).
The dynamic effects of lipid composition on cellular processes have been difficult
to study, because membrane composition is subject to tight and fast regulation in
the form of phospholipid headgroup modification, fatty acyl chain transfer, and
movement of lipids between membrane leaflets (Sekeres et al. 2015). Furthermore,
lipid transfer proteins in connection with membrane contact sites are being studied
as regulated highways for lipid transport. Such a transport mechanism is possibly
much faster than vesicular transport, previously considered to be the major agent of
lipid movement between compartments (Jain and Holthuis 2017). Emerging tech-
nologies such as optogenetic activation of lipid-modifying enzymes (Idevall-
Hagren and De Camilli 2015) and photoactivation of caged phospholipids
(Hoglinger et al. 2014) now enable monitoring the effect of membrane composition
changes on cellular processes at the physiological spatiotemporal scale.
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2.16 Into the Unknown: The Future of Cell Biology

In addition to the increasing resolution and coverage of molecular measurements,
discovery of some previously unknown fundamental components and mechanisms
has been achieved. Discovery of RNA interference in the 1990s reshaped the
perception of gene expression regulation and fostered growing interest in noncod-
ing RNA species (Deniz and Erman 2016). There are also factors that probably have
a large impact but are difficult to measure and factors whose existence we do not
even suspect, the true “dark matter of cell biology” (Ross 2016). Examples of the
former are the properties of intrinsically disordered proteins, small intracellular and
intercellular DNA species, weak interactions impossible to detect using traditional
biochemical methods, and intracellular distribution of ion species. The latter factors
could be undiscovered protein—protein interaction motifs, exotic phases, undetected
types of small molecules existing at low copy numbers, unknown posttranslational
modifications, or new modes of collective behavior of biomolecules. With further
improvement of available tools, it is possible that previously abandoned and
possibly forgotten concepts in the framework of molecular biology will be revived,
as happened with endosymbiotic theories and epigenetics. Cell biologists will
continue to use the combination of top-down and bottom-up approaches. Detailed
mechanistic characterization of individual components will be combined with
large-scale systems level approaches, enabling identification of novel functional
cellular modules. The future of cell biology (and of biology as a whole) also lies in
capturing life processes simultaneously at different spatiotemporal scales and the
integration of results into multiscale models, so that the relationship between the
interactions of individual components and collective emergent phenomena can be
understood.
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Chapter 3 )
Symbiotic Origin of Eukaryotic Nucleus: sz
From Cell Body to Neo-Energide

Frantisek Baluska and Sherrie Lyons

Motto: Omnis Energide e Energide

Abstract Several aspects of the eukaryotic cell suggest that the nucleus is of
symbiotic origin. The nucleus forms, via its perinuclear structures, the primary
eukaryotic agent known also as the “cell body” or “energide.” New energides are
generated only from other energides, as is the case for all other endosymbiotic
organelles. Moreover, the energide can use its secretory apparatus to generate de
novo the cell periphery apparatus. In contrast, the energide cannot be generated de
novo. All this suggests that the energide was the primary symbiont of the eukaryotic
cell and enslaved the host cell by stripping it of its DNA. The energide took control
over the host cell that provided it with a protective niche. This feature, supported by
other relevant data, suggests that the endoplasmic reticulum (ER) is a secondary
organelle generated by the outer portion of the nuclear membrane. The ER repre-
sents a specialized domain of the outer nuclear envelope, which orchestrates the
energide’s secretory and lytic activities via the ER network, Golgi apparatus,
autophagy network, and lysosomes. In this way, the energide integrates the eukary-
otic cell via ER/organelle/plasma membrane contact sites into a coherent agent of
eukaryotic life. In addition, the plasma membrane provides feedback to the
energide and renders protection via the plasma membrane-derived endosomal
network. Recent new discoveries suggest archaeal origins for both the energide
and its host cell.
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3.1 Introduction

All life on Earth is cellular life. The most important event in the evolution of
multicellular organisms was undoubtedly evolution of the nucleus and the complex
cellular organization of the eukaryotic cell. However, the evolutionary origin of the
nucleus, although very ancient, remains shrouded in mystery. The various efforts to
illuminate how the nucleus formed remain unconvincing and enmeshed in contro-
versy. The most contentious issue is whether the nucleus emerged, as most of the
current popular theories suggest, via the autogenic mode (Taylor 1976; Wilson and
Dawson 2011; Baum 2015) or whether the nucleus is a vestige of ancient endo-
symbiotic events (Lake and Rivera 1994; Gupta and Golding 1996; Horiike et al.
2001; Hartman and Fedorov 2002; Kutschera and Niklas 2005). Early proposals on
the endosymbiotic origin of the nucleus go back to Wilhelm Pfeffer, Theodor
Boveri, and Konstantin Mereschkovsky as discussed in Wilson (1925), Lake and
Rivera (1994), and Sapp et al. (2002). The nucleus could result from either ancient
cellular parasitism or predation (Cavalier-Smith 2002; Davidov and Jurkevitch
2009; de Nooijer et al. 2009). These two very different ideas are difficult to
reconcile and it is almost impossible to prove either of them conclusively due to
the absence of surviving intermediary stages or any convincing fossil traces. The
recently discovered eukaryotic fossils of ancient multicellular eukaryotes show
large nucleus-like organelles in the well-preserved cells (Bengtson et al. 2017).
This discovery reveals that the eukaryotic nucleus was already present 1.6 billion
years ago, suggesting that emergence of the eukaryotic nucleus was a relatively fast
process, not compatible with slow autogenic scenarios (Wilson and Dawson 2011;
Baum 2015; Lépez-Garcia and Moreira 2015). Nevertheless, the evolutionary
origin of the eukaryotic nucleus remains obscure (Lopez-Garcia and Moreira
2015). As remarked by Lynn Margulis and coworkers, any decent hypothesis on
the origins of the nucleus and eukaryotic cell must account for the common
evolutionary origins and intimate relationships between eukaryotic nuclei, centri-
oles, centrosomes, basal bodies, microtubules (MTs), and MT-based eukaryotic
flagella (Chapman et al. 2000; Margulis et al. 2000; Dolan et al. 2002). This is a
strong argument against slow autogenic scenarios.

Why has it been so difficult to elucidate the true evolutionary nature of the
eukaryotic cell endowed with a nucleus? The reason is that cell theory maintains
that cells can only arise from preexisting cells and that the cell is the smallest
independent unit of life. Most of the numerous theories proposed so far have been
based on diverse autogenic scenarios of eukaryotic cell evolution (Wilson and
Dawson 2011; Baum 2015; Devos et al. 2014). In 1910, Konstantin Mereschkowsky
proposed a theory of symbiogenesis, arguing that complex large cells evolved from
a symbiotic relationship between smaller cells, but this bold theory was essentially
ignored for half a century. Beginning in the 1960s, Lynn Margulis popularized and
further developed Mereschkovsky’s ideas, but she was also marginalized for many
years. She proposed that organelles such as the chloroplast and mitochondria were
once free living cells. Her idea gained more credibility with the discovery that such
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organelles contained DNA that was distinct from nuclear DNA, but it was not until
the advent of detailed DNA sequencing that her ideas were fully accepted. Lynn
Margulis’s (at that time Lynn Sagan) landmark paper from 1967 (Sagan 1967,
Taylor 1974; Goldman 2012; Martin 2017) was rejected for publication by
15 journals (Lake 2011; Goldman 2012; Gray 2017) before it was accepted by the
Journal of Theoretical Biology (Sagan 1967). The revolutionary message of this
paper was that eukaryotic cells are multigenomic cells (or cells within a cell)
generated by endosymbiosis (Sagan 1967) and are not autogenously generated via
standard microevolutionary processes such as point mutations and duplications of
genes and genomes (Martin 2017). Recently, the Journal of Theoretical Biology
celebrated this milestone paper with a series of papers highlighting the importance
of her article (Lane 2017; Lazcano and Peret6 2017; Martin 2017). We suggest that
without the discovery of bacterial genes in mitochondria and plastids, the endosym-
biotic origin of these organelles would probably still not be accepted because the
dominating concept strongly prefers, as long as no obvious organelle genome is
present, the autogenous generation of eukaryotic organelles (De Duve 2007). We
suggest that this preference for autogenous generation of the eukaryotic nucleus is
the reason why the “cell body” concept (Mazia 1993; Baluska et al. 1997, 20044, b)
has not been widely adopted, in spite of a great deal of evidence that supports it.

3.2 The Dual Nature of the Eukaryotic Cell: Cell Periphery
Complex Versus Energide

What is relevant to our understanding of the evolutionary origin of the eukaryotic
cell is the dual nature of most of its constituents and processes. The dual nature of
the eukaryotic cell is seen in vesicle trafficking (exocytosis and endocytosis), the
cytoskeleton (actin-based and tubulin-based), and in the cytoarchitecture (the
nucleus with its perinuclear apparatus and the cell periphery complex). Duality is
a characteristic feature of endomembrane/vesicle systems such as the COPI/COPIIL
vesicle coat complexes of the nuclear envelope (NE); the endoplasmic reticulum
(ER) and Golgi apparatus (GA); and the clathrin coat complexes of the plasma
membrane (PM), endosomes, and trans-Golgi networks (Holstein 2002; Bonifacino
and Lippincott-Schwartz 2003; Robinson 2015; Dergai et al. 2016; Rout and Field
2017). Clathrin and COPs represent ancient vesicle-generating complexes, subunits
of which assemble cage-like scaffolds around nascent vesicles to drive eukaryotic
vesicle formation (Rout and Field 2017).

The nucleus is primarily associated with the microtubular cytoskeleton and its
perinuclear microtubular organizing centres (Baluska and Barlow 1993; Baluska
et al. 1997, 2004a, b), whereas the actin cytoskeleton supports endocytic networks
at the cell periphery complex (éamaj et al. 2005; Scita and Di Fiore 2010;
Sigismund et al. 2012). We have proposed, in our extension of Daniel Mazia’s
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cell body concept, that a hypothetical tubulin-based guest cell invaded the hypo-
thetical actin-based host cell, eventually becoming a nucleus with associated
structures (cell body) in the host cell (Baluska et al. 2004a, b). Later, we realized
that the original “energide” concept of Julius Sachs preceded Daniel Mazia’s cell
body concept by more than 100 years (Sachs 1892a, b; Mazia 1993; Baluska et al.
2006a). However, whereas Sach’s energide suggestion was largely hypothetical,
advances in microscopy and biochemical analysis meant that Mazia could cite
concrete evidence to support his cell body claims (Mazia 1984, 1987, 1993). We
have reformulated these concepts into an updated neo-energide concept. For the
early version of the neo-energide concept, see Baluska et al. (2006a); Nicholson
(2010) and Lyons (2018) give a more general discussion on these interesting
historical aspects.

3.3 Nucleus-Based Cell Body/Energide as the Primary Unit
of the Eukaryotic Cell

The nucleus with its microtubule—endoplasmic reticulum—Golgi apparatus (MT-ER-
GA) complex acts as the primary agent of the eukaryotic cell. It controls and
manipulates the cytoplasm and the cell periphery apparatus in a manner resembling
niche generation and maintenance. That the primary nature of the nucleus includes its
perinuclear cytoskeleton/membrane assemblies follows from the sequence of events
during eukaryotic cell division, when division of the nucleus (mitosis) invariably
precedes cell division (cytokinesis). This primary nature of the nucleus contradicts
the many autogenic theories that posit autogenic scenarios for the evolutionary origin
of the eukaryotic nucleus. Importantly, the cell periphery apparatus with all the
cytoplasm cannot generate a new nucleus if removed from the cell experimentally.
On the other hand, the nucleus with associated cytoplasm can generate a new cell
periphery apparatus, as seen in plant cytokinesis, cellularization of syncytial tissues,
and wounded siphonous algae (Baluska et al. 2004a, b, 20064, b).

The nucleus is invariably enclosed, as are all symbiotic organelles, with a double
membrane. The outer membrane of the NE is continuous with the ER membranes,
which spin off endomembranes that make up the secretory system of the eukaryotic
cell (including the GA). Both the ER and GA are integrated into a functional unit
via cell body perinuclear microtubules (MTs) and F-actin (Baluska et al. 1997,
2004a, b). MTs are primarily seeded either at the perinuclear centrosomes/centri-
oles of animal cells (Rieder et al. 2001; Vertii et al. 2016) or at the whole nuclear
surface, which acts as the primary microtubule organizing center (MTOC) of plant
cells (Mizuno 1993; Stoppin et al. 1994, Baluska et al. 1997, 2004a, b, 2006a;
Shimamura et al. 2004; Nakayama et al. 2008). MTs are also found in large
ceonocytic muscle cells known as myotubes (Kronebusch and Singer 1987; Tassin
et al. 1985; Folker and Baylies 2013).
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Daniel Mazia elaborated on the original ideas of Theodor Boveri (Scheer 2017),
who wrote that the centrosome was the “autonomous permanent organ of the cell. . .
the dynamic center of the cell. . . the true division-organ of the cell. .. coordinating
nuclear and cytoplasmic division” (Mazia 1984). For Mazia, centrosomes were
potentially far more than just the organizer and initiator of MT polymerization
(Mazia 1984, 1987, 1993). They were “bearers of information about cell morphol-
ogy.” For cells of higher plants, lacking corpuscular centrosomes and centrioles,
Mazia proposed the concept of flexible centrosomes (Mazia 1987). This concept
has gained significant support in the last three decades (Mizuno 1993; Stoppin et al.
1994; Baluska et al. 1997, 1998, 2012; Binarova et al. 2000; Schmit 2002; Fant
et al. 2009; Srsen et al. 2009; Petrovska et al. 2015; Chen et al. 2017; Yamada and
Goshima 2017). As proposed by Mazia (1984, 1987), both chromosomal and
centrosomal cycles are closely integrated during the cell cycle (Baluska et al. 1997).

3.3.1 Omnis Energide e Energide

Although the current dominant view remains the autogenic origin of the eukaryotic
nucleus, many findings in cell biology directly conflict with this hypothesis. First,
the nucleus cannot be assembled de novo; it can only be generated from another
nucleus. Second, cell division is preceded by nuclear division. The famous dictum
by Rudolf Virchow, Omnis Cellula e Cellula (cells come only from cells), was
modified by Walther Flemming into Omnis Nucleus e Nucleo in 1882 (Flemming
1882; Osorio and Gomes 2013), but should be re-formulated into a new dictum
Omnis Energide e Energide (energides come only from energides). In fact,
Virchow’s dictum from 1855 was first proposed by Francois-Vincent Raspail in
1825 (Tan and Brown 2006) as a rejection of the concept of spontaneous genera-
tion, which postulated that living organisms can be spontaneously generated from
nonliving matter. We have revived Daniel Mazia’s concept of the cell body, which
was virtually identical to Julius Sachs concept of the energide (Sachs 1892a, b;
Baluska et al. 2006a).

The cell body/energide concept postulates that it is not the cell itself but the
nucleus with some associated structures that represents the basic, primary, and
fundamental unit of eukaryotic organisms (Baluska et al. 1997, 1998, 2001, 2004a,
b, 2006a, b, 2012). We argue that the nucleus is a vestige of the first primary
endosymbiont and keeps its autonomy and primacy in the eukaryotic cell. In the
energide concept, the cytoplasm and the cell periphery complex (PM with its
endocytic recycling apparatus and cell wall/extracellular matrix) are vestiges of
the host cell, whose activities are now tightly controlled by the nucleus/cell body/
energide via its MT cytoskeleton and ER-GA networks. When formulating his
original energide concept, Julius Sachs was not able to observe the MT cytoskel-
eton, although it plays a central role in the cell body/energide activities (Sachs
1892a, b), as proposed by Daniel Mazia in 1993 and in our series of conceptual
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papers published between 1997 and 2012 (Baluska et al. 1997, 1998, 2001, 2004a, b,
2006a, b, 2012).

The primary nature of the energide over the eukaryotic cell is demonstrated by
the ability of postmitotic energides to generate new cells using its endosomes
(storing cell wall/extracellular matrix enclosed by PM), which were generated via
premitotic energides during the preceding interphase (Baluska et al. 2002, 2005,
20064, b; Dhonukshe et al. 2006, 2007; for animal cells see Ai and Skop 2009; Elia
et al. 2011; Schiel et al. 2013; Bhutta et al. 2014; Gulluni et al. 2017). Another
indication of the primary nature of the energide over the eukaryotic cell is that cell
division invariably starts with energide division. Cell division (the cell periphery
and cytoplasm) or cytokinesis is accomplished only after energide division is
completed. Cytokinesis can be incomplete (leaving out cell-cell channels) or even
fully absent, resulting in syncytia (giant cells with many nuclei) (Baluska et al.
2004a, b, 2006a, b). Several examples are relevant: Active energides generate new
cells during developmentally controlled cellularization processes, such as occurs in
the syncytial blastoderm during insect embryo development (Sokac and Wieschaus
2008a, b; Rikhy et al. 2015; Sherlekar and Rikhy 2016) and in the syncytial
endosperm during embryogenesis of flowering plants (Olsen 2001). A more striking
example, but lesser known, is regeneration of cells from nuclei released from
wounded syncytial algae within small protoplasts (Kobayashi and Kanaizuka
1977; O’Neil and La Claire 1984; Pak et al. 1991; Kim et al. 2001, 2002).

3.4 The Dual Nature of the Eukaryotic Cell: Energides
Build Their Niches

From the perspective of the energide, the host cell represents a niche for the
energide. The cell periphery complex, equipped with an extracellular matrix or
cell wall, provides an effective shelter while the PM has receptors for abiotic and
biotic parameters to feed the energide with sensory information about the environ-
ment and/or its tissue-specific context. Using DNA and the cytoplasmic cytoskel-
eton with its associated ER-based endomembrane system, the energide can control
the composition not only of the cytoplasm in which it is embedded, but also of the
PM and surrounding extracellular matrix, generating together the sheltering cell
periphery complex.

The cell periphery complex is organized via the PM activities connected to the
cytoplasmic cytoskeleton, especially the actin cytoskeleton. In addition to receiving
exocytic secretory vesicles from the anterograde membrane flow initiated at the
outer nuclear membrane, the PM organizes its own membraneous apparatus via
endocytosis, which generates the retrograde membrane flow initiated at the PM
(Sigismund et al. 2012). These two membrane flows are based on different coat
complexes: the COPI/COPII complexes of the cell body/energide and the
clathrin coats of the PM-organized host cell membranes (Bonifacino and
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Lippincott-Schwartz 2003; Rout and Field 2017). The endocytic networks, orga-
nized by the PM, provide the energide with all relevant sensory information from
the outside extracellular space (gamaj et al. 2005; Polo and Di Fiore 2006; Sorkin
and von Zastrow 2009; Barbieri et al. 2016).

3.4.1 Nuclear Pore Complexes as Prototypic Cell-Cell
Channels to Control the Energide’s Niche

To establish cytoplasmic access to their gene expression products, energides main-
tain cell-cell channels, known as nuclear pores, which are embedded within the
peripheral part of the nuclear skeleton, which is composed of lamins and lamin-like
proteins. These proteins are similar to the intermediate filaments and have an
ancient origin (Kollmar 2015; Koreny and Field 2016). That the nuclear cytoskel-
eton is composed of a unique class of cytoskeletal proteins is very strong support for
the endosymbiotic origin of energides. Moreover, this is also supported by the close
structural and functional similarities between nuclear pores and the cell—cell chan-
nels of plant cells (known as plasmodesmata) and fungal septal pores (Lucas et al.
1993; Lucas and Lee 2004; Lee et al. 2000; Baluska et al. 2006a; Bloemendal and
Kiick 2013). Significantly, there are also close connections between the nuclear
pore complexes and centrosomes and between the nuclear pore complexes and
ciliary gating zones (discussed in Sect. 3.4.1). With respect to the evolutionary
origin of the nuclear pore complexes, these supercomplexes contain at their core
scaffold proteins similar to the vesicle coat complexes COPI and COPII (Field et al.
2014; Rout and Field 2017). In addition, the chimeric nature of nuclear pore
complexes, based on both COPI- and COPII-like systems, closely resemble the
flagellar entry domain, which is also a chimera of COPI- and COPII-like systems
(Rout and Field 2017). This similarity between the flagellar entry domains and the
nuclear pores strongly suggests that these structures evolved together.

3.4.2 Nuclear Pores Are Embedded Within the Ancient
Lamina-Based Nucleoskeleton

The separate evolutionary origin of the nucleus is supported by its unique
nucleoskeleton that contains evolutionarily ancient lamins and has no similarities
to the tubulin and actin-based cytoskeleton. Nuclear pores are embedded within
skeletal meshworks assembled from the lamin and lamin-like proteins that underlie
the inner part of the NE and also control chromatin complex organization through-
out the nuclear interior (Simon and Wilson 2011; Kind and van Steensel 2014; Harr
et al. 2015; Gesson et al. 2016; van Steensel and Belmont 2017). This lamin-based
nucleoskeleton might also interact with the still-elusive nuclear matrix that is
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associated with the RNAs in the ribonucleoprotein networks that control gene
expression via chromatin structures (Smetana et al. 1963; Pederson 2000;
Nickerson 2001; Dobson et al. 2017). It has been proposed that the nuclear matrix
lamin-based nucleoskeleton and the chromatin complex co-evolved during the
early evolution of the eukaryotic cell (Wen and Li 1998; Peter and Stick 2015;
Koreny and Field 2016) and that the cytoplasmic intermediate filaments evolved
secondarily from the more ancient nuclear lamins (Peter and Stick 2015; Koreny
and Field 2016). This strongly supports the ancient symbiotic origin of nuclear
lamins and the eukaryotic nucleus. Interestingly, lamins and centrins connect
centrioles/centrosomes with the nuclear periphery (Grif et al. 2015).

3.5 The Dual Nature of the Eukaryotic Cell:
Endomembranes and Vesicles Are Organized Via
the Plasma Membrane and the Nuclear Envelope

The current dominating autogenous concept for the evolutionary origin of the
eukaryotic nucleus states that the NE was generated via ER membranes enclosing
a genetic apparatus based on DNA and RNA networks (Cavalier-Smith 1987, 1988;
Wilson and Dawson 2011; Devos et al. 2014; Gonzalez-Sanchez et al. 2015; Martin
et al. 2015). However, this scenario has problems with the fact that the inner NE
differs from the outer NE in its inherent association with lamins and the
nucleoskeleton; whereas the outer NE gives rise to the ER membranes. Moreover,
it also ignores the duality of the endomembrane/vesicle systems. The energide
(guest cell) outer NE and ER-derived endomembrane vesiculation is based on the
COPI and COPII coat complexes, whereas the PM-based (host cell) vesiculation is
driven by the clathrin complexes. Furthermore, the PM is inherently linked with and
organizes the extracellular matrix/cell wall molecules. In other words, the PM
differs from the ER membranes so significantly that this precludes their common
evolutionary origin. The criticism that symbiotic theories of nuclear origin are not
compatible with the existence of nuclear pores (Cavalier-Smith 1987, 1988; Wilson
and Dawson 2011; Devos et al. 2014) is now outdated because nuclear pores
emerge as classical cell-cell channels, resembling plant plasmodesmata or fungal
septal pores (see Sect. 3.4.1). Interestingly, the ancient protein centrin organizes not
only centrioles and the nucleus—basal body contractile connectors in flagellated
unicellular organisms such as Chlamydomonas (Salisbury et al. 1988; Wright et al.
1989; Taillon et al. 1992; Koblenz et al. 2003), but also connects centrioles/
centrosomes to the nuclear periphery (Gréaf et al. 2015). Centrin is a component
of nuclear pores (Resendes et al. 2008) as well as of plant-specific cell—cell
channels (plasmodesmata) (Blackman et al. 1999).
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3.5.1 The Endoplasmic Reticulum as a Specialized Extension
of the Outer Part of the Nuclear Envelope

In autogenous theories, the NE is considered to be an extension of ER membranes
(Cavalier-Smith 2010; Hetzer 2010; Ungricht and Kutay 2017). By the same token,
the ER could represents a specialized extension of the outer part of the
NE. Importantly, the outer and inner membranes of the NE have different proper-
ties, proteins, and functions (Katta et al. 2014; Ungricht and Kutay 2015; Smoyer
et al. 2016). Only the outer part of the NE is continuous with ER membranes, and
the lumen of the NE has different properties from the lumen of the ER. Whereas
the inner nuclear membrane associates with the nuclear skeleton, especially with
its lamin-based meshworks (Hetzer 2010), the outer NE associates with the cyto-
plasmic cytoskeleton (Gerace et al. 2012; Tapley and Starr 2013; Navarro et al.
2016).

3.5.2 The Golgi Apparatus as Specialized Extension
of the Endoplasmic Reticulum

In the energide view of the eukaryotic cell, the ER membrane is an extension of the
outer nuclear membrane, the GA is an extension of ER membrane, and the trans-
Golgi network (TGN) is derived from GA membranes. This means that the outer
NE is a “mother” membrane of the energide (guest cell), whereas the host cell-
based PM generates the endosomal vesicles and endosomal networks of eukaryotic
cells (§amaj et al. 2005; Polo and Di Fiore 2006; Sorkin and von Zastrow 2009;
Barbieri et al. 2016). The ER and GA membranes are the main sites of lipid
biosynthesis and are enriched with glycerophospholipids, but contain only small
amounts of sphingolipids and the nonpolar structural lipids of cell membranes such
as sterols. In contrast, the PM and endosomes contain many more structural sterols,
often assembled in the form of “lipid rafts,” which are important for signaling
(Simons and Vaz 2004; Lingwood and Simons 2010; Simons and Sampaio 2011;
Sezgin et al. 2017). As discussed above, the NE, ER, and GA membranes (energide/
cell body endomembranes) rely on the COPI/COPII coat complexes to generate
vesicles and other membraneous carriers, but the PM and endosomes (host cell
endomembrane system) rely on the clathrin coat complexes (Bonifacino and
Lippincott-Schwartz 2003; Rout and Field 2017).
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3.6 The Dual Nature of the Eukaryotic Cell: Tubulin-Based
Guest and Actin-Based Host

There are several models of the evolutionary origin of eukaryotes. Despite the
acceptance that endosymbiosis played a role in the evolution of eukaryotic cells
with regard to the acquisition of mitochondria and chloroplasts (Lake 2011; Gray
2017; Martin 2017), the origin of eukaryotes is still considered mainly under
autogenic scenarios (Baum 2015). In our proposed scenario, a tubulin-based
invader cell acts as a parasite that effectively strips the host cell of all its DNA
molecules and completely eradicates its genome. This process not only masks the
origin of the organismal/cellular host, but also might allow the invader guest cell to
take control over the host cell and act as the nucleus of the contemporary eukaryotic
cell. It is possible that the invader cell was a ciliated cell and eventually transformed
the eukaryotic nucleus. After the loss of cilia from the guest cell, the centrosomes
associated with radiating MTs retained close contacts with nuclear surfaces
(Baluska et al. 1997, 2004a; Janota et al. 2017). Intriguingly, there are close
similarities between the nuclear pore complex and the ciliary pore complex
(Devos et al. 2004; Dishinger et al. 2010; Field et al. 2011; Onischenko and Weis
2011; Kee et al. 2012; Takao et al. 2014). A crucial finding is that molecules such as
importins, nucleoporins, and Ran-GTP gradients that control gating of the ciliary
entry zone also control gating of the nuclear pores (Kee et al. 2012; Kee and Verhey
2013; Takao et al. 2014, 2017; Takao and Verhey 2016; Torrado et al. 2016). In
addition, several cilia-associated proteins have nuclear roles (McClure-Begley and
Klymkowsky 2017). All of these discoveries strongly suggest that gating of both
nuclear pores and ciliary pores have common evolutionary origins because they
make use of the same molecules and similar mechanisms. These commonalities
between nuclear pores and cilia pores fit nicely into the concept of a symbiotic
origin of the eukaryotic nucleus (Lake and Rivera 1994; Margulis et al. 2000;
Dolan et al. 2002).

The hypothetical ciliated/flagellated symbiotic guest cell lost all the cilia/fla-
gella, which turned subsequently into nuclear pores during transformation of the
primary endosymbiont into the eukaryotic nucleus. In addition, during this trans-
formation into the eukaryotic nucleus, the symbiotic guest cell was effective in
taking control over the endomembranes/vesicles of its host cell via stealing all the
genome (currently cytoplasm and the cell periphery complex), which was left
without any DNA. This allowed the guest cell to take complete control over the
host cell and to transform into a full-blown cell body/energide. As the nucleus also
accumulates DNA/genes from other endosymbiotic organelles, its chimeric status is
not so surprising. The close similarities between the perinuclear centrioles/centro-
somes and flagellar basal bodies (Azimzadeh 2014) also support this endosymbiotic
scenario for the evolution of the cell body/energide. Interestingly, choanoflagellata
and the early diverging protist Giardia lamblia (Elias et al. 2008) lack centrosomes
and their basal bodies function as centrosomes during mitosis (Dawson 2010;
Dawson and House 2010; Karpov 2016). This suggests that the evolution of
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flagellar basal bodies preceded the evolution of centrioles/centrosomes (Bornens
and Azimzadeh 2007).

This attractive scenario also gains support from G. lamblia. Some of its flagella
are initiated at the nuclear surface and their very long axonemes have long cyto-
plasmic regions before they exit the cell as membrane-bound flagella (Dawson and
House 2010; MclInally and Dawson 2016; Hardin et al. 2017). There are several
other features that support the idea that G. lamblia is close to the hypothetical
MT-based guest cell that invaded the hypothetical actin-based host cell (Lake and
Rivera 1994; Baluska et al. 1997, 2004a). Giardia has a reduced actin-based
cytoskeleton, lacking actin-binding proteins and myosins (Hardin et al. 2017).
Interestingly, the myosin-independent cytokinesis in Giardia is based on nucleus-
associated flagella, which coordinate vesicle trafficking. All eight flagella are
retained during Giardia mitosis and their basal bodies migrate to generate four
spindle poles, acting as MTOCs of mitotic spindles (Dawson and House 2010;
Mclnally and Dawson 2016). Flagella of Giardia are internalized only during
encystation, but their rudiments still beat inside newly formed cysts (Midlej and
Benchimol 2009). Giardia have only minimal sets of organelles and lack mito-
chondria, peroxisomes, classical GA, ER, and canonical lysosomes; they contain
ER-like tubulovesicular compartments, which fulfill the roles of the GA (Zamponi
et al. 2017; Touz and Zamponi 2017) and interact with clathrin-based vacuoles
(Faso and Hehl 2011; Abodeely et al. 2009; Zumthor et al. 2016). Interestingly, the
mitochondria-like mitosomes of Giardia are constitutively associated with ER
membranes (Voleman et al. 2017).

Another relevant finding is that the nuclear pore complexes have regulatory roles
in the insertion of spindle pole bodies into the NE during spindle pole assembly and
duplication in budding yeast (Jaspersen and Ghosh 2012; Riithnick et al. 2017).
Moreover, there are structural similarities between spindle pole bodies and nuclear
pore complexes inserted into the NE (see figures 1 and 3 in Jaspersen and Ghosh
2012). As these spindle pole bodies represent the centrosome counterparts found in
other organisms, these findings suggest close evolutionary connections between the
nuclear pores and centrosomes.

There is also strong evidence for the perinuclear origin of eukaryotic cilia. Syne
proteins are involved in the docking and anchoring of nuclei to the neuromuscular
synaptic junctions (Apel et al. 2000; Grady et al. 2005; Ruegg 2005; Zhang et al.
2007; Espigat-Georger et al. 2016). Recently, Syne proteins were also discovered to
be integral components of ciliary rootlets (Potter et al. 2017). This finding, together
with the structural and molecular similarities between the nuclear pore complex and
the ciliary pore complex, suggests a common symbiotic origin of the nuclei, nuclear
pores, and cilia/flagella of eukaryotic cells. Furthermore, the eukaryotic flagellar
apparatus is an ancient organelle that is invariantly associated with basal bodies and
acts, similarly to the nucleus-associated centrosomes, as a primary MTOC of
eukaryotic cells (Yubuki and Leander 2013; Azimzadeh 2014; Grif et al. 2015).
Significantly, flagellar basal bodies of unicellular organisms such as the green alga
Chlamydomonas and the protozoan Giardia are connected to, and anchored at, the
nuclear peripheries via contractile centrin-based fibers (Salisbury 1988; Salisbury
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et al. 1988; Wright et al. 1989; Taillon et al. 1992; Koblenz et al. 2003; Benchimol
2005, 2007; Dawson and House 2010). Close structural associations and functional
integration of centrosomes and chromosomes provide very strong support for the
cell body/energide concept (Baluska et al. 1997, 2004a, 2006a, 2012). In support of
the symbiotic origin of the eukaryotic nucleus, synaptic proteins Homer and
Flotillin were proposed to be localized in the nuclei of the last common ancestor
of metazoans, as is the case for the choanoflagellate Salpingoeca rosetta, one of the
closest living relatives of metazoans (Burkhardt et al. 2014; Burkhardt 2015).

3.7 Archaea and the Ancient Symbiotic Origin
of Eukaryotes and Their Nuclei

The defining characteristic of eukaryotic cells is the presence of a nucleus bound by
a double membrane. As in endosymbiotic plastids and mitochondria, the outer and
inner membranes of the NE have different functions and a different molecular basis.
According to the Schnepf theorem, which posits that biological membranes sepa-
rate plasmatic from nonplasmatic phases (Bothe and Melkonian 2016; Moog and
Maier 2017), this feature also suggests a symbiotic origin of the eukaryotic nucleus.
Unicellular organisms with a nucleus have been defined as eukaryotes, and those
without a nucleus are considered to be a prokaryote or bacteria. However, a third
major group has now been proposed, the archaea. Superficially, archaea appear to
be an unusual and very old group of bacteria. But, the advent of detailed molecular
sequence data has shown that they seem to be no more closely related to bacteria
than to eukaryotes. Instead of two kingdoms, Carl Woese suggested three king-
doms: Bacteria, archaea, and Eukarya (Woese 2004a, b). However, from the 1970s
through the mid-1990s, the relationship of the three groups was problematic: Were
archaea the oldest? Where did the eukaryotes come from? Were eukaryotes rela-
tively modern, or did they arrive soon after life began, perhaps evolving from
archaea? Were they the product of several fusion events from several different
bacteria?

The symbiotic origin of chloroplasts and mitochondria had been postulated for
some time, but by the 1990s, as a result of detailed sequence data, it was finally
accepted that both organelles were once free living bacteria that had been engulfed
by another organism. The biggest surprise concerned the origin of the nucleus. The
nuclear genome is a molecular chimera with inputs from all three groups. Informa-
tional/translational genes came from archaea whereas metabolic genes came from
bacteria. What is most significant for our purposes is that cytoskeletal genes appear
to have come from an equally ancient eukaryotic cell type. Thus, the eukaryotic cell
seems to be the product of at least two proto-eukaryotic cells, with input also from
the other groups. Lateral gene transfer was so pervasive in the ancient world that it
may be impossible to determine the exact relationship of these groups to each other
(Woese 2002, 2004a). However, the importance of these findings suggests that we



3 Symbiotic Origin of Eukaryotic Nucleus: From Cell Body to Neo-Energide 51

need to rethink the concept of the eukaryotic cell. In Daniel Mazia’s words
“something truly fundamental is missing in our image of the cell” (Mazia 1987;
Baluska et al. 2004a). The cell body/energide should be considered the smallest
independent unit, rather than the cell. However, because the evolutionary origin of
the nucleus (cell body/energide) remains obscure, our full understanding of the
eukaryotic cell is limited.

Recent advances in our understanding of archaea provide strong evidence that
the eukaryotic lineage evolved from within the archaea, and that Eukarya and
archaea are intimately related (Guy and Ettema 2011; Guy et al. 2014; Williams
et al. 2013; Spang et al. 2013, 2015; Williams and Embley 2014; Klinger et al.
2016; Surkont and Pereira-Leal 2016; Spang et al. 2017; Zaremba-Niedzwiedzka
et al. 2017). However, a couple of different scenarios have also been postulated
(Rochette et al. 2014; Spang et al. 2017). It seems that the elusive ancestral host
cell, receiving endosymbiotic bacteria that eventually transformed into the mito-
chondria of eukaryotic cells, was a member of the archaeal cell lineage. Moreover,
this archaeal host cell also accommodated another endosymbiotic (also archaeal)
cell, which transformed into the nucleus. Our favored version of the endosymbiotic
theory for the origin of the nucleus posits that the guest cell delivered a centrosome/
centriole complex with MTs into the host cell. The identity of this guest cell is
unknown but it might be another kind of archaeal cell, because archaea contain both
histones and nucleosomes that generate a chromatin complex closely resembling
the eukaryotic chromatin complex (Pereira and Reeve 1998; Bailey et al. 2002;
Reeve et al. 2004; Ammar et al. 2012; Nalabothula et al. 2013; Mattiroli et al.
2017). Most importantly, eukaryotic histones share a common ancestry with
archaeal histones (Reeve et al. 2004). Furthermore, archacal DNA replication
resembles the eukaryotic counterparts at both organizational and mechanistic levels
(Samson and Bell 2016; Samson et al. 2016).

Another possibility is that an unknown ancient bacteria acted as the elusive guest
cell. Discovery of bacterial tubulins assembling an eukaryotic-like microtubule
cytoskeleton (Schlieper et al. 2005; Pilhofer et al. 2011; Deng et al. 2017; Diaz-
Celis et al. 2017; Trépout and Wehenkel 2017) and interacting with bacterial
kinesin (Akendengue et al. 2017; Deng et al. 2017) are supportive in this respect.
However, other findings suggest instead that these proteins have eukaryotic origins
and were obtained by bacteria via horizontal gene transfer (Schlieper et al. 2005;
Martin-Galiano et al. 2011; Akendengue et al. 2017).

An alternative scenario postulates that this ancient guest cell was an unknown
unicellular organism equipped with a flagella-like organelle (or exo-symbiont)
based on the centrosome/centriole complex with MTs. Flagellated protists such as
Giardia or Collodictyon are attractive candidates (Benchimol 2005, 2007; Dawson
and House 2010; Zhao et al. 2012; Burki 2014). The proposed sequence of events
resembles the internalization of nuclei of flagellated sperm cells by the actin-based
oocytes, obvious in current eukaryotic organisms (Baluska et al. 2004a). However,
the common ancestry of both histones and nucleosomes in archaea and eukaryotes
strongly suggests the archaeal nature of this hypothetical guest cell that transformed
into the eukaryotic nucleus-based cell body/energide assembly after entering the
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host cell. This view is also supported by the fact that contemporary archaea of the
TACK superphylum can have archaeal ectoparasites that develop direct contact
sites with their host cells (Heimerl et al. 2017).

The host cell identity remains elusive, and because of loss of all the DNA and
extensive lateral gene transfers (LGTs), it will stay so for long time. However, there
are numerous strong indications for the archaeal nature of this host cell. The
archaea-derived nature of host cells is reinforced by recent reports that that the
TACK clade of Lokiarcheota and Asgard archaea have numerous so-called eukary-
otic signature proteins that are related to both the eukaryotic cytoskeleton and
endomembranes/vesicle systems (Ettema and Bernander 2009; Bernander et al.
2011; Spang et al. 2013, 2015, 2017; Nasir et al. 2015; Lindas et al. 2017
Zaremba-Niedzwiedzka et al. 2017). The TACK clade archaea contain sequences
of ESCRT, TRAPP, and Sec23/24 COPII complexes; clathrin adaptors AP1-APS,
SNARE:S; and small GTPases related to eukaryotic Rabs (Nasir et al. 2015; Spang
et al. 2015; Klinger et al. 2016; Surkont and Pereira-Leal 2016; Rout and Field
2017; Zaremba-Niedzwiedzka et al. 2017). Importantly, Rab-like archaea proteins
contain typical eukaryotic Rab motifs, structurally similar to the eukaryotic Rabs
(Surkont and Pereira-Leal 2016). Moreover, the ubiquitin signaling system, crucial
for eukaryotic proteome and signaling pathways, also has an archaeal origin (Grau-
Bové et al. 2015). Very recently, a complex endomembrane system was reported
for another member of the TACK superphylum Ignicoccus hospitalis, which has
prompted speculation that the eukaryotic endomembrane system might also origi-
nate from archaea (Heimerl et al. 2017). Surprisingly, both the elusive host cell,
named “chronocyte” by Hyman Hartman after Zeus’s father Cronus (Hartman
1984; Hartman and Fedorov 2002), and the elusive guest cell, called “eocyte” by
James Lake (Lake et al. 1984; Lake and Rivera 1994; Lake 2015), are also shaping
up as ancient archaea. Recent advances in archaea studies suggest a new model (see
table 1 in Keeling 2014), the archaean—archaean chimeric model, for the evolution-
ary origin of eukaryotic cells.

As evidence for ancient archaea acting as the host cell, it is also important that
the TACK clade archaea not only contains the ESCRT complex but that this
complex is required for the completion of cytokinesis, as is the case in eukaryotic
cells (Ai and Skop 2009; Elia et al. 2011; Schiel et al. 2013; Bhutta et al. 2014;
Gulluni et al. 2017; Samson et al. 2008, 2017; Liu et al. 2017). The ESCRT
complex is also required for NE re-formation after mitosis (cell body/energide
division) and for structural maintenance of the NE (Olmos et al. 2015, 2016; Gu
et al. 2017; Denais et al. 2016; Raab et al. 2016; Vietri et al. 2016; Isermann and
Lammerding 2017).
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3.8 Nature Follows Successful Strategies: Parasitism
Followed by Symbiogenesis

Nature repeats itself by duplicating successful strategies. Symbiogenesis is one of
the most successful strategies of biological evolution (Kitano and Oda 2006;
Douglas 2014). There are several convincing documented examples of secondary
and tertiary endosymbiotic events whereby one eukaryotic cell engulfs and enslaves
another eukaryotic cell (Keeling 2010; Gentil et al. 2017). Significantly, in
these examples of secondary and tertiary endosymbiosis, the nuclei (known as
nucleomorphs) of the enslaved cells are, as in the case of eukaryotic organelles,
stripped of their DNA and genes, retaining only highly reduced genomes (Douglas
et al. 2001; Moore and Archibald 2009; Keeling 2010; Gentil et al. 2017).

In several symbiotic scenarios proposed previously (Moreira and Lopez-Garcia
1998; Keeling 2014; Lopez-Garcia and Moreira 2015), the phagocytic-like origins
of the eukaryotic cells prevail. But, we should also consider predatory processes not
related to phagocytosis, such as the active invasion of large immobile cells by small
mobile cells (Baluska et al. 2004a, b). Possibly only one invader cell takes over all
of the host cell DNA and transforms itself into an ancient proto-nucleus, or perhaps
several invader cells fuse together within the host cells to transform it into a proto-
nucleus. Such a predatory scenario might partially solve the energetic problems
associated with the phagocytototic acquisition of mitochondria. However, one
cannot completely exclude the possibility that before mitochondria were acquired
by the common ancestor of eukaryotic cells, these cells contained another respira-
tory symbiont(s) that was later fully lost, resembling the fates of mitosomes and
hydrogenosomes in some eukaryotic cells. It is important to be aware that classical
phagocytosis is not the only way that eukaryotic cells can internalize bacteria. For
example, internalization of Rhizobia bacteria into root cells is accomplished via a
process involving autophagy, although the mechanism is not well understood
(Verma et al. 1991; Jones et al. 2007; Bapaume and Reinhardt 2012; Estrada-
Navarrete et al. 2016). Importantly, these symbiotic Rhizobium bacteria resemble
eukaryotic mitochondria in several aspects (Verma et al. 1991).

3.9 The Energide Strategy: Control of a Host Cell
and Later Symbionts Via Stripping of Their Genomes
and Coding DNA

The ultimate reason why there is no trace of genome/DNA left in the original host
cell might be because the nucleus stole the genome/DNA from the endosymbionts,
which were acquired by eukaryotic cells later in their evolution. For example, only
about 15% of mitochondrial and plastid proteins are coded by their highly reduced
genomes. The majority of their proteins are coded by the nuclear/energide genome.
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Christian De Duve proposed that peroxisomes lost all of their DNA, which prevents
us from conclusively proving their endosymbiotic origin (de Duve 2007). In
support of this idea are mitosomes and hydrogenosomes, which are highly reduced
mitochondria-like organelles of some unicellular eukaryotic organisms (Dolezal
et al. 2005; van der Giezen 2009; Shiflett and Johnson 2010; Zubacova et al. 2013;
Rout et al. 2016). Similarly, nucleomorphs are highly reduced relics of eukaryotic
nuclei that are effectively stripped of their DNA/genomes (Moore and Archibald
2009; Keeling 2010; Archibald and Lane 2009; Grosche et al. 2014) via the master
energide of the host cell. Another important aspect obscuring the evolutionary
history of the eukaryotic cell is that loss of whole organelles and membranes can
occur, as evidenced in examples of some tertiary and quaternary symbioses of
dinoflagellates and haptophytes (Hackett et al. 2004; Archibald 2009; Qiu et al.
2013; Gould et al. 2015).

There are a variety of other kinds of evidence that all point to the neo-energide as
the primary unit of life rather than the cell. The various eukaryotic organelles are
remnants of once free living cells, and many bacteria and algae can exist within
diverse eukaryotic cells. For example, ciliates, many invertebrates, and even ver-
tebrate cells can host symbiotic algae (Venn et al. 2008; Kodama and Fujishima
2010; Kerney et al. 2011; Burns et al. 2017; Song et al. 2017). Moreover, in addition
to mitochondria and chloroplasts, a variety of other organelles are found within
cells and they all can reproduce themselves. All of them are probably the products
of symbiotic cell merging that became progressively simpler over time, after they
entered into a symbiotic relationship with their host cells. Cells with a single
nucleus can range in size from a microscopic protist to the egg of an ostrich.
Coenocytes in some species of marine algae can be several meters in length, each
nucleus organizing its own set of MTs and cytoplasmic areas. A particularly
dramatic example of a gigantic cell is the placenta of the developing embryo of
mammals. The surface becomes highly vascularized as the villi invade the uterus to
establish circulation between the embryo and the mother. It is multinucleated and
the surface area can be as large as 10 m?! In light of this enormous variance, might it
be better to find a fundamental entity/agent that is capable of growing and dividing,
and is much more uniform in its size across all the different kingdoms of life?
Daniel Mazia’s cell body seems to be just such a unit (Lyons 2018).

3.10 Final Remarks

The cell body/energide is capable of self-organization and self-reproduction and is
responsive to many different external stimuli. Although the cell body/energide
typically reproduces only once per cell cycle, its reproduction invariably precedes
cytokinesis. Recent evidence suggests that the endosymbiotic acquisition of the
eukaryotic nucleus was accomplished before that of other eukaryotic organelles and
might be the first example of cooperation at a cellular level. This would explain the
fact that although the timing of cell division and mitosis are tightly coordinated,
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they nevertheless remain somewhat independent of each other, reflecting the
symbiotic origin of the nucleus. Elucidation of the detailed molecular structures
of the various membrane systems strongly supports the endosymbiotic origin of the
eukaryotic nucleus. In addition, many exciting new discoveries suggest archaeal
origins for both the energide and its host cell. Konstantin Mereschkovsky devel-
oped his theory of symbiogenesis as a result of his work on lichens, showing that
they consisted of two organisms, a fungus and an alga, creating a symbiotic
partnership. But, lichenologists disagreed. The cell theory dominated their thinking
and they claimed that all living organisms were autonomous. The idea that symbi-
osis could be a driving force in evolution was not well received and the idea of
individuality has continued to dominate biological thinking. We now know that
symbiosis exists, and not only in the world of protists. Plants and animals have
never been individuals; they consist not only of their own cells, but also of
microorganisms whose numbers outnumber their own cell numbers. These micro-
organisms are crucial for normal embryonic development, for development of the
immune system, and for a variety of other physical functions. The truth of the
matter is that we have never been individuals: “We are all lichens” (Gilbert et al.
2012). Not only does this have profound implications for the study of development
and evolution, but it also suggests that we need to rethink the idea that the
eukaryotic cell is the smallest fundamental unit of eukaryotic life, and instead
adopt the cell body/neo-energide concept.
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Chapter 4 )
A Brief History of Eukaryotic Cell Cycle e
Research

Fatima Cvrckova

Abstract The extent of literature devoted to the eukaryotic cell cycle as well as the
complexity of the underlying ideas, hypotheses, and models has become rather
intimidating. However, our current understanding of the processes that produce
(usually) two cells out of one is rooted in a relatively limited set of underlying
concepts. Some of these originated in the second half of the twentieth century,
whereas others can be traced back to the early days of cell theory. Rather than
striving for exhaustive coverage of all existing relevant literature, a task probably
far beyond the scope of any individual, I am attempting to map the origins and
historical roots of the concepts and ideas that have formed our understanding of
eukaryotic cell cycle regulation. The focus is mainly on the central regulatory
circuit comprising cyclin-dependent kinases and cyclins, as well as on some
remarkable contributions from plant studies.

4.1 Introduction: The Purpose and Scope of This Chapter

As I write this essay, the term “cell cycle” is approaching half a million hits in a
PubMed search (PubMed 2016). It is easy to become lost in this sea of data,
terminology, interpretations, and abbreviations; in the tangled bank of concepts,
models, and hypotheses that grew around the seemingly simple and intuitive notion
that cells multiply by growth and division.

The cell cycle is commonly defined as the sequence of processes that produces
two cells out of one by means of duplicating the mother cell’s genome (DNA) and
segregating it precisely between its daughter cells to produce genetically identical
progeny. For now, we can leave aside special situations in which the progeny is not
genetically identical because of mutations or differentiation-associated diversifi-
cation as known, for example, from the mammalian immune system or from various
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cell types that lose their nuclei during differentiation (e.g., Alberts et al. 2002; Araujo
et al. 2016). To make the cell lineage potentially immortal, other structural constit-
uents should also duplicate and undergo segregation (not necessarily as precisely as
the genome). In special developmental contexts, such as the early Drosophila embryo
(Kumar et al. 2015), or in certain evolutionary lineages, such as green algae (Setlik
and Zachleder 1984; Bisova and Zachleder 2014), cells may divide their nuclei in the
absence of cytokinesis and then, in a single act of division, produce more than two
offspring. Even the genetic identity postulate does not hold for meiosis, which can be
considered a variant of the standard mitotic cell cycle. To include these cases, we can
define the cell cycle simply as the sequence of events whereby a cell gives rise to
multiple, usually two, daughter cells. Here, we deal mostly with its most common
version, a mitotic cell cycle producing two identical daughter cells.

This chapter attempts to guide the reader through some important landmarks of
cell cycle research history—the theoretical frameworks, discoveries, and models
that have shaped our current understanding of the eukaryotic cell cycle regulation.
Although studies that have been awarded the Nobel Prize (Nobelprize.org 2001)
can be considered as widely recognized landmarks, “landmarks” and “importance”
are subjective concepts. This essay is therefore neither an exhaustive review nor a
detailed science history study. If we metaphorically liken the cell cycle research
field to a landscape, this is a guidebook rather than a detailed map of a territory or a
geographical monograph. Other authors have produced, and will produce, diverse
guidebooks (and personal travelogues) with a different focus (e.g., Hartwell 1991,
2002; Nurse 2000; Hunt et al. 2011; Duronio and Xiong 2013; Yanagida 2014;
Asghar et al. 2015; Reid et al. 2015; Hunt 2015).

The structural aspects of the cell cycle, especially chromosome segregation and
cell division, present a plethora of interesting problems. Ongoing research into
these processes, as well as others, notably DNA replication and organelle dupli-
cation, would deserve a chapter of its own. To keep the present chapter focused,
I will cover these topics only to the minimum extent necessary to consistently
present the development of our understanding of the regulatory aspects.

Nineteenth century scientists had already documented mitosis and cytokinesis in
astonishing detail, often based on observations in plant cells (see Sect. 4.2.1). How-
ever, the cell cycle research of the last half century has mainly been concerned with
cell cycle control. Much research has been medically motivated (or at least funded by
institutions concerned with biomedicine, in particular cancer studies) and therefore
focused on metazoans. The introduction of non-metazoan opisthokont models such as
yeast, which led to breakthrough discoveries (see Sect. 4.3.2,4.4.1,4.4.2 and 4.4.3),
was not a trivial step because many researchers up to the 1980s doubted the existence
of regulatory mechanisms shared by fungi and metazoans (Baserga 1985). Although
plants were never a mainstream model for cell cycle regulation research, plant studies
brought some crucial observations that shaped our view of the control of cell multi-
plication processes (see Sect. 4.2.2,4.3.1,4.4.3 and 4.5).

Because the purpose of this chapter is to illustrate rather than review, the
literature coverage of the subject is, in part out of necessity, very incomplete.
I sincerely apologize to all the scientists, both past and contemporary, whose
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works would have deserved to be mentioned in addition to those cited, or whose
results are only represented by secondary references to review articles in order to
maintain a reasonable proportion between the size of this chapter and its list of
references. The reader is encouraged to use the cited reviews as starting points for
exploration of the primary literature.

4.2 Prerequisites of the Current Perspective

In the following section, I will briefly introduces three lines of inquiry underlying
our current perspective. The first led to the discovery of common features of cell
multiplication in various evolutionary lineages. Subsequently, the concept of the
cell cycle, understood as a repetitive, precisely temporally regulated sequence of
events, has been developed in parallel with (and partly inspired by) a period of
intense interest in timing and periodic phenomena in other areas of the life sciences.
Last, but not least, early molecular biology provided essential tools for discoveries
that later resulted in the now generally accepted cell cycle models.

4.2.1 Cells Arise from Cells

There could have been no notion of the cell cycle until cell theory has been
established and until division was recognized as the universal mode of cell origi-
nation. It took over 170 years since R. Hooke (1665) coined the term “cell,” based
on observation of empty cell walls in cork, for cells to become widely acknowl-
edged as the common constituents of living bodies in both plants and animals,
mainly thanks to the works of M. Schleiden and T. Schwann in the 1830s. Further
two decades elapsed before R. Virchow, building on work of his predecessors,
especially Robert Remak, formulated the famous postulate that cells only come into
being through division of preexisting cells (see Mazzarello 1999; Wright and
Poulsom 2012).

Although M. Schleiden is usually cited for his hypothesis that cells arise de novo
by “crystallization” or “precipitation” of amorphous material (e.g., Mazzarello
1999), he nevertheless clearly stated that plant cells can only originate (admittedly
by a crystallization-like process) from preexisting cells. He also noticed that cells
are born small and subsequently enlarge (Schleiden 1838). Plant cell boundaries are
easier to observe than those in metazoan tissues; therefore, it is not surprising that
the first observations of cytokinesis were made in representatives of the plant
kingdom, algae and mosses (Mohl 1835 and references therein; see also Paweletz
2001). Soon thereafter, cell plate formation was described in monocot root tips
(Négeli 1842). By the mid-nineteenth century, the possibility that cells are gener-
ated de novo remained a heavily disputed minority hypothesis (reviewed in Remak
1852), although it lingered in the literature until the 1870s (Paweletz 2001).
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Convincing observations of metazoan cells dividing by constriction were reported
by Remak (1852).

Although “dissolving” and reconstitution of plant cell nuclei prior to cell divi-
sion was already recognized by K. Négeli (1842), description of mitosis, made
possible by progress in microscopy methods and instrumentation, is attributed
mainly to the works of A. Schneider and W. Flemming in the 1870s (Paweletz
2001). In the following decade, E. Strasburger, better known as the founder of an
influential series of plant biology textbooks, morphologically characterized the
process of mitosis in detail and introduced the terminology for mitotic stages that
is still in use (Baluska et al. 2012).

Following the 1900 rediscovery of Mendel’s laws (see Siminek et al. 2011), the
biological significance of mitosis became obvious after the influential geneticist
T.H. Morgan embraced the disputed theory of chromosomes as the physical resi-
dence of genes (Benson 2001). Leaving aside the sad chapter of “Soviet creative
Darwinism” (Rapoport 1991), mitosis was generally acknowledged by the
mid-twentieth century as a common, if not universal, mode of eukaryotic nuclear
division, although observations of “direct nuclear division” or “amitosis” are
still being sporadically reported. Some of these cases are either genuine division
of amplified macronuclear chromatin in ciliates whose germline micronucleus
divides mitotically (Ruehle et al. 2016) or processes unrelated to cell division,
such as nuclear fragmentation in terminally differentiated or dying cells, designated
amitosis out of terminological inertia (e.g., Wang et al. 2010). Relevant for the
history of cell cycle research, yeasts were suspected to divide by amitosis well into
the mid-twentieth century, because their mitotic chromosomes do not become
condensed and chromosome segregation is not accompanied by disintegration of
the nuclear envelope. Geneticists strove in vain to detect mitotic chromosomes in
the model budding yeast, which was already known to exhibit Mendelian inheri-
tance, up to the point of occasionally reporting experimental artefacts or vacuolar
inclusions as “chromosomes” (see Hall et al. 1993), until closed mitosis of yeast
cells was recognized as a variant of standard mitosis (reviewed in Boettcher and
Barral 2013). By the 1960s, the sequence of events taking place during standard
mitotic division in all three lineages whose members commonly served as model
organisms (metazoans, plants, and yeasts) had been, in principle, well established
(Yanagida 2014).

4.2.2 Rhythm of the Mitotic Dance

Leaving differentiation and cell death aside, cells can be either quiescent (nondi-
viding) or alternate between two morphologically distinct states: the interphase,
where they are seemingly “doing nothing”, and mitosis, usually followed by
cytokinesis. In the early 1950s, several groups simultaneously reported that the
amount of a cell’s DNA, now known to be the genetic material (Avery et al. 1944),
doubles during a distinct temporal window within interphase (see Pedersen 2003).
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Quantitative microscopy in metazoan cells (Swift 1950; Walker and Yates 1953)
and experiments with radioactive DNA labeling in plants (Howard and Pelc 1951)
led to the recognition of the “standard” eukaryotic cell cycle (or, more precisely,
nuclear cycle) consisting of four phases: G1, S, G2, and M, with a fifth phase
(GO) usually added to describe a quiescent or out-of-cycle state (Fig. 4.1). Methods
utilizing labeled precursors were employed to study the timing of individual cell
cycle phases (e.g., Thrasher 1966). These works produced the general notion that
the duration of phases is relatively constant in cell populations undergoing steady-
state renewal, defined by population properties (except its size) being constant in
time, a situation analogous to what is denoted as “balanced growth” in microbiol-
ogy (Schaechter 2015). Because cells usually take longer to duplicate their mass
than to divide their essential components, the nuclear cycle events (genome repli-
cation and segregation) must be controlled to keep the cell population properties
stable (Mitchison 1971, 2003).

Bacteriology has been a constant source of observations, methodologies, and
theoretical approaches that have inspired research into eukaryotes. Remarkably, the
bacterial cell cycle was long considered fundamentally different from that of
eukaryotes, since rapidly growing bacteria, such as the common models
Escherichia coli and Bacillus subtilis, seemingly replicated DNA continuously
rather than exhibiting a distinct S phase due to their ability to initiate a new
round of chromosome replication prior to finishing the previous one (reviewed in
Wang and Levin 2009). This feature, known as multifork replication, is possible
because bacteria only have a single replication origin within their circular chromo-
some, and because prokaryotic cell organization allows for gene expression
throughout the cell cycle, whereas expression of many (though far from all)
eukaryotic genes ceases during mitosis when chromatin is condensed (Chen et al.
2005). Nevertheless, by the 1970s, bacteriological studies had produced essential
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techniques that were also applicable to eukaryotic microbes (such as yeasts) and to
cell cultures derived from multicellular organisms.

Methods for synchronizing cell populations (see Helmstetter 2015) and analyz-
ing their age composition based on incorporation of tagged compounds allowed
temporal mapping of cell cycle events. In addition, the larger eukaryotic cells were
also amenable to direct microscopic observation of cell cycle progress, a feature
utilized by researchers ever since, nowadays with the aid of sophisticated tech-
niques for in vivo tagging of intracellular structures (Henderson et al. 2013). An
influential summary of the classical studies using these methods, in conjunction
with biochemical and pharmacological techniques, was published by J. Murdoch
Mitchison (1971, 1974), the founder of a major research school in Edinburgh that
established the fission yeast Schizosaccharomyces pombe as a mainstream model
organism for cell cycle studies.

Alan Turing’s description of a simple hypothetical mechanism capable of
generating repetitive spatial structures (Turing 1952) and the discovery of the
Belousov—Zhabotinsky chemical oscillator (see Winfree 1984) initiated a period
of increased interest in periodic processes and repetitive structures in many areas of
the natural sciences during the 1950s to 1970s. Sensitive methods of biochemical
analysis allowed observation of metabolic oscillations, which became the subject
of intensive study (summarized in Goldbeter 1997). Research into diurnal period-
icity in the behavior and physiological functions of various organisms culminated
in 1971 in the isolation of the first Drosophila mutants with a defective circadian
clock (see Loudon et al. 2000). The perspective of the cell cycle as a temporally
regulated sequence of events, also largely established during the 1950s and 1960s,
fitted well into the general scientific context of the time, and naturally raised the
question of how the timing of these events is controlled. In other words, what
determines the rhythm of the mitotic “dance of the chromosomes” (Walczak et al.
2010) and other essential cell cycle processes such as genome replication and
cytokinesis?

4.2.3 Self-Assembling Machines

The 1950s and 1960 were also the era that established molecular biology as a
methodological approach, if not yet a scientific field studying the forms, evolution,
and function of biological molecules, including their contribution to higher levels
of organization within living cells (Astbury 1961). One of the earliest major
achievements of this approach was the reconstitution of infectious particles of the
rod-like tobacco mosaic virus from purified protein and RNA (Fraenkel-Conrat and
Williams 1955; further work summarized by Fraenkel-Conrat 1970). Reconstitution
of other viruses, including structurally complex tailed bacteriophages such as R17
(Roberts and Steitz 1967) followed.

Macromolecular assemblies of cellular origin, including ribosomes, have also
been successfully reconstituted in vitro (Traub and Nomura 1968, 1969; Kushner



4 A Brief History of Eukaryotic Cell Cycle Research 73

1969). These early studies resulted in a wave of somewhat unrealistic optimism that
the properties of supramolecular assemblies can be, at least as a rule, fully derived
from those of their parts. Nevertheless, it should be stressed that contemporaries did
admit the possibility of mechanisms other than physicochemically determined self-
assembly contributing to cell organization (e.g., Kushner 1969). This, in turn,
boosted interest in studying the assembly of subcellular structures in vivo.

In vitro reconstitution experiments were soon complemented by utilization of
conditional, for instance temperature-sensitive, mutants unable to complete specific
steps in generating the macromolecular assembly of interest (e.g., a phage particle)
under certain conditions (Groman 1962; Edgar and Lielausis 1964). Directly
relevant to our topic, an analogous approach, based on isolation and characteriza-
tion of temperature-sensitive mutants with defects in ribosome assembly or func-
tion (manifested as an abrupt inhibition of protein synthesis at the restrictive
temperature), was applied by Leland H. Hartwell and coworkers to dissect the
molecular mechanism of protein synthesis in a model unicellular eukaryote, the
budding yeast Saccharomyces cerevisiae (Hartwell and McLaughlin 1968, 1969;
Hartwell et al. 1970b). Some of the mutants obtained within this project were later
central for a breakthrough genetic study of the yeast cell cycle (see Sect. 4.3.2).

4.3 Dominoes and Clocks: Two Views of Cell Cycle Control

Much of the cell cycle research of the 1970s and 1980s attempted to answer a
crucial question posed by J.M. Mitchison (1971): Is the temporal organization of
cell cycle events determined by a central regulatory system (a “timer” or “clock”)
or can the (usually) fixed order of cell cycle steps be explained by causal depen-
dence of certain events of the cell cycle on the completion of previous events? The
latter “falling domino” model implies that cell cycle regulation can be mapped
similarly to, for example, the succession of intermediates and enzyme-catalyzed
steps in the classical pathways of intermediary metabolism (Fig. 4.2; see, e.g.,
Hartwell et al. 1974). Research aiming to identify the components of the central
clocks, or to provide evidence supporting the domino model, progressed along
mutually independent lines for most of two decades.

4.3.1 Evidence for Central Control of Cell Cycle Timing

The mammalian cell fusion experiments of B.P. Rao and R.T. Johnson (1970),
documenting that exposure to S phase cytoplasm can induce DNA synthesis in G1
but not in G2 nuclei, are often cited as the first demonstration that nuclear events of
the cell cycle are controlled by the cytoplasm (e.g., Yanagida 2014). However, their
authors were well aware of earlier observations in slime mold plasmodia (see
Johnson and Rao 1971), where cytoplasmic factors were shown to regulate the
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Fig. 4.2 Top: Scheme of generic “domino” (left) and “clock” (right) models of controlling the order
of cell cycle events A through F. Bottom: Example of a domino-type sequence of steps in the
budding yeast cell cycle controlled by distinct CDC gene products (left; modified from Hartwell
et al. 1974; see Table 4.1 for the genes shown), and a simple clock-type control mediated by CDK~—
cyclin complexes whose activity and specificity depends on the type and concentration of cyclin(-
s) present (right; note that anaphase is triggered by mitotic cyclin degradation)

onset of mitosis (Rusch et al. 1966). Experiments with grafting ciliate cyto-
plasm suggested cytoplasmic control of nuclear division a decade earlier (see
Duesbery and Vande Woude 1988). Synchronous nuclear division in syncytial
tissues such as the endosperm of some angiosperm plants has been documented at
least since the beginning of the twentieth century (Wilson 1902). Although maize
endosperm was routinely used as a source of synchronous mitotic spindles for
morphological studies as early as the 1950s (Duncan and Persidsky 1958), con-
certed nuclear division in plant syncytia was not exploited to study cell cycle
regulation until after the first metazoan cell fusion studies. Also later observations
of nuclear cycle synchrony in multinucleated plant protoplasts were reported in a
descriptive manner (Fowke et al. 1975). A decade after the hallmark mammalian
cell study of Rao and Johnson (1970), analogous results were published for plant
cells (Szabados and Dudits 1980), indicating that the cytoplasmic factors
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determining cell cycle phase, even if not necessarily homologous, work in a similar
manner in metazoans and plants.

The path toward biochemical and molecular characterization of cytoplasmic
regulators of cell cycle events began with the discovery of a “maturation promoting
factor” (MPF) by Yoshio Masui and Clement Markert (1971). MPF was originally
detected as a complex cytosolic fraction from frog oocytes induced to mature (i.e.,
finalize the second meiotic division) by progesterone treatment. An analogous
activity was also present in cleaving embryonic cells and could trigger oocyte
maturation when certain cytosolic fractions were injected into noninduced oocytes.
Analogous activity peaking during each cell cycle was soon discovered in other
dividing cell populations, including invertebrate embryos, mammalian cell cul-
tures, and even yeast (reviewed by Duesbery and Vande Woude 1988; Masui
2001). It took nearly a decade before active MPF was partially purified and
hypothesized to possess protein kinase activity (Wu and Gerhart 1980). Its biolog-
ical activity was later found to alternate with that of an “MPF inactivating agent” of
unknown nature (Gerhart et al. 1984). Further biochemical purification of MPF
confirmed its protein kinase activity and demonstrated that this activity requires two
polypeptides of 32 kDa and 45 kDa (Lohka et al. 1988).

In the meantime, a crucial clue for understanding the cause of the periodic
behavior of MPF came with the discovery of cyclins by the research team led by
Tim Hunt (Evans et al. 1983; Pines and Hunt 1987). Cyclins were originally defined
as a family of mutually related proteins whose intracellular concentrations during
each cell cycle gradually increase and then abruptly decrease. For some of them, the
concentration maximum coincided with the peak of MPF activity. We now know
that certain cyclin subfamilies peak at different cell cycle stages (e.g., at the onset of
S phase) and that some cyclins do not exhibit periodic concentration changes at all
despite a clear sequence homology to their periodically behaving relatives
(Minshull et al. 1989; for a recent view of cyclin diversity see Ma et al. 2013).
Unfortunately, the term “cyclin” has been previously used for what is now known
as the proliferating cell nuclear antigen (PCNA), a DNA binding protein whose
abundance in a cell population reflects its ability to proliferate (Bravo et al. 1982;
Matsumoto et al. 1987) and which is not related to the above-mentioned protein
family. This resulted in long-lasting terminological confusion. In violation of the
generally accepted priority principle of biological terminology, but in agreement
with common current usage, here I use the term “cyclin” solely to describe
members of the protein family first identified by Evans et al. (1983) based on
periodic cell cycle phase-dependent changes in the abundance of some of its
members.

Injection of heterologous (mollusc) cyclin-encoding mRNA into frog oocytes
mimicked the effect of MPF (Swenson et al. 1986). Using an ingenious cell-free
frog oocyte extract system, de novo cyclin translation was later found to be both
necessary and sufficient for acquisition of the ability to trigger chromosome
condensation in added sperm nuclei (Murray and Kirschner 1989a), consistent
with a cyclin being the activity-limiting component of the MPF. Although attempts
to link cyclins directly to the MPF complex were carried out during most of the late
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1980s (see Hunt 2002, 2015), final connecting evidence came from an independent
line of research in yeast genetics discussed in the next section.

4.3.2 The Domino Model: Cell Cycle as a Sequence
of Interdependent Events

The identification and characterization of protein synthesis-defective temperature-
sensitive mutants of the budding yeast S. cerevisiae (see Sect. 4.2.3) was the first
tangible result of a large screen designed in the late 1960s by L. Hartwell, originally
a phage geneticist, with the aim to identify genes required for structural cell cycle
events such as DNA replication or mitosis. His experimental strategy, inspired by
the approach previously used to dissect the life cycle of several bacteriophages
(Reid et al. 2015), was based on isolation of so-called cell division cycle (cdc)
mutants (i.e., temperature-sensitive mutants defective in genes required for distinct
cell cycle events). In agreement with the standard terminology of budding yeast
genetics, I refer to the (usually dominant) wild-type alleles of these genes as CDC
genes, and use italics to describe genes and alleles, while plain-text abbreviations
with first capital letter refer to proteins.

The stage of the budding yeast cell cycle can be easily inferred by simple
microscopic observation, because (under normal conditions) bud emergence coin-
cides with the onset of genomic DNA replication, and migration of the nucleus to
the bud neck takes place at the beginning of mitosis (Fig. 4.1). Thus, cdc mutants at
a nonpermissive temperature become arrested with a characteristic “terminal phe-
notype” that may correspond to a normal cell cycle stage (e.g., cells arrested at G1
prior to the onset of budding and DNA synthesis, such as most cdc28 mutant
alleles), but in other cases deviates from normal cell organization. For example,
cdc24 cells cannot bud at the restrictive temperature but become multinucleated,
indicating that nuclear events can proceed even in the absence of cell division. On
the other hand, cdc4 mutants produce multibudded cells with a single nucleus
arrested in G1, an observation difficult to reconcile with a strict domino model
but compatible with the presence of a central “clock” (Hartwell et al. 1974).

Over 30 CDC genes whose mutation resulted in cell cycle arrest at 37 °C
(a temperature at which wild-type S. cerevisiae can still grow) were identified in
the original screen. Apart from the rare exception of an anomalous cdc28 allele (see
below), different mutant alleles of any given CDC gene exhibited a consistent,
gene-specific (i.e., not allele-specific) terminal phenotype, and mutant cells contin-
ued to grow in size at the nonpermissive temperature, resulting in abnormally large
cells (Hartwell et al. 1970a, 1973; further work summarized by Hartwell 1991,
2002; Reid et al. 2015). A combination of time-lapse microscopy, inhibitor studies,
and genetic techniques was used to map the network of dependencies between cell
cycle steps requiring individual CDC genes (i.e., the order of the metaphorical
falling domino blocks). This sequence of CDC gene functions turned out to
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bifurcate into two distinct pathways at or after the stage controlled by CDC28, with
one branch encompassing nuclear events (DNA replication and mitosis) and the
other cytoplasmic ones, i.e. budding, nuclear migration, and cytokinesis (Hartwell
et al. 1973, 1974; Fig. 4.2).

CDC28 appeared to be exceptional for additional reasons. First, cdc28
mutants were the only cdc mutants that could enter the sexual process
(a developmental trajectory alternative to the standard mitotic cell cycle)
while arrested at the restrictive temperature. This suggested that the step
controlled by CDC28, which has been termed the “Start” of the cell cycle,
might correspond to a point of commitment to enter the cycle (Hartwell et al.
1974). Second, an unusual temperature-sensitive mutant allele of CDC28, which
arrested at mitosis rather than at Start, was isolated later, indicating that, unlike
other CDC genes, CDC28 is involved in multiple stages of the cell cycle
(Piggott et al. 1982).

Inspired by L. Hartwell’s experiment, Paul Nurse, who started working with the
fission yeast S. pombe during a postdoctoral stay in the laboratory of
J.M. Mitchison, performed a screen for cdc mutants in S. pombe, resulting in the
identification of 14 fission yeast genes whose mutations resulted in a cdc phenotype
(Nurse et al. 1976). At the time, detection of possible homology between known
budding yeast CDC genes and the new cell cycle genes from fission yeast was far
from straightforward. Cloning by complementation was only introduced several
years later; in a remarkable coincidence, the first yeast gene successfully isolated by
this method was budding yeast CDC28 (Nasmyth and Reed 1980).

As an unfortunate consequence, the terminology of cdc mutants developed
independently in budding and fission yeast, and there is thus no consistent relation-
ship between cdc gene numbering in these two organisms (see Table 4.1). However,
the possible confusion is at least in part mitigated by species-specific terminological
conventions: S. pombe genes are usually labeled by lowercase letters with addi-
tional allele indication in superscript (e.g., cdc2™ is a wild-type allele, whereas cdc2
5! is a mutant one; as in the case of budding yeast, proteins are denoted in plain text
with the first letter in capitals).

Apart from mutants exhibiting characteristic cdc features (conditional cell cycle
arrest and increased cell size at restrictive temperature), the fission yeast screen
yielded some mutants with conspicuously small cells, indicative of an alteration in
the control of cell division (Nurse 1975; see also Nurse 2002, 2016). Some of these
small cell mutants defined a dominant allele of cdc2*, whose recessive alleles
caused cell cycle arrest in either G2 or G1, with the Gl-arrested cells able to
conjugate (Nurse and Bissett 1981). Fission yeast cdc2™ thus exhibited several
features remarkably similar to budding yeast CDC28. Indeed, a fission yeast
temperature-sensitive mutant (cdc2’™) was complemented by expression of the
budding yeast CDC28 gene (Beach et al. 1982). Subsequent sequence analysis
showed that S. cerevisiae CDC28 and S. pombe cdc2* encode closely related,
homologous protein kinases (Lorincz and Reed 1984; Hindley and Phear 1984).
Thus emerged an overall picture of the yeast cell cycle regulated by a group of
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Table 4.1 Overview of yeast CDC genes mentioned in this chapter

S. cerevisiae® | S. pombe | Product, function, or phenotype

CDC4 pop2™ Subunit of a specific E3 ubiquitin ligase complex involved in G1/S
cyclin degradation; mutants fail to enter S phase while budding
continues; see Sect. 4.4.2

CDC9 cdel7* DNA ligase; mutant cell cycle is arrested as a result of triggering a
checkpoint pathway by DNA breaks; see Sect. 4.4.3

CDC14 clpl™* Protein phosphatase implicated in the control of cytokinesis; see
Sect. 4.4.3"

CDCI6 cut9* Subunit of a specific E3 ubiquitin ligase complex, the anaphase
promoting complex (APC); mutants arrest at G2/M; see Sect. 4.4.2°

CDC20 sipl™ One of two alternative regulatory subunits of the APC; mutants
arrest at G2/M; see Sect. 4.4.2°

CDC23 cur23”* Subunit of the APC; mutants arrest at G2/M; see Sect. 4.4.2°

CDC24 sedl™ Cofactor of a RHO-clade small GTPase required for bud formation;

mutants fail to bud while the nuclear cycle continues; S. pombe
homolog is involved in cytokinesis®

CDC27 nuc2*t Subunit of the APC; mutants arrest at G2/M; see Sect. 4.4.2°
CDC28 cde2”* Cyclin-dependent kinase (CDK); see Sect. 4.3.2
Multiple cdel3* Cyclin; in budding yeast cyclin mutations do not result in a cdc

phenotype because of functional overlap between related proteins

MIHI cdc25* Protein phosphatase responsible for removing inhibitory phosphor-
ylation of the Cdc2 kinase; two functionally overlapping homologs
in budding yeast; mutation in fission yeast results in G2 arrest; see
Sect. 4.4.3°

#A complete summary of classical budding yeast CDC genes can be found in Reid et al. (2015)
®For fission yeast homologs, see Trautmann et al. (2004)

“For summary of fission yeast APC subunits, see Pines (2011)

9Li and Chang (2003)

°For budding yeast homologs, see Sia et al. (1996)

genes whose products act in sequence, with the conserved Cdc2/Cdc28 protein
kinase participating in the regulation of several cell cycle steps.

4.4 The Universal Model of Cell Cycle Control

The reconciliation (and ultimate merging) of the seemingly incompatible clock and
domino models took nearly two decades (Murray and Kirschner 1989b). The
resulting unified model of the cell cycle has since become not only a well-
established part of the standard molecular biology paradigm, firmly anchored in
textbooks (e.g., Alberts et al. 2002), but also the starting point for much of the
ongoing cell cycle research.
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4.4.1 Reconciling the Domino and Clock Models

Several breakthrough discoveries at the end of 1980s led to molecular identification of
the key components of the MPF as homologs of products of yeast CDC genes. A human
cDNA encoding a protein kinase homologous to the product of CDC28/cdc2* was
cloned by complementation of a fission yeast cdc2” mutation (Lee and Nurse 1987).
Antibodies raised against this kinase cross-reacted with the 32 kDa protein, a key
component of the MPF (see Sect. 4.3.1; Gautier et al. 1988). Around the same time, the
sequence of cdc13*, a fission yeast gene shown to interact genetically with cdc2*, was
found to be related to metazoan cyclins (Booher and Beach 1988; Hagan et al. 1988; see
also Hunt 2015 for an interesting personal reminiscence related to these discoveries).

By the end of the 1980s, it became clear that organisms as diverse as yeasts, sea
urchins, frogs, and mammals all possess at least one Cdc28-related protein kinase
(a cyclin-dependent kinase; CDK) and, as a rule, multiple cyclins. However, the
inventory remained far from complete for more than a decade, even in well-
established models such as the budding yeasts, whose full genomic sequence was
reported only in 1996 (Goffeau et al. 1996). Curiously, no cyclin was found in
L. Hartwell’s classical screen for cdc mutants in S. cerevisiae. We now know that
this was due to an extensive functional overlap or “redundancy” between the nine
budding yeast cyclins (Nasmyth et al. 1991; Reid et al. 2015). Nevertheless, even an
incomplete inventory was sufficient to justify a general model in which the cell
cycle phase is determined by the repertoire of active CDKs present at any given
moment, and in which CDK activity is controlled by cyclins whose levels period-
ically fluctuate as a result of regulated protein synthesis and degradation (Minshull
et al. 1989; Fig. 4.2).

Although plant cell cycle research of the 1980s and 1990s lagged considerably
behind that in metazoans and yeasts, by the mid-1990s it became clear that the general
principles of cell cycle control by CDKs and cyclins also hold for plants (see Day and
Reddy 1994; Segers et al. 1996; Renaudin et al. 1996 and references therein). Further
research supported the validity of the model of cell cycle control by CDKs and cyclins
for all eukaryotes. The model developed into one of the major paradigms of current cell
biology and resulted in a well-deserved Nobel Prize, awarded in 2001 to L. Hartwell,
T. Hunt, and P. Nurse (Nobelprize.org 2001). The notion of cell cycle control by CDKs
and cyclins paved the way for research into molecular mechanisms controlling cyclin
abundance and modulating CDK activity. A substantial part of cyclin abundance
regulation takes place at the transcriptional level. Although molecular details may
differ in yeast, metazoans, and plants, positive and negative feedback loops are a
common feature of transcriptional control of cell cycle-regulated genes, including
those encoding cyclins themselves (e.g., Koch and Nasmyth 1994; Bertoli et al. 2013).
Interestingly, both CDKs and cyclins exhibit significant protein sequence similarity
with several proteins of the eukaryotic transcription apparatus, and some CDK
isoforms (e.g., mammalian Cdk7) directly participate in transcription control (see
Sansé and Fisher 2013; Malumbres 2014). The cell cycle regulators may thus have
evolved through specialization of a preexisting family of transcriptional regulators.
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Equally important as tightly controlled cyclin production is the timely removal of these
regulatory proteins by specific proteolysis, which will be discussed in Sect. 4.4.2.

Remarkably, selective dephosphorylation of CDK substrates does not seem to be
a decisive factor in cell cycle control apart from some special cases, which,
however, may be of extreme biological importance. For example, the evolutionarily
conserved retinoblastoma protein pRB is a master regulator of cell cycle
progression-related transcription. Its activity is controlled by a complex “phosphor-
ylation code” resulting both from CDK-dependent phosphorylation and specific
dephosphorylation (Rubin 2013). Other examples of selective dephosphorylation
implicated in cell cycle control include the protein phosphatases encoded by cdc25*
(see below) and CDC14 (see Sect. 4.4.3). However, specific proteolysis appears to
be the main mechanism ensuring removal of phosphorylated CDK substrates that
have fulfilled their function.

CDKs are also regulated, both positively and negatively, by phosphorylation at
distinct tyrosine and threonine residues (Lorca et al. 1992; for further work see
Nurse 2002). In the fission yeasts, the balance of inhibitory tyrosine phosphoryla-
tion (mediated by the product of the weel™ gene) and dephosphorylation by the
cdc25"-encoded phosphatase regulates cell size by delaying entry to mitosis until
the critical cell size is reached (see Nurse 2002). An analogous regulatory circuit
also operates in budding yeast and in metazoans, although it is used to control entry
into mitosis in different physiological contexts (Bouldin and Kimelman 2014; see
also Sect. 4.4.3). Higher plant cdc25* homologs diverged substantially from the
yeast and metazoan ones and lack the ability to complement the fission yeast cdc2"
mutation. Nevertheless, plants have retained regulatory phosphorylation at the
conserved substrate site, which may contribute to cell cycle control under specific
developmental or physiological circumstances (Francis 2011).

In addition to activation by cyclins, CDK activity is also negatively regulated by
a heterogeneous collection of inhibitory subunits, collectively termed CDK inhib-
itors (CKIs). Many of these were originally discovered as tumor suppressor genes
(e.g., Koff and Polyak 1995; Woollard et al. 1996; Vidal and Koff 2000; Canepa
et al. 2007). CKlIs are often involved in modulating cell cycle control in response to
extracellular (e.g., hormonal or growth factor) signals, but they can also participate
in developmental decisions, including those resulting in modification of the cell
cycle itself such as, e.g., genome endoreduplication (see Sect. 4.5).

4.4.2 Making the Clock Tick: Mechanisms Ensuring
Periodic Behavior

The above-outlined model of cell cycle control raises an important question: What
ensures that waves of individual CDK/cyclin complex activities follow each other
in an orderly and periodic fashion? This could, in principle, be achieved solely by
transcriptional regulation of cyclin-encoding genes, assuming that cyclin proteins
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are inherently unstable and that cyclins active in a particular phase auto-activate
their own transcription and repress that of other cyclin-encoding genes whose
activity is undesirable at a given cell cycle stage (Amon et al. 1993). However,
experiments in budding yeast showed that regulated cyclin proteolysis plays an
important role in preventing accumulation of cyclins at an improper time (Amon
et al. 1994). Cyclin degradation at the G2/M and metaphase/anaphase transitions is
controlled by a specific E3 ubiquitin ligase complex, the anaphase promoting
complex (APC) or cyclosome, which contains products of several genes identified
in L. Hartwell’s original cdc screen, namely CDC16, CDC23, CDC26, and CDC27.
APC uses distinct regulatory subunits for its two phases of activity; one of them is
encoded by CDC20 (see Peters 1999; Pines 2011; Reid et al. 2015). Another
specific E3 ubiquitin ligase complex, containing (among others) the product of
the CDC4 gene, drives degradation of G1/S-specific cyclins and several other
proteins that undergo periodic proteolysis depending on their CDK-mediated phos-
phorylation after S phase entry (Toda et al. 1999; Willems et al. 1999).
Identification of the regulatory circuits responsible for periodic oscillations of
the CDK/cyclin complex activities has enabled the use of theoretical and mathe-
matical models for testing hypotheses, as well as for generating evolutionary
scenarios that might have given rise to a minimum set of cell cycle regulators
capable of sustained and robust periodic oscillations (e.g., Novak et al. 1998;
subsequent work reviewed in Tyson and Novak 2008, 2015; Uhlmann et al.
2011). Some of these models predicted the existence of regulatory components
prior to their experimental discovery (see Csikasz-Nagy 2009), or provided an
explanation for otherwise puzzling observations such as the relatively constant
duration of mitosis compared to other cell cycle phases (Araujo et al. 2016).
Early modeling efforts highlighted an underlying similarity between the minimal
cell cycle oscillator (consisting of a CDK/cyclin complex inducing its own amplifi-
cation and an APC activated in response to CDK and bringing about its inacti-
vation; see Fig. 4.3) and other previously characterized biological oscillators, in

auto-activator MPF
(active CDK-cyclin
> complex)
y

A
APC

(cyclin degradation)

\
repressor
or inhibitor

e activation —— repression or inactivation

Fig. 4.3 Left: Scheme of a generic regulatory circuit capable of sustained robust oscillations.
Right: The simplest implementation of this generic oscillator in cell cycle control (modified from
Ingolia and Murray 2004)
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particular the circadian clock (Ingolia and Murray 2004; see Sect. 4.2.2). Both the
cell cycle oscillator and the circadian clock are representatives of a negative
feedback loop with amplification, one of several simple regulatory architectures
that generate robust, sustained oscillations over a wide range of parameters (Novak
and Tyson 2008).

The current image of the eukaryotic cell cycle as a series of events controlled by
a central oscillator or clock, in the sense first proposed by J.M. Mitchison (1971),
thus emerged. The inner workings of this clock, nowadays understood in much
molecular detail and successfully emulated by mathematical models, can be
described as a network of regulatory interactions based on transcription, posttrans-
lational protein modification, protein complex formation, and targeted degradation.
These processes, in turn, can be described in terms of domino-type models.

4.4.3 Inputs and Outputs of the Central Oscillator

The above-outlined view of cell cycle regulation raises the following questions:
How is the central cell cycle clock connected to inputs, both extracellular (e.g.,
hormone signals or nutrient status) and intracellular (e.g., cell size, perception of
genomic damage)? How does this clock control the structural events of the cell
cycle such as DNA replication or genome segregation (Fig. 4.4)?

The first answers to these questions came with the characterization of cdc9, a
classical budding yeast cdc mutant arresting at the restrictive temperature with a
post-replication (G2) nucleus located at the mitotic position at the bud neck.
Surprisingly, CDC9 turned out to encode DNA ligase, which is necessary for
repairing DNA breaks that arise naturally in the process of lagging DNA strand
replication (Johnston and Nasmyth 1978). Mutations of the homologous fission
yeast gene cdcl7" also lead to conditional cell cycle arrest (Barker et al. 1987). The
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cell cycle arrest in cdc9 mutants at the restrictive temperature is caused by a DNA
damage-triggered signaling pathway involving the RAD9 gene product (Schiestl
et al. 1989; Weinert and Hartwell 1990). Thus was discovered the first “checkpoint
control” mechanism that can block cell cycle progression in cases of damage to the
genetic material or failure of structural cell cycle events. RAD9 is evolutionarily
conserved and acts at least in part by activating transcription of CDK inhibitors
(Lieberman and Yin 2004).

In addition to mediating cell cycle arrest in response to DNA damage, the RAD9-
dependent pathway also prevents cell cycle progression beyond G2 until genome
replication is completed (Weinert 1992). An additional partly conserved checkpoint
pathway, which was discovered later in yeasts, metazoans, and plants, can block the
cell cycle if a chromosome fails to attach to the mitotic spindle (see Musacchio
2015; Komaki and Schnittger 2016). Failure of cytoplasmic events of the cell cycle
may also trigger a checkpoint pathway, because S. cerevisiae cells unable to form a
bud temporarily arrest the cell cycle by a mechanism involving inhibitory CDK
phosphorylation (Lew and Reed 1995; Sia et al. 1996). The phosphorylation takes
place at a site known to mediate the coordination between growth and division in
fission yeast (compare Sect. 4.4.1), hinting at lineage-specific diversity of inputs
controlling the central oscillator.

Besides damage, developmental signals mediated by cell-to-cell contacts, dif-
fusible substances, or nutrient status can also modulate cell cycle progression. The
signaling pathways regulating cell cycle entry are diverse and generally lineage-
specific, as illustrated, e.g., by a recent systematic comparison of cell cycle regu-
lators in opisthokonts and the green alga Chlamydomonas reinhardtii (Tulin and
Cross 2014). The input pathways often converge on transcription of G1-specific
cyclins (for a review of the situation in mammals and budding yeast, see Duronio
and Xiong 2013; Fisher 2016). However, cells of many organisms can also (or even
predominantly) exit the cell cycle in G2, and external signals or cell size can thus
regulate entry into mitosis. This is the case in the fission yeast (Sveiczer and
Horvéth 2016), as well as in plants (Gutierrez 2016; Magyar et al. 2016).

Less diverse than the inputs regulating the cell cycle oscillator are its outputs.
Barring unusual cases, such as cell cycles with postponed cytokinesis producing
multiple progeny (see Sect. 4.1.) or genome endoreduplication (see Sect. 4.5.),
every cell has to ensure that its genome is duplicated once per cycle and segregated
into the two daughter cells. The molecular mechanisms ensuring DNA replication
once per cycle are evolutionarily conserved and based on modifications of the
composition and phosphorylation state of protein complexes binding to specific
DNA sequence motifs that define the chromosomal replication origins. Compo-
nents of these origin recognition complexes (ORCs) are subject to CDK-mediated
phosphorylation and APC-mediated degradation during specific cell cycle phases,
ensuring that any replication origin can only be used in a time window between S
phase entry and its own replication (reviewed by Musialek and Rybaczek 2015).
Chromosome segregation during a normal mitotic cell cycle requires attachment of
its kinetochores to the mitotic spindle (Musacchio 2015; Pesenti et al. 2016) as well
as separation of the two sister chromatids that are held together by cohesin protein
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complexes, whose disassembly depends on selective proteolysis regulated by the
APC (Yanagida 2005; Rankin and Dawson 2016).

Finally cytokinesis, possibly the evolutionarily most diverse cell cycle event, has
to be coupled to the nuclear events of the cell cycle. Variability of the regulatory
mechanisms involved reflects the structural diversity of cell division between fungi,
mammals, and plants. In budding yeast, the earliest step toward cytokinesis (i.e.,
bud formation) is controlled by G1 phase-specific cyclins (Cvrckova and Nasmyth
1993), whereas the final separation of daughter cells depends on CDK deactivation
and dephosphorylation of its targets by a specific phosphatase, encoded by CDC14
(Kuilman et al. 2015). A similar pathway involving CDC/4 homologs also operates
in fission yeast and mammals (Trautmann et al. 2004; Clifford et al. 2008).
However, bona fide CDCI4 homologs are absent in higher plants (Kerk et al.
2008), and the post-mitotic stage of plant cytokinesis requires regulation of specific
cytokinetic kinesins by a phosphorylation cascade involving an active CDK, rather
than CDK inactivation (Sasabe and Machida 2014). This is yet another example of
evolutionarily distant outgroups such as plants providing insights that allow
identification of the necessary and sufficient molecular mechanisms of eukaryotic
cell cycle control.

4.5 Variant Cell Cycles: Clues Toward Reconstructing
Evolutionary History?

The sequence of cell cycle events may not be as invariant as the rather over-
simplified summary outlined above (Sect. 4.1.) suggests. Meiosis, a process crucial
for completion of the life cycle of sexual eukaryotes, can be viewed as a succession
of two modified mitotic cell cycles. The first one replaces standard chromosome
disjunction by pairing of homologous chromosomes and includes a modified
anaphase without separation of sister chromatids, while the second one skips
DNA replication. During the S phase in meiosis I of budding yeast, a meiosis-
specific kinase related to but distinct from standard CDKs partially takes over the
role of Cdc28 (Schindler and Winter 2006). In fission yeast and in plants, omission
of the S phase in meiosis II depends on partial inhibition of cyclin degradation by
meiosis-specific protein inhibitors (Peters 2005; Cromer et al. 2012). Pairing of
homologous bivalents in the metaphase of Arabidopsis meiosis I requires a spe-
cialized CDK isoform (Zheng et al. 2014). Meiosis-specific cohesin isoforms
ensure that sister chromatids remain connected during the first meiotic anaphase,
and also contribute to bivalent pairing (Ding et al. 2016). Thus, meiosis not only
reminds of a mitotic cell cycle on the phenotypic level, but also utilizes, in a
modified context, much of the molecular apparatus controlling standard mitosis.
The regulatory apparatus of the mitotic cell cycle also participates in a process
that does not strictly fit the formal definition of the cell cycle (see Sect. 4.1), namely
endoreduplication of genomic DNA, producing cells with increased DNA contents.
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This “endocycle,” known, for example, from insect polytene chromosomes (see
Frawley and Orr-Weaver 2015), is also commonly observed in differentiated plant
tissues during vegetative development, where it can be brought about by changes in
the expression levels of certain CDKs or CKIs (e.g., Boudolf et al. 2009; Wen et al.
2013). Thus, variations in gene expression levels and alternative use of paralogous
genes can generate substantial deviations from the standard cell cycle scheme,
resulting in whole genome amplification (as in the endocycle) or in reduction of
genomic DNA content (as in meiosis).

These observations might provide some clues to explain a somewhat
embarrassing evolutionary enigma. Even in its simplest theoretically analyzed
form (see Sect. 4.4.2), cell cycle regulation is complicated, providing a nice example
of the notorious irreducible complexity paradox (see Carreno et al. 2009). How
could such a multicomponent molecular network have evolved, if omission of any of
its parts jeopardizes the success of the crucial task, namely producing two identical
cells out of one? A less-than-perfect controlling network would result in an error-
prone mitotic cell cycle with several possible outcomes: (1) a rare success, that is,
production of two daughter cells genetically identical to their mother; (2) an
endocycle, or a failure of mitosis and/or cytokinesis, leading to polyploidy; (3) a
whole genome non-disjunction, leading to one living polyploid cell and one dead
enucleated cell; (4) a “reductive division,” leading to halving of DNA content; or
(5) mitotic failure resulting in aneuploidy. Although scenarios (4) and (5) would be
fatal in cells with a single genome copy, they may be compatible with survival of at
least one daughter if the mother cell underwent previous polyplodization. The
remaining three possibilities are always guaranteed to produce at least one surviving
cell. Thus, even an error-prone ancestral cell cycle might still, on average, have
produced more than one live daughter per mother cell, enabling survival in the
absence of more effective competitors, although the mean number of viable progeny
would have been less than two, possibly substantially less.

Such an ancestral cell cycle would have continuously generated genetic vari-
ability (compare with the hypothesis of the last eukaryotic common ancestor as a
population sharing a common thesaurus of genes; see Chapter 12 of this volume -
Svorcova et al. 2018). It would have also produced a gradual increase rather than a
decrease in the amount (and sequence content) of genomic DNA, because events
resulting in gene gain are less likely to be fatal than those involving gene loss
(at least assuming that only genes that contribute to fitness are kept in evolution;
compare Thomas 1993). Although duplicated genes provide raw material for
evolution, increasing the genome size may bring an increased metabolic burden
from replication and promote accumulation of deleterious mutations (for a theoret-
ical model see Markov and Kaznacheev 2016). Meiosis might thus have originally
evolved as a repair mechanism to enable escape from this “polyploidy trap,” as well
as a means for repair of DNA damage by homologous recombination (Hurst and
Nurse 1991; Wilkins and Holliday 2009). Once a mechanism of reductive nuclear
division was established, it was followed by establishment of cellular and nuclear
fusion mechanisms, an evolutionarily unique event that took place prior to the onset
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of eukaryote diversification (Wilkins and Holliday 2009; Speijer et al. 2015) and
paved the way toward evolution of eukaryotic sexuality.

4.6 Conclusions

The last two centuries have witnessed enormous progress in the field of cell
biology, including research into the processes of cell multiplication. Since the
second half of the twentieth century, most of the research interest has gradually
shifted from the characterization of structural events of the cell cycle (where plant
studies previously contributed key observations) toward a “cybernetic” perspective
focusing on the molecular mechanisms responsible for timing and coordination of
cell cycle events. Plants studies have lost some importance during this later stage,
even though they contributed some important insights that enabled informed
speculation on the evolutionary origins of the key mechanisms of cell cycle control.
With the advent of new techniques, especially in vivo fluorescent labeling of
proteins and advanced microscopy methods, focus is turning back to structural
aspects of the cell cycle. However, these exciting new developments are beyond the
scope of this review.

From the regulatory perspective, we now consider the eukaryotic mitotic cell
cycle as a temporally conserved succession of events, controlled by a central
oscillator comprising a set of CDKs, cyclins, and their regulators, with a specialized
proteolytic machinery involving the APC playing a prominent part. Despite some
variability in the number of paralogs of the key molecules and their functional
diversification, this set is rather well conserved throughout evolution. The central
oscillator regulates downstream events ranging from the nearly invariant (such as
DNA replication) to evolutionarily diversified (such as cytokinesis). Even more
diverse are the signaling pathways that modulate the function of the central
oscillator. Meiosis and endoreduplication, processes that lead to controlled changes
in the genomic contents of the cell, utilize parts of the molecular apparatus of the
standard mitotic cell cycle, providing clues toward reconstructing an evolutionary
scenario that may have produced the precise cell cycle control known from extant
eukaryotes.
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Chapter 5 )
Plant Microtubule Research: A Short History <o

Katerina Schwarzerova

Abstract Microtubules are hollow tubes composed of tubulin subunits. These
ubiquitous structures are found in all eukaryotic cells. This short review describes
the most important moments of plant microtubule research, which was important
for understanding the microtubular cytoskeleton in eukaryotic cells. Cytoplasmic
microtubules were first described in plant cells. Similarly, the structure of eukary-
otic flagellum consisting of microtubules was first studied in plant spermatic cells.
Today, integration of the knowledge from various fields and organisms is proving
beneficial in advancing microtubular cytoskeleton research.

5.1 Introduction

In 2013, 50 years had passed from the first description of tiny cytoplasmic tubules,
called microtubules (Ledbetter and Porter 1963). This anniversary was commem-
orated by several journals, which paid tribute to microtubule research. A special
issue of The Plant Journal (“A glorious half-century of microtubules,” volume
2, issue 2, 2013) included a series of articles summarizing our current state of
knowledge of plant microtubule structure and function. A retrospective contribu-
tion in the same special issue contains the personal recollections of leading scien-
tists who witnessed and shaped plant microtubule research (Hepler et al. 2013).
This study represents a very precious glimpse into the exciting era of early studies
of microtubules for those who entered the field later, when immunofluorescence,
GFP technology, and in vitro assays were considered a matter of course rather than
brand new achievements. The history of 60 years of cytoskeleton research, initiated
with the actomyosin discovery, is summarized in a special Nature supplement
(“Nature Milestones in Cytoskeleton,” 2008). I also refer readers to a publication
commemorating the anniversary of 50 years of tubulin discovery (Borisy et al.
2016), where six leaders of microtubule research discuss the greatest achievements
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in the field. The current review attempts to highlight the contribution of plant
microtubule research to the general knowledge of microtubular function in eukary-
otic cells.

5.2 Eukaryotic Flagellum

Microtubules are hollow tubes with an outer diameter of 25 nm, which is too tiny to
be observed using a standard light microscope. However, microtubules also form
more robust structures in the cytoplasm, whose presence was noted by early
microscopists. Examples of these are flagella and mitotic spindles.

Eukaryotic flagella were probably the first structures observed to contain fibrils,
which were later described as microtubules (for a short history of early flagellum
observations, see Hepler et al. 2013). Irene Manton, a British botanist, used UV
microscopy to observe disintegration of moss spermatozoid flagellum into several
threads. The disintegration occurred only under a specific fixation protocol and
staining conditions. Manton was even able to recognize that the total number of
filaments forming the flagellum was 11. Equipped with a new electron microscope,
whose era in biology was just beginning, Manton returned to this observation. The
study of moss flagellum with electron microscopy enabled Manton and Clarke
(1952) to deduce the 9 + 2 model of the axoneme (Fig. 5.1; Manton and Clarke
1952). Their work thus represents the first description of the eukaryotic flagellum
structure, which was strikingly precise compared with the current model of flagel-
lum. The universality of the model was later confirmed in other organisms such as
brown algae (Manton et al. 1953).

5.3 Microtubules

Colchicine played an important role in the discovery of microtubules. This mole-
cule, isolated from Colchicum autumnale, was long known as a specific disruptor of
mitotic spindles. In 1962, Paul Green described the effect of colchicine on Nitela
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Fig. 5.1 The first model of a flagellum (a), which was deduced on the basis of a study of
Sphagnum flagella (b). Reproduced with permission from Manton and Clarke (1952)
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internode cells. In response to colchicine treatment, plant cells became round and
lost their original shape (Green 1962). Green assumed that colchicine-sensitive
filaments of mitotic spindles were present at the plant cell periphery, where they
controlled the cell wall assembly. He therefore predicted the existence of cortical
microtubules without seeing them. Single cytoplasmic microtubules were observed
later with the use of electron microscopy and the availability of a new method of
fixation using glutaraldehyde (Sabatini et al. 1963).

Osmium fixation, used for preparation of cells observed using electron micros-
copy, supplemented with a glutaraldehyde prefixation step, was a great methodo-
logical advance because this procedure beautifully preserved cytoplasmic
structures. Using the new fixation procedure, Ledbetter and Porter (1963) could
show microscopic tubular structures found in the cytoplasm of several plant cells.
In the same year, Slautterback (1963) demonstrated microtubules in animal cells.
Whereas Slautterback considered microtubules to be membranous structures, Led-
better and Porter recognized their ubiquitous distribution in the cytoplasm and
noted their structural resemblance to filaments of the mitotic spindle and filaments
forming the flagellum. In a subsequent paper, they described, for the first time, that
the wall of microtubules is formed by 13 subunits (Fig. 5.2; Ledbetter and Porter
1964). Their seminal paper gives the first description of microtubules in eukaryotic
cells and also showed that microtubules are parallel to cellulose in the primary cell
wall (Ledbetter and Porter 1963). An observation of Hepler and Newcomb (1964)
that microtubules are located just beneath cell wall ingrowths in newly formed
tracheary elements in Coleus suggested that secondary cell wall deposition is
assisted by microtubules as well. Therefore, the observations of Green (1962),
Ledbetter and Porter (1963), and Hepler and Newcomb (1964) were crucial for
establishing the hypothesis that cortical microtubules control the deposition of
cellulose in the cell wall. Interestingly, the final evidence for this hypothesis was
provided more than 40 years later, when fluorescently tagged cellulose synthases
were shown to follow trajectories oriented along cortical microtubules in living
cells (Paredez et al. 2006). Many aspects of both the control of cortical microtubule
orientation and their role in cell wall synthesis are still under investigation.

Fig. 5.2 The first
description of a microtubule
structure. Transverse
section of a microtubule
from the cortex of Juniperus
chinensis root tip cell (pm
plasma membrane, cw cell
wall). Electron micrograph,
740,000 . Reproduced
with permission from
Ledbetter and Porter (1964)
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5.4 Mitotic Spindles and Tubulin Discovery

Similar to flagella, the mitotic spindle is a prominent structure visible under a
standard light microscope, and thus known to biologists long before the discovery
of microtubules. The filamentous character of mitotic spindles could be observed
using advanced polarized light microscopy in living cells because of their birefrin-
gence (Inoue and Bajer 1961). In vivo observations of mitotic spindle dynamics
using polarized light microscopy and the discovery of microtubules using electron
microscopy resulted in the construction of the first model of animal and plant
mitotic spindle structure, including premitotic spindle and phragmoplast, formed
by dynamic microtubules capable of depolymerization and polymerization (Inoué
and Sato 1967): “Spindle fibers in living cells are labile dynamic structures whose
constituent filaments (microtubules) undergo cyclic breakdown and reformation”
(Inoué and Sato 1967).

Microtubules were thus thought to be responsible for chromosomes movement
in mitotic spindles. However, the protein that formed microtubules was not yet
known. Tubulin was identified thanks to its affinity to colchicine. Colchicine, as
mentioned before, specifically destroys mitotic spindles as well as cytoplasmic
microtubules. A protein that bound to colchicine and was highly enriched in
dividing cells was identified as a subunit of microtubules (Borisy and Taylor
1967a). The mechanism of colchicine action was recognized as involving binding
to microtubular subunits, thus inhibiting their ability to polymerize (Borisy and
Taylor 1967b): “A plausible explanation of the mechanism of [colchicine] action is
provided by assuming that binding of colchicine prevents assembly of the subunit
into a microtubule” (Borisy and Taylor 1967b).

5.5 Immunofluorescence Microscopy

Electron microscopy enabled biologists to identify microtubules as ubiquitous
cytoplasmic structures in all eukaryotic cells. Tubulin isolation was an important
prerequisite for the production of specific antibodies. With the availability of an
antibody recognizing tubulin, immunofluorescence microscopy was another impor-
tant methodological achievement in the field. In plant cells, the application of
antibodies was limited by the existence of the cell wall, which was not penetrable
by such large molecules. Therefore, cell wall digestion by enzymes was needed for
the delivery of antibodies into the plant cytoplasm. The first observation of
immunofluorescently labeled plant microtubules was performed by Clive Lloyd
in a suspension of cells using an antibody against bovine brain tubulin (Lloyd et al.
1979). Immunofluorescence techniques thus provided the opportunity to study the
organization of microtubules at the level of the whole cell and tissue (Wick et al.
1981), using either wide-field fluorescence or confocal microscopy.
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5.6 Dynamic Structures

Microtubules are dynamic structures. Based on early observations of mitotic spin-
dles using polarized light microscopy in living cells, it was obvious that microtu-
bules can shrink and elongate. Electron microscopy enabled researchers to identify
microtubules and to study their structure. Immunofluorescence enabled study of
microtubules at the tissue level, as well as changes in their organization during the
cell cycle. However, both methods produced static pictures, which do not reflect the
actual dynamics of microtubules. The use of polarized light microscopy, suitable
for dynamic studies in non-plant cells, was limited in plant cell studies because of
the strong birefringence of cellulose in cell walls. A new approach involved
covalent binding of fluorescent molecules to proteins, referred to as cytochemistry.
Introduction of fluorescently labeled protein into the cytoplasm resulted in the first
observation of the dynamics of single microtubules in fibroblasts (Sammak and
Borisy 1988), and soon also in plant cells. Microinjection of covalently labeled
bovine tubulin resulted in bovine tubulin incorporation into plant microtubular
arrays so that their changes during the transition through the mitosis could be
followed in vivo (Zhang et al. 1990). Covalently modified tubulin microinjection
was also used for the first visualization of cortical microtubule dynamics
(Wasteneys et al. 1993). Thus, just before the dawn of the green fluorescent protein
(GFP) age, cytochemical methods were highly instructive in imaging of plant
microtubular dynamics, and also for demonstrating the conserved structure and
role of tubulin when bovine tubulin copolymerized with plant tubulin.

5.7 Dispersed Microtubule Organizing Centers

Plant cell research has been very instructive for the understanding of microtubule
organizing centers (MTOCs; Pickett-Heaps 1971) as flexible structures, as
suggested by Mazia (1984). Early studies suggested that higher plants lack centro-
somes with two centrioles, which organize microtubules in most animal cells, or the
spindle pole bodies of fungal cells (for review of various MTOCs, see Yubuki and
Leander 2013). Although primitive higher plants with motile sperm form special-
ized structures called bicentrioles or blepharoplasts, which give rise to centrioles
that organize the flagellar apparatus of the sperm cell (Hepler et al. 2013), higher
plants do not form distinct centrosome-like MTOCs. Nevertheless, plant cells are
perfectly capable of organizing ordered microtubular arrays during interphase and
bipolar spindles during mitosis. The discovery of gamma-tubulin, the third member
of the tubulin family, and its description as a universal nucleator of microtubules,
furthered understanding of MTOCsS in higher plants. Gamma-tubulin was demon-
strated to be present in plants, where it localized to the minus ends of microtubules
(Liu et al. 1994). The localization of gamma-tubulin and other proteins organizing
microtubules led to the hypothesis of dispersed MTOCs in plants (Wasteneys
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2002). A recent hypothesis is that the existence of plant cell walls and the loss of
flagellated sperm are probably linked with the evolution of specific mechanisms in
plants for the control of microtubular organization that do not rely on a distinct
MTOC. For example, the fascinating self-organization properties of cortical micro-
tubules started to be understood better in 2005 with the description that new
microtubules are nucleated as branches on the extant cortical microtubules from
multiple gamma-tubulin microtubule-associated centers (Murata et al. 2005). Cur-
rent research has confirmed that, in higher plants, the MTOC is partially
transformed into a protein network operating at the cell cortex, controlling the
polarity of plant cell division (Schaefer et al. 2017).

5.8 Conclusions and Prospects

Research on plant cells is credited for constructing the first model of axoneme
structure and the first identification of microtubules as ubiquitous cytoplasmic
structures. Tubulin has proved to be a highly conserved protein. Thanks to this
very important fact, plant research benefited from experiments with animal tubulin.
Although brain tissue, by far the best source of pure tubulin, is absent in plants,
brain tubulin copolymerization with plant microtubular arrays became an effective
marker tool in plants. Similarly, animal anti-tubulin antibodies usually show good
cross-reactivity with plant tubulins. Since GFP technology and genome sequencing
programs accelerated progress in biology, it is important to continue integrating
knowledge from various fields. Indeed, some discoveries carried out on plant
material have shaped future research of eukaryotic cells. For example, most higher
plants do not form the flagellum in any stage of life. However, lower plants (green
algae) possess flagella, and these plant cells are credited for many advances in the
study of the eukaryotic flagellum in contemporary research. Green unicellular algae
such as Chlamydomonas have two motile flagella. Chlamydomonas became a
model organism for flagellum structure and function studies because of its simple
life cycle, synchronized growth, and availability of methods for biochemical and
genetic studies (for a review, see Harris 2001; Dutcher 2014). Early studies of
Chlamydomonas led to detailed characterization of proteins involved in axoneme
assembly and function, such as dyneins (DiBella and King 2001), or of proteins
needed for intraflagellar transport (Taschner and Lorentzen 2016), a process that
was first described in Chlamydomonas (Kozminski et al. 1993). In 2000, Pazour
et al. found that a homolog of the IFT88 gene, which is involved in axoneme
assembly in Chlamydomonas, is mutated in mice with polycystic kidney disease
(Pazour et al. 2000). This discovery led to the identification of primary cilia,
previously considered vestigial, as an important sensing organelle in mammalian
cells (Berbari et al. 2009), whose dysfunction results in several human pathologies
(Fliegauf et al. 2007; Pan et al. 2005).
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Chapter 6 )
Plant Actin Cytoskeleton: New Functions sz
from Old Scaffold

Ana Paez-Garcia, J. Alan Sparks, Louise de Bang, and Elison B. Blancaflor

Abstract The actin cytoskeleton plays an essential role in several biological
processes in plants, including cell division, cell expansion, organelle movement,
vesicle trafficking, and the establishment of polar cell growth. To function properly,
actin has to undergo continuous rounds of dynamic remodeling as the plant is
presented with a constant stream of endogenous and exogenous signals.
Remodeling of the actin cytoskeleton in plants is modulated by a multitude of
highly conserved actin-binding proteins (ABPs). In recent years, additional proteins
that interact directly or indirectly with actin have been uncovered. Although the
precise roles of these newly described proteins have yet to be fully understood,
initial studies suggest that they could confer actin functionalities and remodeling
mechanisms that are distinct from those found in other eukaryotes. In this chapter,
we briefly highlight some of the recent advances toward understanding how the
actin cytoskeleton modulates plant growth, form, and adaptation to the environ-
ment. We focus primarily on live cell actin tools and on new insights about plant
actin and ABP function culminating from the use of such tools. We also discuss
some recently discovered plant proteins that function in actin-mediated biological
processes that are unique to plants.

6.1 Introduction

The networks of filamentous protein polymers that make up the cell skeleton
(cytoskeleton) regulate a multitude of intracellular processes essential for life.
Like other eukaryotic cells, plant cells rely on the cytoskeleton to power the
movement of organelles and to serve as tracks for vesicles to reach their correct
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destination within the cell (Staiger 2000; Hussey et al. 2006; Wada 2013; Fu 2015;
Geitmann and Nebenfiihr 2015; Wang et al. 2017b). Cargo carried by these vesicles
includes polysaccharide precursors for assembly of the rigid cell wall that supports
plant growth and proteins destined for the plasma membrane (PM) and other
endomembrane compartments (Rounds et al. 2014; Li et al. 2015a). Microtubules
and filamentous actin (F-actin) are the major polymers that constitute the cytoskel-
eton. The latter component, which is the focus of this chapter, assembles from a
pool of globular actin (G-actin) monomers to form 5-7 nm two-handed helical
structures (Li et al. 2015a). When viewed at the resolution of a light microscope,
fluorescently tagged F-actin in diverse plant cells appears as dense networks of
thick cables and fine filaments (Fig. 6.1a). For plant cells to grow normally and
eventually attain their final shapes within the plant body, this elaborate F-actin
network has to undergo continuous rounds of dynamic remodeling (Fig. 6.1b; see
Sect. 6.2.3). How cellular F-actin is reorganized at the global and local scales, to
enable plants to readjust their developmental programs so that they can adapt to
their constantly changing environment, has been the subject of intense research
(Smertenko et al. 2010; Day et al. 2011; Pleskot et al. 2013; Henty-Ridilla et al.
2013; Li et al. 2014, 2015a).

The process by which the higher order structure of the actin cytoskeleton is
remodeled is under tight regulation by a plethora of actin-binding proteins (ABPs).
Among the known ABPs in animal and fungal cells, about 150 have homologs in
plants (Meagher and Fechheimer 2003). These include the monomer-binding actin
depolymerizing factors (ADFs) and profilins (Sun et al. 2013; Inada 2017), and
proteins such as formins, fimbrins, and villins that nucleate, bundle, and crosslink
F-actin (Blanchoin and Staiger 2010; Thomas 2012; Huang et al. 2015). Actin
nucleating factors such as those belonging to the actin-related protein (ARP)2/3-
WAVE/SCAR complex are also widespread in plants and reported to be involved in
organ growth and the response to abiotic stresses (Dyachok et al. 2008, 2011; Zhao
et al. 2013; Facette et al. 2015; Zhou et al. 2016). Moreover, like other eukaryotes,
plants power the movement of their organelles along F-actin through myosin-
motors. In plants, the class XI myosins are homologous to the fungal and animal
class V myosins (Madison and Nebenfuhr 2013; Ueda et al. 2015). There is recent
evidence that plant myosins not only serve as motors to drive organelle movement,
but also contribute significantly to overall F-actin organization and structure
(Peremyslov et al. 2010).

ABPs have also been proposed to regulate F-actin-dependent crosstalk between
adjacent cells. This F-actin-dependent communication occurs at cross-walls of cells
in different plant organs and is mediated by endocytosis, vesicular transport, and
recycling activities. Cross-walls are actin-enriched domains in which two types of
actin arrays can be found. One dense network of short filaments is located close to
the PM and is involved in vesicle recycling and endocytosis. Additionally, a
network of thick and long filaments runs across the cell longitudinally and inter-
connects opposite cross-walls (Némec 1901). Both these arrays are essential for
cell-to-cell communication. Signaling in plants requires transport of substances
through two barriers: the PM and the cell wall. To fulfill this requirement, it is
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Fig. 6.1 Actin organization and remodeling in living cells of Arabidopsis thaliana expressing
genetically encoded F-actin-binding fluorescent reporters. (a) The actin cytoskeleton in various
plant cell types consists of thick cables and a fine network of filaments. (b, ¢) Cortical actin
stochastic dynamics in epidermal cells of dark-grown hypocotyls. Time-lapse spinning-disc
confocal microscopy shows various types of individual actin filament dynamics. Severing (arrows
in b), rapid elongation (double arrowheads in b), and small F-actin fragments combining into one
longer filament (asterisks in ¢)

essential that functional links between the cytoskeleton, cell wall, and PM are
formed. ABPs with transmembrane domains as well as domains that direct them
to the cell wall are good candidates for carrying out functions at cross-walls.
Formins, myosins, and profilins have been localized at the cross-walls, suggesting
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that these ABPs participate in F-actin dynamic remodeling and transport of mole-
cules across cellular boundaries (Baluska and Hlavacka 2005). More specifically,
group I formins are thought to be important for the formation of dense actin
meshworks, whereas group II formins seem to be relevant for the organization of
thick actin bundles (Deeks et al. 2005).

For the benefit of the reader, a summary of plant ABP homologs and their
reported functions in basic plant physiological processes are presented in
Table 6.1. However, because these plant ABPs have been covered in several
reviews (Higaki et al. 2007; Thomas 2012; Henty-Ridilla et al. 2013; Cvrckova
et al. 2014; Wang and Hussey 2015; Komis et al. 2015), they are not discussed
extensively here. We highlight conserved ABPs in which recent breakthroughs
about their mode of action in remodeling the plant actin cytoskeleton have been
described. Furthermore, we touch on recently described plant ABPs and other
proteins that have been linked directly or indirectly to actin; detailed study of
these proteins should bring better understanding of actin-dependent biological
processes that are unique to plants. We also review some of the live cell imaging
tools that have helped advance our understanding of actin function in plants.

6.2 Live Cell Methods for Studying Actin in Plants

Studying actin in plants requires the implementation of methods to image its
organization in the cell. This section reviews live cell actin probes developed
over the years that have enabled rapid advances in understanding the plant actin
cytoskeleton. Early studies of actin organization in plants were typically conducted
on chemically fixed or rapidly frozen tissue using phalloidin, a toxin from the
mushroom Amanita phalloides (Miyamoto et al. 1986; Wendel and Dancker 1987;
Waller and Nick 1997) or actin-specific antibodies via indirect immunofluores-
cence microscopy (Lovy-Wheeler et al. 2005; Dyachok et al. 2016). Phalloidin
binds to F-actin and can be tagged with a fluorophore, enabling F-actin networks to
be visualized by fluorescence microscopy (Blancaflor and Hasenstein 2000).
Although such methods have led to new discoveries about actin organization in
plant cells, such as the cortical actin fringe in pollen tubes (Lovy-Wheeler et al.
2005), their popularity has dwindled in the past decade because of the convenience
of creating live cell genetically encoded F-actin probes. Prior to the advent of
genetically encoded fluorescent biomarkers, microinjection of fluorescently tagged
phalloidin was used to visualize actin in living plant cells (Schmit and Lambert
1990; Valster et al. 1997). However, in addition to being technically demanding,
microinjection of living plant cells has a low success rate and can be prone to
artifacts. Whereas the methods noted above for imaging actin require careful
optimization of fixation, arduous sample processing steps (e.g., sectioning)
(Wu et al. 2012; Avci and Nakashima 2015), and in some cases specialized
equipment (Valster et al. 1997; Lovy-Wheeler et al. 2005), the generation of
genetically encoded reporters requires only an initial investment in molecular
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Table 6.1 Plant actin-binding proteins with conserved homologs in other eukaryotes

Actin-
binding
protein | Biochemical functions Plant biological functions References
Profilin | Inhibits actin polymeriza- | Cell elongation, pollen tube growth | Sun et al. (2013)
tion and promotes F-actin Fan et al. (2013)
elongation
“Depolymerization and
monomer recycling
Formin | Promotes nucleation and | Root hair and pollen tube growth | Wang and Hussey
filament elongation Cell division and root development | (2015)
“Crosslinking activity Xue et al. (2011)
Deeks et al.
(2005)
ARP2/3 | Promotes filament Root growth Dyachok et al.
complex | branching, nucleation Stomatal opening (2008, 2011)
Shaping and elongation of epider- | Li et al. (2013)
mal cells, trichome development Havelkova et al.
Plant cell development and mor- (2015), Zhou
phogenesis et al. (2016)
Mitochondrial-dependent Ca®* sig- | Facette et al.
naling in response to salt stress, (2015)
Regulator of autophagy during abi- | Zhao et al. (2013)
otic stress Wang et al.
(2016)
Capping | “Capping activity Favors thermotolerance in Wang et al.
protein Arabidopsis plants coping with heat | (2012)
(CP) stress Liet al. (2012,
Hypocotyl elongation 2014, 2015b,
Plant innate immunity 2017a)
Villin “Depolymerization and Pollen tube growth Huang et al.
monomer recycling (2015)
"Severing activity
“Crosslinking activity
dCapping activity
Fimbrin | “Crosslinking activity Pollen germination and pollen tube | Wu et al. (2010),
growth Su et al. (2012)
ADF/ Promotes nucleation of Controls cell elongation, organ Henty et al.
cofilin G-actin morphology and flowering time (2011), Inada
“Depolymerization and Plant response to abiotic stresses (2017), Zhu et al.
monomer recycling including drought, salinity, and (2017)
"Severing activity both high and low temperature Fu et al. (2014),
“Crosslinking activity Plant response to biotic stress Henty-Ridilla
et al. (2014)
AIP1 Enhances the severing and | Affects tip growth and modulates | Ketelaar et al.

nucleation promoting
activities of ADF/Cofilin
Assists CP in its capping
activity

planar polarity

(20044a, 2007),
Kiefer et al.
(2015)

“Depolymerization and monomer recycling: Returns G-actin to the monomer pool by rearranging
actin filaments that have been previously severed at the pointed end
®Severing activity: Cuts and disassembles F-actin

Crosslinking proteins that assemble F-actin into networks and bundles
dCapping activity: Blocks F-actin barbed ends after filament severing, preventing its polymerization
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cloning and plant transformation. Plasmid and/or seed from transgenic lines (e.g.,
Arabidopsis thaliana) expressing these genetically encoded reporters can be easily
shared with other researchers. Since they were first introduced in plants, these
genetically encoded fluorescent protein-based F-actin reporters have been used
extensively for study of actin dynamics and the effects of gene mutations/environ-
mental perturbations on F-actin organization in living plant cells. A selection of
studies in which these genetically encoded F-actin probes have been used for plant
biological research is summarized below.

6.2.1 Live Cell Imaging Approaches for Studying Actin
and Caveats Associated with Their Use

The first generation of genetically encoded fluorescent probes for visualizing
F-actin in living plant cells was reported by Kost et al. (1998). The authors used
the F-actin binding domain of mouse (Mus musculus) Talin protein (mTalin) fused
to green fluorescent protein (GFP). Expression of the GFP-mTalin construct
revealed extensive networks of F-actin in various cell types (Kost et al. 1998).
Although adverse effects on plant growth and actin dynamics were eventually
reported with certain versions of these GFP-Talin constructs (Ketelaar et al.
2004b; Wang et al. 2004; Holweg 2007; Dyachok et al. 2014), they continue to
be widely used by the plant scientific community.

After the Talin-based F-actin probes, a number of laboratories introduced
another set of live cell F-actin markers in plants. Most notable were probes based
on the second actin-binding domain (fABD2) of the F-actin crosslinking protein,
fimbrin (Sheahan et al. 2004; Wang et al. 2004; Voigt et al. 2005; Sano et al. 2005;
Guan et al. 2014). These fimbrin-GFP fusions were shown to decorate a finer
network of F-actin compared with Talin-based probes in certain plant cell types
(Sheahan et al. 2004; Wang et al. 2004; Voigt et al. 2005). An improvement in
signal-to-noise ratio for fABD2-based reporters was accomplished by adding single
fluorescent proteins to both the C- and N-termini of fABD2 (Fig. 6.2) (Wang et al.
2008; Dyachok et al. 2014). However, like Talin-based reporters, some versions of
these fABD2-based probes were reported to cause plant growth defects (Wang et al.
2008; Dyachok et al. 2014), a probable consequence of high levels of expression of
the fusion protein and its negative impact on actin dynamics (van der Honing et al.
2011; Montes-Rodriguez and Kost 2017). Nonetheless, like Talin-based probes,
fABD2-based probes have been widely adopted by the plant scientific community
for study of plant actin function.

Another genetically encoded F-actin reporter that has gained popularity for live
cell imaging of actin in plants is one that is based on a 17 amino acid peptide from
the budding yeast Saccharomyces cerevisiae ABP140 called Lifeact (Riedl et al.
2008). Following the first reports of Lifeact-GFP as a versatile probe for F-actin in
animals and yeast, a number of laboratories rapidly implemented its use in plants.
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UBQ10:Lifeact-mCherry

UBQ10:GFP-fABD2-GFP 355:YFP-fABD2-YFP

Fig. 6.2 Actin organization in elongating Arabidopsis thaliana root hairs. (a, b) Two versions of
the Lifeact reporter clearly mark a meshwork of actin filaments at the apical-most dome of the root
hair (arrowheads). (¢, d) fABD2 reporters appear to have lower affinity for actin filaments at the
apical-most dome of the root hair (arrowheads)

Various versions of Lifeact-based fluorescent reporters were first used to visualize
F-actin in A. thaliana, Nicotiana tabacum Bright-Yellow 2 (BY-2) suspension cells,
the liverwort Marchantia polymopha, the moss Physcomitrella patens, and pollen
tubes of N. tabacum and Lilium formosanum (Era et al. 2009; Vidali et al. 2009;
Smertenko et al. 2010). Many studies have now used these Lifeact-based probes
after their first introduction in plants.

Talin, fABD2, and Lifeact fluorescent protein fusions are the most popular
reporters used to study actin in living plants. Although not as widely used as the
Talin-, fABD2- and Lifeact-based reporters, other genetically encoded F-actin
reporters, including GFP-ADF1 and LIM2b-GFP, are just as versatile, particularly
for visualizing actin in growing pollen tubes (Chen et al. 2002; Wilsen et al. 2006;
Cheung et al. 2008).

Because these F-actin-binding fluorescent fusions can be detrimental to plant
growth when expressed at high levels (Vidali et al. 2009; Montes-Rodriguez and
Kost 2017), the use of alternative promoters such as UBIQUITINIO (UBQ10) and
ACTINS3 to drive fusion protein expression has also been attempted (Dyachok et al.
2014; Jasik et al. 2016). In some cases, transgene silencing was minimized when
weaker promoters were used to drive expression of the fusion proteins (Dyachok
et al. 2014).

Recently, a method that relies on antibodies from the serum of camels (Camelus
dromedarius) was explored as an alternative to F-actin reporters utilizing fluores-
cently tagged actin-binding domains/peptides. Some antibodies from Camelids are
devoid of light chains but are still capable of strong antigen binding (Hamers-
Casterman et al. 1993). The small molecular mass of these heavy chain antibodies
or nanobodies makes them ideal biomarkers, particularly the so-called
chromobodies, which consist of the binding moiety of nanobodies fused with a
fluorescent protein (Rothbauer et al. 2006). Transient expression of a commercially
available yellow fluorescent protein-tagged actin-chromobody (YFP-actin-Cb) in
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tobacco leaves revealed structures corresponding to F-actin, adding yet another tool
for visualizing actin networks in plants (Rocchetti et al. 2014; Wang and Hussey
2017).

The use of F-actin live cell reporters has enabled a number of fundamental
insights into the higher order organization and dynamics of actin in plants. For
example, dynamic actin focal points and patches were uncovered in tips of moss
protonema (Vidali et al. 2009). Moreover, the presence of a cortical actin fringe,
first demonstrated in high-pressure frozen pollen (Lovy-Wheeler et al. 2005), was
verified using reporters based on Lifeact, Talin, and ADF (Wilsen et al. 2006;
Vidali et al. 2009; Cheung et al. 2008; Montes-Rodriguez and Kost 2017). It was
recently shown through live cell imaging of Lifeact-GFP that the pollen cortical
actin fringe facilitates tip-directed movement of vesicles (Qu et al. 2017). Further-
more, villins and formin 1 were involved in the assembly and maintenance of the
cortical actin fringe (Li et al. 2017b; Qu et al. 2017). These genetically encoded
F-actin probes also enabled quantification of the dynamics and behavior of indi-
vidual actin filaments in the cortex of etiolated Arabidopsis hypocotyls (Fig. 6.1b).
Using a technique called variable angle epifluorescence microscopy (VAEM),
individual actin filaments that make up the cortical actin array were shown to
undergo complex dynamic remodeling consisting of buckling, straightening, sev-
ering, and rapid growth (Staiger et al. 2009). Another study uncovered dynamic
actin ring-like structures called acquosomes and an additional mechanism for
cortical actin remodeling that involved short actin filaments combining into a
longer filaments (Smertenko et al. 2010). The ability to quantify the intricate
dynamics of individual actin filaments has paved the way for new discoveries on
the mode of action of some plant ABPs (see Sect. 6.2.3).

Although, genetically encoded fluorescent protein F-actin reporters have
enabled rapid advances in understanding plant actin function, we cannot discount
the fact that each reporter has advantages and disadvantages (Du and Ren 2011). On
the basis of studies comparing the performances of these different live cell F-actin
probes, it is clear that one has to take into account the expression levels of the fusion
proteins, an issue that can be addressed in part by the choice of promoter (Dyachok
et al. 2014; Jasik et al. 2016; Montes-Rodriguez and Kost 2017). Furthermore,
certain live cell F-actin probes appear to be more suitable for studies of tip-growing
cells (e.g., Cheung et al. 2008; Vidali et al. 2009; Sparks et al. 2016; Montes-
Rodriguez and Kost 2017; Fig. 6.2). In this regard, a Lifeact-YFP fusion enabled the
visualization of F-actin dynamics in polarizing Arabidopsis zygotes. Using
multiphoton microscopy, F-actin was found to form an apical cap and longitudinal
cables along the apical-basal axis of the zygote that was reminiscent of tip-growing
cells (Kimata et al. 2016).

The quality of F-actin labeling can also be influenced by the type of fluorophore
tag, the length of the linker between the fluorophore and F-actin binding domain,
and whether the fluorescent protein tag is placed at the C- or N-terminus of the
F-actin binding domain (Vidali et al. 2009; Dyachok et al. 2014; Cvrckova and
Oulehlova 2017; Montes-Rodriguez and Kost 2017). Mechanisms explaining dif-
ferences in F-actin labeling patterns and performance for the various live cell actin
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probes are not clear. To be confident of the results obtained with the live cell F-actin
reporters, each probe has to be critically evaluated and compared with optimally
fixed tissue or phalloidin-stained samples (Wilsen et al. 2006; Vidali et al. 2009;
Dyachok et al. 2014).

6.2.2 Quantification of Actin Organization in Plant Cells

Although the use of live cell probes for visualizing actin in plants has increased
dramatically in the past decade, elucidation of plant actin function would not have
advanced if not for parallel work on developing computer software aimed at
extracting quantitative information from microscopy data sets. This subsection
briefly describes some of the tools developed to quantify actin organization and
dynamics. Some of these tools are summarized in Table 6.2.

The most common metrics used by plant biologists for quantifying actin orga-
nization are those introduced by Higaki et al. (2010). In their image analysis

Table 6.2 Tools for quantitative analysis of actin organization and dynamics

Actin-related parameters measured by the

Tool/software tool Reference
Cluster analysis and Actin organization: mean angular difference | Higaki et al.
quantification (as an indicator of cytoskeletal orientation), |(2010)

skewness (bundling), and occupancy
(density)

Microfilament analyzer

Actin organization: identify and quantify

Jacques et al.

F-actin orientation (increment of degrees of | (2013a, b)
orientation from the horizontal position)

Shape analysis software Actin organization: thickness, multi- Kimori et al.
orientation index, complexity, and binarized | (2016)

pattern

Fast Fourier transform
(FFT)

Actin organization: eccentricity

Vidali et al.
(2010), Burkart
et al. (2015)

Correlation coefficient
analysis

Global actin dynamics: changes in the
intensity of the fluorescence signal at all
pixel locations between time points

Vidali et al.
(2010), Burkart
et al. (2015)

Quantitative analysis of
cytoskeletal kymograms
(QuACK)

Actin dynamics: dynamic filament end turn-
over and lateral mobility

Cvrckova and
Oulehlova (2017)

Quantification of system-
wide dynamics

Actin network properties to compare
arrangements across conditions and time to
predict organelle flow and assess cargo
transport efficiency (thickness, bundling,
alignment, reachability, robustness, etc.)
Golgi network properties (number, direction,
velocity, and combinations of these
parameters)

Breuer et al.
(2017)
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framework, they used semi-automated clustering of cytoskeletal structures from
microscopy images derived from lines expressing GFP-fABD2. Global actin reor-
ganization events, particularly bundling (i.e., skewness) and density (i.e., occu-
pancy) that accompany stomatal movement, were collected in Arabidopsis plants
expressing GFP-fABD2. These image analysis methods showed that the extent of
F-actin bundling in guard cells plays a prominent role in stomatal movements
(Higaki et al. 2010). Analyzing skewness in grapevine expressing the
GFP-fABD?2 construct revealed that actin in guard cells responds to pathogen attack
and functions as a gatekeeper (Guan et al. 2014). Since the skewness and occupancy
metrics were first introduced, a multitude of studies have revealed that changes in
the global organization of actin can be induced by a range of environmental stimuli,
including pathogens (Henty-Ridilla et al. 2013, 2014; Li et al. 2015b; Shimono
et al. 2016) and hormone treatments (Pandya-Kumar et al. 2014; Takahashi et al.
2017). Skewness and occupancy metrics have also revealed that some ABP loss-of-
function Arabidopsis mutants differ in global actin organization compared with
wild-type plants, leading to deeper insights into the mode of action of some ABPs in
plants (Zhang et al. 2011; van der Honing et al. 2012; Cao et al. 2016).

Skewness and occupancy are thus far the most popular metrics for global
analysis of F-actin organization in plants. However, not all aspects of global actin
organization can be captured with these two metrics. Software to quantify other
parameters that contribute to global F-actin changes in plant cells has been devel-
oped. For instance, the software MicroFilament Analyzer, which was first applied
to quantify microtubule orientation (Jacques et al. 2013a, 2015), has been used to
determine F-actin organization in root cells expressing GFP-fABD2 probes
(Jacques et al. 2013b). Moreover, Kimori et al. (2016) recently used shape analysis
software based on mathematical morphology to quantify F-actin organization in
Arabidopsis root hairs. Using their software, shape features such as thickness,
multi-orientation index, complexity, and binarized pattern features were extracted
from microscopy images of F-actin in roots hairs of root hair defective 3 (rhd3)
mutants and the wild type (Kimori et al. 2016). Skewness and occupancy rely on
skeletonizing and thresholding procedures (Higaki et al. 2010). In certain plant cell
types with dense networks of actin filaments, these procedures could prove prob-
lematic because some filaments may miss capture. To circumvent this problem, a
method was developed that uses fast Fourier transform (FFT) to measure a metric
called eccentricity, which is the degree of orientation of F-actin. Using this metric
for images of Physomitrella expressing Lifeact-monomeric enhanced GFP
(mEGFP), it was shown that RHO-of-Plants (ROP) and myosin XI RNA interfer-
ence (RNAIi) knockdown lines had more disordered actin filaments than control
lines (Vidali et al. 2010; Burkart et al. 2015).

The methods described thus far typically extract quantitative data from micros-
copy images obtained from a single or only a few time points. To gain a better
appreciation of changes in global actin dynamics over time, induced by a specific
treatment or mutation, algorithms were developed that analyze F-actin dynamics
from video sequences. These algorithms extract intensity differences and correla-
tion coefficients between two successive images in the video. A steeper decay in the
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intensity difference and correlation coefficient is indicative of a more dynamic actin
cytoskeleton (Vidali et al. 2010). Using these algorithms, it was shown that global
actin dynamics in Physcomitrella decreased in response to actin-stabilizing drugs
and increased in ROP RNAI lines (Vidali et al. 2010; Burkart et al. 2015). The same
algorithm has also been used to demonstrate differences in global actin dynamics
between fABD2- and Talin-based probes (Dyachok et al. 2014). Moreover, corre-
lation coefficient analysis on VAEM-derived video sequences showed that global
dynamics of the actin cytoskeleton is enhanced in plants responding to microbe-
associated molecular patterns (MAMPs) (Li et al. 2015b).

As discussed in the next section, manual measurement of the behavior of
individual actin filaments has led to new insights into the mode of action of some
ABPs on cortical actin dynamics. However, such manual measurements can be
labor intensive (Staiger et al. 2009). To circumvent this problem, the software
QuACK (quantitative analysis of cytoskeletal kymograms) was developed to allow
semi-automated analysis of cytoskeletal dynamics from video recordings obtained
from spinning-disc confocal microscopy or VAEM. This software was based on the
analysis of kymograms, which are two-dimensional projections used to represent
processes occurring dynamically in a single image (Cvrckova and Oulehlova 2017).
Compared with manual tracking of single filaments and correlation coefficients,
QuACK has the advantages of speeding up the analysis and enabling estimation of
parameters such as dynamic filament end turnover (i.e., maximum event duration
parameter) and lateral mobility (maximum lateral displacement) (Cvrckova and
QOulehlova 2017).

Recently, an automated image analysis software has been developed that repre-
sents F-actin in a network-based framework. This software allows segmentation
and quantification of actin structures from two- and three-dimensional image data
sets. Using this software, information on the structure of the actin networks and
tracking data of Golgi dynamics were combined to uncover a mechanism by which
Golgi transport efficiency could be predicted by the global actin topology (Breuer
et al. 2017). Use of these recently developed computational tools to study actin
dynamics and organization should further advance the field.

6.2.3 New Insights on the Mode of Action of Actin-Binding
Proteins Gained from Live Cell Imaging

As indicated above, the tremendous progress toward understanding actin function
in plants has been driven by the development of genetically encoded live cell
reporters. An area of plant actin research that has probably benefitted most from
these live cell tools is deciphering the mode of action of plant ABPs by combining
live cell microscopy with genetic and biochemical studies in Arabidopsis. Most
notable is work from the Staiger group. As noted earlier, Staiger et al. (2009)
implemented the use of VAEM to visualize and quantify the behavior of individual
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cortical actin filaments in etiolated Arabidopsis hypocotyls. Using VAEM as an
imaging modality, the ephemeral nature and constant remodeling of cortical actin
filaments was elegantly demonstrated and referred to as “stochastic dynamics”
(Staiger et al. 2009; Fig. 6.1b, c). This section briefly highlights some of the most
compelling findings from work on plant ABPs, focusing specifically on their role in
the stochastic dynamic turnover of actin.

Arabidopsis ADF4 was the first plant ABP to be analyzed for its impact on actin
stochastic dynamics. The adf4 mutant was shown to have increased hypocotyl
lengths compared with wild-type plants when grown in the dark. The
hyperelongated hypocotyls of dark-grown adf4 mutants were characterized by
increased F-actin bundling and reduced density. To understand better how loss of
ADF4 function triggered changes in global actin architecture in hypocotyl epider-
mal cells, single actin filament turnover was examined in wild-type plants and adf4
mutants. It was found that adf4 mutants had a threefold decline in severing activity,
and an enhancement of filament lengths and lifetimes compared with the wild type
(Henty et al. 2011). The decline in severing activity in adf4 was consistent with the
strong actin severing activity of ADF4 in vitro (Tholl et al. 2011; Nan et al. 2017).

The impact of other ABPs on actin stochastic dynamics was also investigated in
plants with mutated heterodimeric capping protein (CP) (Li et al. 2012). Work on
cp mutants and CP overexpressors in Arabidopsis uncovered a role for CP in actin
severing, filament—filament annealing, and filament elongation that were reminis-
cent of the effects of AFD4 (Li et al. 2012). Like adf4 mutants, dark-grown cp
mutants had longer hypocotyls, whereas CP overexpressors had shorter hypocotyls
than the wild type (Li et al. 2014). Furthermore, the end-capping activity of CP was
inhibited by phosphatidic acid (PA). It was proposed that CP senses endogenous PA
levels and transduces this signal into changes in global actin organization, specif-
ically by modifying the annealing frequency of individual actin filaments (Li et al.
2012). The changes in actin stochastic dynamics induced by MAMPs were miti-
gated in ¢p mutants, providing genetic evidence that CP participates in innate
immune signaling in plants that involves a PA-dependent mechanism (Li et al.
2015b).

Similar approaches to those already discussed were applied to study profilini
(prfl) mutants. PRF binds G-actin and as a result suppresses nucleation of F-actin
(Blanchoin et al. 2014). Like CP and ADF4 proteins, PRF1 was found to specify
cortical actin stochastic dynamics in plants but not in the manner expected. Given
that PRFs suppress nucleation of actin in vitro, it was surprising to find that
nucleation events in prfl mutants were reduced in comparison with the wild type
(Cao et al. 2016). A likely explanation for the reduced nucleation frequency in prf1
is that PRF1 modulates the activity of the actin nucleator formin (Michelot et al.
2005; Cao et al. 2016).

It is clear from the above studies that live cell imaging combined with genetics
provides a powerful tool for dissecting the function of ABPs in remodeling the actin
cytoskeleton. However, a recent study demonstrated the elegance of biochemical
and phylogenetic approaches for gaining deeper insights into mechanisms by which
ABPs modulate actin dynamics and the divergence in biochemical function for
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some of these proteins. Nan et al. (2017) showed that the 11-membered ADF family
in Arabidopsis can be grouped into two categories based on their biochemical
effects on actin. The D-type, which consist of nine ADFs, has depolymerizing
activity whereas the other two ADFs, namely ADF5 and ADF9, have bundling
activity and belong to the B-type. It was shown that the N-terminal extensions,
together with several conserved mutations, led to the divergent biochemical activ-
ities of plant ADFs (Nan et al. 2017). The bundling activity of ADF5 appears to play
a major role in pollen germination and pollen tube expansion (Zhu et al. 2017).

6.3 Novel Plant Proteins Linked to Actin and Their
Biological Functions

In a recent article, Gunning et al. (2015) presented a hypothesis on the specializa-
tion of actin and ABPs during evolution. They proposed that the expansion in the
number of genes encoding for actin and actin-related proteins in plants compared to
other eukaryotes could explain the distinct and functionally specialized actin
networks in plants. For example, A. thaliana and soybean (Glycine max) have
12 and 17 cytoplasmic actin genes, respectively, compared with only two in the
human or Drosophila melanogaster genomes. The number of ADFs range from
12 in Arabidopsis to 27 in Musa acuminata; in fungi and other metazoans, this
number ranges from one to three. Based on these observations, it was proposed that
such diversity in actin isoforms could confer specificity in their interaction with
ABPs, while also suggesting the coevolution of actin and ABPs in plants (Gunning
et al. 2015). Indeed, such a scenario was demonstrated in a study published a little
more than 10 years ago by the Meagher group. Plant actin genes have been grouped
into two classes, namely vegetative and reproductive, based on their expression
patterns (Meagher et al. 1999). Misexpression of ACTINI (ACT1I), a reproductive
actin using the vegetative ACTIN2 (ACT2) promoter, resulted in dwarfed plants and
severely disrupted actin organization. Coexpression of reproductive ADF and PRF
isovariants with the misexpressed ACT1 rescued the dwarf phenotype, suggesting
that plant actin and some ABPs coevolved to confer specialized cellular functions
(Kandasamy et al. 2007). The possibility that ABPs instead of actin confer func-
tional specialization in plants was shown by the ability of cytoplasmic actins from
protists and humans to rescue the growth phenotypes of Arabidopsis vegetative
actin mutants (Kandasamy et al. 2012).

In this section, we review recently discovered plant proteins that have been
linked directly or indirectly to actin; these proteins may have also coevolved with
plant actin to confer functionally specialized cellular actin networks in plants. We
begin by briefly introducing novel plant ABPs that play a role in organelle move-
ment, stomatal gating, nodulation, and tip growth. Without going in depth into plant
myosins, we present exciting results on new myosin-binding proteins that have
been identified in plants and probably function as myosin receptors and adaptors.
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The discovery of these myosin-binding proteins represents a breakthrough, not only
for the plant cytoskeleton but also for the eukaryotic cytoskeleton as a whole,
because myosin receptors and adaptors have so far remained elusive in other
popular eukaryotic models such as yeast (Peremyslov et al. 2013, 2015; Stephan
et al. 2014; Citovsky and Liu 2017; Kurth et al. 2017). In Sect. 6.3.3, we also touch
on newly identified plant-specific proteins that link actin to endomembranes.

6.3.1 Novel Plant Actin-Binding Proteins

Plant ABPs with homologs in other eukaryotes have conserved actin-binding
domains (ABDs) that are crucial for directly interacting with actin. For example,
fimbrins have ABD1 and ABD2, which contain tandemly arranged calponin-
homology domains, whereas formins contain the formin homology (FH) domain
(Sheahan et al. 2004; Wang et al. 2004; Michelot et al. 2005; Dong et al. 2013;
Peremyslov et al. 2013). With completion of the Arabidopsis genome, early pro-
gress toward understanding the biological function of many of the conserved plant
ABPs summarized in Table 6.1 was made using reverse genetics and biochemical
characterization of the purified ABPs (Christensen et al. 1996; Kandasamy et al.
2002; Cheung and Wu 2004; Michelot et al. 2005; Huang et al. 2005). By contrast,
some of the more recently identified plant ABPs were discovered through forward
genetic screens. THRUMINI is one example; it is an actin bundling protein
discovered through a forward genetic screen for Arabidopsis mutants with defects
in chloroplast movement. Although the domains that are crucial for THRUMIN1—
actin binding have yet to be determined, recombinant THRUMINI can bundle
actin, and a THRUMIN1-YFP fusion was shown to decorate filamentous networks
in plants that were sensitive to the actin depolymerizing drug, latrunculin B (LatB)
(Whippo et al. 2011).

Blue light-triggered chloroplast movement is orchestrated by a population of
actin filaments called cp-actin (chloroplast-actin), which are found at the chloro-
plast periphery and plasma membrane (Kadota et al. 2009). Like THRUMINI1, the
proteins CHLOROPLAST UNUSUAL POSITIONING 1 (CHUP1) and KINESIN-
LIKE PROTEIN FOR ACTIN-BASED CHLOROPLAST MOVEMENT (KAC)
were discovered in Arabidopsis through forward genetic screens for defects in light-
induced chloroplast translocation. CHUP1 and KACs are conserved in plants and
involved in regulating cp-actin-mediated chloroplast movement (Oikawa et al.
2003; Suetsugu et al. 2010, 2012). CHUP1 contains an actinin-type ABD (Oikawa
et al. 2003), whereas the C-terminus of KAC interacts with F-actin in vitro
(Suetsugu et al. 2010). Recently, a model for the blue-light avoidance response in
chloroplasts was proposed in which CHUP1, KAC, and THRUMINI function in
cp-actin-dependent and independent pathways (Suetsugu et al. 2016).

STOMATAL CLOSURE-RELATED ACTIN BINDING PROTEIN 1 (SCAB1)
was also discovered from a forward genetic screen. In the case of SCAB1, mutants
with faster rates of water loss in detached leaf assays were isolated and it was found
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that the inability of scabl to prevent excessive water loss was caused by impaired
stomatal function. Using high-speed cosedimentation assays and imaging of trun-
cated SCABI-GFP fusions, SCAB1 was shown to bind actin through the
N-terminal residues 54—148, which correspond to the central alpha-helical regions
of the protein (Zhao et al. 2011). Follow-up studies on the crystal structure of
SCABI revealed that the protein forms a dimer via its coiled-coil domains and is a
bivalent F-actin crosslinker. Furthermore, a pleckstrin-homology (PH) domain at
the SCAB1 C-terminus implicates phosphoinositides in SCAB1-mediated actin-
mediated stomatal function (Zhang et al. 2012). Interestingly, another forward
genetic screen for Arabidopsis mutants that lose water faster has led to the recent
discovery of CASEIN KINASE 1-LIKE PROTEIN 2 (CKL2) as a component of
actin-mediated stomatal movements. CLK2 physically interacts with ADF4 and
phosphorylates it. Although biochemical studies of recombinant CLK2 show that it
does not bind or bundle actin in vitro, a CKL2-GFP fusion decorated F-actin in
guard cells and other plant cell types (Zhao et al. 2016). The identification of
SCABI1 and CLK2 reinforce previous studies demonstrating the crucial role of
the actin cytoskeleton in the modulation of stomatal function (Higaki et al. 2010; Li
et al. 2013).

Forward genetic screens identified another novel protein with potential actin-
interacting properties, SCAR-Nodulation (SCARN). SCARN was discovered by
characterizing nodulation-defective mutants in the model legume Lotus japonicus.
Although SCARN has domains with similarity to the SUPPRESSOR OF cAMP
RECEPTOR (SCAR) proteins, which are components of the ARP2/3 actin nucle-
ating complex, it is larger than the four Arabidopsis SCAR proteins and is only 26%
and 30% identical to A. thaliana SCAR2 and SCARA4, respectively (Qiu et al. 2015).
Biochemical characterization and in planta localization of SCARN have yet to be
conducted. However, the presence of the SCAR homology and Wiskott-Aldrich
homology 2 (WH2) domains strongly indicates that it interacts with actin (Fig. 6.3)
(Qiu et al. 2015). Interestingly, THRUMIN1 and SCABI1 also contain the actin-
binding WH2 domains found in many conserved ABPs and in other putative plant
actin—endomembrane linker proteins (Fig. 6.3). The discovery of SCARN and its
potential role in nodulation is consistent with previous mutant and cell biological
studies implicating proteins belonging to the ARP2/3 complex as components of
the cellular machinery for infection thread formation and nodule development
(Miyahara et al. 2010; Hossain et al. 2012; Gavrin et al. 2015).

CROLINT1, another plant protein that binds actin in vitro, was identified not
through the forward genetics route but via a bioinformatics search for proteins with
predicted actin crosslinking domains. CROLINT1 has a similar structure to FASCIN,
an animal ABP (Jawhari et al. 2003). However, the actin crosslinking domains of
CROLINI are only 16% identical to those of FASCIN (Jia et al. 2013). There are
six CROLIN genes in the Arabidopsis genome; CROLIN1 is expressed specifically
in pollen, suggesting that it might be part of the cytoskeletal machinery for
maintaining tip growth (Jia et al. 2013). Although the importance of CROLIN1 in
tip-growing plant cells has yet to be functionally characterized, the role of actin and



118 A. Paez-Garcia et al.

a ARK1
BEN1 ABD1
BEN1 ABD2
BEN1 ABD3
BEN1 ABD4
HLB1 ABDI
HLB1 ABD2
SCAB1
SCAR1I
SYP73 ABD1
SYP73 ABD2
THRUMIN1

BEN

ABD2
1

1 mmass
sasifff] T

ABD1

SYP73

ABD2
ABD1

THRUMIN1

368

Fig. 6.3 Plant ABPs with WH2 domain. (a) Amino acid sequence alignment of WH2 domains in
various plant actin-binding proteins. The WH2 domain consists of 17-19 amino acids and contains
several highly conserved residues at specific positions in the motif. The amino acid sequences were
aligned using the MUSCLE algorithm and the residues are color coded with ClustalX according to
their similarity at that position. (b) Scheme showing the domain organization of selected ABPs
with WH2 domains (labeled as ABD1-4). The Eukaryotic Linear Motif program was used to
predict the location of WH2 domains in various plant actin-binding proteins. There appears to be
no pattern with regard to the number or location of the WH2 actin-binding motif within the
proteins
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ABPs in this process is well established (Su et al. 2012; Wu et al. 2012; Rounds and
Bezanilla 2013; Stephan et al. 2014; Huang et al. 2015; Wang and Hussey 2015).

A recently described protein involved in tip growth that directly interacts with
actin is MICROTUBULE-ASSOCIATED PROTEIN 18 (MAP18). From its name,
MAPI18 was originally described as a microtubule binding protein that destabilizes
microtubules during pollen tube elongation (Wang et al. 2007). However, MAP18
has F-actin severing activity that is essential for maintaining pollen tube growth
direction (Zhu et al. 2013). The severing activity of MAP18 is also required to keep
the nucleus at a relatively fixed distance from the apex of a growing root hair
(Zhang et al. 2015), which might play an important role in root hair development
(Ketelaar et al. 2002; Jones and Smirnoff 2006). MAP18 is one of several proteins
that directly bind to actin microfilaments and microtubules, facilitating interactions
between these two major cytoskeletal components during plant development. Other
proteins with such activity include formins, MICROTUBULE-DESTABILIZING
PROTEIN 25 (MDP25), SB401, ARPC2, kinesin-like calmodulin binding protein
(KCPB), and myosin VIII (Huang et al. 2007; Deeks et al. 2010; Qin et al. 2014;
Wu and Bezanilla 2014; Havelkova et al. 2015; Tian et al. 2015; Sun et al. 2017).
Interestingly, MDP25 has F-actin severing activity that is reminiscent of the
severing activity of other pollen tube tip-localized proteins such as
ROP-INTERACTIVE CRIB MOTIFF-CONTAINING PROTEIN 1 (RIC1). The
biochemical activities of RIC1 and MDP25 strongly support a crucial role for actin
severing in remodeling the actin cytoskeleton during maintenance of tip growth
(Qin et al. 2014; Zhou et al. 2015). The interaction between microtubules and
F-actin during plant development, and detailed characterization of proteins that
mediate these interactions, are fruitful areas for future research (Petrasek and
Schwarzerova 2009).

6.3.2 Myosin Receptors and Adaptors in Plants

The continuous and rapid movement of organelles and vesicles along F-actin tracks
in plants is historically referred to as cytoplasmic streaming and relies on highly
conserved myosin motors (Avisar et al. 2008, 2012; Madison and Nebenfuhr 2013;
Ueda et al. 2015; Citovsky and Liu 2017). Genetics studies have shown the
importance of myosins in a range of plant physiological processes, including
organ straightening, gravitropism, pollen tube and root hair growth, flowering
time, and maintenance of normal plant stature (Ojangu et al. 2007; Peremyslov
et al. 2008, 2010, 2015; Park and Nebenfuhr 2013; Madison et al. 2015; Okamoto
et al. 2015; Talts et al. 2016). However, the molecular mechanisms by which
myosin-driven intracellular plant transport networks regulate these processes
remain unclear.

Perhaps the most exciting finding regarding myosins, which is beginning to shed
light on the phenomenon of cytoplasmic streaming, was the discovery of plant
proteins that function as myosin receptors and adaptors. In a two-hybrid screen
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using the Arabidopsis myosin XI-k globular tail domain (GTD) as bait, Peremyslov
et al. (2013), identified a family of previously uncharacterized proteins with a
highly conserved coiled-coil domain of unknown function (DUF593) and a trans-
membrane domain. This protein family (MyoB) has 16 members in Arabidopsis
and some have been shown to bind to myosin through their conserved DUF593
domain (Kurth et al. 2017; Peremyslov et al. 2013). Live cell imaging of MyoB-
GFP fusions revealed association of the fusion with motile vesicles that colocalized
with myosin XI-k. Surprisingly, MyoB-GFP-decorated vesicles had only minimal
overlap with known post-Golgi markers and organelles (Peremyslov et al. 2013).
Detailed analysis of MyoB dynamics showed faster rates of MyoB vesicle move-
ment compared with other organelles, which led to models proposing that larger
organelles and other secretory vesicles are passively carried by MyoB-myosin-
driven cytoplasmic streaming (Peremyslov et al. 2013, 2015). A member of the
MyoB receptor family called RAC5 INTERACTING SUBAPICAL POLLEN
TUBE PROTEIN (RISAP) was identified independently in tobacco pollen tubes,
localized to trans-Golgi network (TGN) compartments at the apical dome (Stephan
et al. 2014).

The model proposed by Peremyslov et al. (2013, 2015) was supported by the
recent discovery of a two unrelated protein families that also bind to myosin. Unlike
the majority of MyoBs, these proteins did not contain a transmembrane domain. As
such, they were named myosin adaptor of family A (MadA) and family B (MadB).
Furthermore, although MyoB was associated exclusively with motile vesicles,
MadA and MadB proteins partitioned between the cytoplasm and vesicles. Inter-
estingly, MadA1 localized to the nucleus (Kurth et al. 2017). A forward genetic
screen for mutants with abnormal nuclear shapes discovered a nucleocytoplasmic
linker consisting of myosin XI-i and an outer-membrane-localized WPP domain-
interacting tail-anchored protein (WIT) (Tamura et al. 2013). MadAl and the
myosinXI-i—-WIT complex could be components of the molecular machinery that
enables nuclear positioning and/or nucleocytoplasmic transport in plants (Tamura
et al. 2013; Kurth et al. 2017). These seminal findings pave the way for exciting
studies on actomyosin-driven transport pathways in plants.

6.3.3 Plant Proteins that Facilitate Actin-Endomembrane
Crosstalk

The endomembrane system comprises a network of interconnected organelles with
related and coordinated functions. This system is crucial for plant development and
various intra- and intercellular signaling processes (Surpin and Raikhel 2004).
Plants rely on this dynamic network of internal membranes for proper processing,
modification, and transport of their cytosolic components. Important constituents of
the endomembrane system are the plasma membrane, endoplasmic reticulum (ER),
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Golgi apparatus, TGN, vacuole, and nuclear envelope, as well as chloroplasts,
peroxisomes, and mitochondria. These membrane system components interact
with each other to coordinate cellular trafficking and cell morphogenesis during
different stages of plant development (Surpin and Raikhel 2004; Vukasinovi¢ and
Zarsky 2016). Several components responsible for endomembrane system organi-
zation and its functionality have been discovered (Kim and Brandizzi 2016;
Angelos et al. 2017; Brandizzi 2017; Wang et al. 2017c). In recent years, however,
much attention has focused on cytoskeleton—endomembrane crosstalk, as there is
accumulating evidence that the interaction between these two cellular systems has
biological significance for many aspects of plant cell function and development
(Hussey et al. 2006; Sampathkumar et al. 2013).

Some components that mediate actin-endomembrane interaction in plants
(including CHUP1, KAC, and CP) have been discussed in previous sections (see
Table 6.1 and Sects. 6.2.3 and 6.3.1). But, perhaps the most important breakthrough
in the past 5 years was the discovery of a large family of plant-specific actin-
membrane adaptors called the NETWORKED (NET) family of proteins. NET
proteins use their conserved N-terminal domain to bind actin and, through their
variable C-terminal sequences, they form links with different membrane compart-
ments in the cell. Some members of the NET family have been characterized
biochemically, and mutant studies indicate that they function in actin-related
biological processes such as cellular expansion in roots and pollen development
(Deeks et al. 2012; Wang et al. 2014; Wang and Hussey 2017). Their role as linkers
between actin and distinct membrane components has been covered in recent
reviews; therefore, the NET proteins are not discussed extensively here. Instead,
we refer the reader to some recent reviews (Hawkins et al. 2014; Wang and Hussey
2015; Wang et al. 2017a, b). Future studies using combinatorial mutants and live
cell microscopy should shed light on the biological function of this interesting
family of plant-specific ABPs.

Although NET proteins have recently received the most attention as actin—
endomembrane linkers, other candidate proteins that probably function in a similar
manner are also being discovered. For example, in a recent forward genetic screen,
Sparks et al. (2016) looked for Arabidopsis mutants that showed differential
sensitivity to LatB. Given that LatB is an actin-disrupting drug, it was expected
that such screens would discover new proteins that might be important for plant
actin function. One recessive mutant called hypersensitive to LatB1 (hlbI) because
of its heightened sensitivity to LatB was disrupted in a plant-specific gene encoding
a protein with tetratricopeptide repeats (TPR) and a conserved C-terminal domain
with similarity to phosphoinositide-binding PH domains. Interestingly, HLBI1
localized to the TGN and was found to interact with an ADP-ribosylation factor
(ARF)—a guanine nucleotide exchange factor called HOPM INTERACTOR
7/BREFELDIN A-VISUALIZED ENDOCYTIC TRAFFICKING DEFECTIVE
1 (MIN7/BEN1) (Tanaka et al. 2009, 2013; Nomura et al. 2011). Subsequent cell
biology and genetic studies indicated that HLB1 together with MIN7/BENT1 could
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be an important component of the molecular machinery by which actin coordinates
exo- and endocytic trafficking pathways in plants (Sparks et al. 2016).

Another noteworthy study was made by Cao et al. (2016), who used a bioinfor-
matic approach to identify plant proteins that had similar domains and functional
attributes as the CLIMp-63/p63 proteins, which are anchors between the ER and the
cytoskeleton in mammals. They also paid close attention to plant proteins that
contain both the CLIMp-63/p63 membrane anchor and cytoskeletal binding
domains. In doing so, a family of unique soluble NSF attachment protein receptor
(SNARE) proteins with three members (SYP71, SYP72, and SYP73) was identi-
fied. Consistent with predictions from bioinformatics analysis, SYP73-GFP local-
ized to the ER in transient expression assays. Interestingly, in cells overexpressing
SYP73-GFP, the fusion assumed a pattern that resembled actin cables; direct
binding to actin was proven in high-speed cosedimentation assays. The study
indicated that SYP73 could represent a novel actin—ER linker that has a different
role from conventional plant SNARE proteins (Cao et al. 2016).

HLBI1, MIN7/BEN1, and SYP23 contain the WH2 domains predicted to bind
actin (Fig. 6.3). However, unlike SYP73, direct binding of HLB1 and MIN7/BEN1
to actin have yet to be demonstrated by biochemical approaches, although it was
shown that HLB1 TGN compartments track along F-actin (Sparks et al. 2016). The
hilbl, min7/benl, and syp73 mutants have defects in early plant development and
are hypersensitive to LatB (Cao et al. 2016; Sparks et al. 2016). Whereas loss of
HLBI and MINI1/BEN7 function inhibit plant development by impairing secretion
and endocytosis, respectively (Sparks et al. 2016; Tanaka et al. 2009, 2013), SYP73
exerts its effects on plant growth through mechanisms that involve actomyosin-
mediated ER remodeling (Cao et al. 2016).

As noted earlier, one pivotal role for actin in plants is the regulation of tip
growth. Genetic evidence for this comes from the observation that mutation of the
root hair-expressed vegetative actin isoform ACT2 (act2) causes distorted root
hairs (Gilliland et al. 2002; Nishimura et al. 2003; Ringli et al. 2002). In this regard,
forward genetic screens for Arabidopsis mutants that resemble act2 led to the
discovery of an ARF-GTPase activating protein (GAP) called agd! (for arf-gap-
containing domain) (Yoo et al. 2008). The agdl mutants function in overlapping
pathways with act2 that involve phosphoinositide metabolism (Yoo et al. 2012).
Detailed studies of an AGD1-GFP fusion revealed that AGD1 localizes to distinct
domains of the plasma membrane through its phosphoinositide-binding PH
domains, leading to the hypothesis that this plant ARF-GAP protein might be
involved in maintenance of normal actin dynamics in plants, similar to mammalian
models (Yoo et al. 2017). Indeed, root hairs of agdl mutants have altered actin
dynamics (Yoo et al. 2008). Future studies on HLB1, MIN7/BEN1, AGDI1, and
SYP73 in mediating actin—endomembrane crosstalk present exciting opportunities
for future research.
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6.4 Emerging Roles of the Actin Cytoskeleton in Plants

In our discussion of live cell imaging tools and ABPs in Sects. 6.2 and 6.3, we
touched on a number of plant biological processes in which the actin cytoskeleton
plays a crucial role. For example, we presented evidence for the involvement of
plant ABPs in plant responses to pathogens, a topic that has been discussed in some
recent review articles (Day et al. 2011; Porter and Day 2016; Inada 2017). More-
over, we briefly discussed actin involvement in nodulation when we introduced the
SCARN protein (Qiu et al. 2015). In this section, we introduce other biological
processes in which there is recent compelling evidence for actin involvement.

In keeping with the theme of plant—microbe interactions, we begin this section
by highlighting a study by Yang et al. (2017) showing that actin might facilitate the
movement of Agrobacterium tumefaciens virulence (VIR) factors for delivery of
transfer (T)-DNA into recipient cells. One protein component of the Agrobacterium
VIR type IV secretion system (Fronzes et al. 2009) is VIRE2, which has a nuclear
localization signal that directs its import to the nucleus (Citovsky et al. 1992, 1994).
Using a method based on split-GFP, Yang et al. (2017) showed that VIRE2
associates with the ER and actomyosin system to traffic into the plant host cells.
Given that Agrobacterium is a major tool for plant genetic modification, new
knowledge about how it hijacks the host cytoskeletal and endomembrane system
to enable T-DNA integration could lead to new strategies for more efficient plant
transformation techniques (Yang et al. 2017).

From our discussion of the SCAB1 and CLK1 proteins, it is clear that actin plays
a crucial role in stomatal movement. A study of microcompartmentation in
Arabidopsis, a process in which soluble proteins are distributed within subcellular
compartments in a nonhomogeneous manner, discovered a potential role for the
interaction between the enzyme fructose bisphosphate aldolase (FBAS) and F-actin
in stomatal function. FBA8 has two ABDs and cosediments with polymerized
F-actin. Although fluorescence lifetime imaging microscopy (FLIM) suggested
that FBAS8-F-actin interaction in vitro is biologically relevant, colocalization results
were inconclusive (Garagounis et al. 2017). Nonetheless, guard cells of fba8
mutants had minor alterations in F-actin organization and slightly reduced rates
of stomatal closure in response to low humidity (Garagounis et al. 2017). It remains
to be determined how FBA-8 fits into actin-mediated stomatal gating mechanisms
that involve SCAB1, CLK2, and the ARP2/3 complex.

Recent studies in Arabidopsis are also beginning to shed light on hormonal
regulation of the actin cytoskeleton. It has been shown that indole-3-acetic acid
(IAA), endogenous auxin, and some of its analogs can trigger reorganization of the
actin cytoskeleton (Rahman et al. 2007; Dhonukshe et al. 2008; Nick et al. 2009;
Nick 2010; Zhu and Geisler 2015). Recent studies have provided new mechanisms
by which auxin facilitates actin-mediated modification of plant cell expansion. One
mechanism involves a process that was covered earlier, namely actin—
endomembrane crosstalk. Some of the NET proteins alluded to earlier link actin
to the vacuole (Deeks et al. 2012). By imaging a Lifeact F-actin and vacuolar
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reporter, Scheuring et al. (2016) showed that auxin-induced expansion and con-
striction of the vacuole is dependent on actin. This auxin-mediated control of the
volume of the vacuole was proposed to have an indirect impact on the size of the
cytoplasm, which in turn influences the ability of the cell to expand (Scheuring et al.
2016). In another study, Takahashi et al. (2017) provided genetic and cell biology
evidence that the auxin analog 2,4-dichlorophenoxyacetic acid (2,4-D) remodels
the actin cytoskeleton, in part through small acidic protein 1 (SMAP1) (Takahashi
et al. 2017). It remains to be determined how SMAPI is linked to actin-dependent
remodeling of the vacuole to coordinate plant cell expansion.

In addition to auxin, inhibitors of polar auxin transport such as tri-iodobenzoic
acid (TIBA) and naphthylphthalamic acid (NPA) can disorganize the actin cyto-
skeleton (Dhonukshe et al. 2008; Rahman et al. 2007; Zhu and Geisler 2015). In
studies that mapped the NPA-binding site of the ABCB chaperone protein
TWISTED DWARF 1 (TWD1), a new mechanism by which auxin transport
inhibitors modify actin dynamics was proposed. Although TWD1 interacted with
ACT7, albeit indirectly, genetic and cell biology evidence support a scenario in
which NPA triggers actin reorganization by binding to TWDI1 (Zhu et al. 2016).

Most of the examples discussed in this chapter have focused on Arabidopsis.
However, mutant work using other plant species is now pointing to traits controlled
by actin genes that could have adaptive value. One notable example is work on the
bumble bee-pollinated monkeyflower (Mimulus lewisii). A dominant-negative
mutation in an actin gene resulted in substantial reduction in flower corolla tube
length. The actin mutant plants with altered corolla length had a 70% reduction in
bumble bee visitation rates compared with wide-type plants, suggesting that actin
genes might shape the evolution of ecologically important traits (Ding et al. 2017).
Although additional work is needed to determine whether mutations in actin and
ABPs can explain the variations in plant architecture that occur in nature, a recent
association study in wild pearl millet (Pennisetum glaucum) revealed that pheno-
typic variation in flower number under different rainfall conditions was the result of
single nucleotide polymorphisms on the myosin XI gene (Ousseini et al. 2017).

6.5 Conclusions and Perspectives

The actin cytoskeleton controls essential growth and developmental processes in
plants, from cell division and expansion to responses to biotic and abiotic stresses.
In the past decade, a flurry of research on actin function in plants has led to new
knowledge on the mode of action of some plant ABPs, novel actin-endomembrane
protein linkers, and discovery of the elusive myosin receptors and adaptors. The latter
advance in particular has drastically altered our thinking about an age-old process,
namely, how plants rapidly move their cellular components through cytoplasmic
streaming. Although much progress in understanding actin in plants was brought
about by the development of genetically encoded fluorescent reporters and micros-
copy modalities to analyze actin dynamics, standard forward genetics in model plants
and intensive yeast two-hybrid screens continue to deliver exciting results.



6 Plant Actin Cytoskeleton: New Functions from Old Scaffold 125

Historically, plant cell biologists have refined methods used for research in other
eukaryotic models to address their questions of interest. This trend is expected to
continue for future research on plant actin cytoskeleton. For example, pharmaco-
logical approaches using actin-disrupting compounds such as latrunculin and cyto-
chalasin are an essential component of the toolkit for dissecting actin functionality
in plants (Baluska et al. 2001; Wang and Nick 1998). New compounds with
latrunculin-like effects are being isolated (Filipuzzi et al. 2017) that could be
used in tandem with cellular, genetic, and biochemical methods. The use of
compounds with actin-modifying properties can yield surprising and novel results
with regard to understanding basic plant physiological processes (Toth et al. 2012).
Although cell-permeable compounds are valuable tools for research on actin
function, they are limited in that they do not allow for cell type-specific actin
disruption. We have seen under certain situations that some genetically encoded
live cell fluorescent protein reporters can lead to plant growth and developmental
effects reminiscent of actin-perturbing compounds. Recently, such observations
have been exploited to develop new tools for perturbing actin function within single
cells (Harterink et al. 2017); it would be exciting to see how such technologies can
be applied to plant actin research.

The role of the cytoskeleton in many fundamental cellular processes dictates that
deleterious mutations in genes that regulate its function are subject to negative
selection. Although this is mostly true for mammals and yeast, mutations in plant
cytoskeletal genes often result in only minor developmental defects (Gunning et al.
2015). Because plants are sessile, they have probably evolved a larger repertoire of
actin and actin regulatory genes to enable them to adapt to the environment. Some
genes encoding proteins that regulate cytoskeletal function have now explained
natural variation in plants (Ousseini et al. 2017; Rishmawi et al. 2014). Many of the
compounds that perturb actin dynamics are natural products synthesized by organ-
isms, and it is likely that more remain to be discovered. Although highly specula-
tive, one of the drivers that might have shaped the evolution of plant actin genes is
the diversity in chemical compounds secreted by microbes and plants themselves.
With advances in genomics technologies, this is certainly an area ripe for testing.
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Chapter 7 ®)
Cell Wall Expansion: Case Study of a s
Biomechanical Process

Alexis Peaucelle

Abstract The secret of plant biomechanical growth control lies in the ability of
plants to expand the cell wall without bursting. This chapter discusses various views
on plant cell growth. We try to show the multiples processes leading to growth and
the redundant functions that different components of the cell wall display during the
growth process.

7.1 Basics of Plants Tissue Mechanics

7.1.1 Generalities

From the dawn of humanity, the diversity of mechanical properties exhibited by
plant tissues were explored in tool-making, fabrics, houses, furniture, and cutlery.
Even the discovery of artificial polymers did not entirely replace plant-derived
materials such as linen and cotton. This chapter focuses only on plant tissue
mechanics and its link to growth: the interplay between organogenesis and the
mechanics of the primary cell wall. The main characteristic of plant cells is the
presence of a cell wall, which is a rigid pectocellulose hydrogel encapsulating every
single plant cell. The cell wall forms a protective layer and provides structural
support for the cell, generating unique properties of the plant tissue as well as strong
constraints on cell growth.
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Fig. 7.1 Cell wall structure: (a) Organization of a plant cell, showing (a) cell wall, (b) middle
lamella, (c) plasma membrane, (d) vacuole, (e) plasmodesmata, (f) chloroplast, (g) Golgi appara-
tus, (h) mitochondria, (i) nucleus, and (j) endoplasmic reticulum. (b) Structure of the primary cell
wall, showing (a) microtubules, (b) plasma membrane, (c) cellulose synthase complex,
(d) cellulose microfibril, (e) hemicellulose, (f) xyloglucans, (g) pectin, (h) demethylated
homogalacturonan, and (i) methylated homogalacturonan

7.1.2  Basis of Plant Cell Wall Mechanics

The first thing you see in a plant tissue is the cell wall, as Robert Hook’s historical
description in his book Micrographia so remarkably demonstrated. This hydrogel,
delimited by a membrane, surrounds the protoplast with its nucleus, mitochondria,
chloroplasts, and vacuole (Fig. 7.1). The protoplast exerts a pressure on the cell
wall. A good metaphor is a bicycle tire and its tube. If you remove the pressure,
cells collapse and the plant loses its shape. In some tissues, a process known as
secondary cell wall thickening dramatically increases cell wall rigidity. In such
tissues, turgor pressure is not required to maintain organ shape. For more informa-
tion, read Busse-Wicher et al. (2016). Here, we focus on the primary cell wall,
which is able to undertake expansion and growth.

Another metaphor that helps in understanding the growth process in plants is the
growing classroom: to expand a classroom in a brick building you need to extend
the walls. For that, you must push on the walls and add new bricks or reshuffle the
existing bricks into a less compact structure. As with the tire metaphor, it helps in
understanding the huge tension exerted on the cell wall and the energy needed to
expand the cell wall. If the cell wall loses its integrity or the turgor pressure is too
high, the cell bursts and the plant collapses (Fig. 7.2). How the cell wall manages to
expand without losing its integrity is an extraordinary biophysical puzzle that is
explored in this chapter.
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Fig. 7.2 Changes in the cell wall during growth: (a) The cell wall expands under the tension of
turgor pressure (blue arrows). Local rearrangement of the cell wall along labile like (green)
permits rearrangement of the cell wall. Red arrows indicate the direction of expansion. (b)
Synthesis in situ and exocytosis of new cell wall components (purple elements) and the change
in cell wall links to more rigid ones (red circles) prevent cell wall bursting

7.2 What Is Growth?
7.2.1 Definition

First, let us define growth as an irreversible extension of the cell. If we compare
plant tissue to an inert material (with no biological activity), the extension can be
described as plastic. For a tissue to expand, the cell walls must expand through
rearrangement of existing cell wall components or synthesis of new material. To
describe the process of growth, we need to measure three parameters simulta-
neously (Boyer et al. 1985):

— Turgor pressure: This is the force that pulls the cell walls apart. This pressure
originates from the highly concentrated water in the cytoplasm and vesicles of
the cell. The hydrophilic molecules in the cytoplasm attract water that flows
freely in and out of the cells and from cell to cell through aquaporins (pores in
the plasma membrane) or the plasmodesmata (cell-to-cell cytoplasmic
junctions).

— Cell wall mechanics: Here we determine how much energy is needed to expand
the existing cell wall (elasticity) and how much it can reshuffle itself (plasticity).

— Synthesis of new material: Growth involves exocytosis of new cell wall material
and cell wall synthetizing enzymes.
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To measure all these parameters simultaneously is very difficult and has not been
achieved so far (with the exception of pollen tubes). We discuss the technical
challenges one by one in the following sections.

7.2.2 Is Growth Really a Mechanical Problem?

For a long time, organogenesis was studied by tracking cells throughout cell
division and neglected the cell expansion aspect of organogenesis. New organs
correlate with new cell division patterns. For example, new organ formation in the
meristem, or later in the root, is always associated with periclinal division in the
deep layer of the tissue (Walles 1991). In some cases, the whole process of
organogenesis can be described as a series of organized symmetric or asymmetric
divisions (Gunning et al. 1978). Studies have demonstrated how important the cell
division pattern is for organogenesis. In the early 1990s, a series of experiments
measuring the increasing or decreasing cell division rate in elongating tissue
showed that the rate had little or no effect on organogenesis (Wyrzykowska et al.
2002). This brought back the old idea that cell mechanics, rather than cell number,
controls growth. However, cell division and cell expansion are linked; cell division
is under the control of cell expansion. It is possible to predict cell division in the
meristem by its increase in size and the mechanical stress it is experiencing (Jones
et al. 2017). In other words, cell wall expansion prefigures the division pattern that
follows the cell structure achieved by growth. Therefore, we could settle on the idea
that growth and organogenesis in plants is driven by cell wall expansion.

Yet, a recent study has shown that the levels of cell wall synthesizing enzyme in
the meristem are cell-division controlled (Yang et al. 2016). Thus, there is mutual
control: growth-associated changes in cell wall mechanics could be under the
control of the cell division process.

Summary Cell division and growth are linked through the following feedback
loop: cell wall mechanics controls cell expansion, which controls cell division,
which in turn affects cell wall mechanics.

7.3 Modeling and Mathematical Approaches

The elements that control cell wall expansion are clearly part of a complex process.
To grasp a complex problem, it is often helpful to propose a simple mathematical
equation with the minimum number of possible variables. This was most clearly
stated by Lockhart (1965), who proposed a biophysical equation for the mechanical
control of growth of the cell wall:
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Rate =m (Pp—7Y)

The growth rate is proportional to the turgor pressure (¥p) and extensibility ()
above the yield threshold (Y).

Behind this mathematical statement is the following idea. The pressure is
associated with two parameters that describe cell wall mechanics: its capacity to
expand irreversibly (m) and a threshold (Y). The existence of a threshold represents
the ability of plant tissue to halt growth without stopping synthesis or to reduce the
turgor pressure to zero.

Defining these parameters and estimating their numerical values is quite chal-
lenging. The extensibility m is a complicated parameter to determine. In Lockhart,
m stands for all the parameters that permit expansion: synthesis of new cell wall
components and extension of the existing ones. Which of the two parameters is
most important is the subject of a debate that is polarizing the scientific community.
In creep experiments, which determine cell wall remodeling under tensile stress,
m is often reduced to plastic deformation. As discussed above, synthesis of cell wall
components should also be considered in irreversible expansion and is a component
of the m factor.

Another way of evaluating parameters is through computer simulation. Since the
Lockhart publication, a series of models describing organ growth have been
proposed. These models always face the geometric problem and a huge number
of unknown parameters (e.g., thickness of the cell wall and synthesis rate). To date,
some successful models have managed to describe growth in two dimensions (2D).

Anja Geitmann (Parre and Geitmann 2005) was the first to propose a reliable
model for pollen tube growth. The pollen tube is a cell presenting very rapid tip
growth; its goal is to project the sperm cell situated at the tip of the tube into the
ovule and thus grows through the pistil. The most recent models take into account
changes in the local geometry of the cell wall over time. They are able to simulate
the transient oscillatory growth in different pollen tube species observed in nature.
In Geitmann’s work, the minimum number of parameters for the model were
measured directly. To best fit reality, “guessing” the different parameters of the
equation was associated with real measurement of cell wall elasticity, cell wall
synthesis (exocytosis rate), turgor pressure, and growth using high temporal
resolution.

Summary Modeling helps to test and evaluate the importance of different ele-
ments in growth. The most informative models are the simplest ones that can
describe the observed growth based on the minimum number of variables. The
best studies also associate the evaluation of parameters with in situ measurement.
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7.4 Measuring Turgor Pressure

Turgor pressure is a crucial parameter (Deri Tomos et al. 1989); yet, its measure-
ment is technically challenging. A series of different methods have been proposed
and used, but there have been only a handful of successful experiments on growing
organs. The first methods were based on finding the point at which the turgor
pressure in the cell is balanced by the pressure in the mounting media. Above a
certain threshold, the turgor pressure does not act on the cell wall and the cell is
plasmolyzed. It is important that the osmolyte (the ion used in the medium to
compete with the cellular ionic concentration) cannot be internalized by the cell,
and that water can flow freely out of the tissue (Falk et al. 1958; Nilsson et al. 1958;
Stadelmann 1984).

Microscopy observation can be used to observe when the ionic activity of the
external solution matches the cell. A classic classroom experiment is often
performed on naturally colored cells such as red onion or flower petals. The
limitation of this method is the field of view of the microscope. For a full tissue,
one can use vibration to determine the plasmolysis point. This technique relies on
the fact that the vibration properties of a tissue are related to its rigidity, and the
rigidity depends on the turgor pressure (Virgin 1955). The rigidity drops with a drop
in pressure until plasmolysis is reached. At this point, the rigidity is not sensitive to
plasmolysis and depends only on the cell wall elasticity.

Another approach is to measure the pressure directly by puncturing the cell with
a tube. This method works for big cells, but not for the very small cells important for
growing tissue (Green 1968; Green et al. 1971; Biichner et al. 1981). The most
complete measurement was done on the root, but the authors could not detect any
differences in the turgor pressure along the elongating roots. This indicates that, so
far, there is no evidence to support the action of turgor pressure on the variability of
growth rate observed within the organ.

Summary The tools available for measuring turgor pressure are not precise
enough to measure single-cell turgor pressure in the early stages of organ forma-
tion. This is especially true for the model plant Arabidopsis thaliana, which has
particularly small cells.

7.5 Cell Wall Rheology

7.5.1 Definition

Rheology studies the deformation and flow of matter; here we review the rheology
of a particular hydrogel, the cell wall. Like any hydrogel, the mechanical properties
of the cell wall change with the amount of water it contains. Importantly, once
dehydrated, the cell wall has irreversibly lost its original mechanical properties.
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The mechanical properties of a hydrogel depend on the ionic composition of the
solution. Ions influence water activity (i.e., cell wall hydration) through their
affinity to water. Monovalent ions intercalate into the gel and affect the distance
between the polymers working as plasticizers. In contrast, divalent ions can create
bonds between the charged molecules of the polymer mesh. For more details, please
refer to Sect. 6.2 on pectin. Thus, the mechanical properties of the primary cell wall
can only be determined on the fresh, intact cell wall with a protocol that does not
change the ion composition.

How do we measure the mechanical properties? One method is to deform the
sample and record the force required over time. Alternatively, a constant force can
be applied and the change in shape of the sample recorded over time. Several
parameters can be measured in this way, but depend on the type of deformation
observed. If the deformation is reversible, elasticity is measured (the cell wall
regains its original shape after the force has been removed). The time taken to
come back to its original shape is a measure of the viscoelasticity. If extension is
irreversible, the viscosity of the material is measured (Braybrook et al. 2012). To
measure the change in shape indirectly, one looks at the indentation depth or uses
fluorescent probes (Kim et al. 2015).

In plant biophysics, the majority of mechanical measurements are designed to
measure the growth capacity of the tissue; thus, a different rheological property of
the cell wall is measured, the creep.

7.5.2 Creep

The definition of creep is inconsistent in the literature. In general, creep refers to the
growth capacity of the tissue. It could be thought as the m factor in the Lockhart
equation (Taiz 1984). If growth occurs mainly as a result of rearrangement of the
cell wall network, it can be measured as the energy required to stretch the cell wall
(Keegstra et al. 1973). Many components involved in loosening of the cell wall
have been characterized with this method. One of the founding fathers of this type
of measurement is Paul Green, who worked on giant cells from Characeae green
algae (Green 1976). He measured the relative importance of turgor pressure,
elasticity, and creep in growth of the cell wall, thanks to measurement of extension
at a subcellular resolution and the extension capacity. Green always took a critical
view of creep measurement and its inability to separate the contributions of
rearrangement of the cell wall and cell wall synthesis (Green and Cummins 1974).

Recently, cell wall rearrangement during creep has been observed thanks to the
use of atomic force microscopy (AFM). The studies demonstrated that cell wall
rearrangement, at least in the epidermis, is associated with elongation of the tissue
and is reflected in the creep experiments (Zhang et al. 2017).
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7.5.3 Other Measurements of Cell Wall Rheology

Measurement of the elasticity, viscoelasticity, and viscosity in living tissue using a
nanoindenter has recently been developed. Surprisingly, elasticity (reversible
deformation of the cell wall) was correlated with growth and not viscosity or
viscoelasticity (Peaucelle et al. 2015). This is paradoxical because elasticity is a
reversible deformation, whereas growth is an irreversible process. At first glance,
the finding is also in opposition to creep experiments that put cell wall remodeling
at the heart of the growth process. This can be explained if elasticity correlates with
growth through control of cell wall synthesis and not cell wall remodeling. In other
words, the synthesis of new material is linked to the elasticity of the cell wall. This
correlation was first demonstrated on pollen tubes: Local changes in cell wall
elasticity correlated with the position of exocytosis of cell wall components at the
tip of a cell. This process was observed to involve cytoplasmic calcium signaling
coupled with deformation-sensitive calcium channels (Fayant et al. 2010).

Summary Creep experiments directly measure the ability of the cell wall to
rearrange in association with growth. Elasticity of the cell wall relates to growth
in manner that could be related to cell wall synthesis (but has yet to be determined).
Therefore, two independent growth processes could relate to different cell wall
rheological properties.

7.6 Organogenesis and Polar Growth of Tissue:
Contribution of the Cell Wall Component

The turgor pressure that drives cell expansion is isotropic. If it was the only
parameter controlling growth, turgor pressure could lead to homogenous elongation
(i.e., a sphere). Then, plants would look like a drawing of La Gioconda by Botero
(Fig. 7.3). Somehow, this isotropic force is transformed into anisotropic orientated
growth. Which component of the cell is responsible? A good candidate is cellulose
(Green 1980).

7.6.1 Cellulose

Determination of the structure of cellulose was a long and difficult path. It took
30 years from the first chemical isolation of cellulose to determination of its
polymer structure. From the start, cellulose was considered to be the load-bearing
component of the cell wall and responsible for anisotropic growth.

The basic idea is that bundles of cellulose fibrils build up an orientated network
surrounding the cell and block expansion in one direction. We could compare it to
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T

Fig. 7.3 Isotropic growth illustrated by (a) representation of La Gioconda of Leonardo da Vinci
and (b) La Gioconda of Botero

the metal rings around a barrel that prevent it from opening up. Electron micros-
copy data and cell wall optical imaging support this theory. A series of brilliant
images showed orientated microtubules not exactly perpendicular to the cell but
organized in sheets like the laminated structure of wood (Fig. 7.4). At the same
time, Paul Green observed in giant algae cells that the cellulose fibrils were
orientated in a looser way, in a network (Green 1960; Gertel and Green 1977).
These two publications mark the point when the scientific community divided into
two camps. The first theory supports the laminated organization of cellulose and
suggests that orientation of the fibrils in a sheet is stable during growth. Loosening
between lamellae leads to progressive reorientation of the whole sheet. In contrast,
the network theory, following Green’s observations, suggests that the latest micro-
tubules are deposited in an orientated way, but that growth modifies their orienta-
tion and distorts the network. In this theory, only the most recently synthesized
cellulose fibrils control anisotropic orientation (Marga et al. 2005). Recent obser-
vation by Cosgrove and colleagues (Zhang et al. 2017) of a multinetwork structure
and its reorientation supports the network concept. In fact, both visions could be
right: The multinetwork structure was observed in the external cell wall of epider-
mal cells, whereas the laminated structure was mostly in the internal cell wall.
Thus, the two concepts of cell wall structure might simply relate to two different
types of cell wall.

The key role of cellulose in anisotropic growth was most strikingly demonstrated
by the swelling of plants following chemical treatment affecting cellulose or
microtubule synthesis and by the phenotype of a mutation affecting cellulose
synthase (Ledbetter and Porter 1963; Heath 1974; Mueller and Brown 1982). The
similarity of this phenotype to the result of inhibition of microtubule synthesis led
to the idea that the orientation of microtubules is generated by the orientation of
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Fig. 7.4 Scheme of a
laminated cell wall

cellulose (Heath 1974). This concept is supported by the observation that cellulose
synthase and microtubules are found in close proximity. A commonly used model
states that cellulose synthase polymerizes cellulose directly in the plasma mem-
brane following orientation of the microtubules and is supported by microscopy
observations. The microtubule orientation then leads to mechanical anisotropy in
the cell wall and anisotropic expansion of the cells.

To complicate this picture, recent work (Peaucelle et al. 2015) has shown that
treatments affecting cellulose synthase or microtubule orientation also affect
another component of the cell wall, pectin.

7.6.2 Pectin

Pectin forms a fine meshed network surrounding the other components of the cell
wall. There are several chemically different components of pectin, but here we
focus on the homogalacturonans. This component is a polymer of galacturonan
sugar, which presents a lateral carboxyl group that can be methylated or not. In the
1980s, the 3D structure of the two polymers was predicted (Morris et al. 1982).
Methylated pectin was predicted to form a very compact structure, with proton-
stabilized interaction on the methylated carboxyl (Grant et al. 1973).
Demethylated pectins were anticipated to generate a more hydrated and less
packed structure stabilized by calcium electronic interactions through demethylated
carboxyl groups. This model was named the egg box structure, where the stability
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of the conformation would be archived for at least nine successive demethylated
homogalacturonans. At first, the calcium bonds found in demethylated pectin were
thought to generate strong links in the cell wall and thus limit cell wall remodeling
and creep. It was suggested that they slowed down growth. Interactions between
methylated pectin were ignored, except in the food industry. The vision of
demethylated pectin linked to a rigid cell wall was first challenged when pectin
demethylation was shown to lead to organ formation and reduction in cell wall
elasticity in the meristem (Peaucelle et al. 2011).

Later, it was found that the anisotropic changes in pectin methylation are
required for polarized elongation of the hypocotyl and are associated with a
reduction in cell wall elasticity (Peaucelle et al. 2015). This finding led to the
proposal of a two-step process for anisotropic elongation of the tissue: Antipodal
changes in cell wall elasticity caused by changes in pectin methylation lead to a
tenfold anisotropic elongation. This anisotropic growth is followed by alignment of
microtubules and cellulose microfibers. Thus, cellulose microfibers are needed for
further anisotropic elongation, which can achieve 100- and even 1000-fold aniso-
tropic elongation. Furthermore, these two components interact, as demonstrated by
treatments affecting microtubule and microfibril orientation, which also affected
the pectin methylation pattern (Peaucelle et al. 2015).

Summary Polar elongation is a two-step process: First, a change in pectin meth-
ylation leads to a change in cell wall elasticity, followed by cell polarity (cell
mechanical asymmetry). Microtubules reorient along the elongation axes, leading
to orientated cellulose synthesis. This generates cell wall anisotropy.

7.6.3 Xyloglucans

Xyloglucans are components of hemicellulose that have attracted a lot of attention
since their strong interaction with cellulose was described. Models predict that
reducing the amount of xyloglucans could increase creep by decreasing cellulose
microfibril cohesion and helping local rearrangement of the cell wall.

The enzymes that control the structure of the xyloglucan network have been
predicted. The genes coding for these proteins are expressed in a tight develop-
mental pattern and are present in sites with strong elongation (Antosiewicz et al.
1997). Unfortunately, multiple mutations in these genes do not present an obvious
growth defect phenotype. Are xyloglucans without a function? Certainly not. We
have seen that there are multiple mechanisms controlling growth; therefore, it is
likely that the absence of xyloglucan remodeling is compensated (Cosgrove 2016).



150 A. Peaucelle
7.6.4 Expansins

Expansins form a family of cell wall proteins. Their importance in growth was
demonstrated when purified expansin proteins were shown to accelerate growth in
some tissues (Fleming et al. 1997). They are the only known proteins to promote
creep in vitro (Cosgrove 1998; Shieh and Cosgrove 1998). There are two isoforms
present in a multigene family found throughout the plant kingdom (Cosgrove
2015). The first isoform interacts with cellulose and the second (found in grasses)
interacts with glucuronoarabinoxylan, a grass-specific carbohydrate. Interestingly,
only specific cells are sensitive to expansins. This suggests that not all cell walls can
respond to expansin, demonstrating multilevel control (McQueen-Mason and
Cosgrove 1995).

Summary Cell wall chemical components have redundant functions in cell wall
mechanical properties and growth. This chemistry is very dynamic and is under the
control of complex signaling networks that are still to be described. So far, we have
seen only the tip of the iceberg of this chemical complexity.

7.7 Input from Growth Measurements

Understanding plant cell wall mechanics and its link to cell wall chemistry is only
one part of the problem. It is also important to undertake detailed quantitative
measurement of the growth process, in particular plant growth-induced motion.

Observation of plant motion has been at the heart of scientific debate for a long
time. First reported in 400 BC, it was also discussed in Hook’s famous publication,
which coined the word “cell.” Growth-related motion, in particular circumnutation,
fascinated Charles Darwin (Darwin 1880). The first movie of a growing plant dates
from the end of the nineteenth century, yet quantification of growth is still difficult
because it occurs in three dimensions. Until now, only 2D growth in response to
gravity has been fully described (Erickson 1976).

Those early films revealed that plants adapt their shape to external stimuli such
as light and gravity. These growth movements are named phototropism and
gravitropism, respectively. There also exist lesser known growth movements such
as ototropism, also named proprioception (Bastien et al. 2013). Proprioception
means that plants are able to sense their own shape and control tissue growth so
that they stay straight. The shape of Arabidopsis grown in microgravity at the
international space station illustrates proprioception very well. Plants grown in
space are almost identical to control plants grown on Earth (Link et al. 2003,
2014). Study of gravitropism in Earth-grown plants has led to the same conclusion.
These exciting results reinforce the crucial importance of the feedback loop
between growth mechanics and tissue structure, not only at the subcellular level
but also at the whole organ and organism level.



7 Cell Wall Expansion: Case Study of a Biomechanical Process 151

Another fascinating thing about plant motion linked to proprioception is oscil-
latory movement, which reveals complex regulatory networks of growth acting at
different time scales. It also explains the redundant functions and parallel growth
processes we have discussed so far.

7.8 About the Regulatory Network

The next step is to explore the regulatory networks involved in growth. The study of
signaling network in plants is described in other chapters of this book; here, we
briefly discuss two aspects. The auxin regulatory network is the most studied
aspect. The plant hormone auxin was isolated thanks to its capacity to promote
growth. The growth induction capacity of auxin was rapidly associated with the
acid form of the molecule. It was proposed that auxin promotes growth through
acidification of the cell wall, leading to cell wall rearrangement. This model was
rapidly confirmed by the observation that the expanding cell wall has a low pH
(Tepfer and Cleland 1979). Intriguing information about the auxin growth network
was obtained from study of the meristem and generation of the phyllotactic pattern.
Since the work of Stephane Douady and Yves Couder, we have known that
generation of the phyllotactic pattern requires a dynamic feedback loop between
inhibitory and activating signals in the meristem (Douady and Couder 1992).
Isolation of the pinl mutant and the development of fluorescent reporters enabled
the discovery that auxin is the activator molecule necessary and sufficient for
induction of organ formation (Okada et al. 1991). The dynamics of the auxin
transporter system in the meristem depletes auxin in the areas surrounding new
organs and thus inhibits formation of new primordia nearby (de Reuille et al. 2006).
The authors suggested that the dynamics of the structure was generated by the auxin
concentration itself.

Recently, auxin was shown to induce pectin demethylation in the primordia and
that this change was necessary and sufficient for organ formation (Braybrook and
Peaucelle 2013). Intriguingly, pectin demethylation is also necessary and sufficient
for auxin-induced growth, suggesting that auxin acidity is not sufficient for organ
growth and that the acidification of the cell wall commonly associated with growth
could instead be attributed to acidification by carboxyl groups formed during pectin
demethylation. Regulation of polar auxin transport was also questioned; it could not
simply be controlled by auxin concentration because the changes in cell wall
chemistry lead to destabilization of polar auxin transport. In parallel, cell ablation
experiments in the meristem showed that, like microtubules, auxin polar transport
responds to mechanical stimulus (Hamant et al. 2011). These results suggest that
polar auxin transport is at least partially under the control of mechanical constraints
arising from the differential cell wall elasticity of the growing organ. This feedback
loop is at the heart of organ formation. How exactly this feedback is generated is
still to be discovered; it could be via chemical or mechanical signals.
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How mechanical clues from the cellular environment can be synthetized and
transduced to the cell is also an important future research area (Wolf et al. 2012).
One important component of this regulation is the transmembrane kinase receptor
(THESEUS and FERONIA are the most studied receptors). It is possible that the
extracellular domain of this protein can sense the chemical/mechanical stress of the
cell wall and feedback through a kinase cascade to the nucleus and affect gene
transcription. The beauty of the kinase-signaling cascade is its integrative capacity
(for more information, read about the regulatory kinases in animal cell cycles). If
the regulatory system of plants is as complicated as that described for mammalian
cells, it could be decades before we can grasp all the subtleties of these regulatory
networks.

7.9 Conclusions and Perspectives

Clearly, we are far from understanding the mechanics of plant growth. Yet, we are
gaining new insights from all directions at an incredible pace. The precise descrip-
tion of several of the key elements regulating growth forms the basis for study of the
regulatory network. However, part of the process is still invisible. A complete
understanding of the process is currently out of our reach, either because of its
complexity or because we lack a crucial aspect. We still do not have a satisfactory
answer to our original question: How does the cell wall expand without the cell
bursting? New technology and thinking out of the box will certainly help to solve
this puzzle.
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