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Preface

Text Mining of Web-Based Medical Content brings together a talented group of 
researchers devoted to the study of how to derive high quality information from 
online data sources, ranging from biomedical literature, electronic health records, 
query search terms, social media posts and tweets, to general health informa-
tion found on the web. Using some of the latest empirical methods of knowledge 
extraction, the authors show how online content, generated by both professio-
nals and laypersons, can be mined for valuable information about disease pro-
cesses, adverse drug reactions not captured during clinical trials, and tropical  
fever outbreaks. In this anthology the authors show how to perform information 
ex traction on a hospital intranet and how to build a social media search engine 
to glean information about patients’ own experiences in interacting with health-
care professionals. In addition, some of the authors have studied ways to improve 
access to online health information for those who suffer from visual impairments, 
while others have studied the use of information extraction techniques in sifting 
through YouTube video descriptions and radiographic image data.

This book is divided into four sections:
The first section closely examines methods and techniques for mining  

biomedical literature and electronic health records.
The section opens with a comprehensive overview of the application of text 

mining to biomedical knowledge extraction, analyzing both clinical narratives 
and medical literature. The authors demonstrate how the four main phases of bio-
medical knowledge extraction using text mining (text gathering, text preproces-
sing, text analysis, and presentation) may be used to obtain relevant information 
from vast online databases of health science literature and patients’ electronic 
health records. They present various text mining tools that have been developed 
in both university and commercial settings, as well as an in-depth analysis of the 
differences between clinical text found in electronic health records and biomedi-
cal text found in online journals, books, and conference papers.

In the following chapter, the authors focus exclusively on patients’ electronic 
health records, showing how clinical natural language processing (NLP) can effec-
tively unlock detailed patient information from clinical narratives stored in such 
records. This chapter introduces the state-of-the-art work in clinical NLP. Using 
medication information extraction as a use case, the authors describe different 
methods to build clinical NLP systems, including rule-based, machine learning-
based, and hybrid approaches. Applications of medication information extraction 
systems, such as pharmacovigilance (post-market surveillance of drugs) research, 
are also discussed in this chapter.
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The section is rounded out by a fascinating report on two prototypes for per-
forming information extraction on both a hospital intranet and on the World Wide 
Web. The authors show how they apply ontology-based  information ex traction 
to unstructured natural language sources to help enable semantic search of 
health information. They propose a general architecture capable of handling 
both private and public data. Two of their novel systems that are based on this 
architecture are presented in their chapter. The first system, MedInX, is a Medical 
Information eXtraction system, which processes textual clinical discharge 
records, performing automatic and accurate mapping of free text reports onto 
a structured representation. MedInX is designed to be used by health professi-
onals, and by hospital administrators and managers, allowing a search of the 
contents of its automatically populated ontologies. The second system, SPHInX,  
attempts to perform semantic search on health information publicly available 
on the web in Portuguese. The authors provide usage  examples and evaluation 
results that show the potential of their proposed approach to  performing infor-
mation extraction on unstructured text found in hospital records and on the 
Internet.

The second section explores machine learning techniques for mining 
medical search queries and health-related social media posts and tweets. In so 
doing, the authors demonstrate a keen grasp of how laypersons use the web for 
seeking health information and reassurance. They focus both on search query 
data entered in the Google search engine and on the health-related user-gener-
ated content found on social media sites and on Twitter.

The section begins with a chapter titled “Predicting Dengue Incidence in 
Thailand from Online Search Queries that Include Weather and Climatic Varia-
bles.” The chapter presents machine learning techniques to help public health 
agencies mitigate vector borne disease, in particular dengue outbreaks. Search 
queries from digital sources are used to forecast the number of dengue cases prior 
to officially reported cases. This is achieved by processing query terms related to 
vector-borne dengue disease. Since climate has been correlated to the vector’s 
dynamics, query terms related to weather are utilized for the forecasting of 
dengue cases.

All in all, one can certainly see the value of mining search query data to 
predict the number of dengue cases so that public health authorities may devise 
adequate interventions to address dengue outbreaks before they reach catastro-
phic proportion.

The chapter on monitoring users’ query search terms in predicting a disease 
outbreak is followed by a fascinating chapter that addresses the other side of the 
coin. That is, in this subsequent chapter the authors provide a detailed study 
of how users sometimes divulge too much personal health information on line. 
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The authors opine that with the increasing amount of personal information that 
is shared on social networks, it is possible that the users might inadvertently 
reveal some personal health information that may have untoward consequences 
for the user. They show that personal health information can be detected and, 
if necessary, protected. They present empirical support for this hypothesis, by 
showing how two existing well-known electronic medical resources MedDRA 
and SNOMED help to detect personal health information (PHI) in messages 
retrieved from a social network site, MySpace. To do so, they introduce a new 
measure – Risk Factor of Personal Information – that assesses the likelihood that 
a term would reveal personal health information. They synthesize a profile of a 
potential PHI leak in a social network, and demonstrate that this task benefits 
from the emphasis on the MedDRA and SNOMED terms. Using machine learning 
techniques to validate the importance of terms detected by these two medical 
dictionaries, they show that their study findings are robust in detecting senten-
ces and phrases that contain users’ personal health information.

The section concludes with a thought-provoking analysis of the expanding 
role of social media for those who seek health information and for those who 
study social trends based on patient blog postings.  Yet, the authors wisely point 
out that this new medium of communication has its limitations too. Namely, the 
current inability to access and curate relevant information in the ever-increasing 
gamut of messages. In their chapter, the authors demonstrate how they seek to 
understand and curate laypersons’ personal experiences on Twitter. To do so, 
they propose some solutions to improve search, summarization, and visualiza-
tion capabilities for Twitter (or social media in general), in both real time and ret-
rospectively. In essence, they provide a basic recipe for building a search engine 
for social media and then make it increasingly more intelligent through smarter 
processing and personalization of search queries, tweet messages, and search 
results. In addition, they address the summarization aspect by visualizing topical 
clusters in tweets and further classifying the retrieval results into topical cate-
gories that serve professionals in their work. Finally, they discuss information 
curation by automating the classification of the information sources as well as 
combining, comparing, and correlating tweets with other sources of health infor-
mation. In discussing all these important features of social media search engines 
they present systems, which they themselves have developed to help identify 
useful information in social media.

The third section presents speech and audio technologies for improving 
access to online content for the computer-illiterate and the visually impaired. 
The authors report on thoughtfully designed systems that help democratize the 
availability of online health information for those who cannot readily access this 
information on their own.
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The section begins with an empirical study of user satisfaction with a health dia-
logue system designed for the Nigerian low-literate, computer-illiterate, and visu-
ally impaired. The author shows how this health dialogue system provides health  
information about lassa fever, malaria fever, typhoid fever and yellow fever to 
those who cannot access this information on line. The author points out that since 
this information on the Internet is mainly delivered in text format, it is only availa-
ble to a small percentage of the population due to inadequate Internet access and 
the low level of literacy in Nigeria. The chapter reports on the development, accep-
tability, and user satisfaction with this dialogue system, which provides health 
information about these tropical fevers. The author conducted his cross-sectional 
study using a questionnaire that gathered demographic data about the study 
participants and their satisfaction and readiness to accept the health dialogue 
system. The user satisfaction results showed a mean of 3.98 (approximately 4), 
which is the recommended average for a good usability study. Dialogue systems of 
this kind help to provide cost-effective and equitable access to health information 
that can protect the population from tropical disease outbreaks. They serve the 
low-literate, the computer-illiterate, and the visually impaired.

The chapter on user satisfaction with a health dialogue system is followed 
by a fascinating presentation of the Smith-Kettlewell Eye Research Institute’s 
Descriptive Video Exchange (DVX) project, which helps the blind and the visu-
ally impaired gain access to the information contained in health-related videos 
found on the web. The author shows step-by-step how DVX provides a framework 
that enables a large number of people, both amateur and professional, to create 
descriptions of video data both quickly and easily. The author shows how DVX 
distributes those descriptions so that they are available to anyone on the Inter-
net and, in particular, provides a special service for the visually impaired. He 
points out that DVX when combined with speech recognition can greatly improve 
video search. In short, this chapter closely examines the use of audio (and  
text-to-speech) description, created through crowd sourcing, to improve video 
accessibility for the blind and the visually impaired.

The fourth section serves as the coda to this book. The contributors to this 
section have studied the use of information extraction techniques for accessing 
both medical images stored in digital libraries and health-related video material 
found on the web.

The section begins by taking a close look at information extraction from 
medical images. The authors present in detail their evaluation of a novel auto-
matic image annotation system using semantic-based information retrieval. 
However, first they show the obstacles for image annotations, namely, the 
semantic gap problem – it is hard to extract semantically meaningful entities 
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when using low-level image features – and the lack of correspondence between 
the keywords and image regions in the training data. Then, they show that 
though content-based visual information retrieval (CBVIR) and image annota-
tion has attracted a lot of interest, namely from the image engineering, com-
puter vision, and database community, current methods of the CBVIR systems 
only focus on appearance-based similarity, i.e., the appearance of the retrieved 
images is similar to that of a query image. As a result, there is very little seman-
tic information exploited.

To overcome this obstacle the authors have developed a semantic-based 
visual information retrieval (SBVIR) system while recognizing that two steps are 
required:  (1) to extract the visual objects from images; and (2) to associate seman-
tic information with each visual object. The authors show that the first step can 
be achieved by using segmentation methods applied to images, while the second 
step can be achieved by using semantic annotation methods applied to the visual 
objects extracted from images. They point out that for testing their annotation 
module they used a set of 2000 medical images: 1500 of images in the training 
set and 500 test images. For testing the quality of their segmentation algorithm 
they used a database consisting of 500 medical images of the digestive system 
that were captured by an endoscope. Their test results, based on looking at the 
assigned words to see if they were relevant to the image in question, have proven 
that their automatic image annotation system augurs well in the diagnostic and 
treatment process. The authors’ novel approach to information extraction from 
medical images is no doubt a first step toward larger studies of automatic image 
annotation for indexing, retrieving, and understanding large collections of image 
data. Moreover, the field of information extraction, which is considered a subtask 
of text mining, can only benefit from such rigorous studies of multimedia docu-
ment processing, involving automatic annotation and content extraction from 
medical images.

The book concludes with a study of video metadata by focusing on the title 
and description of health-related videos found on the web to see if a lay user in 
search of medical information can perform a successful online search.

The authors contend that though huge amounts of health-related videos 
are available on the Internet (and health consumers are increasingly looking for 
answers to their health problems and health concerns by searching for videos on 
line), a critical factor in identifying relevant videos based on a textual query is the 
accuracy of the metadata with respect to video content. The authors focus on how 
reputable health videos providers, such as hospitals and health organizations, 
describe diabetes-related video content and the frequency with which they use 
standard terminology found in medical thesauri. Their study compared video title 
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and description to medical terms extracted from the MeSH and ICD-10 vocabula-
ries, respectively. They found that only a small number of videos were described 
using medical terms (4% of the videos included an exact ICD-10 term; and 7% an 
exact MeSH term). Furthermore, of all those videos that used medical terms in 
their title/description, they found an astonishingly low variety of diabetes-rela-
ted medical terms used. For example, the video titles and descriptions brought up 
only 2.4% of the ICD-10 terms and 4.3% of MeSH terms, respectively.

The authors make the point that these figures certainly give one pause to 
think as to how many useful health videos are haplessly eluding online patient 
search because of the sparse use of appropriate terms in video titles and descrip-
tions. Though no one would deny that including medical terms in video title and 
description is useful to patients who are searching for relevant health informa-
tion, the authors point out that by adopting good practices for titling and describ-
ing health-related videos it may serve another purpose as well. That is, they can 
help producers of YouTube videos to identify and address the gaps in the deli-
very of informational resources that patients need to be able to monitor their own 
health. The authors conclude that sadly, as the situation is now, neither patients 
nor producers of health videos are able to explore the collection of online materi-
als in the same systematic manner as the medical professional explores medical 
domains using MEDLINE. The authors pose the question: Why can’t we have the 
same level of rigorous and systematic curating of patient-related health videos as 
we have for other medical content on the web?

Perhaps this book will provide the answer.

Amy Neustein
Fort Lee, NJ
September, 2014
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Part I  Methods and techniques for mining 
biomedical literature and electronic  
health records





Amy Neustein, S. Sagar Imambi, Mário Rodrigues,  
António Teixeira and Liliana Ferreira

1  Application of text mining to biomedical 
knowledge extraction: analyzing clinical 
narratives and medical literature

Abstract: One of the tools that can aid researchers and clinicians in coping 
with the surfeit of biomedical information is text mining. In this chapter, we 
explore how text mining is used to perform biomedical knowledge extraction. 
By describing its main phases, we show how text mining can be used to obtain 
relevant information from vast online databases of health science literature 
and patients’ electronic health records. In so doing, we describe the workings 
of the four phases of biomedical knowledge extraction using text mining (text 
gathering, text preprocessing, text analysis, and presentation) entailed in 
retrieval of the sought information with a high accuracy rate. The chapter also 
includes an in depth analysis of the differences between clinical text found in 
electronic health records and biomedical text found in online journals, books, 
and conference papers, as well as a presentation of various text mining tools that 
have been developed in both university and commercial settings.

1.1 Introduction

The corpus of biomedical information is growing very rapidly. New and useful 
results appear every day in research publications, from journal articles to book 
chapters to workshop and conference proceedings. Many of these publications are 
available online through journal citation databases such as Medline – a subset 
of the PubMed interface that enables access to Medline publications – which is 
among the largest and most well-known online databases for indexing profes-
sional literature. Such databases and their associated search engines contain 
important research work in the biological and medical domain, including recent 
findings pertaining to diseases, symptoms, and medications. Researchers widely 
agree that the ability to retrieve desired information is vital for making efficient 
use of the knowledge found in online databases. Yet, given the current state of 
information overload efficient retrieval of useful information may be severely 
hampered. Hence, a retrieval system “should not only be able to retrieve the 



4   Amy Neustein et al.

sought information, but also filter out irrelevant documents, while giving the 
relevant ones the highest ranking” (Ramampiaro 2010).

One of the tools that can aid researchers and clinicians in coping with the 
surfeit of information is text mining. Text mining refers to the process of deriving 
high-quality information from text. High-quality information is typically derived 
through the devising of patterns and trends through means such as statistical 
pattern learning. Those in the field have come to define text mining in rather 
broad terms. For some, text mining centers on finding implicit information, such 
as associations between concepts, by analyzing large amounts of text. For others 
it pivots on extraction of explicit, not implicit, information from texts, such as 
named entities mentions or relations explicitly such as “A leads to B.” The task of 
identifying sentences with co-occurrences of a drug and a gene entity (for poste-
rior manual curation into a database) is an example of the latter definition of text 
mining, which revolves around finding explicit information. Still, there are those 
who define text mining in the most stringent form: finding associations between 
a specific gene and a specific drug(s) based on clear-cut statistical analysis. No 
matter what view one subscribes to, text mining tools and methods are utilized, 
nonetheless, to significantly reduce human effort to build information systems 
and to automate the information retrieval and extraction process.

In particular, text mining aids in the search for information by using patterns 
for which the values of the elements are not exactly known in advance. In short, 
such tools are used to automate information retrieval and extraction systems, and 
by so doing, they help researchers to a large extent in dealing with the persistent 
problem of information overload. All in all, biomedical text mining “holds the 
promise of, and in some cases delivers, a reduction in cost and an acceleration of 
discovery, providing timely access to needed facts, as well as explicit and implicit 
associations among facts” (Simpson & Demner-Fushman 2012, p. 466). In this 
vein, biomedical text mining tools have been developed for the purpose of impro-
ving the efficiency and effectiveness of medical researchers, practitioners, and 
other health professionals so that they can deliver optimal health care. In the 
end, it is the patient who benefits from a more informed healthcare provider.

The field of text mining has witnessed a number of interesting applica-
tions. In Nahm and Mooney’s (2002) AAAI technical report on text mining they 
describe how a special framework for text mining, called DiscoTEX (Discovery 
from Text EXtraction), uses “a learned information extraction system to trans-
form text into more structured data” so that it can be “mined for interesting 
relationships” (p. 60). In so doing, they define text mining as “the process of 
finding useful or interesting patterns, models, directions, trends or rules from 
unstructured text” (p. 61). In contrast to DiscoTEX, there are those applications 
that to try to infer higher-level associations or correlations between concepts. 
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Arrowsmith1 and BITOLA2 are examples of such text mining applications that 
work on this higher level of association. Similarly, both MEDIE3 and EvenMine4 
are examples of systems that perform more fine-grained linguistic analysis.

In Feldman and Sanger’s text mining handbook (2006) the authors show how 
text mining achieves its goal of extracting useful information from document 
collections “through the identification and exploration of interesting patterns.” 
Though the authors show that “text mining derives much of its inspiration and 
direction from seminal research on data mining,” they also emphasize that text 
mining is vastly different from data mining. This is so, because in text mining 
“the data sources are document collections” whereas in data mining the data 
sources are formal databases. As a result, in text mining, interesting patterns are 
found not among formalized database records” (as is the case with data mining), 
but rather “in the unstructured textual data in the documents in these collec-
tions” (p. 1).

Cohen and Hersh (2005) show that though text mining is concerned with 
unstructured text (as is likewise the case with natural language processing) it 
can, nevertheless, be “differentiated from … natural language processing (NLP) 
in that NLP attempts to understand the meaning of text as a whole, while text 
mining and knowledge extraction concentrate on solving a specific problem in 
a specific domain identified a priori …” The authors provide as an example the 
compilation of literature pertaining to migraine headache treatment, showing 
how the use of text mining “can aid database curators by selecting articles most 
likely to contain information of interest or potential new treatments for migraine 
[which] may be determined by looking for pharmacological substances that are 
associated with biological processes associated with migraine” (p. 58).

Current trends in biomedical text mining (Hakenberg et al. 2012; Guruling-
appa et al. 2013; Zhao et al. 2014) include the extraction of information related 
to the recognition of chemical compound and drug mentions or drug dosage 
and symptoms. They also include extraction of drug-induced adverse effects, 
text mining of pathways and enzymatic reactions, and ranking of cancer-related 
mutations that cluster in particular regions of the protein sequence.

In this chapter, we explore how text mining is used to perform biomedical 
knowledge extraction. By describing its main phases, we show how text mining 
can be used to obtain relevant information from vast online databases of health 
science literature and patients’ electronic health records. In so doing, we describe 

1  http://arrowsmith.psych.uic.edu/arrowsmith_uic/index.html
2 http://ibmi3.mf.uni-lj.si/bitola/
3 http://www.nactem.ac.uk/medie/
4 http://www.nactem.ac.uk/EventMine/
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the workings of the four phases of biomedical knowledge extraction using text 
mining (text gathering, text preprocessing, text analysis, and presentation) 
entailed in retrieval of the sought information with a high accuracy rate. The 
chapter also includes an in depth analysis of the differences between clinical text 
found in electronic health records and biomedical text found in online journals, 
books, and conference papers, as well as a presentation of various text mining 
tools that have been developed in both university and commercial settings.

1.2 Background

1.2.1 Clinical and biomedical text

In general, clinical text is written by clinicians in the clinical setting. This text 
describes patients in terms of their demographics, medical pathologies, perso-
nal, social, and medical histories and the medical findings made during inter-
views, laboratory workup, imaging and scans, or the medical or surgical procedu-
res that are preformed to address the underlying medical problem (Meystre et al. 
2008). Here is an example of what clinical text may look like: “a sixty five year 
old Caucasian female with acute pancreatitis with history of gall stones … patient 
complains of severe weight loss and abdominal pain … blood test shows increase 
in blood serum amylase and lipase … abdominal ultrasound shows enlarged bile 
duct … ERCP (endoscopic retrograde cholangiopancreatography) scheduled for 
patient next week for removal of stones from bile duct … patient to be placed on 
low fat diet …” (Though in actual clinical notes, abbreviations and symbols, such 
as those that indicate the patient’s gender, are often used, we chose to omit such 
shorthand text for the purpose of giving a clear example here.)

As this example shows, clinical text describes a sequence of events and nar-
ratives, with the goal in mind of producing as precise and comprehensive an 
explanation as possible when describing the health status of a patient. This type 
of expressive description found in the clinical narrative understandably inheres 
a fair amount of ambiguity and personal differences in both vocabulary and style 
(Lovis et al. 2000; Suominen 2009). The main purpose of clinical text is to serve 
as a summary or “handover note” of patient care (documentation relating to the 
transfer of responsibility of the patient to another care provider either within 
the same healthcare setting or at another health facility), but it can also be used 
for legal requirements, care continuity, reimbursement, case management and 
research. Clinical text covers every phase of care, and depending on the purpose, 
the documents may differ in style, lengthiness, conformity to grammatical rules 
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and so on. As such, documents describing lab results and medical examinations 
are very different from those that describe patient care outcome in both the long 
run and short run.

There are other variations of clinical text as well. That is, clinical text may be 
entered either in real time or in retrospect, as a summary. In addition, clinical text 
may be entered at the patient’s bedside or elsewhere (Thoroddsen et al. 2009). 
Clinical text contrasts with biomedical text, which is the kind of text that appears 
in books, articles, literature abstracts, posters, and so forth (Meystre et al. 2008). 
This is the kind of text that appears in MEDLINE/PubMed resources. Although 
both types of text do have some similarities, in that the heavy use of domain- 
specific terminology and the frequent inclusion of acronyms and polysemic 
words are found in both mediums, there are several features that make clinical 
text different from biomedical text. It is these differences that make clinical text 
especially challenging to NLP. Here are some of the reasons:

 – Some clinical texts do not conform to the rules of grammar, are short, and are 
composed of telegraphic phrases;

 – Clinical narratives are full of abbreviations, acronyms, and other shorthand 
phrases. Also, these shorthand lexical units are often overloaded, i.e., the 
same set of letters has multiple interpretations (Liu, Lussier & Friedman 
2001);

 – Misspellings are frequent in clinical text, as it is often produced without any 
spelling support;

 – Clinical narratives often contain pasted sets of laboratory values or vital signs 
with embedded non-text strings, complicating otherwise straightforward 
NLP tasks like sentence splitting; and

 – Templates and pseudo tables are often composed in plain text that are made 
to look tabular by the use of white space or lists.

Information search from this type of narrative text is difficult and time con-
suming. Standardization and structuring have been proposed as possible 
solutions. However, such solutions are not free of problems. For example, 
converting narratives to numerical and structured data is laborious and easily 
leads to differences and errors in coding. Moreover, if these tasks are perfor-
med manually, which is currently the most common approach, text ambiguity 
and personal differences may cause inconsistencies (Suominen 2009). Also, 
converting narratives into structured data may lead to significant information 
losses, as it limits the expressive power of free-text (Lovis et al. 2000; Walsh 
2004).
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1.2.2 Information retrieval

The term “Information Retrieval” was coined in 1952; a decade later this term 
came to be popularly used in the research community (Van Rijsbergen 1979) and 
has continued to date. When the first automated information retrieval systems 
were actually introduced during the 1960s, the field of information retrieval (IR) 
was born. Information retrieval can be defined as the art and science of searching 
for information in large collections of documents; and, likewise, searching for 
text, sound, or images within those documents themselves. In addition, the 
search for metadata about documents is also part of information retrieval. Accor-
ding to Manning, Raghavan and Schutze (2008) “Information Retrieval (IR) is 
finding documents of an unstructured nature that satisfies an information need 
from within large collections (usually stored on computers).” As such, the field of 
information retrieval (IR) is the study of techniques for organizing and retrieving 
unstructured text stored on the computer. However, working with unstructured 
text, such as web pages, text documents, office documents, presentations and 
emails, can be quite difficult. That is, since unstructured text does not have a data 
model, it cannot be easily processed by a machine. Structured data, on the other 
hand, is either, in general, annotated or contained in databases (e.g., library cata-
logues and phone numbers), whereas unstructured data is not. (See Appendix 
“A” for list of open-sourced structured databases.)

Singhal (2001) opined that since the quantity of electronic information has 
increased dramatically with the widespread adoption of World Wide Web during 
the 1990s, information retrieval has become a sphere of great interest. Similarly, 
he saw the research and growth in this area as a natural consequence of the incre-
asing interest in information retrieval.5

5 To support research within the IR community, a special program was erected by the National 
Institute of Standards and Technology (NIST) and U.S. Department of Defense back in 1992. 
The program was called The Text Retrieval Conference (TREC), which is part of the  TIPSTER 
Text program. TREC consist of an ongoing series of workshops focusing on a list of different 
IR research areas or tracks. Its purpose is to support research within the  information retrieval 
community by providing the infrastructure necessary for large-scale evaluation of text retrieval 
methodologies and to increase the speed of lab-to-product  transfer of technology. The TREC 
test collections and evaluation software are available to the retrieval research community 
writ large, so organizations can evaluate their own retrieval systems at any time. TREC has 
successfully met its dual goals of improving the state-of-the-art in information retrieval and in 
facilitating technology transfer. Retrieval-system effectiveness approximately doubled in the 
first six years of TREC. In TREC-2003 there was a retrieval track dedicated to Genomics, and in 
2004 this track was centered on tagging genes and proteins in relevant documents: http://trec.
nist.gov/.
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1.2.2.1 Information retrieval process
Information retrieval is used to locate specific items in a set of natural- 
language documents, such as finding specific gene-related information from 
the biomedical literature. IR systems provide a way for a user to enter a query, 
using keywords, wherein the system will return the documents considered 
relevant to the query from the document collection. To do so, Herrera-Viedma 
(2001) explains, “both documents and user queries must be formally repre-
sented in a consistent way so that IRS [Information Retrieval System] can 
satisfactorily develop the retrieval activity.” IR is achieved by scanning the 
collection for matched terms when a search is performed. The author shows 
that, basically, three components are involved in the information retrieval 
process:
1. A Database: which stores the documents and the representation of their 

information contents (index terms). It is built using tools for extracting index 
terms and for representing the documents.

2. A Query Subsystem: which allows users to formulate their queries by means 
of a query language.

3. An Evaluation Subsystem: which evaluates the documents for a user query. It 
presents an inference procedure that establishes a relationship between the 
user request and the documents in the database to determine the relevance 
of each document to the user query (p. 460).

The author points out that to help overcome the “lack of flexibility and precision 
for representing document contents, for describing user queries and for charac-
terizing the relevance of the documents retrieved for a given user query” weights 
are incorporated at these three levels of information representation. Namely, at 
the document representation level in which a database is built, “by computing 
weights of index terms, the system specifies to what extent a document matches 
the concept expressed by the index terms”; at the query representation level “by 
attaching weights in a query” which allows the user to “provide a more precise 
description of his or her information needs or desired documents”; and at the 
evaluation representation level “by assigning weights to characterize the relati-
onship between user queries and document representation” so that the evalua-
tion subsystem can provide a means, known as the retrieval status value (RSV) of 
a document “to discriminate the documents retrieved by relevance judgments” 
(pp. 460–461).

In fact, a number of researchers in the field of informational retrieval 
have been encouraged to devise ways of making the entire information ret-
rieval process more efficient. Some have, for example, embarked on various 
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ways of streamlining the index size of the IR system. Gonzalez (2008) showed 
how the index system, also known as the inverted file (IF) that “serves as the 
data structure in charge of storing the information handled in the retrieval 
process” can be compressed using “document reordering and static index 
pruning.” The author shows how this new approach differs from the traditi-
onal “static compression schemes” though they are deemed “complementary 
to them,” and that regardless of the approach used they all “have one thing in 
common: they make use of some of the properties inherently related to docu-
ment collection.”

1.2.3 Information extraction

Information extraction (IE) systems analyze unstructured text in order to extract 
information about pre-specified types of events, entities or relationships, such 
as the relationship between disease and genes or disease and food items. In 
other words, information extraction is all about deriving structured information 
from unstructured text. This differs from information retrieval (IR), described 
above, in that the purpose of IE is to add value and insight to the data whereas 
IR simply locates information in the same form(s) that it is stored without sup-
plying any additional analytical insight about correlations, co-morbidity, or any 
other co-occurrence.

In addition, IE may be seen as a subtask of text mining, since the latter is a 
vast area that includes document classification, document clustering, building 
ontologies and other tasks, whereas IE is primarily concerned with crawling, 
parsing, and indexing documents so as to extract useful information from the 
data. In recent years, however, IE has distinguished itself from text mining as 
multimedia document processing, involving automatic annotation and content 
extraction from images, audio and video clips, has become more widely used. In 
fact, radiologists have come to depend on information extraction from medical 
images, using automatic image annotation systems in some of the more novel 
and creative ways.

1.2.4 Challenges to biomedical information extraction systems

Biomedical information extraction can build a database with the information 
on a given relationship or event drawn from a variety of sources such as online 
medical news, biomedical literature, or electronic health records. Since the 
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documents are unstructured and expressed in a natural language format, it is 
very difficult for a computer to understand and analyze them. Yet, scientists and 
clinicians need to keep up-to-date with all of the new discoveries and theories 
presented in the biomedical literature, and they must, likewise, make efficient 
use of this ever-expanding reservoir of biomedical information. Undoubtedly, 
there is a significant degree of information overload.

Not surprisingly, information overload places a heavy burden on biome-
dical information extraction systems to perform efficiently. However, biomedi-
cal IE systems face yet another problem, one that is undoubtedly sui generis 
to the biomedical domain. Ramampiaro (2010) describes how medical terms 
often cross over to vernacular usage, thereby causing false positives that arti-
ficially boost ranking scores. The duality of meaning ascribed to words, which 
can be found in both the vernacular or, alternatively, in biomedical literature 
and in clinical documents, constitutes a persistent problem associated with 
biomedical IE. Krauthammer and Nenadic (2004) point out that this duality of 
usage presents one of the biggest challenges to biomedical extraction in that 
“biomedical information typically contains large amounts of domain-specific 
terminology with high ambiguity” (emphasis supplied). This makes indexing 
particularly difficult.

For example, heart means the hollow muscular organ located behind the 
sternum and between the lungs in the medical context, but in the vernacular 
English language, it may be used to convey a different meaning, as in “the child 
won everyone’s heart.” Such linguistic ambiguities may create serious problems 
with how to rank the documents at hand. Finding the occurrence of the word 
“heart” many times in an online news article, for example, may give a speciously 
high ranking to the document if indeed the word “heart” had been used in a ver-
nacular rather than in a biomedical context.

Furthermore, the need to learn and derive new knowledge also remains a 
challenge for biomedical information extraction systems. For all these reasons, 
there remains a growing need for the development of effective tools to meet these 
challenges and obstacles head-on so as to enable researchers and practitioners 
(and lay members who may need to research certain health issues) to access and 
extract useful information from the biomedical literature. It is understandable 
that this will require better machine learning tools that can perform heuristic dis-
coveries so as to learn new relationships between entities and events that are not 
previously stored in the system.

In addition, the rapid increase in the sheer volume of biomedical literature 
necessitates the design of information extraction tools similar to the “open dis-
covery” algorithm introduced by Srinivasan and Libbus (2004), which they used 
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to “uncover information that could form the basis of new hypotheses.” Or, the 
MedMeSH Summarizer System described by Kankar et al. (2002) to help stream-
line the process of cross-referencing “experimental and analytical results with 
previously known biological facts, theories, and results.” This is much needed 
given the breadth of biomedical databases, which can ordinarily make “the task 
of cross-referencing very lengthy, tedious, and daunting.”

In sum, it is these special requirements of the biomedical domain that call 
for a new set of text mining tools, since the tools used for other domains have not 
proven entirely successful when applied to the biomedical sciences.

1.2.5 Applications of biomedical information extraction tools

Information extraction tools are used across various domains such as security, 
online media, marketing applications (Coussement & Poel 2008), and web mining 
(Zanasi 2009). Biomedical information extraction tools are used to perform a 
variety of functions. Text mining applications in biomedical area are diverse and 
they include:
1. The identification of chemical compounds: identifying their structures and 

the relations between them; and identifying drugs in which the particu-
lar compound is used, along with their respective side effects and toxicity 
(Vazquez et al. 2011);

2. Disease research such as cancer: several applications were developed to 
provide easy access to the most recent developments in cancer research (Zhu 
et al. 2013);

3. Genetics: gathering the most recent information about complex processes 
involving genes, proteins and phenotypes (Jensen, Jensen & Brunak 2012; 
Rebholz-Schuhmann, Oellrich & Hoehndorf 2012);

4. Extracting gene-based patterns using natural language processing tech-
niques to extract the rhetoric information (the intention to be conveyed to the 
reader by the author(s) of the paper) contained in technical abstracts (Atkin-
son, Ferreira & Aravena 2004);

5. Indexing Medline documents (Kankar et al. 2002);
6. Finding the relationship between curcumin longa (a dietary substance) and 

retinal diseases (Srinivasan, Bisharah & Sehgal 2004);
7. Developing an expert system to perform medical diagnosis from clinical 

patient records and patient histories (Moumtzoglou & Kastania 2011); and
8. Finding risk factors of a disease (Imambi & Sudha 2010).
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1.3 Biomedical knowledge extraction using text mining

The main phases, as shown in Fig. 1.1, of biomedical knowledge extraction using 
text mining are: (1) Unstructured text gathering and preprocessing; (2) Extraction 
of features and semantic information (including information extraction and crea-
tion of semantic metadata) to produce annotated texts; (3) Analysis of the anno-
tated texts (using data mining, semantic search and knowledge discovery); and 
(4) Presentation. Each phase will be discussed in turn.

Typical text mining applications include the following: identification of facts 
in specialized (domain-based) literature, discovery of implicit and unknown 
facts, document summarization, and entity-relation modeling (i.e., learning 
relations between named entities). Applications usually scan sets of document 
to identify relevant information. The relevant information can be identified by 
either modelling the document set, using one or more classification schemes, or 
populating a database (adding information to a database or adding fields to a 
database in order to be able to fill it with information) or search index with the 
information that is extracted.

Some important subtasks are:
 – Information retrieval or identification of a corpus, a preparatory step for coll-

ecting or identifying a set of textual materials (that either appear on the Web 
or are held in a file system, database, or content management system) for 
analysis.

 – Named entity recognition is the use of gazetteers or statistical techniques to 
identify named text features: diseases, drugs, anatomical structures, dys-
functions, lab procedures, certain abbreviations, and so on. Disambiguation 
by using contextual clues that may be required in order to decide whether, for 
instance, “block” refers to a specific medical condition such as intraventricu-
lar block or heart block, or some other entity for that matter.

 – Natural language processing (which are considered complex tasks that 
can take more time to complete), such as part of speech tagging, syntactic 
parsing, and other types of linguistic analysis. These tasks are performed less 

Unstructured 
text gathering 
and 
preprocessing

Extraction of
features and
semantic
information

Analysis of
annotated texts Presentation

Fig. 1.1: Main phases of biomedical knowledge extraction using text mining.
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frequently, in part, as they require a longer processing time. Machine  learning 
approaches usually include these tasks to generate features to be analyzed in 
the learning process and to support decision in runtime.  Features can be at 
the token level, as lemmas and part of speech tags, or at the  sentence level 
using syntactic parsing.

1.3.1 Unstructured text gathering and preprocessing

1.3.1.1 Text gathering
The text-gathering phase provides an “interface” to collect the raw documents 
from online sources, such as online journals, books, and conference papers and 
from electronic health records compiled at major teaching hospitals and at local 
community medical facilities. Biomedical information is, thus, made available 
through such online literary databases and health records, as well from the web 
in general. One such interface for published materials is PubMed, whose largest 
component is MEDLINE, which serves as a freely accessible online database of 
biomedical journal citations and abstracts created by the U.S. National Library 
of Medicine.

As of 2014, Medline includes citations from over 5600 scholarly journals pub-
lished in more than 80 countries around the world. PubMed comprises more that 
22 million references that include the entire MEDLINE database and other types 
of citations, such as in-process citations, which provide records for articles before 
those records go through quality control and are indexed; citations to articles that 
are out-of-scope from certain MEDLINE journals; citations that precede the date 
that a journal was selected for MEDLINE indexing; and other works such as chap-
ters and books that are likewise outside the purview of MEDLINE.6 This repository 
of scientific literature provides a vast amount of text data that has helped resear-
chers to implement their classification algorithms (Imambi & Sudha 2011).

The electronic health record (EHR) constitutes another major source of digital 
web-based data, primarily existing as part of the hospital’s own collection of 
private computer networks (an intranet) rather than as part of the World Wide Web. 
Yet, this source of data can serve a goldmine of valuable clinical and demographic 
information on patient care. Such records contain a large repository of Patient 
Notes that describe the patient’s medical history and treatments, plans for follow-
up treatment after the patient is discharged from the hospital, the test results and 
lab reports of the patient during in-hospital care, and the many other aspects of 

6 https://www.nlm.nih.gov/pubs/factsheets/dif_med_pub.html
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patient care that had not been captured in the structured part of the EHR. The infor-
mation in the notes can be found in the form of descriptive and semi-structured 
format. These data can be mined for genomic research purposes as well. In fact, 
Denny (2012) showed that “when linked to biological data such as DNA and tissue 
biorepositories, EHRs can become a powerful tool for genomic analysis.”

1.3.1.2 Text preprocessing
The document set obtained is prepared for processing. First, the document text 
is tokenized. Tokenization is the division of a text into meaningful units called 
“tokens.” A token is a group of characters that is categorized according to a set 
of rules. For instance, NUMBER, COMMA and DOT are examples of token catego-
ries. It is an important task since all the following tasks will be based on tokens 
resulting from this process. Thus, several tokenization solutions were developed 
for several domains and languages. For instance, OpenNLP7 has models for bio-
medical documents in English and Portuguese, and SPECIALIST NLP (Browne, 
McCray & Srinivasan 2000) supports English biomedical text. This process is also 
referred to as “feature generation.”

Next, some words are removed. These words are called stop words. They consist 
of words that are frequently used, such as “it,” “are,” and “is.” Though such words 
are quite common, since they are not useful in the classification of documents they 
are summarily removed (National Center for Biotechnology Information 2010).

Since in most cases morphological variants of words have similar semantic 
interpretations, which can be considered as equivalent, words are stemmed as 
part of preprocessing. Word stemming reduces inflected and derived word forms 
to their root or stem, mapping related words to the same stem, for example, the 
words “retrieval,” “retrieve,” and “retrieving” become retrie when stemmed.

1.3.2 Extraction of features and semantic information

This next phase usually starts with named entity recognition (NER), which aims 
to detect specific terms that represent relevant entities such as genes, proteins, 
diseases, and drugs. There still exist important challenges in named entity reco-
gnition that derive from the fact that there are different ways of referring to the 
same phenomena. For instance, “epilepsy” and “falling sickness” refer to the 
same disease: a central nervous system disorder characterized by the loss of 
 consciousness (Zhu et al. 2013).

7 http://opennlp.apache.org/
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The natural language text of biomedicine, found in articles, books, reports, and 
other unstructured sources, present several challenges that can make the applica-
tion of information extraction and retrieval techniques even harder. The main chal-
lenge is related to terminology, and is a result of the complexity of the terms used in 
biomedical entities and processes (Zhou et al. 2004; Ananiadou & McNaught 2006):

 – Non-standardized naming convention: an entity name could be found in 
various spelling forms (e.g., “N-acetylcysteine,” “N-acetyl-cysteine,” and 
“NAcetylCysteine”);

 – Ambiguous names: a same name could be related with more than one entity, 
depending on the text context;

 – Abbreviations: biomedical abbreviations are frequently used (e.g., “TCF” 
may refer to “T cell factor” or to “Tissue Culture Fluid”);

 – Descriptive naming convention: many entity names are descriptive, which 
makes its recognition a complex task (e.g., “normal thymic epithelial cells”);

 – Conjunction and disjunction: two or more entity names sharing one head noun 
(e.g., “91 and 84 kDa proteins” refers to “91 kDa protein” and “84 kDa protein”);

 – Nested names: one name may occur within a longer name, as well as occur 
independently (e.g., “T cell” is nested within “nuclear factor of activated  
T cells family protein”)

 – Names of newly discovered entities: there is an overwhelming growth rate 
and constant discovery of novel biomedical entities, which takes time to 
register in curated nomenclatures.

In general, there have been several approaches to NER in the clinical and bio-
medical literature. These can be roughly divided into the following four groups:  
(1) Dictionary-based approaches that try to find names of the well-known nomencla-
tures in texts; (2) Rule-based approaches that manually or automatically construct 
rules and patterns to directly match them to candidate named entities in the texts;  
(3) Machine learning approaches that employ machine learning techniques, such 
as Hidden Markov Models and Support Vector Machines, to develop models for 
NER; and (4) Hybrid approaches that merge two or more of the above approaches, 
mostly in a sequential way, to deal with different aspects of NER.

1.3.3 Analysis of annotated texts

In this next phase, various text mining techniques can be applied to the prepro-
cessed data. Frequent tasks associated with this phase are the following:

Relation extraction: After having identified named entities, several infor-
mation extraction tasks in the biomedical domain involve determination of 
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relationships among those entities. The goal of the relation extraction task is to 
identify occurrences of particular types of relationships between pairs of entities. 
Although common entity classes, such as genes or drugs, are in general quite 
specific, relations may be broad, including any type of biomedical association. 
Alternatively, such relations may be very specific, for example, by characterizing 
only gene regulatory associations (Simpson & Demner-Fushman 2012). Relation 
extraction approaches have shown an evolution from simple systems that rely 
solely on co-occurrence statistics to complex systems utilizing syntactic analysis 
and dependency parsing.

Event detection: Recently, there has been a shift in biomedical information 
extraction from recognizing binary relations to the more ambitious task of iden-
tifying complex, nested event structures. Events are typically characterized by 
verbs or nominalized verbs. For example, in the sentence “glnAP2 may be activa-
ted by NifA,” the verb activated specifies the event, and glnAP2 and NifA are the 
event’s arguments. Unlike the case of simple binary relations, both concept labels 
and semantic roles are assigned to an event and its arguments. In this example, 
the verb activated indicates a positive regulation type event, which expects a 
protein (NifA) to act as the event’s cause and a gene (glnAP2) to act as the event’s 
theme (Ananiadou et al. 2010).

Semantic search and inference: Search in large collections of documents, 
as those in biomedical and health domains, presents a series of challenges. A 
highly relevant one is vocabulary mismatch because it can severely decrease the 
performance of keyword-based search. This can happen when a user’s query 
contains little or no shared terms with relevant documents for that query. For 
example, when querying “lung cancer treatment,” documents using specialized 
terms such as “lung excision” or “chemotherapy” may receive a low rank or 
even be left out of the result set altogether. Vocabulary mismatch is dealt with by 
using techniques such as query term expansion and inference (Liu & Chu 2007; 
Koopman et al. 2011).

Text summarization: Medical information is often fragmented, existing in 
a wide range of locations and formats. This fragmentation makes the creation of 
an optimal clinical summary more challenging (Feblowitz et al. 2011). The avai-
lability of a great amount of clinical information that can be accessed rapidly 
increases the risk of inefficacy due to information overload (Hall & Walton 2004). 
This problem is likely to increase over time with the sharing of patient data more 
broadly. This makes clinical text summarization an important task. It can be 
divided into three interrelated categories: source-oriented, time-oriented and 
concept-oriented views (Feblowitz et al. 2011).

Text clustering: The objective is to organize text in a small number of 
meaningful clusters of the same type or class. Classes are usually obtained 
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from the set of relevant and frequent words of the text, and thus the number 
of classes that will be assigned is not known beforehand. Text clustering finds 
applicability for a number of tasks, such as document organization and brow-
sing, corpus summarization, and document classification (Simpson & Demner-
Fushman 2012).

Automated text categorization: Is the process of assigning unseen docu-
ments to user-defined categories. An important goal in biomedical text mining is 
automatic classification of electronic documents. Computer programs scan text 
in a document and generate a model that assigns the document to one or more 
pre-specified topics/categories using classification techniques. Those categories 
are usually organized in taxonomies (Fang, Parthasarathy & Schwartz 2001). Text 
classification, adopted as an example, is the subject of next section.

1.3.3.1 Algorithms for text classification
Several approaches have been proposed. Text classification is based on the 
supervised learning model. In this learning the total documents are divided into 
two parts. One part is called “training data” and the other part is called “test 
data.” A model or classifier is generated with training data. Once a classifier is 
created, it is applied to test the dataset in order to calculate the accuracy of the 
classifier. The frequently used text classification algorithms are Naïve Bayesian, 
k-NN,  Decision Trees, and SVM.

Naive Bayesian (NB) algorithm
Naïve Bayesian (NB) algorithm has been generally used for text classification. 
This algorithm is based on Bayes’ theorem and is used to predict the probability 
of categories for a given document. The classifier predicts posterior probability of 
documents for each category and assigns the category which has highest poste-
rior probability. Naive Bayesian classifier assumes that the effect of the probabi-
lity of the term on a given category is independent of the probability of the other 
terms in the same category (Zhang, Chen & Xiong 2007; Yuan 2010).

There are two versions of the NB algorithm. One is the multi-variate Bernoulli 
event model that only takes into account the presence or absence of a particular 
term so that it doesn’t capture the number of occurrences of each word. The other 
model is the multinomial model that captures the word frequency information 
in documents. Li and Jain (1998) showed that Naïve Bayesian classifier does not 
provide efficient classification with smaller training data sets. If the training set 
is limited in size, then there may be a chance that the term frequency of some of 
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words will become zero and, at the same time, the probability of the word in a 
given category also becomes zero.

k-Nearest Neighbor algorithm (k-NN)
k-NN classifier is an instance-based learning algorithm that is based on a distance 
function for pairs of observations, such as the Euclidean distance or cosine. In 
this classification process, an object is classified by a majority vote of its neigh-
bors, with the object being assigned to the class most common amongst its k 
nearest neighbors. k is a positive integer, typically small. If k  =  1, then the object 
is simply assigned to the class of its nearest neighbor. In binary classification 
problems, it is helpful to choose k to be an odd number as this avoids tied votes.

“One of the advantages of k-NN is that it is well suited for multi-modal classes 
as its classification decision is based on a small neighborhood of similar objects. 
So, even if the target class is multi-modal it can still lead to good accuracy.”8 The 
drawback of k-NN is that it uses all features in the documents to compare them. 
It affects the similarity measure and consequently the efficiency of classification. 
The traditional k-NN text classification algorithmic limitations are: calculation 
complexity mainly due to the usage of all the training samples for classification; 
dependency on the training set; and equal weighting of all samples. To overcome 
these challenges researchers developed variations of k-NN algorithms.

Decision trees
Decision trees are one of the most widely used inductive learning methods. Deci-
sion tree algorithms are suitable for document classification because of their 
robustness to noisy data. Two widely known algorithms for building decision 
trees are classification and regression trees. ID3 and its successor C4.5 (Quinlan 
1993) and booster version of C 4.5 (Quinlan 1998) are famous for classification. It 
is a top-down approach which recursively constructs a decision tree classifier. At 
each level of the tree, ID3 selects the attribute that has the highest information 
gain. “ID3 is a supervised machine learning algorithm that automatically derives 
a decision tree from a set of training instances once each instance is tagged with 
its correct classification. A fully trained decision tree can then be used to classify 
previously unseen instances from a test set” (Lehnert et al. 1995). The tree tries 

8 http://software.ucv.ro/~cmihaescu/ro/teaching/AIR/docs/Lab1-Algorithms%20for%20
Information%20Retrieval.%20Introduction.pdf
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to split the training data based on the values of the available features to produce 
a good generalization. The node which has highest information gain is used to 
make a split. Each leaf node represents a class label. The given document is clas-
sified by following a path from the root node to a leaf node, where at each node a 
test is performed on some feature of that document. The leaf node reached is con-
sidered as the class label for that document. Decision tree algorithms are suitable 
for both binary and multiclass classification.

Support vector machines
Support vector machine (SVM) is a popular technique for classification. In recent 
years, the SVM has become an effective tool for pattern recognition, machine lear-
ning, and data mining because of its high generalization performance. The goal 
of SVM is to produce a model that predicts target value of data instances in the 
testing set, which are only given the attributes. Support vector machines (SVM) 
is a new technique for data mining, which has received increasing popularity 
in the machine learning and statistics community. SVM has been introduced by 
Vapnik (1995) for solving pattern recognition and nonlinear function estimation 
problems. SVM has become the tool of choice for the fundamental classification 
problem of machine learning and data mining. “Unlike traditional methods which 
minimize the empirical training error, SVM aims at minimizing an upper bound of 
the generalization error through maximizing the margin between the separating 
hyperplane and the data. This can be regarded as an approximate implementation 
of the structure risk minimization principle” (Wang, Chen & Chen 2004, p. 512).

Support vector machines are among the most robust and successful clas-
sification algorithms. They are based upon the idea of maximizing the margin 
i.e., maximizing the minimum distance from the separating hyperplane to the 
nearest example. The basic SVM supports only binary classification, but several 
extensions of these algorithms can deal with multiclass classification as well 
(Bredensteiner & Bennett 1999). SVM is frequently used in the medical domain. 
For example, it is used to generate a decision support system for heart disease 
classification (Bhatia, Prakash & Pillai 2008).

1.3.3.2 Classification evaluation measures
The evaluation is essential for understanding the quality of the learning model, 
for tuning the parameters in the iterative process of classification, and for selec-
ting the best model. There are several measures for evaluating models such as 
complexity, computational cost, computational time, mean absolute error, sensi-
tivity, specificity, and accuracy.
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Confusion matrix
A classification model classifies each instance into one of the classes. The con-
fusion matrix shows how the predictions are made by the model. The rows cor-
respond to the class labels in the data set. The columns show the predictions 
made by the model. The value of each element in the matrix is the number of 
predictions made with the class corresponding to the column. Thus, the diagonal 
elements show the number of correct classifications made for each class, and the 
off-diagonal elements show the errors made.

There are four possible classifications for each instance: i.e., true positive, 
true negative, false positive, and false negative. This is represented in matrix form 
and is called confusion matrix. If the accuracy of the classification model is 100% 
then all predictions are correct, which means that false positives and false nega-
tives have a value of zero. The below Tab. 1.1 shows how the results are tabulated 
in a confusion matrix.

Mean absolute error
The mean absolute error (MAE) is a quantity used to measure how close forecasts 
or predictions are to eventual outcomes. The mean absolute error is given by

MAE = 1 
n  

n
Σ   
i = 1 

| fi – yi| = 1 
n

 
n
Σ   
i = 1 

|ei|
The mean absolute error is an average of the absolute error ei = | fi – yi|, where fi is 
the prediction and yi is the true value.

Kappa statistics
Kappa is a chance-corrected measure of agreement between the classifications 
and the true classes. It is calculated by taking the agreement expected by chance 

Tab. 1.1: Confusion matrix.

Observed

True False

Predicted True True False
Positive rate (tp) Positive rate (fp)

False False True
Negative rate (fn) Negative rate (tn)
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away from the observed agreement and dividing by the maximum possible 
 agreement:

K = 
Po – Pc
 1 – Pc

where Po is the proportion of observed agreement and Pc is the proportion of 
agreements expected by chance. A value greater than “0” means the classifier is 
doing better than chance.

Accuracy
Accuracy is the overall correctness of the model and is calculated as the sum of 
correct classifications divided by the total number of classifications:

Accuracy =    tp + tn  
   tp + tn + fp + fn

Precision
Precision is a measure of the accuracy provided that a specific class has been 
predicted. Precision is the probability that a retrieved document is relevant. From 
the confusion matrix it is calculated by:

Precision =    tp   
   tp + fp

where tp and fp are the numbers of true positive and false positive predictions for 
the considered class. Precision is 1 when fp is 0, which indicates there were no 
spurious results.

Recall
Recall is the probability that a relevant document is retrieved in a search. Recall is 
also referred to as the true positive rate or sensitivity and is given by:

Recall =   tp  
 tp + fn 

Recall becomes 1 when fn is 0, and it indicates that 100% of the tp were  discovered.
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F-measure
The F-measure is the harmonic mean of precision and recall. It is calculated by 
using the formula:

F = 2 × Precision × Recall
   Precision + Recall

The behavior of the performance measures is the function of the decision 
threshold for classification. When decision threshold increases, the recall will 
increase and precision will decrease.

1.3.4 Presentation

In this last phase, the result of classification is represented in graphical format, 
so that even non-technical people can also easily interpret the result. There are 
several presentation tools available. These tools are also called data visualiza-
tion tools. Some of them are Plotly,9 IBMMany Eyes,10 Grapheur,11 Visumap12, etc. 
These tools are not only used to represent the relationships and co-relations, but 
they are also used to represent patterns of data.

1.4 Text mining tools

Text mining tools help in discovering structure and patterns in unstructured data – 
usually text. These tools are available from many commercial and open source 
companies. Some relevant general-purpose tools are:

SAS Text miner: This tool extracts knowledge from unstructured data with 
text mining software. It provides interactive GUIs which makes it easy to iden-
tify relevance, modify algorithms, document assignments, and group materials 
into meaningful aggregations. This makes it easy for the user to guide machine- 
learning results with human insights. It extends text mining efforts beyond basic 
start-and-stop lists by using custom entities and term-trend discovery to refine 
automatically generated rules.13

 9 https://plot.ly
10 http://services.alphaworks.ibm.com/manyeyes/
11 http://www.grapheur.com/
12 http://www.visumap.net/
13 http://www.sas.com
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NetOwl Text Analytics: NetOwl offers a suite of best-of-breed text and entity 
analytics products. “NetOwl analyzes Big Data in the form of text data – news, 
email, web, social media, and any other text document that organizations would 
like to exploit as well as structured entity data about people, organizations, 
places, and things.”14 It provides tools to analyze an extremely large volume of 
data in a variety of forms and languages and offers advanced text analytics pro-
ducts to meet today’s Big Data challenges.

IBM Intelligent Miner: IBM Intelligent Miner for Text is a knowledge disco-
very software development toolkit. It contains tools for application programmers 
who want to build applications to extract key information from very large quan-
tities of documents, e-mails, or Web pages stored online, often on the Internet or 
on intranets, without having to read them all. IBM Text Analysis Tools include a 
Language Identification tool, comprehensive Clustering tools, a Topic Categoriza-
tion tool, a Summarization tool, and Feature Extraction tools. These tools identify 
document language, group conceptually related documents, classify documents 
by content, generate document summaries, and extract key  elements of text.15

Weka: WEKA is an open-source machine learning tool. It was developed at the 
University of Waikato, New Zealand to implement data mining algorithms. WEKA 
is a state-of-the-art facility for developing machine learning (ML) techniques and 
their application to real-world data mining problems. WEKA is a collection of 
machine learning algorithms for data mining tasks. The algorithms are applied 
directly to a dataset. WEKA implements algorithms for data preprocessing, clas-
sification, regression, clustering, and association rules; it also includes visuali-
zation tools. The new machine learning schemas can also be developed with this 
package. WEKA is open-source software issued under General Public License.16

Adding to these general purpose tools, some specialized tools were developed 
for specific topics related to biomedical and health domains. Simpson and Dem-
ner-Fushman (2012) present a comprehensive review of recent works; an extensive 
list can be found in the Bio-NLP resources database.17 Some relevant systems are:

Becas: becas18 is a web application, API, and widget for biomedical 
concept identification that helps researchers, healthcare professionals, and 

14 http://www.netowl.com
15 http://www-01.ibm.com/common/ssi/cgi-bin
16 http://www.cs.waikato.ac.nz/ml/weka
17  http://zope.bioinfo.cnio.es/bionlp_tools/get_all_bionlp_tools_out?SUBMIT#equal#
Submit+Query
18 http://bioinformatics.ua.pt/becas/#!/
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developers in the identification of over 1,200,000 biomedical concepts in 
text and PubMed abstracts (Nunes et  al. 2013). It provides annotations for 
 isolated, nested, and intersected entities, and identifies concepts from multi-
ple semantic groups. It has the ability to provide preferred names for concept 
identification and is able to enrich them with references to public knowledge 
resources.

KLEIO: enhances search facilities across the MEDLINE collection by identify-
ing key entities within the text, such as gene names or proteins, and improves the 
querying method with unique identifiers by automatically including synonyms, 
spelling variants and, even, disambiguating acronyms (Nobata et  al. 2008). It 
combines these features with the common features found in other interfaces to 
provide a solution to the growing problem of finding valuable information within 
the ever increasing volume of modern publications.19

PIE the search: PIE (Protein Interaction information Extraction) the search 
is a web service to extract protein-protein interaction relevant articles from 
MEDLINE (Kim et al. 2012). It accepts PubMed input formats to make available 
up-to-date protein-protein interaction information which cannot be found in 
manually curated databases. PIE the search is targeted at providing protein-
protein interaction relevant articles for biologists, baseline system performance 
for bio-text mining researchers, and a compact PubMed-search environment for 
PubMed users.20

MEDIE: is a framework for accurate, real time, retrieval of relational con-
cepts from MEDLINE (Miyao et  al. 2006). Prior to retrieval, a semantically 
annotated text base is prepared and stored in a structured database. The pre-
paration of the text base includes applying natural language processing tools, 
including deep parsers and term recognizers. User requests are converted on 
the fly into patterns of these semantic annotations, and texts are retrieved 
by matching these patterns with the pre-computed semantic annotations. 
Real-time retrieval is possible because semantic annotations are computed 
in advance.21

MedInX: is a Medical Information eXtraction system tailored to process textual 
clinical discharge records, performing automatic and accurate mapping of free 
reports onto a structured representation (Ferreira, Teixeira & Cunha 2012). MedInX 
is designed to be used by health professionals, and by hospital administrators 

19 http://www.nactem.ac.uk/Kleio/
20 http://www.ncbi.nlm.nih.gov/CBBresearch/Wilbur/IRET/PIE/
21 http://www.nactem.ac.uk/tsujii/medie/
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and managers, allowing a search of the contents of its automatically populated 
 ontologies. (Further details on this system can be found in Chapter 3 of this book.)

NextBio: aggregates large quantities of genomic data for research and clinical 
applications. It contains the world’s largest repository of curated and  correlated 
public and private genomic data, including data from multiple public repositories 
of genomic studies and patient molecular profiles, up-to-date reference genomes, 
and clinical trial results (Kupershmidt et al. 2010). Several molecular data types 
from these resources are systematically processed, curated, and integrated into 
the data center based platform. This allows applying genomic data in novel and 
useful ways, both in the research laboratory and in the clinic.22

The Neuroscience Information Framework: is a dynamic inventory of 
Web-based neuroscience resources: data, materials, and tools (Akil, Martone & 
Van Essen 2011). It helps in advancing neuroscience research by enabling dis-
covery and access to public research data and tools worldwide through an open 
source networked environment. It offers the following: a search portal for resear-
chers, students, or anyone looking for neuroscience information, tools, data, or 
materials; access to content normally not indexed by search engines; and tools 
for resource providers to make resources more discoverable, such as ontologies, 
data federation tools, and vocabulary services.23

1.5  Summary

This chapter shows how biomedical information is successfully retrieved by using 
text mining techniques. The sources of biomedical information, found in both cli-
nical narratives and biomedical literature, and the available tools for text mining 
are described in this chapter, which highlights various text mining techniques 
and evaluation measures. Future work, however, requires an interdisciplinary 
approach to text mining of biomedical information. Such coordinated efforts of 
biologists and clinicians, medical researchers and epidemiologists, computer sci-
entists and computational linguists, library scientists and statisticians, and others 
are imperative to exploit the full scientific potential of biomedical text mining. 
The field has promise but much more effort must be made in choosing tasks and 
evaluating results based on real-world requirements and needs. In the end it is the 
patient population and the public writ large who will reap the full benefits of the 
application of text mining tools that successfully perform biomedical knowledge 
extraction.

22 http://www.nextbio.com/b/nextbioCorp.nb
23 http://www.neuinfo.org/
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Appendix “A”

Open-sourced Structured Databases
 – Diseases Database:24 It provides Cross-referenced database of clinical medi-

cine and it links to topic categorical pages from other websites.
 – DynaMed:25 A medical information database with over 2000 diseases.
 – General Practice Notebook:26 Database of clinical medicine with a search 

facility.
 – ICD-9 Data:27 Offers drillable dataset of ICD-9-CM medical diagnosis codes.
 – ICD-9 Search:28 Search ICD-9 for medical diagnosis, codes, and procedures. 

Find related diseases, treatments and related news.
 – ICD-9-CM Online:29 Searchable database of disease classification.
 – IndMED:30 Indian Biomedical Journals Database: Bibliographic aggregation 

of peer-reviewed biomedical journals.
 – OpenMED:31 An international open-access archive of scientific and technical 

documents for Medical and Allied Sciences.
 – AIDSLIN database: It provides the literature on AIDS and HIV back to 1980.
 – AMED Database:32 This database covers a range of complementary and alterna-

tive medicine including homeopathy, chiropractic, and acupuncture and so on.
 – Bandolier:33 Award-winning summary journal with searchable index produ-

ced by Andrew Moore and colleagues in Oxford, UK.
 – Cochrane database.34

 – English National Board Health Care Database:35 A database of journal refe-
rences primary of interest to nurses, midwives and health visitors.

24 http://www.diseasesdatabase.com
25 https://dynamed.ebscohost.com
26 http://www.gpnotebook.co.uk/homepage.cfm
27 http://www.icd9data.com
28 http://www.lumrix.net/icd-9.php
29 http://icd9cm.chrisendres.com
30 http://medind.nic.in/imvw
31 http://openmed.nic.in/
32 http://www.silverplatter.com
33 http://www.medicine.ox.ac.uk/bandolier/
34 http://www.mcmaster.ca/Cochrane/Cochrane/revabstr/abidx.htm
35 http://www.enb.org.uk/hcd.htm
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 – POPLINE database:36 The world’s largest online bibliographic database on 
population, family planning, and related health issues. It is also available in 
CD-ROM which is free of charge to developing countries.

 – STRIDE Clinical Data Warehouse37 is the source of historical clinical data 
from both hospitals for research purposes.
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2  Unlocking information in electronic health 
records using natural language processing:  
a case study in medication information 
extraction

Abstract: Clinical natural language processing (NLP), which can unlock detailed 
patient information from clinical narratives stored in electronic health records, 
has been frequently used to support clinical research and operations. This 
chapter introduces the state-of-the-art work in clinical NLP. Using medication 
information extraction as a use case, we describe different methods to build 
clinical NLP systems, including rule-based, machine learning-based, and hybrid 
approaches. Applications of medication information extraction systems, such 
as pharmacovigilance (post-market surveillance of drugs) research, are also 
discussed in this chapter.

2.1 Introduction to clinical natural language processing

Electronic health record (EHR) systems have been increasingly adopted in the 
United States and worldwide (Jha et  al. 2009; Shea and Hripcsak 2010). This 
growth is fueled, in part, by recent federal legislation that provides signifi-
cant financial incentives to institutions demonstrating aggressive application 
and “meaningful use” of comprehensive EHRs (http://www.hhs.gov/news/
press/2010pres/07/20100713a.html). The ever-growing availability of EHR data 
has become an enabling resource for clinical and translational research (Kohane 
2011). However, the majority of EHR data is narrative text, given that clini-
cal documentation is the primary form of communication in clinical practice. 
Unstructured clinical texts contain rich patient information, though such texts 
are not immediately accessible to computerized applications that rely on struc-
tured inputs, such as decision support systems and healthcare analytic tools. As 
a result, there has been a great interest in developing clinical natural language 
processing (NLP) methods to unlock information embedded in clinical narratives 
(Meystre et al. 2008; Nadkarni et al. 2011).
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Various clinical NLP systems have been developed in past decades to extract 
information from clinical narratives to facilitate patient care and clinical research. 
The Linguistic String Project (LSP) (Sager et al. 1987, 1994) led by Naomi Sager at 
New York University was one of the earliest attempts to formulate comprehensive 
semantic and syntactic rules to parse clinical text. Later, Friedman and her colle-
agues (1994) developed a clinical NLP system called MedLEE (Medical Language 
Extraction and Encoding System), which was originally designed for decision-
support applications in the domain of radiology reports of the chest. MedLEE has 
been shown to be as accurate as physicians at extracting clinical concepts from 
chest radiology reports (Hripcsak et al. 2002). It is routinely used to process and 
encode clinical text at New York Presbyterian Hospital. MPLUS and its ancestor 
SymText (Haug et al. 1995) are NLP systems developed at the University of Utah, 
which have been used for various applications such as encoding chief complaints 
into ICD-9 codes and extracting pneumonia-related findings from chest radiograph 
reports (Fiszman et al. 2000). KnowledgeMap Concept Indexer (Denny et al. 2003), 
an NLP system developed at Vanderbilt University Medical Center (VUMC) around 
2000, has been used at Vanderbilt to extract clinical concepts from clinical docu-
ments (Denny et al. 2005). Other research groups have also developed various NLP 
systems for processing clinical text in different sub-domains of medicine (Hahn 
et al. 2002; Zeng et al. 2006; Harkema et al. 2009; Yetisgen-Yildiz et al. 2013).

Two widely used clinical NLP systems that are freely available to the public 
are MetaMap and cTAKES (clinical Text Analysis and Knowledge Extraction 
System). MetaMap (Aronson 2001; Aronson and Lang 2010) is a general biomedi-
cal NLP system developed by Aronson et al. at National Library Medicine. It was 
originally developed to map biomedical literature (e.g., MEDLINE abstracts) to 
concepts in the Unified Medical Language System (UMLS) Metathesaurus. Many 
researchers have used MetaMap to extract information from clinical text (Schadow 
and McDonald 2003; Chung and Murphy 2005; Meystre and Haug 2006; Friedlin 
and Overhage 2011). For example, Meystre and Haug (2006) applied MetaMap to 
extract medical problems from clinical text and reported a recall of 0.74 and a 
precision of 0.76. cTAKES (Savova et al. 2010b) is another freely available compre-
hensive clinical NLP system, which is developed on the Unstructured Information 
Management Architecture (UIMA, http://uima.apache.org/) framework and the 
OpenNLP toolkit (http://opennlp.apache.org/). cTAKES is a pipeline-based system 
that consists of different modules such as sentence boundary detector, part-of-
speech tagger, shallow parser, and named entity recognizer. Many studies have 
reported the use of cTAKES for different clinical information extraction tasks such 
as determining patient smoking status (Savova et al. 2008) and identifying disease 
cohorts (Savova et al. 2010a).



 Unlocking information in electronic health records using natural language   35

General-purpose clinical NLP systems such as MedLEE, MetaMap, and 
cTAKES are often comprehensive, requiring different methodologies for various 
components. To better describe methods in clinical NLP research, we decided to 
focus on a more narrowly defined topic. In this chapter, we will use medication 
information extraction as a use case to explain how state-of-the-art clinical NLP 
systems work.

2.2 Medication information in EHRs

The use of computer applications for recording and processing drug informa-
tion are becoming increasingly available in most EHRs. For the inpatient setting, 
computerized provider order entry (CPOE) systems and electronic medication 
administration record (eMAR) systems have been widely adopted. Many EHR 
systems have also incorporated e-prescribing systems in the outpatient setting, 
which create structured records during generation of new prescriptions and 
refills. Adoption is increasing, as Meaningful Use Stage 1 requires that 40% of 
permissible prescriptions are generated and sent to pharmacies electronically 
by e-prescribing tools. Nevertheless, e-prescribing tools are still not yet widely 
adopted by physicians. Furthermore, it is often the case that historical medi-
cation information is not even generated through the use of such tools. Cur-
rently, outpatient medication information is frequently recorded via narrative 
text entries within clinical documentation or patient problem lists. Not surpri-
singly, many times this information is transmitted in the course of communi-
cations with the patient through telephone calls or patient portals for which 
there is corresponding notation in the patient’s file. For all these reasons given 
above, an accurate construction of a patient’s medication  exposure history 
often requires extraction of information embedded in clinical narratives.

Figure 2.1 shows an example of an outpatient clinic visit note, with medi-
cation information highlighted using the underline. As shown in the example, 
some medication mentions are recorded in a semi-structured list (e.g., in the 
MEDICATIONS section); while other medications are recorded in narrative 
sentences (e.g., in the ASSESSMENT AND PLAN section). In the MEDICATION 
section, a medication entry often contains the medication name (generic or 
brand) and its signature information, such as dose, form, route, frequency 
and, sometimes, the reason(s) for giving the patient the medication. Though 
context-specific information such as reasons or duration of a medication are 
also important, it is often much more challenging to extract from the patient’s 
record. To  complicate things further, medications are often mentioned in the 



36   Hua Xu and Joshua C. Denny

Chief complaint: SOB and chest pain 

History of present illness: 
Mrs. X is a 53 year old female with h/o DM2, htn, HLD, prior CAD s/p drug eluting stent 2 
months ago who presents with acute onset chest pain earlier today radiating to the le� arm and 
back. She describes it as a strong pressure with SOB but no diaphoresis. It began around 4 am 
and awoke her from sleep. She then took 2 SL NTG, which ameliorated her pain. No nausea or 
vomiting. She also describes that she has been having similar chest pains and dyspnea with 
exertion over the last few months. This has been getting worse in severity. She says her DM has 
recently not been well controlled. Her last hb A1c was 12 last month. She takes daily ASA but is 
not currently taking Plavix.

Past medical history: 
– Hyperlipidemia
– CAD
– Diabetes mellitus type 2
… 

Medications: 
– Nexium 40 mg Cap 1 capsule by mouth daily for GERD
– Amoxicillin 1000 mg tablets 1 tablet by mouth three times daily for seven day(s) for acute 

sinusitis
– Ambien 5 mg qhs prn sleep
– Simvastatin 20 mg Tab (Zocor) 2 tablets by mouth qhs
– Aspirin 325 mg daily
– Metformin 1000 mg bid

Allergies: 
– PCN – rash
– ACEI – angioedema

Family medical history: 
– No family history of diabetes. mother has breast cancer and was on tamoxifen. Father has had 

lung CA and died of an MI at 64.
…

Assessment and plan: 
1. Will admit with to cardiology service for cardiac catherization …
2. DMII: hb A1c is elevated. will hold metformin and change to SSI. 
3. HTN: improve BP control. will add beta blocker and ARB (since allergic to ACEI). continue ASA.

Fig. 2.1: An example of outpatient clinic visit note, where medication information  
is  highlighted with underline.

patient’s file for other purposes than for treating the medical condition at hand. 
For example, as shown in Fig. 2.1, medications are mentioned in the patient’s 
file for a variety of reasons: (1) to indicate possible allergies or adverse reac-
tions; (2) to formulate a family medical history: the name of the medication 
taken by the patient’s mother is useful for defining the exact kind of breast 
cancer the mother had; and (3) medications that the patient is not taking may 
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be mentioned in the “history of present illness” section of patient’s chart to 
indicate possible lapse in medical care that must be addressed. For example, 
the blood thinner “Plavix” (the brand name for clopidogrel) for treating cardiac 
problems appears in this section of the patient’s record.

2.3 Medication information extraction systems and methods

2.3.1 Relevant work

Early studies on medication information extraction in EHRs have been focused 
on identifying drug names and selected signature information such as dosage. 
For example, Chhieng et al. (2007) used a string-matching method to identify 
drug names in clinical records and reported a precision rate of 83%. Levin and 
colleagues (2007) extracted drug names from anesthesia records and reported 
high performance with a sensitivity of 92.2% and a specificity of 95.7%. Evans 
et al. (1996) developed the CLARIT system and showed that it could extract drug 
name and dosage phrases in patient discharge summaries with an accuracy  
of 80%.

More recent studies extended the scope to additional drug signature infor-
mation such as route and frequency. Gold et  al. (2008) developed a regular 
expression based approach to extracting drug names and signature informa-
tion including dose, route, and frequency. They evaluated the system using a 
data set of 26 discharge summaries and showed that drug names were identi-
fied with a precision of 94.1% and a sensitivity of 82.5%, but other signature 
information such as dose and frequency had much lower precisions. In a study 
by Jagannathan et al. (2009), several commercial systems, such as LifeCodeTM, 
FreePharmaTM, and Coderyte, were assessed for their ability to extract medica-
tion information (including drug names, strength, route, and frequency) from 
clinical notes. Their evaluation showed a high F-measure of 93.2% on capturing 
drug names, but lower F-measures of 85.3%, 80.3%, and 48.3% on retrieving 
strength, route, and frequency, respectively (Jagannathan et al. 2009). At VUMC, 
a medication information extraction system called MedEx (Xu et al. 2010) was 
developed. It achieved F-scores over 90% on extracting drug names, strength, 
route and frequency information in discharge summaries and clinic visit notes 
from VUMC’s EHR.

In 2009, i2b2 (Center of Informatics for Integrating Biology and Beside) 
organized a clinical NLP challenge to extract medication-related information in 
discharge summaries from Partners Healthcare (Uzuner et al. 2010). The goal of  
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the challenge was to identify and determine boundaries of six types of drug 
information, which consisted of 1) drug name, 2) dosage, 3) route, 4) frequency,  
5) duration; and 6) reason for drug administration. In addition, it required 
 determination of whether medication information was found in a list or a nar-
rative sentence. Figure 2.2 (Uzuner et al. 2010) shows the examples of inputs 
and outputs of the 2009 i2b2 challenge. Twenty teams, including international 
entries, participated in the medication challenge using various approaches 
including rule-based, machine learning and hybrid methods (see Section 2.3.2) 
(Deleger et al. 2010; Doan et al. 2010; Hamon and Grabar 2010; Li et al. 2010; 
Meystre et al. 2010; Mork et al. 2010; Patrick and Li 2010; Spasic et al. 2010; 
Tikk and Solt 2010; Yang 2010). While names of medications were well iden-
tified by all of the top 10 systems, the performance for durations and reasons 
were still low, with the best F-measure of 0.525 and 0.459, respectively (Uzuner 
et al. 2010).

The i2b2 medication challenge created an important asset to enhance 
research in this area by generating an annotated dataset for medication infor-
mation extraction in EHRs. Using the i2b2 data set, researchers investigated 
different aspects of machine learning-based approaches to medication-entity 
recognition, including different machine learning algorithms (Doan 2010) and 
the ensemble method, which combines predictions from multiple classifiers 
(Doan et al. 2012). Furthermore, Li et al. (2013) extended such medication infor-
mation extraction methods to other clinically relevant text such as clinical trial 
documents.

Line no. text
63  well. Although le� transmetatarsal amputation being considered, 
64  it was felt that she had a good chance of healing the wound 
65  appropriately. She had a single temperature spike, although all 
66  cultures remained negative. She had  continuation of her Heparin 
67  while she was started on a course of Coumadin to reserve patency of 
68  her gra�. …

Gold standard 
m="heparin" 66:8 66:8||do="nm" ||mo="nm" ||f="nm" ||du="nm" ||r="nm" ||ln="narrative" 
m="coumadin" 67:8 67:8||do="nm" ||mo="nm" ||f="nm" ||du="nm" ||r="her gra�." 68:0 
68:1 ||ln="narrative"

Figure 2. Examples of the input and output in the 2009 i2b2 medication information 
extraction challenge. The challenge requires to identify six types of drug information 
including drug name (m), dosage (do), route (mo), frequency (f), duration (du), and 
reason (r), as well as their exact o�set (by line number and token position) in the 
clinical documents. The �gure was taken from (Uzuner et al., 2010).

Fig. 2.2: Examples of the input and output in the 2009 i2b2 medication information extraction 
challenge. The challenge requires to identify six types of drug information including drug name 
(m), dosage (do), route (mo), frequency (f), duration (du), and reason (r), as well as their exact 
offset (by line number and token position) in the clinical documents. The figure was taken from 
(Uzuner et al. 2010).
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2.3.2 Summary of approaches

Although many systems have been developed to extract medication information 
from clinical text, their methodological approaches can be mainly divided into three 
categories: rule-based (Gold et al. 2008; Deleger et al. 2010; Mork et al. 2010; Spasic 
et al. 2010; Xu et al. 2010), machine learning-based (Li et al. 2010; Patrick and Li 
2010; Li et al. 2013), and hybrid methods (Meystre et al. 2010; Tikk and Solt 2010).

2.3.2.1 Rule-based methods
A rule-based medication information extraction system often works as following: 
(1) identify medication-related entities by using rules and dictionaries (e.g., lists 
of drug names) based on domain-specific resources; (2) filter medication entries 
based on context-specific information; and (3) link signature modifiers to corres-
ponding drug names using specific rules.

Medication name identification is the crucial step in medication information ext-
raction. Rule-based systems often leverage existing medical knowledge to build a com-
prehensive list of drug names. In Mork et al. (2010), the drug dictionary was built on 
various medical resources such as UMLS (http://www.nlm.nih.gov/research/umls), 
RxNorm (http://www.nlm.nih.gov/research/umls/rxnorm), and DailyMed (http://
dailymed.nlm.nih.gov). While lexicons for some signature fields such as route could 
be built in a similar way by creating an exhaustive list; other signature fields such as 
dose and frequency have to be recognized by defining regular expression patterns. 
Figure 2.3 shows some examples of regular expression rules used in Yang’s (2010) 
system for recognizing frequency expressions. In the system developed by Spasic and 
colleagues (2010), all rules were implemented as expression in Mixup (My Informa-
tion eXtraction and Understanding Package), a simple pattern-matching language.

After a possible drug entity is recognized, context-based rules have to be 
applied to verify its inclusion. A drug entry could be excluded in the final output 
due to several reasons, such as drug-allergy information, negation, and non-patient 
experience (e.g., about a family member). Specific rules could be developed based 
on context information, e.g., to remove drugs in the Allergy section. In addition, 
drug names could be ambiguous as well. For example, in the sentence “The patient 
was found to be iron deficient and she continued on iron supplements,” the first 
occurrence of “iron” should not be labeled as a medication, as it is associated with 
“deficient,” a term that is used here to indicate a medical problem in this particular 
patient. However, the second occurrence of “iron” should be marked as a medica-
tion, because it is collocated with the word “supplements.” What we learn from this 
is that it is very import to construct rules to resolve such ambiguities so that we can 
improve the performance of the medication information extraction system.
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The last step is to link drug names with their corresponding signature modi-
fiers. A simple but effective approach is to use regular expression to recognize 
drug names together with their associated signature fields, as implemented in 
the MERKI system developed by (Gold et al. 2008). However, sometimes clinical 
sentences could be very complex, containing multiple medications with repeti-
tive signature text, e.g., “Midrin 2 po initial then 1 po q6hrs prn.” To better handle 
such complex cases, Xu et al. (2010) developed a more robust approach that uses 
a chart parser and a semantic grammar to parse medications in a sentence based 
on a formal representation model.

2.3.2.2 Machine learning-based methods
From the perspective of supervised machine learning, the medication informa-
tion extraction task in the 2009 i2b2 challenge can be divided into two steps:  
(1) identifying medication-related entities (e.g., drug names and other signature 
fields); and (2) determining the linkage between the detected medication names 
and the other signature modifiers. Both tasks can be converted into classification 
problems and resolved, using supervised machine-learning approaches.

Token-based rule Example

[a�er|before|at|following|with|w/]
+ <Meal>

a�er breakfast, before meals, at supper, 
following lunch

[in|on|at|during]+<Daytime> in the a.m., at bedtime, on p.m., during 
the evening

[each|every|on]+<Weekday>

[every]+<Num>+<TimeUnit>

<Num>+[x|x/]+<TimeUnit>

[q|q.]+<TimeUnit>

[q|q.]+<Num>+<TimeUnit>

[q|q.]+<Meal>

[q|q.]+<Daytime>

[q|q.]+<Weekday>

[once|twice] + <OneTimeUnit>

<Num>+[times|x] +<OneTimeUnit>

Figure 3. Examples of regular expressions for recognizing frequency expressions, 
as speci�ed in Yang (2010).

each Monday, every Sunday, on tues,

every 3 hour, every 3–5 min

2×/wk, 2–3×/day, 2×wk

qhr, q day, q.wk, q. week

q2h, q 4 h, q. 2 weeks, q.6 h

qlunch, q breakfast, q.meal, q. dinner

qam, q p.m., q. a�ernoon, q.evening

qwed, q monday, q. friday, q.saturday

once a day, twice per day

2 times a day, 3×daily

Fig. 2.3: Examples of regular expressions for recognizing frequency expressions, as specified 
in Yang (2010).
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Identification of medication-related entities is a typical named entity reco-
gnition (NER) problem, which is to determine boundary and semantic classes 
(e.g., medication, dosage, or frequency) of words/phrases in free text. To apply 
machine learning algorithms to an NER task, annotated text are typically con-
verted into a “BIO” format. Specifically, it assigns each token into one of the 
three classes: B – beginning of an entity, I – inside an entity, and O – outside of 
an entity. Thus, an NER problem now is converted to a classification problem – to 
 determine a correct label {B, I, O} for each token. Figure 2.4 shows a clinical 
sentence and its corresponding BIO labels. As multiple types of drug-related 
entities (e.g., drug name, dose, and frequency) need to be identified, we can 
extend the BIO labels by adding a suffix to indicate its entity type. For example, 
“B-m” indicates the beginning of a medication entity, “B-d” indicates the 
beginning of a dose entity, and “B-f” is used to indicate the beginning of a fre-
quency entity. Different machine learning algorithms have been used for NER 
tasks. For example, Conditional Random Fields (CRFs) (Lafferty et  al. 2001), 
a representative model for sequence labeling, is one of the most widely used 
algorithms. In the studies by Patrick and Li (2010) and Li et al. (2010), CRF was 
used to  recognize  medication-related entities. Doan and Xu (2010) developed a 
 medication entity recognition approach using Support Vector Machines (SVMs) 
and reported  reasonable  performance as well.

As mentioned above, machine learning-based approaches can also be imple-
mented to determine the linkage between the detected medication names and 
signature modifiers. An intuitive approach to linkage detection would be to build 
a binary classifier to determine if a candidate pair of medication name and sig-
nature modifier is linked or not. Candidate linkage pairs can be generated by 
taking all possible medication name and signature modifier pairs in one sen-
tence. For example, Patrick and Li (2010) developed an SVM-based classifier to 
determine the linkage between drug names and signature modifiers in the 2009 
i2b2 challenge. Li et  al. (2013) proposed a multi-layered sequence labeling for 
 medication-signature linkage detection. However, their evaluation showed that 
the multi-layered sequence labeling approach did not perform as well as the 
 SVM-based binary classifier.

Figure 4. An example of the BIO representation of an annotated clinical sentence. 
Upper case letters {B, I, O} stand for beginning of an entity (B), inside an entity (I), 
and outside of an entity (O) respectively. Lower case letters {m, d, f} stand for entity 
types medication name (m), dose (d), and frequency (f).

Token: In addition , start Percocet 1-2 tablets twice a day
Label: O O O O B-m B-d I-d B-f I-f I-f

Fig. 2.4: An example of the BIO representation of an annotated clinical sentence. Upper case 
letters {B, I, O} stand for beginning of an entity (B), inside an entity (I), and outside of an entity 
(O) respectively. Lower case letters {m, d, f} stand for entity types, medication name (m), dose 
(d), and frequency (f).
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2.3.2.3 Hybrid methods
A hybrid system takes advantages of both rule-based methods and machine 
learning-based methods. It often consists of modules that are based on machine 
learning algorithms and modules that use regular expressions, rules, and dictio-
naries. Different approaches have been developed to combine machine learning 
and rule-based methods for medication information extraction. In Patrick and 
Li’s system (Patrick and Li 2010), context-specific rules were applied to outputs 
of machine learning-based modules in a post-processing fashion. Others used 
outputs of rule-based modules to improve machine learning classifiers. For 
example, Doan and Xu (2010) used outputs of a rule-based system as features to 
feed into a machine learning classifier and demonstrated improved performance. 
Tikk and Solt (2010) used a rule-based system to create additional training data-
sets for a machine learning system and also showed better performance.

2.4  Uses of medication information extraction tools  
in clinical research

Practice-based structured medication data (e.g., claims) have long been used 
for a large variety of drug outcome studies, including pharmacoepidemiology, 
pharmacoeconomic, and service-related healthcare investigations (Strom 2005). 
EHR data, which can include more comprehensive lists of patients’ drug expo-
sure (including both over-the-counter and prescription medications) and clini-
cal outcomes, have emerged as a new enabling resource to facilitate broad types 
of drug-related clinical studies, including pharmacovigilance (Wang et al. 2009) 
and pharmacogenomics (Wilke et al. 2011). All such studies rely on medication 
information extraction tools to automatically and accurately extract patient 
medication exposure information from EHRs.

Pharmacovigilance: Post-market surveillance (also called pharmacovi-
gilance) is an important step to establish complete safety profiles of drugs 
by detecting additional adverse drug reactions (ADRs) that are not captured 
during clinical trial phases. Current pharmacovigilance databases such as US 
Food and Drug Administration’s Adverse Event Reporting System (FAERS) have 
limitations. As a result, EHRs are emerging as a promising new data source for 
pharmacovigilance (Wood and Martinez 2004; Wysowski and Swartz 2005).  
Wang et al. (2009) conducted a feasibility study that used the MedLEE system 
(Friedman et  al. 1994) to extract medication and adverse drug events from 
hospital discharge summaries and then calculated co-occurrence statistics 
between these events. Their evaluation showed it was feasible to detect known 
drug ADRs, as well as novel ADRs from EHRs. The same group then applied 
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similar informatics methods to detect two serious ADRs: rhabdomyolysis and 
agranulocytosis from EHRs, and showed promising results (Haerian et al. 2012). 
More recently, La Pendu et al. (2013), a group of researchers at Stanford Uni-
versity, also demonstrated the use of EHRs and NLP methods to conduct phar-
macovigilance studies, including detecting ADRs associated with drug-drug 
interactions.

Pharmacogenomics: Recently, huge efforts have been initiated to link new 
and existing EHR databases with archived biological material, to accelerate 
research in personalized medicine, such as pharmacogenomics that aims to 
identify common and rare genetic variants that contribute to variability in drug 
response specifically within the context of relevant clinical covariates (McCarty 
and Wilke 2010). One such effort has been the NIH-funded eMERGE network 
(electronic MEdical Records and GEnomics) (Manolio 2009), a consortium of 
institutions with DNA biobanks coupled with large comprehensive EHRs. For 
example, the research team at Vanderbilt has used a DNA biobank linked to de-
identified EHR data to successfully replicate pharmacogenomics associations 
between cardiovascular risk and CYP2C19*2 and ABCB1 in patients receiving clo-
pidogrel (Delaney et al. 2012). They also looked at associations between variants 
in CYP2C9, VKORC1 and CYP4F2 and a steady state Warfarin (a blood thinner) 
dose in individuals of European and African ancestry (Ramirez et al. 2012). In 
both studies, MedEx (Xu et  al. 2010) was used to help identify drug exposure 
information of patients in EHRs. In addition, the Vanderbilt team also extended 
MedEx to automatically extract weekly dose of Warfarin (Xu et al. 2011) and daily 
dose of statins (Wei et al. 2014) from EHRs to facilitate pharmacogenomic studies 
of both drugs.

2.5 Challenges and future work

Clinical NLP has become an enabling technology to unlock unstructured data 
in EHRs to support the secondary use of EHR data for clinical and  translational 
research. This chapter briefly introduces relevant work, methods, and  applications 
of clinical NLP technologies, using the task of medication information  extraction 
as an example. Although the content is specific for medication information in 
EHRs, the NLP methods described here are generalizable to other types of clinical 
information found in EHRs.

Despite the promising results achieved by current medication information 
extraction systems, it is still challenging to accurately extract contextual infor-
mation for medications, such as duration and reason of medication adminis-
tration (Uzuner et  al. 2010). These types of context are often loosely attached 
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with medication mentions, e.g., the reason may be located in a different sen-
tence than the drug name and using a variety of different words to indicate 
the linkage, if specified at all. In such situations, sentence syntactic structures 
could be helpful though parsing clinical text is still an under-explored area of 
clinical NLP. In addition, existing knowledge bases about drug and indication 
pairs could potentially be helpful. Existing resources, such as SIDER (Kuhn et al. 
2010) and MEDI (Wei et  al. 2013), may allow a hybrid approach to improved 
drug-indication linkage. All in all, integrating domain specific knowledge with 
machine learning-based information extraction systems remains a challenging 
task (Friedman et al. 2013).

Another exciting direction of future work, described by Liu and her colle-
agues (2011) is to build longitudinal drug profiles of patients (e.g., to link longi-
tudinal drug mentions of the same patient to form a timeline of drug exposure 
events such as the “start” or “discontinuation” of a drug), which is important for 
any drug-related clinical study.
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3  Online health information semantic search  
and exploration: reporting on two prototypes 
for performing information extraction on both  
a hospital intranet and the world wide web

Abstract: In this chapter, we apply ontology-based information extraction to 
unstructured natural language sources to help enable semantic search of health 
information. We propose a general architecture capable of handling both private 
and public data. Two of our novel systems that are based on this architecture are 
presented here. The first system, MedInX, is a Medical Information eXtraction 
system which processes textual clinical discharge records, performing automatic 
and accurate mapping of free text reports onto a structured representation. MedInX 
is designed to be used by health professionals, and by hospital administrators 
and managers, allowing its users to search the contents of such automatically 
populated ontologies. The second system, SPHInX, attempts to perform semantic 
search on health information publicly available on the web in Portuguese. The 
potential of the proposed approach is clearly shown with usage examples and 
evaluation results.

3.1 Introduction

More and more healthcare institutions store vast amounts of information about 
users, procedures, and examinations, as well as the findings, test results, and 
 diagnoses, respectively. Other institutions, such as the Government,  increasingly dis-
close health information on varied topics of concern to the public writ large. Health 
research is one of the most active areas, resulting in a steady flow of  publications 
reporting on new findings and results.

In recent years, the Internet has become one of the most important tools to 
obtain medical and health information. Standard web search is by far the most 
common interface for such information (Abraham & Reddy 2007). Several general 
search engines such as Google, Yahoo! and Bing currently play an important 
role in obtaining medical information for both medical professionals and lay 
persons (Wang et al. 2012). However, these general search engines do not allow 
the end-user to obtain a clear and organized presentation of the available health 
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 information. Instead, it is more or less of a hit or miss, random return of informa-
tion on any given search. In fact, medicine-related information search is diffe-
rent from other information searches, since users often use medical terminology, 
disease knowledge, and treatment options in their search (Wang et al. 2012).

Much of the information that would be of interest to private citizens,  researchers, 
and health professionals is found in unstructured text documents. Efficient access 
to this information implies the development of search systems capable of handling 
the technical lexicon of the domain area, entities such as drugs and exams, and the 
domain structure. Such search systems are said to perform semantic search as they 
base the search on the concepts asked and not so much on the words used in the 
query (Guha, McCool & Miller 2003).  Semantic search maintains several advanta-
ges over search based on surface methods, such as those that directly index text 
words themselves rather than underlying concepts. Three main advantages of 
 concept-based search are: (1) they usually produce smaller sets of results, as they 
are able to identify and remove semantically duplicated results and/or semantically 
irrelevant results; (2) they can integrate related information scattered across docu-
ments; frequently answers are obtained by compounding information from two or 
more sources; and (3) they can retrieve relevant results even when the question and 
answer do not have common words, since these systems can be aware of similar 
concepts, synonyms, meronyms, antonyms, etc.

Semantic search involves representing the concepts of a domain and the 
relations between them, organizing, in this way, the information according to its 
semantics and forming a knowledge representation of the world or some part of it. 
This representation is called ontology, which is formally defined as an  explicit spe-
cification of a shared conceptualization (Gruber 1993). Ontology describes a hier-
archy of concepts related by subsumption relationships, and can include axioms 
to express other relationships between concepts and to constrain their intended 
interpretation. The usage of ontology to explicitly define the application domain 
brings large benefits from the viewpoint of information accessibility, maintainabi-
lity and interoperability, as it formalizes and allows the application’s view of the 
world to be made public (Guarino 1998). Also, with the emergence of semantic 
reasoners, software that is able to infer logical consequences from a set of asserted 
facts or axioms, it is possible to verify the coherence of the stored information and 
to infer new information from the contents of ontology (Sirin & Parsia 2004).

However, there is still the challenge of bridging the gap between the needed 
semantically structured information and the original text content. The acquisition 
of specific and relevant pieces of information from texts, and  respective storage 
in a coherent framework, is called information extraction (Cowie & Lehnert 1996). 
The general problem of information extraction (IE) involves the analysis of natural 
language texts, such as English or Portuguese texts, to  determine the semantic 
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relations among the existing entities and the events they participate in, namely 
their relations. Natural language texts can be unstructured, plain texts, and/or 
semi-structured machine-readable documents, with some kind of markup. The 
information to be retrieved can be entities, classes of objects and events, and rela-
tionships between them. Informally, IE is the task of detecting elements such as 
“who” did “what” to “whom,” “when” and “where,” in unstructured free text 
information sources, and using those elements to populate structured informa-
tion sources (Gaizauskas & Wilks 1998; Màrquez et al. 2008).

IE is different from information retrieval (IR), which is the task usually per-
formed by current search engines such as Google and Bing. Whereas IE aims to 
extract relevant information from documents, IR aims to retrieve those relevant 
documents themselves from collections. For example, universities and other 
public libraries use IR systems to provide access to books, journals and other 
documents. However, in such cases, after querying search engines the users still 
have to read through those documents brought up in their search to find the infor-
mation they were looking for. When the goal is to explore data, obtain a summary 
of facts reported in large amounts of documents or have facts presented in tables, 
IE becomes a much more relevant technology than IR (McNaught & Black 2006).

A typical IE system has two main subtasks: entity recognition and relation ext-
raction. Entity recognition seeks to locate and classify atomic elements in natural 
language texts into predefined categories, while relation extraction tries to identify 
the relations between the entities in order to fill predefined templates. Two impor-
tant challenges exist in IE. One arises from the variety of ways of expressing the same 
fact. The other challenge, shared by almost all NLP tasks, is due to the great expres-
siveness of natural languages, which can have ambiguous structure and meaning.

The chapter is structured as follows: the next two sections provide back-
ground information and an overview of related work about information search 
in general and in the health domain, information extraction in health, and 
 ontology-based information extraction. Section 4 contains the general vision/
proposal of an ontology-based information extraction system to feed a search 
engine. The respective instantiation in two systems with different purposes and 
some illustrative results are presented in Section 5. Chapter ends with conclusi-
ons, provided in Section 6.

3.2 Background

Several approaches to IE have been followed over the years. One common 
approach is based on pattern matching and exploits basic patterns over a variety 
of structures: text strings, part-of-speech tags, semantic pairs, and dictionary 
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entries (Pakhomov 2005). However, this type of approach does not generalize 
well, which limits its extension to new domains. The need for IE systems that 
can be easily adapted from one domain to another leads to the development of 
different approaches based on adaptive IE, starting with the Alembic Workbench 
(Aberdeen et al. 1995). The idea behind these approaches is to use various kinds 
of machine learning algorithms to allow IE systems to be easily targeted to new 
problems. The effort required to redesign a new system is replaced with that of 
generating batches of training data and applying learning algorithms.

A more recent approach is the ontology-based IE (OBIE), which aims at using 
ontology to guide the information extraction process (Hahn, Romacker & Schulz 
2002). Since Berners-Lee et al. (1994) and Berners-Lee & Fischetti (1999) began 
to endorse ontologies as the backbone of the semantic web in the 1990s, a whole 
research field has evolved around the fundamental engineering aspects of onto-
logies, such as their generation, evaluation and management.

A relevant number of approaches need seed examples to train the IE systems. 
As such, several tools to annotate the semantic web were developed. Some earlier 
systems involved having humans annotate texts manually, using user-friendly 
interfaces (Handschuh, Staab & Studer 2003; Schroeter, Hunter & Kosovic 2003). 
Others featured algorithms to automate part of the annotation process. Those 
algorithms were based on manually constructed rules or extraction patterns, to 
be completed based on the previous annotations (Alfonseca & Manandhar 2002; 
Ciravegna et al. 2002).

As manual annotation can be a time consuming task, some approaches invol-
ved using ontology class and subclass names to generate seed examples for the 
learning process. Those names are used to learn contexts from the web and then 
those contexts are used to extract information (Kiryakov et  al. 2004; Buitelaar 
et al. 2008). Other approaches added Hearst patterns to increase the amount of 
seed examples (McDowell & Cafarella 2008). For instance, considering the Bird 
class, useful patterns would be “birds such as X,” “birds including X,” “X and 
other birds,” and “X or other birds,” among others.

3.3 Related work

Relevant related work on search, particularly search applied to health informa-
tion is the focus of this section. Here, relevant work related to ontology-based 
health information search is presented. First, recent trends in semantic search 
are presented; thereafter we discuss some of the trends related to health search 
and its specificities followed by a discussion of information extraction applied to 
health. The section ends with recent relevant work on OBIE.
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3.3.1 Semantic search

In recent years, the interest in semantic search has increased. Even mainstream 
search engines such as Google or Bing are evolving to include semantics. Some 
systems do not assume that all, or most data, have a formal semantic annotation. 
One approach is expanding the user query by including synonyms and mero-
nyms of the queried terms (Moldovan & Mihalcea 2000; Buscaldi, Rosso & Arnal 
2005). Term expansion is made using the “OR” operation available in most search 
engines. A somewhat similar approach is followed by Kruse et al. (2005), which 
uses WordNet ontology and the “AND” operation of search engines to provide 
semantic clarification on concepts that have more than one meaning in WordNet.

Other approaches combine full text search and ontology search. ESTER (Bast 
et al. 2007) features an entity recognizer that assigns words or phrases to the enti-
ties of the ontology. Then, when searching for information, two basic operations 
are used: prefix search and join. This allows discrimination of different meanings 
of a concept but without logic inference. A different approach is adopted by 
Rocha, Schwabe & Aragao (2004). This approach involves using a regular full text 
search plus locating additional relevant information by using other document 
data such as document creator. This additional data is stored in a RDF graph, 
which is traversed in order to find similar concepts.

Systems that process only data with a formal semantic annotation use 
SPARQL queries to retrieve results (Guha & McCool 2003; Lei, Uren & Motta 2006; 
Esa, Taib & Thi 2010). The problems usually addressed in these cases are perfor-
mance, in terms of reasoning speed, and how to rank the result set. A discussion 
on semantically enhanced search engines for web content discovery can be found 
in Kamath et al. (2013). Jindal, Bawa & Batra (2013) present a detailed review of 
ranking approaches for semantic search on web.

3.3.2 Health information search and exploration

In the health domain, web-available search engines are mainly targeted at retrieving 
information from related knowledge resources such as PubMed, the Medical Subject 
Headings thesaurus (MeSH) of the U.S. National Library of Medicine and the Unified 
Medical Language System (UMLS) of the U.S. National Library of Medicine.

CISMeF and HONselect are examples of such systems. The objective of CISMeF 
(Darmoni et  al. 2000) is to assist health professionals and consumers in their 
search for electronic health information available on the Internet. CISMeF, initi-
ally only available in French, has recently improved in two ways, being  currently: 
(1) a generic tool able to describe and index web resources and PubMed citations 
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or Electronic Health Records; (2) multi-lingual by allowing queries in multiple 
 terminologies and several languages. HONselect (Boyer et al. 2001) presents medical 
information arranged under MeSH, offering advanced multilingual features to facili-
tate comprehension of web pages in languages other than those of the user.

Another health-specific information search engine is WRAPIN (Gaudinat 
et al. 2006). WRAPIN combines search in medical Web pages with other “hidden” 
online documents that are not referenced by other search engines. WRAPIN ana-
lyses a page for the most important medical terms, performing frequency analysis 
on MeSH terms found on the page. It identifies keywords which are then used for 
weighted queries to its indexes and to translate into languages other than that of 
the initial query. WRAPIN also allows the most important medical concepts in the 
document to be highlighted.

Can & Baykal (2007) designed MedicoPort, a medical search engine designed 
for users with no medical expertise. It is enhanced with domain knowledge obtai-
ned from UMLS in order to increase search effectiveness. MedicoPort is semanti-
cally enhanced by transforming a keyword search into a conceptual search, both 
for web pages and user queries.

As an example of recent work, Mendonça et al. (2012) designed and developed 
a proof-of-concept system for a specific group of target users and a specific domain, 
namely, Neurological Diseases. The application allows users to search for neurolo-
gic diseases, and collects a set of relevant documents with the support of ontology 
navigation as an auxiliary tool to redefine a query and change previous results.

Another example of recent work is that of Dragusin et al. (2013) who introdu-
ced FindZebra, a specialized rare disease search engine powered by open-source 
search technology. FindZebra uses freely available online medical information, 
but also includes specialized functionalities such as exploiting medical ontologi-
cal information and UMLS medical concepts to demonstrate different ways of dis-
playing results to medical experts. The authors concluded that specialized search 
engines can improve diagnostic quality without compromising the ease of use of 
the current and widely popular web search engines.

3.3.3 Information extraction for health

In the clinical domain, IE was initially approached with complete systems, i.e., 
systems including all functions required to fully analyze free-text. Examples of 
these large-scale projects are:

 –  The Linguistic String Project – Medical Language Processor of New York 
University

 –  The Specialist system (McGray et  al. 1987) developed at the United States 
National Library of Medicine as part of UMLS project. This system includes 
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the Specialist Lexicon, the Semantic Network, and the UMLS Metathesaurus 
(USNLM 2008)

 –  The Medical Language Extraction and Encoding system (MedLEE) system 
(Friedman et  al. 1995) developed at the New York Presbyterian Hospital at 
Columbia University. MedLEE is mainly semantically driven; it is used to 
extract information from clinical narrative reports, to participate in an auto-
mated decision-support system, and to allow natural language queries.

Significant resources were required to develop and implement these complete 
medical language processing systems. Consequently, several authors experi-
mented over time with simpler systems that were focused on specific IE tasks 
and on limited numbers of different types of information to extract. Some of the 
areas currently benefiting from IE methods are biomedical and clinical research, 
clinical text mining, automatic terminology management, decision support and 
bio-surveillance. These narrowly focused systems demonstrated such good per-
formance that they now constitute the majority of systems used for IE. Relevant 
examples of this type of system are those from the International Classification of 
Diseases (ICD) (Aronson et al. 2007; Crammer et al. 2007).

3.3.4 Ontology-based information extraction – OBIE

Different approaches to OBIE have been proposed and developed over the years. 
The approaches differ in some dimensions as follows: (1) the identification and 
extraction of information can be performed using probabilistic methods or expli-
citly defined sets of rules; (2) the types of document from which information is 
extracted can be unstructured, plain text, or semi-structured and structured 
sources; (3) the ontology can be constructed from the document’s content or exist 
before the process started, and has the option of being updated automatically 
while processing documents; and (4) the kind of information extracted varies 
from extracting only ontological instances to extracting entire ontological classes 
and its associated properties.

Several IE groups focused on the development of extraction methods that use 
the content and predefined semantics of an ontology to perform the extraction 
task without human intervention and dependency on other knowledge resources 
(Embley et al. 1998; Maedche et al. 2002; Buitelaar & Siegel 2006; Yildiz 2007).

Considering IE for generic domains, a frequent approach is to use Wikipedia 
to build their knowledge base. Relevant examples of such systems were developed 
by Bizer et al. (2009), Suchanek, Ifrim & Weikum (2007), and Wu, Hoffmann & 
Weld (2008). Wikipedia structure is used to infer the semantics, and the knowledge 
base is populated by extracting information from pages of text and  infoboxes. 
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Other approaches, that do not take advantage of Wikipedia structure, acquire 
 information from generic web pages. The knowledge base structure is often infer-
red from pages of content and the knowledge base is populated using the same 
sources. Two good examples are Etzioni et al. (2004) and Yates et al. (2007).

Most approaches, whether using Wikipedia or not, use shallow linguistic 
analysis to detect the information to extract. Shallow analysis involves detecting 
text patterns and, at most, using part-of-speech information: e.g., which words 
are nouns, verbs, adverbs, or adjectives. The use of shallow linguistic informa-
tion, however, makes it difficult to acquire information from complex senten-
ces. A comprehensive survey of current approaches to OBIE can be found in 
 Wimalasuriya & Dou (2010).

3.4  A general architecture for health search: handling  
both private and public content

Health-related information can have quite different access restrictions. Personal 
health-related information is confidential and has restricted access even inside 
health organizations. On the other hand, other health-related information, such 
as general information on drugs and disease characterization, is available to the 
general public. Not every case falls neatly into either personal health informa-
tion that is confidential or more broadly into the category of general health info 
accessible to the public writ large. It is thus important that both well-defined 
cases which are either personal health-related or general-health related, and 
those that are not as extreme but share features of both categories, be addressed 
in a similar way. In this section we present a unified view of these cases (Fig. 3.1).

The main differences between the two extreme cases of personal health info 
versus general health pivots on (1) who are the target users of the information, i.e., if 
the search is made available to a general audience or only to authorized users (power 
users in the figure); and (2) if such a search is only possible inside the intranet of the 
organization holding the original source of information. In our view, these differences 
do not need different architectures to be handled effectively. In both cases, processing 
of the public and private documents can be performed by a similar pipeline, com-
bining IE and semantic integration, and making use of ontologies. The Search and 
Inference Engine can also be the same. The only requirement is that the interfaces can 
handle access restrictions, preventing both unauthorized user access and access from 
the web when the information is for an organization’s restricted internal use.

The proposed architecture is composed of a set of modules in which the IE 
component consists of a basic set of processing elements similar to the basic set 
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illustrated in Fig. 3.2 and described by Hobbs (2002). The semantic integration 
module is responsible for merging the information extracted in the previous 
modules and reasoning. The following sections describe in detail the architecture 
of the two different systems used in this work.
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Fig. 3.1: Unified view of semantic search for health, handling both access by the general public 
and restricted access by authorized users inside an organization.

Semantic
integration

Re
as

on
in

g

Other
sources

M
er

gi
ng

Re
la

tio
ns

ex
tra

ct
io

n

Pa
rs

in
g

NE
R

PO
S Sentence

boundary
detection

IE

Fig. 3.2: The basic set of modules to be included in the processing pipeline to extract  
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3.5 Two semantic search systems for health

In this section we present in detail two different systems providing semantic 
search supported by information extraction for both private and public content. 
The first system targets the search inside a health institution such as a hospi-
tal, or more generally what is considered an Intranet search, which is a search 
within an organization’s own internal website or group of websites. The second 
system in contrast targets the search outside the confines of the organization so 
as to enable the general public to semantically search and explore health-related 
information made available on the World Wide Web in Portuguese. Both of these 
semantic search systems were designed for Portuguese, but can be readily exten-
ded to other languages.

3.5.1 MedInX

MedInX (Ferreira, Teixeira & Cunha 2012) is a medical information eXtraction 
system tailored to process textual clinical discharge records in order to perform 
automatic and accurate mapping of free text reports onto a structured represen-
tation. MedInX is designed to be used by health professionals, and by hospital 
administrators and managers, as it also allows its users to search the contents 
of such automatically populated ontologies. MedInX uses IE technology to struc-
ture the information present in discharge reports originated by the electronic 
health record (EHR) system used in the region of Aveiro, Portugal in the Telematic 
Healthcare Network RTS® (Cunha et al. 2006). The way it works is by automati-
cally instantiating a knowledge representation model from the free-text patient 
discharge letters (PDL) issued by the hospital.

During a patient’s hospitalization, a large amount of data is produced in 
textual form as in the case of patient discharge letters. The purpose of these 
documents is to transfer summarized information from the hospital setting to 
other places, normally to the general practitioner, in order to assure continuity of 
patient care. MedInX addresses this type of narrative since they cover the whole 
inpatient period and summarize the major occurrences during that period.

The first step in development of MedInX was the creation of a corpus of authen-
tic health records to be used in the development and evaluation of the system. 
This corpus was gathered through a list of hospital episodes for which a code had 
been assigned relative to the diagnosis of a cerebrovascular disease. If more than 
one cerebrovascular disease were found in the patient, additional codes pertai-
ning to those conditions were entered in the patient’s record. The corpus consists, 
thus, of 915 discharge letters written in Portuguese,  corresponding to patients 
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admitted with at least one of the several cerebrovascular disease-related codes. 
Table 3.1 gives statistics pertaining to the amount of documents,  sentences, and 
tokens included in the development and test-evaluation set of MedInX.

Figure 3.3 presents a style-preserving illustration of a PDL, showing how it 
is possible to analyze the general content and structure of the documents. To 
begin with, the discharge documents have several interesting contextual fea-
tures. In general, it is evident that the narratives are written from one profes-
sional to another in order to support information transfer, remind them about 
important medical facts, and supplement with crucial numerical data such as 
blood pressure and lab test results. The texts are normally intelligible and the 
meaning becomes evident from the context even in the presence of numerous 
linguistic and grammatical  mistakes, word abbreviations, acronyms, signs, and 
other  communicative features.

MedInX is a system designed for the clinical domain, which contains com-
ponents for the extraction of hypertension-specific characteristics from unstruc-
tured PDLs. Its components are based on NLP principles; as such, they contain 
several mechanisms to read, process, and utilize external resources, such as 
terminologies and ontologies. These external resources represent an important 
part of the system by providing structured representations of the domain, clini-
cal facts, and events that are present in the texts. The MedInX ontologies allow 
the assignment of domain-specific meanings to terms and use these meanings in 
their operations.

3.5.1.1 MedInX ontologies
In MedInX four new ontologies were created. The first two consist of two forma-
lizations of the international classification systems that are supported by the 
World Health Organization (WHO): the International Classification of Diseases 
(ICD); and the International classification of functioning, disability and health 
(ICF). A drugs ontology and a conceptualization of the structure and content of 
the discharge reports comprise the last two of the MedInX ontologies.

Tab. 3.1: Number of documents, tokens and sentences in the MedInX corpus and its subsets.

Number of Development set Test set Total

Documents 829 86 915
Tokens 215,730 21,788 237,518
Tokens/Document 260 253 260
Sentences 12,974 1,346 14,320
Sentences/Document 16 16 16
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This last ontology, in particular, was designed as an extensible knowledge 
model and used for storing and structuring the PDLs’ entities and their rela-
tions, including temporal and modifying information. For instance, the MedInX 
ontology describes the fact that a Sign or Symptom is a Condition, a prescribed 

Motivo lnternamento 
AVC isquémico de repetição; HTA 

História Clinica 
Doente de 83 anos,com antec. de HTA e 
depressão nervosa.Faz uso regular de 
fármacos que desconhe nomes.Hoje veio 
transferida do Hospital do Visconde de Salreu 
por desvio da comissura labial para esquerda. 
Medicada regular/ com Ogasto; Tenoretic; 
Micardis e Motillium. 
A doente refere que cerca das 09H00 teve 
episodio de disartra acompanhado de desvio 
da comissura labial a dta, sem alterações da 
FM ou da sensibilidade. Recorreu ao Hosp de 
Estarreja tendo sido encaminhada a esta 
Urgencia por hipotese de AVC. Desde a 
entrada no HVS que refere melhoria progres-
siva das alterações da fala, sem de�cites 
neurologicos de novo. 
Sem queixas sugestivas de sindrome 
infeccioso ou de febre. 

Exame Físico 
COC, eupneica sem SDR. Apiretica. Chorosa. 
Corada e hidratada. TA- 193/68 mmHg; spO2 
(AA)- 99%; PR- 60/min. AC- irregular, por ES. 
AP- Mv+ sem RA valorizaveis. Sem edemas 
dos MI’s. 
ENS: EG- 15; sem lateralização motora; FM 
preservada; sem alteração da linguagem; 
pupilas I/R; olhos na linha media; esboço de 
paresia facial central a Dta. 

Terapêutica Efectuada 
Terapeutica efectuada:-aas 100, enoxaparina, 
esomeprazol, insulina sos, nitratos transder-
micos, soros. 

Destino 
Hos. de Salreu 

Evolução 
Tranferida para o Hosp. de Salreu

Admission Reason 
Recurrent ischemic stroke, HTA 

Clinical History 
83 years old patient, with history of HTA and 
clinical depression. Uses drugs regularly of 
which does not know names. Was transferred 
today from the Hospital Visconde Salreu by 
deviation of the le� lip. Regularly medicated 
with Ogasto; Tenoretic; Motillium and 
Micardis. 
The patient states that at approximately 09:00 
had an episode of dysarthria accompanied by 
deviation of the right lip without changes in 
MS or sensation. Appealed to the Hospital of 
Estarreja and was forwarded to this Urgency 
due to stroke suspicion. Refers progressive 
improvement of speech changes since 
entering the HVS, no neurological de�cit 
again. 
No complaints suggestive of infectious 
syndrome or fever. 

Physical Examination 
COC, eupneic without RDS. Afebrile. Tearful. 
Healthy coloring and hydrated. BP-193 / 
68 mmHg; spO2 (AA) - 99%, PR-60/min. 
CA-irregular, due to ES. PA-Bs + without 
considerable rales. No edema in the IMs. 
ENS: EG-15, no motor lateralization; MS 
preserved, without changes in language, 
PERRLA; eyes in the midline; outline of central 
facial palsy at the right. 

Therapeutics 
Therapeutic: -asa 100, enoxaparin, 
esomeprazole, sos insulin, transdermal 
nitrates, salines.

Destination
Salreu Hos. 

Evolution 
Transferred to Salreu Hosp. 

Fig. 3.3: A style-preserving illustration of a patient discharge letter. The original document 
 written in portuguese is presented on the left of the figure and, on the right, its English 
 translation.
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 Medication is a Therapeutic, a Procedure can be targeted to an Anatomical Site, 
and so forth. To identify the concepts in the ontology a middle-out strategy was 
used, i.e., first the core basic terms were identified in text and then specified and 
generalized as required.

3.5.1.2 MedInX system
MedInX components run within the unstructured information management 
architecture (UIMA) framework (Ferrucci & Lally 2004). Figure 3.4 illustrates 
MedInX architecture, identifying the following components:
1. Document Reader: a component which converts PDL files into plain text and 

extracts implicit meaning from the structure of the document by  converting 
the embedded tags of the input document into annotations;

2. General natural language processing: components for sentence discovery, 
tokenization and part-of-speech tagging;

3. REMMIX: the Named Entity Recognition component of MedInX which 
concentrates on the later stages of IE, i.e., takes the linguistic objects as input 
and finds domain-dependent classifications and patterns among them.
REMMIX is made up of three other components:
a. Context Dependent annotator: an annotator that creates annotations 

from one or more tokens, using regular expressions and surrounding 
tokens as clues;

b. Concept finding: a component which extracts concepts based on speci-
fied terminologies and ontologies, and determines negation, lateraliza-
tion and modifiers;

C. Relation extraction: a component which extracts relations between 
concepts using contextual information;

UIMA collection processing engine

MedInX
ontology

CAS consumers 

PDL reader

ICD 9

ICF

Drugs

Patient 
discharge
letters (PDL)

MedInX knowledge 
sources

UMLS
metathesaurus

General
natural
language
processing

Remmix
–
MedInx
NER

MedInx
relation
�nder

Flow controller

CAS

CAS

CAS

CAS

ICF check list

Template
�lling

Ontology
population

PDL
annotation

Fig. 3.4: MedInX architecture.
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4. Consumers: responsible for ending the process and creating the desired 
output. The three main consumers of MedInX are:
a. XML consumer: which produces an XML file with the annotations of the 

previous annotators.
b. Ontology population: which populates the MedInX ontology. This 

 component produces an OWL file with the information extracted.
c. Template filling: which outputs the knowledge extracted from the 

 narratives to a template containing information about the patient and 
their health related state, with the correspondent ICF codes.

3.5.1.3 Representative results
Figure 3.5 presents MedInX evaluation interface. The extracted entities are iden-
tified by the filled boxes while the arrows represent the relations between these.

MedInX was first evaluated in 2011, in the task of extracting information 
from PDLs. Seven judges, belonging to different specialized areas ranging from 
 medicine to computer science to linguistics, participated in the assessment by 
using the  web-based evaluation interface (Fig. 3.5). To wit, the jury was made up 
of two computer scientists, a linguist, a radiologist, two psychologists and a phy-
sician. The 86 PDLs of the evaluation set initially selected from the MedInX corpus 
were  automatically annotated by MedInX and made available for  evaluation for 

Fig. 3.5: MedInX evaluation interface.
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four months. During this four-month period a total of 30 different reports were 
reviewed.

The results obtained in the task of semantic classification are presented in  
Tab. 3.2 in terms of precision, recall, and F-measure. These values indicate a good 
 performance of MedInx all the way around. For example, given that MedInX is tailored 
to the medical domain and intended to process clinical text, its proficiency with 
 correctly extracting the entities and relations described in text makes it very well suited 
to the task. That is, only a precise system is capable of producing a correct, consistent, 
and concise ontology. Nonetheless, we were also concerned with the completeness 
of such an ontology, i.e., with the recall of the system. All in all, the results obtained 
indicate that MedInX performs with both high precision and recall, each showing an 
evaluation at approximately 95%. This is supported by an F-Measure, the Harmonic 
mean of recall and precision, whose evaluation is likewise at approximately 95%.

The clinical data included in the PDLs is a rich source of information, not only 
about the patient’s medical condition, but also about the procedures and treat-
ments performed in the hospital. Searching the content of the PDLs and ensuring 
the completeness of these documents is a process that still needs to be perfor-
med manually by expert physicians in health institutions. In order to support this 
process, we developed the MedInX clinical audit system. The main objective of 
the audit system is to help not only physicians, but hospital administrators and 
managers as well, to access the contents of the PDLs.

The clinical audit system uses the automatically populated MedInX ontology, 
which contains the structured information automatically extracted from the PDLs, 
and performs an automatic analysis of the content and completeness of the docu-
ments. The MedInX audit system uses the RDF query language SPARQL to query 
the ontology and retrieve relevant information from this resource. Several levels 
of information can be retrieved from this resource. An example of a developed 
rule, describing a complex scenario is given in Fig. 3.6. With this rule, we can find 
the PDLs that refer to less than a number of clinical Conditions and over a certain 
number of Chemical Procedures, namely, Medications and Active Substances.  
Both numbers used by the rule are user defined. The example of the figure uses  
the value 17 as the defined threshold after analysis of the most common values 
for these entities in the PDLs. The result of this rule allows identification of the 
outlier reports and suggests the need for content verification.

Tab. 3.2: Results of MedInX in the task of semantic classification.

Precision Recall F-measure

Semantic classification 94.87 94.84 94.85
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3.5.2 SPHInX – Semantic search of public health information in portuguese

The proof of concept system described next aims to perform semantic search on 
health information publicly available on the web in Portuguese.

3.5.2.1 System architecture
The SPHInX implementation is organized in four modules, respectively:

 – Natural Language Processing: includes document content processing tech-
nologies to retrieve structured information from natural language texts. It is 
named NLP because it is based on technologies from the NLP area. In this 
part of the prototype, text is extracted from documents and enriched with the 
inclusion of POS tags, identification of named entities, and the construction 
of syntactic structures.

 – Domain Representation: has tools for defining data semantics and associates 
it with samples of the NLP module output. System semantics is defined via 
ontology and, according to the ontology defined, it is necessary to provide 
examples of ontological classes and relations in sample documents. The 
examples are used to train semantic extraction models.

 – Semantic Extraction and Integration: trains and applies semantic extraction 
models to all texts in order to obtain meaningful semantic information. It 

Fig. 3.6: MedInX audit system rule editor.
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complements the extracted information with external structured sources, 
e.g., geocodes and stores everything in a knowledge base conforming to the 
defined ontology.

 – Search: information in the knowledge base can be searched and explored 
using natural language queries or via SPARQL.

3.5.2.2 Natural language processing
SPHInX was developed to process generic unstructured documents written 
in Portuguese, not only PDLs. Thus the NLP part was developed to handle the 
Portuguese language. The processing is organized in four sequential steps:  
(1) end of sentence detection; (2) Part-of-Speech (POS) tagging; (3) Named Entity 
 Recognition (NER); and (4) syntactic parsing.

Text is extracted from documents, and then sentences are separated using the 
sentence boundary detector Punkt (Kiss & Strunk 2006). The sentence boundary 
detector step is highly relevant because all natural language processing is done in 
a per sentence fashion. This means that sentences define the processing context 
in the next NLP steps, which include algorithms able to use all the content of a 
sentence without using any content of the previous or following sentences.

After the split, sentences are enriched with POS tags assigned by TreeTagger 
(Schmid 1994): noun, verb, adjective, etc. TreeTagger was trained with a European 
Portuguese lexicon in order to be integrated in the system. Its outputs contain the 
word form followed by the assigned POS tag and the word lemma.

Named entities are discovered and classified by REMBRANDT (Cardoso 2012). 
Words belonging to a named entity are grouped using underscores. For instance, 
the names of the person John Stewart Smith become the single token John_
Stewart_Smith. Then, sentences are analyzed to determine their grammatical 
structure. This is done by MaltParser (Hall et al. 2007) and the result is a planar 
graph encoding the dependency relations among the words of each sentence.

3.5.2.3 Semantic extraction models
SPHInX creates one semantic extraction model for each ontology class and onto-
logy relation. A model is a set of syntactic structure examples and counter examples 
that were found to encode the meaning represented by the model. It also contains  
a statistical classifier that measures the similarity between a given structure and 
the model’s internal examples. The model is said to have positively evaluated a 
sentence fragment if the similarity is higher than a given threshold.

The algorithm for creating semantic extraction models was inspired in two 
studies. The first is about extracting instances of binary relations using deep 
syntactic analysis. Suchanek, Ifrim & Weikum (2006) extracted one-to-one 
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and  many-to-one relations such as place and date of birth. They used custom-
built decision functions to detect facts for each relation, and a set of statisti-
cal classifiers to decide if new patterns are similar to the learned facts. In our 
proof-of- concept prototype, this work was extended to include the extraction of 
one-to-many and many-to-many relations. The proof-of-concept prototype also 
implements a general purpose decision function based on the annotated examp-
les instead of a custom-built function for each relation.

The second work is about improving entity and relation extraction when the 
process is learned from a small number of labeled examples, using linguistic 
information and ontological properties (Carlson et al. 2009). Improvements are 
made using class and relation hierarchy, information about disjunctions, and 
confidence scores of facts. This information is used to bootstrap more examples 
thereby generating more data to train statistical classifiers. For instance, when 
the system is confident about a fact, such as when it was annotated by a person, 
this fact is used as an instance of the annotated class and/or relation. This fact can 
also be used as a counter-example of all classes/relations disjoint with the anno-
tated class/relation, and as an instance of super-class/super-relation. Moreover, 
facts discovered by the system with a high confidence score can be promoted to 
examples and included in a new round of training. In the proof-of-concept proto-
type, this creation of more examples is not active by default as it can lead to data 
over-fitting and should therefore be used carefully.

For the first version of SPHInX, the ontology about neurological diseases 
used in Mendonça et  al. (2012) was adopted. The semantic extraction models 
were trained with a set of six manually annotated documents, of around fifty 
pages each, by a person familiar with the ontology but not related to the pro-
totype development. The annotations were related to neurological diseases and 
respective symptoms, risk factors, treatments and related drugs.

3.5.2.4 Semantic extraction and integration
All sentence graphs are evaluated by the classifiers of all semantic models, and 
are collected in the case of forming a triple. A sentence fragment forms a triple if 
it is positively evaluated by two class models, one for subject and the other for 
object, along with one relation model binding the subject and object (Rodrigues, 
Dias & Teixeira 2011). Missing information according to the ontology is searched 
in external structured information sources. For instance, unknown locations 
of entities with a fixed place (such as streets, organizations’ headquarters, and 
some events) are queried using Google Maps API.
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All collected triples are tentatively added to the knowledge base and their 
coherence is verified by a semantic reasoner. In SPHInX, reasoning is performed 
by an open-source reasoner for OWL-DL named Pellet (Sirin & Parsia 2004). All 
triples not coherent with the rest of the knowledge base are discarded, and a 
warning is issued. The remaining triples become part of the knowledge base.

3.5.2.5 Search and exploration
The search and exploration part of the system will be explained based on an 
illustrative example of use. The data for this example was obtained by having 
the system process fourteen previously unseen documents using the semantic 
extraction models trained earlier, plus the data already on the ontology at the 
time. Then, the same person that annotated the training documents was asked to 
suggest a few possible questions in Portuguese. Those questions were submitted 
to the system and one of them was selected for the example.

The interface, based on NLP-Reduce (Kaufmann, Bernstein & Fischer 2007), 
accepts natural language questions and generates SPARQL queries that are 
passed to a SPARQL engine. The system allows the user to enter a sentence, such 
as “memory loss is a symptom of what diseases?”

First, the question is transformed by removing all stop words and punctua-
tion marks. The remaining words are stemmed and passed to a query generator 
that will use them to produce a SPARQL query in four steps:
1. Search for triples that contain one or more words of the query in the object 

property label. Triples are ranked according to the amount of words included 
in the label.

2. Search for properties that can be joined with the triples found in step 1. Thus, 
properties are searched using domain and range information of triples from 
step 1 along with the remaining query words. In the case of query words 
 producing triples based on alternative object properties, the triples favored 
are those with the highest score from step 1. The triple set of this step is 
 combined with the set of step 1, according to the ontology rules.

3. Search for data type property values that match the query words not matched 
in steps 1 and 2. Triples found are once again ranked considering the amount 
of words included in the property values. All triples found respecting the 
domain and range restrictions of the set created in step 2 are added to it.

4. When there are no more query words left, the SPARQL query is generated 
to join the retrieved triples that achieved the highest scores in steps 1 to 3. 
Semantically equivalent duplicates are removed and the query is ready to be 
passed to a SPARQL endpoint.
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So a question like “a perda de memória é um sintoma de que doenças?” 
which is roughly the Portuguese equivalent to “memory loss is a symptom of what 
diseases?” originates the SPARQL code presented in Fig. 3.7.

The output of the query is a table containing the variables of the SPARQL 
query. Depending on the type of information asked, the data on the table can be 
plain text as in case of data type property, presented in Tab. 3.3, or links to other 
ontological entities as in the case of object properties. In the case of the latter, it is 
then possible to navigate through the ontology by following those links.

Another way to output results is by presenting the graph of ontological con-
cepts involved in the query. Figure 3.8 depicts the graph of the ontological ele-
ments used to compute the answer to the example query. As can be seen, there are 
more concepts involved than the ones included in the output table. The concepts 
involved in queries and not presented in the output table are typically the ones 
used to compute logical inferences.

Presenting the results in a graphic format allows users to navigate the informa-
tion stored in the knowledge base while keeping a good overview of the ontology 
and how different concepts relate to each other.

Fig. 3.7: SPARQL code generated by the natural language interface.

Tab. 3.3: Result set for the query “a perda de memória é um sintoma de que doenças?” 
(“memory loss is a symptom of what diseases?”).

NamedIndividual Sinal_Sintoma Sinal_Sintoma_label NamedIndividual_label

“Doenca de 
 Parkinson”

“Perda de 
memoria”

“Perda de memoria”@pt “Doenca de Parkinson”@pt

“Doenca de 
 Huntington”

“Perda de 
memoria”

“Perda de memoria”@pt “Doenca de Huntington”@pt

“Esclerose 
 Multipla”

“Perda de 
memoria”

“Perda de memoria”@pt “Esclerose Multipla”@pt

“Demencia de  
tipo Alzheimer”

“Perda de 
memoria”

“Perda de memoria”@pt “Demencia de tipo Alzheimer”@pt
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3.6 Conclusion

Taking into consideration the increasing need for semantic search of health informa-
tion available originally in natural language, in this chapter a general  architecture 
predicated on ontology-based information extraction to feed a search engine is pro-
posed and instantiated in two systems. The first system, MedInx, allows semantic 
search of the information regarding a hospital’s discharge letters, and can be gene-
ralized to the vast information in natural language stored in internal web-based 
hospital information systems. The second system, SPHInX, currently at an early 
stage of development, is capable of extracting information from public documents 
in Portuguese. For both systems, we present information on its architecture and 
components, and show via demonstration how these systems work.

We envision future developments of both systems that would address a much 
broader area, as both systems that we presented here only address a limited 

Fig. 3.8: Graph of the ontology concepts involved in the query example.
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medical domain. Another equally important goal pivots on the improvement of 
the interaction of the user with these systems, making search and exploration a 
natural experience for professionals and laity alike.
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4  Predicting dengue incidence in Thailand from 
online search queries that include weather  
and climatic variables

Abstract: This chapter presents machine learning techniques to help public 
health agencies mitigate vector borne disease, in particular dengue outbreaks. 
The methods presented in this study will predict the number of dengue cases 
so that public health authorities may devise adequate interventions to address 
dengue outbreaks. Search queries from digital sources are used to forecast the 
number of dengue cases prior to officially reported cases. This is achieved by 
processing query terms related to vector-borne dengue disease. Climate has been 
correlated to the vector’s dynamics; hence, query terms related to weather are 
utilized for the forecasting of dengue cases.

4.1 Introduction

In recent years the significance of the terms used in Internet searches has become 
increasingly evident. In particular, web search data can be used as trend indica-
tors in a variety of fields. Making use of its direct access to mining search queries, 
Google offers the web service Google Trends, which presents frequency and loca-
tion of search terms in different formats (Choi & Varian 2012). Such trends include 
the categories shopping, arts and companies. Third party providers make use of 
information obtained from search engines to target specific areas of interest, such 
as most desired travel locations as defined by Google searches (Shankman 2012). 
Information about user characteristic has been mined by analyzing sequences 
of searches and search modifications (Jansen et al. 2000), as well as the use of 
browsing history to provide personalized search results for different users despite 
the use of the same search terms (Sugiyama et al. 2004). Similarly, social network 
analysis techniques have been applied to mine the Web, blogs and online forums 
to predict long-term trends on the popularity of concepts. Such trends include 
the popularity of brands, outcomes of political elections, and the winners of 
movie awards (Gloor et al. 2009). Correlation between health data and informa-
tion mined from the Internet has been shown in different studies. As an example, 
Google Flu Trends uses this information to estimate flu activity in the United 
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States. Due to delays in reporting and underreporting in the healthcare system, 
these search trends may instead serve as early predictors of outbreaks. Regional 
outbreaks can be detected as early as 7–10 days before surveillance systems by the 
Centers for Disease Control and Prevention (CDC) (Carneiro & Mylonakis 2009).

4.1.1 Dengue disease in the world

The CDC’s division of vector-borne disease (DVBD) recognizes dengue as one of 
the vector-borne diseases in its priority list (CDC 2013). Dengue, specifically, is 
a viral disease that is transmitted via mosquito bites to humans. Dengue, as a 
reemerging disease, has gained the attention of international health agencies, 
such as the World Health Organization (WHO) and the Pediatric Dengue Vaccine 
Initiative (PDVI). The PDVI was founded in 2001 to advance the development of 
pediatric dengue vaccines for use in developing countries. Based on their colla-
boration with the WHO, governments, industry, and the scientific community, 
the PDVI has been actively involved in the development of improved policies and 
guidelines for clinical evaluations and vaccine testing. Now their work is con-
tinued by the Dengue Vaccine Initiative (DVI), a consortion of four organisations: 
The International Vaccine Institute, the World Health Organization, the Internati-
onal Vaccine Access Center, and The Sabin Vaccine Institute (The Dengue Vaccine  
Initiative 2014).

The WHO and the PDVI have estimated between 2.5 to 3.6 billion people to be 
at risk of contracting dengue. In 2010, about 50 million dengue cases resulting 
in 22,000 deaths were reported worldwide (see Fig. 4.1) (WHO 2010). In the same 
year, the US territory of Puerto Rico experienced the longest and largest incidence 
of dengue cases reported since the 1960s (Sharp et al. 2013).

Fig. 4.1: Map of human dengue cases in 2013. Generated and adapted from (healthmap.org 2013).
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Studies have shown that variation in temperature acts as an important con-
founder affecting metabolic processes and the reproduction of the pathogen 
within a vector. In addition, variation in temperature influences the number 
of laid eggs; thereby, modifying the dynamics of the vector population; con-
secuently, the incidence of dengue in the human population. Peak numbers 
of human dengue cases during hot-dry and rainy seasons have been reported 
 (Altizer et al. 2006). Moreover, it has been hypothesized that transovarial1 trans-
mission and infected eggs during the diapause2 state may be a contributor of the 
survival of the virus during inter-endemic periods (Xiao-Xia et al. 2004).

The use of analytic tools such as mathematical and computational models, 
permit both quantitative and qualitative analysis of virtual contagion scenarios 
and the forecasting of future outbreaks. Computational disease models allow 
public health experts to investigate the impact of each mode of transmission, 
both horizontal and vertical transmission. The ubiquitous access to the Internet 
and the accessibility of information stored in data centers have given the scien-
tific community a unique opportunity to apply modern statistical techniques to 
the study of disease dynamics. Making use of these scientific tools, public health 
authorities can anticipate imminent dengue outbreaks, establish adequate pre-
paredness plans, and develop effective policies that provide rapid interventions 
and optimal utilization of public health resources. The systematic study of virtual 
disease scenarios and forecasting will allow health authorities to develop the 
necessary skills and capabilities today to cope with real sanitary emergencies of 
tomorrow.

The transmission risk of dengue is strongly dependent on the ambient tempe-
rature of the geographic region. Temperature will determine the rate at which mos-
quitoes develop from egg to adult and therefore the number of vectors. Further, 
the extrinsic incubation period (EIP), which describes the time until an infected 
vector becomes infectious is temperature dependent. Therefore, it is imperative 
for predictive models to include data about climate and climate change.

4.2 Epidemiology of dengue disease

There are two species of vectors that are a natural reservoir of dengue disease; 
these are Aedes aegypti and Aedes albopictus. The causative agent of dengue is in 
the category of arboviruses. Four serotype3 strains of the virus DEN-1, -2, -3, and -4,  

1 Transovarial: dengue transmission from female mosquito into laid eggs.
2 Diapause: phase of suspended development during unfavorable climate conditions.
3 Serotype: it is a distinguishable ribonucleic acid strain of the virus.
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are known to induce dengue fever (DF), dengue hemorrhagic fever (DHF), and  
life-threatening dengue shock syndrome (DSS). The four dengue serotypes are 
transmitted and disseminated into the human population through the bites of 
infected host mosquitoes (Anderson & May 2002).

Once a person acquires dengue, the onset of symptoms begins approxi-
mately 4–7 days after the mosquito bite. This time period is known as the latent 
period. The duration of symptoms typically lasts approximately 3–10 days. It 
is not unusual that infected people show no symptoms. A large number of 
dengue virions must be present in the blood stream of the infected person in 
order to transmit the disease back to the vectors (CDC 2010). Human infection 
caused by one of the serotypes leads to specific antibodies that provide long 
lasting immunity. After recovering from a dengue infection, a period of appro-
ximately 12 weeks (84 days), immunity is acquired for the other  serotypes 
(Krause 1997).

While feeding on human infected blood, a mosquito digests the dengue 
virions that will reproduce and infect the vectors cells. Once the virions have 
reached the salivary glands of the mosquito, it is said to be an infectious mos-
quito, which will remain in this condition for the rest of its adult life. The elapsed 
time between digestion and salivary glands infection is known as the extrin-
sic incubation period (EIP). It is estimated that the EIP can last approximately 
8–12 days (CDC 2010). The transmission of dengue disease that occurs between 
the vector and human population and vice versa is known as horizontal trans-
mission. The annual reemergence of dengue outbreaks varies according with the 
vector abundance. Moreover, the abundance or the dynamics of the vector popu-
lation is determined, among other factors, by weather change.

4.2.1 Temperature change and the ecology of A. aegypti

Temperature variation affects the phases of the A. aegypti life cycle. The mos-
quito life cycle encompasses four metamorphic phases: egg, larva, pupa, and 
adulthood. Effects in the life cycle of the vector are the shortening or stretching 
of embryo maturation; the augmentation or decreasing of the viability; and the 
prolonging or reduction of the life span of the mosquitoes. The influence of tem-
perature on two of these biological phases in eggs, larvae, and pupae are depic-
ted in Fig. 4.2.

Temperature variation not only influences the completion time of biological 
processes but also establishes the duration of the virus’s extrinsic incubation 
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period (EIP) within the host (known as latent period). The effect of temperature 
in the efficacy of dengue transmission from A. aegypti into susceptible primate 
hosts have been reported by Burke et al. (Watts et al. 1987).

Unfavorable weather conditions affect the reproduction of the dengue virus 
within vectors. At temperatures below 24°C, the EIP stretches beyond the life 
span of mosquitoes. Since the end of the EIP determines the start of the vector’s 
infectious period, it becomes apparent that it is unlikely that transmission of the 
virus through mosquito biting could take place, giving no opportunity to the con-
tinuation of an endemic process.

There exists another form of dengue transmission, the transovarial transmis-
sion, which seems to contribute to the perennial and recurrent annual outbreaks. 
The transovarial transmission is the transmission of the dengue virus from an 
infected female vector to its offspring. It is known that infected eggs, under unfa-
vorable conditions, enter into a diapause state, maintaining a dormant genera-
tion of future infected mature vectors (Xiao-Xia et al. 2004; Bennet & Joshi 2008). 
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In Fig. 4.3, the change in duration of the extrinsic incubation period by means of 
change in temperature and a flow diagram describing the transovarial transmis-
sion of dengue from a mature vector into the immature phases of the vector are 
presented.

To this point, we discussed the relationship among temperature, dengue 
virus, and disease-host A. aegypti. Thus far, the description of these relation-
ships was centered at the organism level; however, another type of relationship 
exists between the host vector A. aegypti and the dengue virus which can be 
traced to the level of gene expression (Shuzhen et al. 2012). Knowing the impor-
tance of these relationships, each one can be taken into consideration in the 
design of detailed computational tools to anticipate the trends of seasonal 
dengue outbreaks. Detailed computational tools necessitate specific data to be 
available to design such methods. The ubiquity of the Internet and online data 
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sources have become valuable assets for researchers and scientists in the field of 
public health. Available cyberinfrastructure where online activity, statuses, and 
queries of millions of people are stored every day has encouraged the advance-
ment and development of methods to predict seasonal outbreaks. In previous 
work, the use of cyberinfrastructure and computational methods have allowed 
researchers to forecast yearly trends of infectious disease (Corley et al. 2009). 
These results have motivated the use of such cyberinfrastructure to design and 
implement predictive models to the prediction of vector-borne diseases. Reco-
gnizing the existing relationships among weather, host, and disease, it is the 
intent of the following section to introduce available methodologies that can 
serve as the guiding oracle for the public health experts in the control of vector-
borne diseases.

4.3 Using online data to forecast incidence of dengue

This section demonstrates the effort of monitoring dengue outbreaks or fore-
casting the number of dengue cases to support public health authorities in the 
planning to mitigate dengue epidemics. This study utilized data from the Internet 
to predict the number of dengue cases ahead of official reported cases. Several 
machine learning algorithms were applied to build predictive models. This 
research aims to confirm that online data are useful for disease surveillance and 
compare the performance of predictive models.

4.3.1 Background and related work

Dengue is currently the most serious vector-borne disease globally (Guha-Sapir & 
Schimmer 2005; Racloz et al. 2012). The outbreaks of dengue have affected a large 
number of people throughout the world, especially in tropical and sub-tropical 
nations (Map 2012; WHO 2012). Mitigation of this particular vector-borne disease 
requires a tremendous amount of monetary resources every year, especially in 
hospitals, where the number of patients grows rapidly during an epidemic. To 
cope with such outbreaks efficiently, governments require experts, equipment, 
medicine, and response strategies to assist patients adequatly and to reduce the 
mosquito population.

There are different challenges during a vector-borne epidemic, which include 
the lack of vaccine to prevent the infection; severe flu-like illness in children with 
weak immune systems; the lack of solid plans to control the disease’s outbreak; 
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and the lack of sufficient specialists (Palaniappan & Awang 2008; Potts et  al. 
2010; Madoff et al. 2011). Governmental budget constraints, and administration 
inefficiencies are other factors that will result in ineffective response plans. Fur-
thermore, a short incubation period of 4–7 days leads to a quick spread of dengue, 
which mostly occurs in developing countries (WHO 2012) and often affects a large 
number of people.

Public health agencies need to cope with dengue outbreaks efficiently. 
The implementation of a surveillance system is one strategy that can be used 
to monitor the epidemics of dengue, which may help to mitigate or reduce the 
disease outbreaks. Epidemiological surveillance systems gather, analyze, and 
interpret data about a particular disease and the results will be reported to the 
relevant public health authorities. However, delayed reporting of dengue cases, 
due to the time-consuming diagnosis process to confirm cases, may render exis-
ting surveillance systems ineffective.

Researchers have studied how viruses spread and predicted the distribution 
of diseases in different regions by modeling and simulating the disease epidemics. 
This has helped relevant public health agencies to implement active response 
plans, improve early detection of the outbreak, controlling mosquito populati-
ons, migrating at-risk people, and preparing enough physicians and hospitals to 
respond to the epidemic (Focks et al. 1995; Derouich & Boutayeb 2006;  Medeiros 
et  al. 2011). However, accurate modeling and simulation depends on the data, 
models, and parameters used, to which simulation results are very sensitive. For 
instance, a minor change of one particular parameter may result in drastically 
different results. In addition, some experiments may require high performance 
 computing for modeling and simulation of the disease epidemics; otherwise, 
experiments can not be easily completed within reasonable time frames (Keeling &  
Ross 2008; Mikler et al. 2009; Bisset et al. 2010).

Another technique to prepare for the spread of infectious diseases is the 
development of surveillance systems that utilize data from other resources, 
including websites or social networks. Twitter, for instance, is a type of online 
social network with data that has been used to predict disease epidemics using 
different methods in order to help epidemiologists and public health organi-
zations control the disease outbreak (Gomide et al. 2011; Signorini et al. 2011). 
The use of social network data can help researchers estimate the number of 
such dengue incidences ahead of official reports, which are often delayed due 
to the laboratory process. The results of this type of study can help researchers 
make reasonable predictions about the number of dengue cases at near real-
time even though the people who tweeted did not go to hospitals or get diag-
nosed. This approach is called syndromic surveillance, which is conducted to 
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quickly detect and monitor disease epidemics before diagnoses are confirmed. 
This will help prepare public health workers and medical facilities to accoma-
date potential patients, thereby reducing mobidity and mortality (Buehler et al. 
2008; Henning 2008).

The use of social media to advance the epidemiology of Influenza is a good 
example of improving disease surveillance. Corley et  al. collected data from 
Spinn3r during the Fall flu season from August 1st to October 1st, 2008. After the 
data was mined and analyzed, the results showed a high correlation between the 
data on Spinn3r and the US Center for Disease Control and Prevention surveil-
lance reports (r  =  0.767) with 95% confidence (Corley et al. 2009).

Twitter data from social networks are another resource that can be used 
for monitoring disease epidemics. Researchers from the United Kingdom, for 
instance, analyzed Twitter data for 24 weeks during the occurrence of the seaso-
nal flu H1N1 in 2009. The results indicated that the Twitter data can be used to 
monitor flu activity in regions. The correlation between the normalized Twitter 
data and the UK Health Protection Agency (HPA) for five regions was over 0.8 
(Lampos & Cristianini 2010). In addition, methodological approaches for utili-
zing tweets for disease surveillances have been widely used to monitor not only 
Influenza H1N1, but also many other diseases including malaria, dengue, yellow 
fever, measles, poisoning, cholera, typhoid, hepatitis, and smallpox (Achrekar 
et al. 2011; Gomide et al. 2011; Krieck et al. 2011; Signorini et al. 2011).

Regarding the effort of utilizing the social networking data from Facebook, 
which has become a popular social network, many studies have conducted 
experiments to gather Facebook data that people posted in public for analyzing, 
monitoring, and predicting trends (Chu et al. 2011; Cyijiki & Michahelles 2011; 
Nguyen & Tran 2011). Fan and Yeung collected Facebook data for modeling virus 
propagation. The findings of this research show that people posted information 
about their illnesses in their messages on Facebook for entertainment. This indi-
cates that Facebook data can be used for monitoring disease outbreaks (Fan & 
Yeung 2010).

Data from social networks in the previous examples indicate that such data 
can be used in syndromic surveillance systems: the systems can track disease 
epidemics, predict the number cases, and identify the disease outbreak at near 
real-time. In addition, Achrekar et  al. introduced the framework called Social 
Network Enabled Flu Trends (SNEFT), which performs a crawling over the Twitter 
messages that are related to the H1N1 symptoms and the data from the influenza-
like illness (ILI) reports (this report is always delayed by 1–2 weeks). Researchers 
collected 4.7 million tweets from Oct 18th, 2009, to Oct 31st, 2010, and used 
the auto-regression model to analyze the data and predict the ILI incidences.  
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The  correlation of the two sets of data was very high (r  =  0.98), indicating that 
Twitter data are useful data for disease surveillance (Achrekar et al. 2011).

Different data mining or machine learning algorithms, such as Naive Bayes, 
Descision Tree, Artificial Neural Networks, Support Vector Machine, can be used 
for analyzing disease data in order to identify the high season of outbreaks and 
to predict the number of cases (Chakoumakos 2012). In previous work, resear-
chers predicted the occurrence of heart disease by analyzing data in the fields 
of medicine, computer science, and engineering from journals and publications 
provided on the Internet. Different algorithms were used; the results showed 
that Decision Tree outperforms Naives Bayes and Artificial Neural Networks 
(Soni et al. 2011).

In a second study, researchers collected healthcare data from a database 
at the University of California at Irvine. The data consists of different attributes 
related to heart disease, such as age, sex, blood pressure, and blood sugar. These 
data have been analyzed using multiple algorithms, including Rule Based, Deci-
sion Tree, Naive Bayes, and Artificial Neural Networks. The findings showed that 
the Naive Bayes model outperformed the others. The model could predict a heart 
attack with the accuracy of 84% (Srinivas et al. 2010).

The efforts in disease surveillances have been extended to dengue fever. For 
instance, Gomide and others collected data from two different sources in Brazil: 
the Twitter data that are related to dengue terms (dengue) and the official dengue 
cases. The linear regression model was used for predicting the number of dengue 
cases. The results showed that the value of predictive model and the Twitter data 
have high correlation with R2  =  0.9578 (Gomide et al. 2011).

Our research demonstrates the use of data from another resource on the Inter-
net: typical search query data that people entered in the Google search engine. 
The data were analyzed to predict the number of dengue cases in  Thailand. 
Several machine learning techniques were applied to find the best type of pre-
dictive model. Additionally, the query search terms that related to both dengue 
search terms and climate search terms, including rainfall, temperature, and 
humidity terms, were collected to find whether these terms can be used to predict 
the number of dengue cases.

4.3.2 Methodology for dengue cases prediction

4.3.2.1 Framework
As shown in Fig. 4.4, the design of our study consists of five components, which 
are search query data, official data, predictive models, models validation, and 
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results. The data from the first two components are used to build predictive models 
that forecast the number of dengue cases. The validation component measures 
the goodness or the performance of these models using root mean squared error 
(RMSE), Person correlation coefficient (r), and K-fold cross validation. Finally, the 
results shall identify the best type of predictive model.

4.3.2.2 Data sets
This study collected two types of data sources, search query data (or search terms) 
and official data.
(1) Search query data
The frequencies of different search queries were collected from the Google 
Trends web search engine, which is an online search tool that shows how often 
a particular search term has been queried over periods of time, different regions, 
and various languages (Rouse 2012). This study focused on people in Thailand 
who used the Google search engine to find dengue related information. There-
fore, the collection of search terms have been selected from both languages, 
English and Thai. These terms are related to dengue, climate, and temperature, 
which have been shown to affect the vector dynamics and thus the severity of 
dengue epidemic. Search query data were collected from January 2008 to the 
end of August 2013. The collected data were categorized into four groups as 
shown in Tab. 4.1.

Search query data

1. Multiple linear regression
2. Arti�cial neural network

1. Root mean squared error
2. Correlation
3. K-fold cross validation

Model evaluation

The best model
dengue prediction

Predictive models

O�cial data Results

Fig. 4.4: Research framework.
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Tab. 4.1: Variables and search queries.

Category Variable Search query Remark

Dengue terms X1
X2
X3
X4
X5
X6
X7
X8
X9
X10

dengue
dengue fever
dengue symptoms
mosquito bites

[Thai] aedes aegypti
[Thai] dengue
[Thai] dengue fever
[Thai] dengue symptoms
[Thai] mosquito bites
[Thai] dengue prevention

Rainfall terms X11
X12
X13
X14
X15
X16
X17
X18
X19
X20
X21

rain
raining
rainy season
flood

[Thai] rain
[Thai] raining
[Thai] rainy season1 (formal term)
[Thai] rainy season2 (informal term)
[Thai] flood
[Thai] waterlogging
[Thai] rainfall amount

Temperature & 
humidity terms

X22
X23
X24
X25
X26
X27
X28
X29

temperature
hot
humid
humidity

[Thai] temperature
[Thai] hot
[Thai] humid
[Thai] humidity

Concept terms X30
X31
X32
X33
X34
X35
X36
X37
X38

[Concept] dengue
[Concept] dengue symptoms
[Concept] mosquito bites
[Concept] rain
[Concept] rainy season
[Concept] flood
[Concept] temperature
[Concept] hot
[Concept] humidity

X1+X2+X6+X7
X3+X8
X4+X9
X11+X12+X15+X16
X13+X17+X18
X14+X19+X20
X22+X26
X23+X27
X24+X25+X28+X29
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Note that some search terms have a very low frequency. For instance, the 
 frequency of dengue in 2008 was zero, which would cause low accuracy of results. 
Hence, it is necessary to combine those search terms that have the same or similar 
meaning. These combined terms are referred to as concept terms. For instance, 
the [Concept] – dengue is the combination of dengue, dengue fever, [Thai] dengue, 
and [Thai] dengue fever.
(2) Official data
The official data, which count the reported dengue cases in Thailand from January 
2008 to the end of August 2013 was collected from Department of Disease Control, 
Thailand. The information is hosted and freely available from the official website: 
http://www.thaivbd.org/dengue.php?id=234.

4.3.2.3 Predictive models
(1) Multiple linear regression
Multiple linear regression is the statistical method employed to model the 
 relationship between a dependent variable (response variable) and two or more 
independent variables (explanatory variables) (Mendenball et al. 1993; Buntinas & 
Funk 2005; Sullivan & Verhoosel 2010). This technique attempts to measure the 
strength of the relationship among the variables. A simple equation of the multi-
ple linear regression model is in the form

 Y = β0 + β1x1 + β2  x2 + … + βkxk + ε  (1)

where y is the response variable, β0 denotes the intercept of the regression line, 
β1 to βk are coefficients or slopes, k is the number of independent variables, ε 
is the error term or noise, and x1 to xk are independent variables or predictors. 
In this study, each independent variable (search term) represents the volume of 
the search query and the dependent variable represents the official number of 
dengue cases.
(2) Artificial neural network
An artificial neural network or neural network is a machine learning model ins-
pired by the biological nervous system, especially the human brain which con-
sists of nerve cells called neurons. A neuron is connected to other neurons via 
axons, which transmit nerve impulses to other neurons. A neuron connects to 
axons via dendrites, which receive signals from other neurons (Zhang et al. 1998; 
Tan et al. 2005).
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Figure 4.5 shows a multilayer perceptrons appoach (MLP), which consists 
of several layers of nodes equivalent in a small scale to the many neurons in 
a human brain. The first layer is an input layer, which receives external infor-
mation. Each node in this layer represents an independent variable. The last 
layer is the output layer, which represents the dependent variable. Between the 
input and output layer there are one or more intermediate layers called hidden 
layers. Hidden layers contain the nodes that connect the input layer with the 
output layer by means of weighted links. The different weights in differnt links 
represent the strengths of the relationships among the neurons. For instance, 
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Fig. 4.5: A typical multilayer feed-forward artificial neural network (ANN).
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a strong connection between any two neurons is determined by a high weight 
value of the link between the neurons (Kaastra & Boyd 1996; Zhang et al. 1998).

With respect to the training process to learn the weights, the feed-forward 
and backpropagation algorithms are the most commonly used (Kaastra & Boyd 
1996). The algorithms start with the feed forward phase. Input entry data is fed 
into the network and the weight values in each link are initialized randomly. 
The next phase compares the output with a desired value (corresponding target) 
and feedback error (backpropagation), then updates the new weights whenever 
necessary.

In the feed forward approach, each node in the hidden and the output layers 
has its weighted sum (or net sum), which is the summation of the products of the 
weight and the neuron in the previous layer. The equation of the weighted sum 
is defined as

 Xj = ∑ 
i = 1

  
n

   (wij Xi)  + b (2)

where Xj represents the weighted sum of the jth neuron in the hidden and output 
layers. n denotes those neurons forming the previous layer and Xi is the output 
of the ith neuron in the previous layer. wij is the weight between the jth and ith 
neuron, and b represents the sum function, which computes the effect of inputs 
and weights (Ali & Tohid 2012).

The next step of the feed forward method is to apply the activation function 
in order to reduce the weighted sum values into small numbers. It is the activation 
function that prevents the neural networks from consuming excessive training 
time due to large values in the outputs from the weighted sums (Kaastra & Boyd 
1996; Akintola et  al. 2011). Activation functions commonly used to do this are 
sigmoid (logistic), hyperbolic tangent (tanh), sine or cosine, and linear (identity) 
functions (Zhang et al. 1998; Tan et al. 2005).

In this study the hyperbolic tangent function is used by the neurons in the 
hidden layer. The hyperbolic tangent function is defined as

 tanh x = sinh x  = e
x – e–x

  cosh x  ex + e–x   (3)

where sinh x is the hyperbolic sine of x, cosh x is the hyperbolic cosine of x, and e 
is Euler’s number (approximately 2.718281828).

In addition, the activation function for the output layer used in this study 
is linear function ( y  =  f(x)) because the expected value is the number of dengue 
cases (continues values).
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4.3.2.4 Validation
(1) Root mean squared error (RMSE)
The root mean squared error is one of the most common measurement methods to 
evaluate the goodness of different models (Mendenball et al. 1993). This method 
measures the performance of candidate models by taking the standard devia-
tion of the prediction errors (residuals). The lowest value of RMSE gives the best 
model because the lowest value indicates less residual variance. The RMSE can 
be computed as

 
RMSE =      

1 
n  

n
Σ i = 1 

 (yi – ŷ)2  (4)

where yi is the actual value (official number of dengue cases), ŷ is the prediction 
value, and n is the size of data.

The RMSE is very sensitive with large errors that would result in a very high 
value (Mendenball et al. 1993). Normalized RMSE is used to transform the RMSE 
into a small value. The equation of normalized RMSE is defined as

 
NRMSE =   RMSE  

  Xmax – Xmin  (5)

where NRMSE is the normalized root mean squared error, RMSE is the root mean 
squared error, and Xmax and Xmin are the maximum and the minimum of the actual 
(observed) values, which come from the official data.
(2) Pearson correlation coefficient (r)
The Pearson coefficient measures the correlation between two variables. It deter-
mines how strong the relationship between two variables is. The following equa-
tion defines the Pearson coefficient:

 

r =           
 ∑ 

i = 1
  

n

   (xi – x–)(yi – y–)

 
   [ ∑ 

i = 1
  

n

   (xi – x–)2][  ∑ 
i = 1

  
n

   (yi – y–)2]
 (6)

where x1, …, xn are the values of independent (predictor) variables, x– denotes the 
mean of x1, …, xn, y1, …, yn, which are the values of dependent variables, and  
y– represents the mean of y1, …, yn. The values of r are between –1 and 1, r  =  1 indi-
cates perfect positive correlation, r  =  –1 indicates perfect negative correlation, 
and r  =  0 indicates the absence of correlation between the two random variables  
(x and y). In this study, x1, …, xn are predicted values (cases) and y1, …, yn represent 
reported cases.
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(3) K-fold cross-validation
Cross-validation is used to evaluate and compare the learning algorithms by divi-
ding the corpus into two data sets: training and testing. The training set is used 
to learn or to train, whereas the testing set is used to validate the model. In the 
k-fold cross-validation, the data corpus is partitioned into k equally sized subsets. 
During each execution, one subset is chosen for testing while the others are used 
for training. The process repeats k times in order to allow each data subset to be 
used as a testing set (Tan et al. 2005).

In this study, both official dengue cases and search query data were partitioned 
into six subsets, 2008–2013. Each subset consists of 12 months, except the data from 
2013, which was available from January to the end of August. Although this data set 
did not cover a complete year, it is acceptable as it spans over most of the year.

4.3.3 Prediction analysis

In this study, IBM SPSS was used to analyze the corpus, which was partitioned 
into six data subsets. Each subset (data for a single year) was used for testing, and 
the rest of the subsets were used for training. Having four categories per year, the 
analysis produced 24 models.

4.3.3.1 Multiple linear regression
In order to build the models to predict the number of dengue cases, multiple 
linear regression was used for analysis. SPSS was executed multiple times based 
on the different subsets of the corpus and the categories. For analysis, the “back-
ward” method was used in the process.

The “backward” method starts with all candidate variables (search terms) 
then removes the variable which improves the model.4 This process is repeated 
until no improvement can be made (all the remaining variables have a p-value 
less than or equal to 0.05). The results of the multiple linear regression analysis 
are summarized in Tab. 4.2.

Nineteen search terms shown in Tab. 4.2 are the terms used in the fitted models, 
which were built from multiple linear regression analysis. As can be seen from this 
table, there are six dengue search terms, seven rainfall terms, two temperature 
terms, and five concept terms that were used to predict the number of dengue cases.

For dengue search terms, there are two English terms and three Thai terms that 
were produced by the analysis. In 2008, only two terms ([Thai] dengue and [Thai] 

4 The term that yield the least for the fitted model.
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Tab. 4.2: Variables, or search terms, produced from multiple linear regression analysis, 
the correlations (r) between the predicted values and the reported dengue cases, and the 
normalized root mean squared error (NRMSE). The best prediction of each model are mostly 
concept terms models, indicating that the concept terms improve in the predictions.

Category Variable Search term Year

2008 2009 2010 2011 2012 2013

Dengue 
terms

X1
X3

X6
X7

X10

dengue
dengue 
 symptoms
[Thai] dengue
[Thai] dengue 
fever
[Thai] dengue 
prevention
r – training
r – testing
NRMSE – testing





0.92
0.85
0.608






0.90
0.34
0.459**









0.79
0.94
0.257








0.90
0.88
0.195***








 0.90
 0.74
0.290








 0.83
 0.96
0.239

Rainfall 
terms

X11
X13
X16
X17

X18

X19
X20

rain
rainy season
[Thai] raining
[Thai] rainy 
season1
[Thai] rainy 
season2
[Thai] flood
[Thai] 
 waterlogging
r – training
r – testing
NRMSE – training








0.86
0.83
0.237








 0.87
 0.80
0.768









0.88
0.85
0.239








0.88
0.64
0.747







0.85
0.68
0.374









0.79
0.93
0.225*

Temperature 
& humidity 
terms

X26

X29

[Thai] 
 temperature
[Thai] humidity

r – training
r – testing
NRMSE – testing



0.49
0.64
0.293*



0.52
0.55
0.650



0.52
0.93
0.341





0.56
0.70
0.454





0.56
0.75
0.505





0.56
0.87
0.462

dengue prevention) were used in the fitted model, indicating that the number of 
people who used dengue related search terms in 2008 was not high. In 2009, three 
dengue terms were used in the fitted model; the correlation for the training set is 

(Continued)
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Category Variable Search term Year

2008 2009 2010 2011 2012 2013

Concept 
terms

X30

X31

X34

X35
X36

[Concept] 
dengue
[Concept] dengue 
 symptoms
[Concept] rainy 
season
[Concept] flood
[Concept] 
 temperature
r – training
r – testing
NRMSE – testing









0.90
0.94
0.155**









0.92
0.82
0.555










0.93
0.89
0.221**







0.91
0.56
0.305









0.91
0.79
0.261**









0.84
0.95
0.141***

*Represents the best prediction of the model based on categories.
**Represents the best prediction of the model based on years.
***Represents the best prediction of the model based on categories and years.

very strong (r  =  0.90), but there is a low value for testing (r  =  0.34). This may be 
caused by a weak relationship between the data for testing and the number of 
reported dengue cases. In 2010 and 2012, the correlations for testing are lower than 
those for training. The large size of the dengue outbreak that occured in 2010 and 
2012 may be a plausible explanation.

For the category of rainfall terms, there are seven search terms (out of eleven 
terms) that have been used in the fitted models: two English terms and five Thai 
terms. The correlations around 0.80 indicates that the predicted values and the 
official dengue cases have a strong relationship.

This suggests that the rainfall terms can be used to predict number of dengue 
cases. However, the moderate correlations in 2011 and 2012 (r  =  0.64 and 0.68, 
respectively) are lower than those obtained for training. These may be due to an 
abundance of rainfall in 2011, which caused significant flooding which lasted 
until the beginning of 2012. Due to this anomaly, an overestimation is expected in 
the predictions in these 2 years.

With eight terms of temperature and humidity, there are only two terms 
([Thai] temperature and [Thai] humidity) used in the fitted models. In fact, there 
is only one term ([Thai] temperature) used in the predictive models in 2008–2010. 
In addition, the correlations between 0.49 and 0.56 for training data sets indicate 
moderate relationships between the reported cases and these search terms.

Tab. 4.2: (Continued)
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The concept terms, the combination of search terms that have very close 
meanings, were created to improve the predictive models because of the low 
 frequency of most search terms, which would cause lower correlations for testing 
when comparing to those correlations for training. As can be seen in Tab. 4.2, 
the correlations between the predicted values and the observed values are very 
strong and higher than those in other categories, indicating that the search terms 
used in this study can be used to predict the number of dengue cases. However, 
there is a medium correlation (r  =  0.56) for testing in 2011. This might be due to 
the high frequency of the term [Concept] rainy season, due to the flood in 2011, 
and therefore, affects the fitted model  (overestimation).

In 2013, the correlations are very strong, and the correlation values for testing 
are higher than the correlation values for training. In 2013 the government and 
the public health agencies have frequently informed the people about the number 
of dengue cases since the beginning of the year, leading to the high frequency of 
all search terms that correspond to the number of dengue cases.

The normalized root mean squared error (NRMSE) for each model was com-
puted to find the best predictive model based on categories and years. The models 
for concept terms are generally the best predictors for dengue cases, indicating 
that the concept terms improve the forecasts.

Examples of the results from multiple linear regression for 2012 and 2013 are 
shown in Fig. 4.7. The predicted values, are plotted against the observed values 
based on four categories. The white backgrounds in these graphs represent the 
data for testing (predicted data).

4.3.3.2 Artificial neural network
For this analysis, IBM SPSS was used to build different models to predict the 
number of dengue cases. For each learning model, we used the same predictors 
(independent variables) as those used for multiple linear regression. As a result, 
SPSS produced different predictive models. In Tab. 4.3, the correlations between 
the reported dengue cases and the predicted data produced from artificial neural 
network analysis are shown.

As shown in Tab. 4.3, most of the correlations are higher than the correlations 
from multiple linear regression. For example, the correlations for training for all 
years and all categories, except temperature and humidity terms, range between 
0.69 and 0.95, while the correlations for testing range from 0.48 to 0.97. More-
over, the correlations for the temperature and humidity terms range from 0.53 to 
0.94. These indicate that the predicted values produced from ANN analysis have 
stronger relationship with the number of dengue cases than the predicted data 
produced by the multiple linear regression.
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Fig. 4.7: Prediction of dengue cases for 2012 and 2013, white regions, using multiple  
linear regression mode. Winter (yellow), summer (orange), and rainy (blue) seasons are 
rendered in the background.
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Tab. 4.3: Summary of the artificial neural network analysis. the lowest normalized root mean 
squared error (NRMSE) for each year and each category indicates the best prediction of the models.

Year Category Input layer:
# of neurons

Hidden layer:
# of neurons

Correlations (r)

NRMSETraining Testing

2008 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

2
5
1

4

1
3
1

3

0.89
0.87
0.53

0.92

0.82
0.84
0.66

0.97

0.290
0.247
0.268*

0.135***

2009 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

3
4
1

4

2
3
1

3

0.93
0.69
0.53

0.90

0.48
0.85
0.59

0.84

0.409
0.456
0.483

0.274**

2010 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

5
5
1

5

3
3
1

3

0.95
0.93
0.56

0.95

0.90
0.89
0.91

0.96

0.168**
0.195
0.326

0.170

2011 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

4
5
2

3

3
3
2

2

0.93
0.87
0.58

0.93

0.89
0.85
0.76

0.55

0.163**
0.300
0.383

0.294

2012 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

4
4
2

4

3
3
2

3

0.94
0.89
0.58

0.92

0.71
0.61
0.78

0.78

0.296
0.329
0.374

0.259**

2013 Dengue terms
Rainfall terms
Temperature & 
humidity terms
Concept terms

4
5
2

4

3
3
2

3

0.90
0.84
0.63

0.81

0.96
0.97
0.94

0.94

0.106***
0.138
0.424

0.159

*Represents the best prediction of the model based on categories.
**Represents the best prediction of the model based on years.
***Represents the best prediction of the model based on categories and years.

Examples of the results from the artificial neural network analysis in 2012 
and 2013 are shown in Fig. 4.8. The predicted data are plotted against the official 
dengue cases in four categories. The lowest NRMSE values of the models for 
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Fig. 4.8: Prediction of dengue cases for 2012 and 2013, white regions, using artificial neural 
network model. Winter (yellow), summer (orange), and rainy (blue) seasons are rendered in the 
background.



100   Jedsada Chartree et al.

dengue terms and the models for concept terms indicate the best predictions 
based on categories and years.

4.3.3.3 Comparison of predictive models
In order to compare the performance of the models created by multiple linear 
regression and artificial neural network, we assessed the quality of these models 
by computing the overall correlations (r) and overall NRMSE, which evaluates how 
close the predicted and the observed data are. The highest correlation value repre-
sents the strongest relationship between the predicted and observed data, and the 
lowest value of NRMSE indicates the performance of the best predictive model.

Table 4.4 shows the best model for multiple linear regression is the model for 
concept terms in 2012 with a highest r  =  0.90 and a lowest total NRMSE  =  0.0932. 
The best artificial neural network model is the model in 2013 for dengue terms 
with a maximum r  =  0.94 and a minimum total NRMSE  =  0.0743. On the other 
hand, the worst multiple linear regression model is the model of temperature 
and humidity terms in 2010 (lowest r  =  0.50 and highest total NRMSE  =  0.1889). 
In addition, the worst artificial neural network is the model of temperature and 
humidity terms in 2009 (lowest r  =  0.50 and highest total NRMSE  =  0.1877).

Overall, the correlations from artificial neural network (ANN) are mostly 
higher than those from multiple linear regression (MLR) models, and the total 
NRMSE from artificial neural network (2.8703) is lower than the total NRMSE from 
multiple linear regression. These indicate that the ANN models outperform the 
multiple linear regression models.

4.3.4 Discussion

The overall correlations of the predicted data and the observed data are mostly 
higher than 0.80, indicating that these trends are strongly related. It implies that 
the search terms from Google trends can be used to predict the number of dengue 
cases. Both the MLR and ANN demostrated to be good predicting models for the 
number of dengue cases.

The low frequency of the search terms is directly affecting the fitting and the 
performance of the models as can be seen in the low correlations of the testing 
as compared with those of the training. When combining the frequency of search 
terms that have the same meaning (concept terms), the correlations for testing are 
mostly higher than those for training. A high correlations in 2013 indicates a strong 
relationship between the predicted and observed data. This implies that the fitted 
models work very well and the data for testing are suitable for the  prediction. This 
strong correlation may be due to the fact that Thai public health agencies have 
issued warnings and informed the population via the media about the ongoing 
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dengue outbreak. In addition, the usage of the Thai Internet has been high during 
this period, consecuently leading to a high frequency of search terms in 2013.

The high correlations of rainfall terms indicate a strong relationship of the pre-
dicted and observed values. This suggests that rainfall related terms have a sig-
nificant predictive power and can be utilized to forecast the severity of a dengue 
epidemic. Nevertheless, the correlations of temperature and humidity terms in all 
models range between 0.50 and 0.62 indicating that the predicted and the observed 
data have only a moderate relationship to each other, leading to a decreased accu-
racy in the prediction of dengue cases. The low values of NRMSE stem mostly from 
the models that used dengue and concept terms. These terms are highly correlated 
with the number of dengue cases, and they have therefore strong predictive power.

Tab. 4.4: Comparison of predictive models.

Year Category MLR ANN

         r    NRMSE         r NRMSE

2008 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.83
0.85
0.50
0.90

0.1327
0.1128
0.1867
0.0942

0.77
0.86
0.54
0.92

0.1555
0.1110
0.1813
0.0854

2009 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.88
0.82
0.50
0.89

0.1006
0.1281
0.1880
0.0989

0.92
0.68
0.50
0.89

0.0861
0.1582
0.1877
0.1062

2010 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.89
0.85
0.50
0.90

0.1011
0.1144
0.1889
0.0944

0.94
0.91
0.53
0.93

0.0768
0.0914
0.1833
0.0795

2011 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.90
0.77
0.54
0.89

0.0957
0.1476
0.1826
0.0982

0.93
0.84
0.56
0.91

0.0814
0.1224
0.1800
0.0887

2012 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.90
0.84
0.54
0.90

0.0956
0.1177
0.1823
0.0932

0.92
0.87
0.56
0.92

0.0839
0.1047
0.1786
0.0852

2013 Dengue terms
Rainfall terms
Temperature & humidity terms
Concept terms

0.89
0.85
0.54
0.90

0.1111
0.1161
0.1865
0.0940

0.94
0.90
0.62
0.88

0.0743
0.0939
0.1732
0.1016

Total NRMSE 3.0614 2.8703
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4.4 Conclusion

Our research has focused on a set of specific search terms that have been motiva-
ted by the effects of climate change and temperature variation on the mosquito 
life cycle and consecuently the epidemiology of dengue.

Occurrences of climate specific terms together with dengue specific terms in 
search queries have been obtained from Google trends. Different machine learning 
techniques have been utilized to derive predictive models that are capable of fore-
casting the severity of dengue epidemics. The results of our research indicates that 
Google trend data is in fact suitable for the construction of predictive models which 
can accurately estimate the indicence of dengue during an epidemic in Thailand.

Some of our research results have been posted on Facebook in an effort to 
share them with public health professionals in Thailand. In response, some com-
ments have been posted, which express great interest in the model results as 
shown in Fig. 4.9. It appears that many public health practitioners are seeking 
support in online social media. We believe that the use of social network sites and 
the analysis of their contents can drastically improve the prediction of disease 
incidence in general and dengue cases in particular.

Fig. 4.9: Experiment results posted on Facebook unchained a reaction of positive comments 
from public health practitioners.
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5  A study of personal health information posted 
online: using machine learning to validate the 
importance of the terms detected by MedDRA 
and SNOMED in revealing health information  
in social media

Abstract: With the increasing amount of personal information that is shared 
on social networks, it is possible that the users might inadvertently reveal 
some personal health information. In this work, we show that personal health 
information can be detected and, if necessary, protected. We present empirical 
support for this hypothesis, and furthermore we show how two existing well-known 
electronic medical resources MedDRA and SNOMED help to detect personal health 
information (PHI) in messages retrieved from a social network site, MySpace. We 
introduce a new measure – risk factor of personal information – that assesses the 
likelihood that a term would reveal personal health information. We synthesize 
a profile of a potential PHI leak in a social network, and we demonstrate that 
this task benefits from the emphasis on the MedDRA and SNOMED terms. Our 
study findings are robust in detecting sentences and phrases that contain users’ 
personal health information.

5.1 Introduction

Studies of personal health information (PHI) posted on public communication 
hubs (e.g., blogs, forums, and online social networks) rely on four technologies: 
privacy preserving data mining; information leakage prevention; risk assess-
ment; and social network analysis.

PHI relates to the physical or mental health of the individual, including infor-
mation that consists of the health history of the individual’s family, and infor-
mation about the healthcare provider (Ghazinour, Sokolova & Matwin 2013). We 
differentiate terms revealing PHI from medical terms that convey health informa-
tion which is not necessarily personal (e.g., “smoking can cause lung cancer”), 
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and terms that despite their appearance to be health-related have no medical 
meaning (e.g., “I have pain in my chest” vs. “I feel your pain”).

We believe that the online social networks’ growth and the general public 
involvement make social networks an excellent candidate for health information 
privacy research.

In this chapter we show empirically how personal health information is dis-
closed in social networks. Furthermore, we show how two existing electronic 
linguistic medical resources (i.e., MedDRA and SNOMED) help detect personal 
health information in messages retrieved from a social network.1 Both resources 
are well-established medical dictionaries used in biomedical text mining. We use 
machine learning to validate the importance of the terms detected by these two 
medical dictionaries in revealing health information and analyze the results of 
MedDRA (Medical Dictionary for Regulatory Activities) and SNOMED (Systema-
tized Nomenclature of Medicine). We also evaluate our algorithm’s performance 
by manually finding sentences with PHI that were not detected by our algorithm. 
Our algorithm gives strong results in terms of the sentences that it detects for 
containing PHI and only an estimated false negative of 0.003 which is considered 
a great result for missing PHI compared to the state of the art of the false negative 
rate of 2.9–3.9 (Miles, Rodrigues & Sevdalis 2013).

In Section 2, we provide background material on the evolution and use of 
social networks and briefly discuss related work in the area of personal health 
information and this new form of online communication. Section 3 describes a 
brief introduction of the main technologies used for this type of research. Section 4 
introduces current computational linguistic resources used in medical research. 
Section 5 explains our empirical study and Section 6 discusses our findings and 
introduces the Risk Factor of Personal Information and contributions of this study. 
Section 7 discusses how we use machine learning to validate our hypotheses. 
Section 8 concludes the paper and gives future research directions. Preliminary 
results of this work were published in (Ghazinour, Sokolova & Matwin 2013).

5.2 Related background

5.2.1 Personal health information in social networks

Social networks can be used for personal and/or professional purposes. Nowadays 
many healthcare providers are using social networks in their practices to interact 
with other colleagues, physicians and patients to exchange medical information,  

1 www.eecs.uottawa.ca/~stan/PHI2013data.txt
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or to share their expertise and experiences with a broad audience (Keckley & 
Hoffman 2010). In addition to communicating with healthcare providers, the 
emergence of social networks, weblogs and other online technologies, has given 
people more opportunities to share their personal information (Gross & Acquisti 
2005). Such sharing might include disclosing personal identifiable information 
(PII) (e.g., names, address, dates) and personal health information (PHI) (e.g., 
symptoms, treatments, medical care) among other factors of personal life.

Cyber-dangers in the healthcare sector generally fall into three categories: 
the exposure of private or sensitive data, manipulation of data, and loss of system 
integrity.

Websites such as Patientslikeme and Webmd, Facebook pages such as Mana-
ging Diabetes (see Fig. 5.1) and many other publically available pages give examp-
les of where adversaries, or person’s whose access to one’s personal health infor-
mation would compromise one’s financial and social status, can freely access 
these information.

It has been shown that 19%–28% of all Internet users participate in medical 
online forums, health-focused groups and communities and visit health-dedica-
ted web sites (Renahy 2008; Balicco & Paganelli 2011). Recently Pew Research 
Center (Fox 2011) published their findings based on a national telephone survey 
conducted in August and September 2010 among 3001 adults in the United States. 
The complete methodology and results are appended to the Pew Research report.

Fig. 5.1: Example of comments on a Facebook page which reveals personal health info.
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The survey finds that of the 74% of adults who use the Internet:
 – 80% of internet users have looked online for information about any of 15 

health topics such as a specific disease or treatment. This translates to 59% 
of all adults.

 – 34% of internet users, or 25% of adults, have read someone else’s commen-
tary or experience about health or medical issues on an online news group, 
website, or blog.

 – 25% of internet users, or 19% of adults, have watched an online video about 
health or medical issues.

 – 24% of internet users, or 18% of adults, have consulted online reviews of 
particular drugs or medical treatments.

 – 18% of internet users, or 13% of adults, have gone online to find others who 
might have health concerns similar to theirs.

 – 16% of internet users, or 12% of adults, have consulted online rankings or 
reviews of doctors or other providers.

 – 15% of internet users, or 11% of adults, have consulted online rankings or 
reviews of hospitals or other medical facilities. 

 – Of those who use social network sites (62% of adult internet users, or 46% of 
all adults):

 – 23% of social network site users, or 11% of adults, have followed their friends’ 
personal health experiences or updates on the site.

 – 17% of social network site users, or 8% of adults, have used social networking 
sites to remember or memorialize other people who suffered from a certain 
health condition.

 – 15% of social network site users, or 7% of adults, have gotten any health 
information on the sites.

A recent study (Li et al. 2011) had demonstrated a real-world example of cross-
site information aggregation that resulted in disclosing PHI. A target patient has 
profiles on two online medical social networking sites. By comparing the attri-
butes from both profiles, the adversary can link the two with high confidence. 
Furthermore, the attacker can use the attribute values to get more profiles of 
the target through searching the Web and other online public data sets. Medical 
information including lab test results was identified by aggregating and associa-
ting five profiles gathered by an attacker, including the patient’s full name, date 
of birth, spouse’s name, home address, home phone number, cell phone number, 
two email addresses, and occupation. In fact, using machine learning techniques 
and algorithms, the extracted health information could be aggregated with other 
personal information and do more harm than originally expected.
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5.2.2 Protection of personal health information

When people share comments or some content related to their personal health 
information they may share very sensitive information which if combined with 
their personal identifiable information, can be a dangerous tool in wrong hands. 
For example, Knudsen (2013) states that 54% of data breaches in the health-
care sector were the result of theft. The numbers indicate that providers may be 
getting better at reducing inadvertent data loss, but criminals have continued to 
gain an advantage in forcing their way into the world of online communication. 
From a broader perspective, Harries and Yellowlees (2013) argue that in addition 
to bomb threat-type attacks, assaults on the public infrastructure – most notably 
water and power supplies – have the potential to cripple the healthcare system. 
Another likely target is that bastion of data: the electronic health record.

The success of healthcare providers that use social media and web-based 
systems is contingent on personal health information provided by individuals 
(see Fig. 5.2). Focused on the role of personal dispositions in disclosing health 
information on line, Bansal, Zahedi, and Gefen (2010) demonstrate that indi-
viduals’ intentions to disclose such information depends on trust and privacy 
concern, which are determined by personal disposition. Some of the factors 
that affect personal disposition are personality traits, one’s attitude toward 

Fig. 5.2: Social media and more ways to share personal health information.
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information sensitivity, health status, prior privacy invasions, risk beliefs, and 
experience which act as intrinsic antecedents of trust. At the same time, uncon-
trolled access to health information could lead to privacy compromise, breaches 
of trust, and eventually harm the individuals. As discussed earlier, machine 
learning and data mining techniques could enable the adversary to gain more 
information and to do more harm than expected.

Zhang et al. (2011) propose a role prediction model to protect the electronic 
medical records (EMR) and privacy of the patients. As another example, Miller 
and Tucker (2009) studied the privacy protection state laws and technology limi-
tations with respect to the electronic medical records.

However, protection of personal health information found in social network 
postings did not receive as much attention. In part, this is due to the lack of resour-
ces appropriate for detection and analysis of PHI in informally written messages 
posted by the users (Sokolova & Schramm 2011). The currently available resour-
ces and tools were designed to analyze PHI in more structured and contrived text 
of electronic health records (Yeniterzi 2010).

Bobicev et al. (2012) presented results of sentiment analysis in twitter mes-
sages that disclose personal health information. In these messages (tweets), 
users discuss ailment, treatment, medications, etc. They use the author-centric 
annotation model to label tweets as positive sentiments, negative sentiments or 
neutral. In another study on twitter data, Sokolova et al. (2013) introduced two 
semantic-based methods for mining personal health information in twitter. One 
method uses WordNet (Princeton University 2010) as a source of health-related 
knowledge, another, an ontology of personal relations. The authors compared 
their performance with a lexicon-based method that uses an ontology of health-
related terms.

5.2.3 Previous work

Some studies analyzed personal health information disseminated in blogs 
written by healthcare professionals/doctors (Lagu et  al. 2008). However, these 
studies did not analyze large volumes of texts. Thus, the published results may 
not have sufficient generalization power, (Silverman 2008; Kennedy 2012). Malik 
and Coulson (2010) manually analyze 3500 messages posted on seven sub-boards 
of a UK peer-moderated online infertility support group. The results of this study 
show that online support groups can provide a unique and valuable avenue 
through which healthcare professionals can learn more about the needs and 
experiences of patients.
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In a recent study, Carroll, Koeling and Puri (2012) described experiments in 
the use of distributional similarity for acquiring lexical information from notes 
typed by primary care physicians who were general practitioners. They also 
present a novel approach to lexical acquisition from “sensitive” text, which does 
not require the text to be manually anonymized. This enables the use of much 
larger datasets compared to the situation where the sentences need to be manu-
ally anonymized and large datasets cannot be examined.

There is a considerable body of work that compares the practices of two 
popular social networking sites (Facebook & MySpace) related to trust and 
privacy concerns of their users, as well as self-disclosure of personal information 
and the development of new relationships (Dwyer, Hiltz & Passerini 2007). Scan-
feld, Scanfeld and Larson (2010) studied the dissemination of health information 
through social networks. The authors reviewed Twitter status updates mentio-
ning antibiotic(s) to determine overarching categories and explore evidence of 
misunderstanding or misuse of antibiotics. Most of the work uses only in-house 
lists of medical terms (Sokolova & Schramm 2011), each built for specific pur-
poses, but they do not use existing electronic resources of medical terms desig-
ned for analysis of text from biomedical domain. However, those resources are 
general and in need of evaluation with respect to their applicability to the PHI 
extraction from social networks. The presented work fills this gap.

In most of the above cases, the authors analyze text manually and do not use 
automated text analysis. In contrast, in this work which we describe below, we 
want to develop an automated method for mining and analysis of personal health 
information.

5.3 Technology

5.3.1 Data mining

Data mining consists of building models to detect the patterns residing in data 
which allows us to classify and categorize data and extract more information that 
is buried in the data (Witten, Frank & Hall 2011). For example, find the co-relation 
between breast cancer and genetics of the patients, search for customers who are 
more interested in buying a product, and so forth. In order to analyze a problem, 
data mining extracts previous information and uses it to find solutions to the 
problem.

Data mining analyzes data stored in data repositories and databases. For 
example, it is possible that data originates from a business environment that 
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deals with information regarding a product, which helps management determine 
different market strategies such as which customers are more interested to buy a 
product based on their shopping history. This data can be used to contrast and 
compare different enterprises. Using data mining, a company can have real-time 
analysis of their day-to-day business activity, advertisement, promotion and sales 
purposes, as well as competing with the rival companies.

5.3.2 Machine learning

Machine learning can be considered as science for the design of computational 
methods using experience to improve their performance (Mitchell 1997). The 
algorithms in machine learning on large-scale problems, make accurate predic-
tions, and address a variety of learning problems (e.g., classification, aggression, 
clustering of data). Examples of such methods are: K-Nearest Neighbor (e.g., 
What are the K members of a group that have similar shopping habits, time of 
shopping and items that they purchase), Naïve Bayes (e.g., classify whether if a 
certain product will be purchased or not, based on its price, brand name and so 
on), association rule mining (e.g., from lists of purchases in a grocery store, find 
which items are bought together by the customers, e.g., most of the customers 
that buy milk, buy cookies).

We use machine learning in many domains including the following examples:
 – Text: Text and document classification, spam detection, morphological ana-

lysis, statistical parsing, fraud detection (credit card, telephone);
 – Audio/Visual: Optical character recognition, part-of-speech tagging, speech 

recognition, speech synthesis, speaker verification, image recognition, face 
recognition;

 – Other: Network intrusion, games, unassisted control of a vehicle (robots, 
navigation), medical diagnosis and many more.

In general, machine learning answers the questions such as: What can be 
learned, and under what conditions? What learning guarantees can be given? 
What is the algorithmic complexity?

5.3.3  Information extraction

Extracting structured information from an unstructured or semi-structured 
machine-readable document is referred to as information extraction (IE), which 
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is mostly done on natural language texts (Mitkov 2003). Examples of information 
extraction from social media can be discovering the general public opinion about 
a movie or a president’s speech through comments and posts on social networks 
and weblogs.

The emergence of the user written web content created a greater need for the 
development of IE systems to assist people in dealing with the large amount of 
online data (Sokolova & Lapalme 2011). These systems should be scalable, flexi-
ble, and efficiently maintained.

5.3.4 Natural language processing

In computer science natural language processing (NLP) is referred to as a sub-
section of artificial intelligence and linguistics that addresses the interactions 
between computers and natural (human) languages. One of the main challenges 
in NLP is to enable computers to derive and understand meaning expressed by 
humans in text.

Modern NLP algorithms are based on machine learning methods. The idea of 
using machine learning is different from previous approaches to language pro-
cessing, which involved direct hand coding of large sets of rules. That is, machine 
learning requires general learning algorithms to automatically learn such rules 
through the analysis of large input data also known as corpus. For example, in a 
sentence like Boeing is located in Seattle, a relationship between Boeing, tagged 
as a company, and Seattle, tagged as a location is derived and the system learns 
that this sentence is discussing a company-location relationship. These corpora 
are generally hand-annotated with the correct values to be learned (Jurafsky and 
Martin 2008), e.g., British National Corpus (BNC)2 and Penn Treebank3.

For example, NLP tasks have used different classes of machine learning algo-
rithms, which require the input of large set of “features” (e.g., sentence length, 
word count, punctuation and characters) generated from the corpus. Common 
“if-then” rules were used in the algorithms, such as decision trees. Gradually, 
research has tended to focus more on models, which make soft, probabilistic 
decisions based on attaching real-valued weights to each input feature. These 
models can express more than one possible solution, which are more flexible and 
reliable (Manning & Schütze 2003).

2 http://www.natcorp.ox.ac.uk/
3 http://www.cis.upenn.edu/~treebank/
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5.4  Electronic resources of medical terminology

Biomedical information extraction and text classification have a successful 
history of method and tool development, including deployed information 
retrieval systems, knowledge resources and ontologies (Yu 2006). However, these 
resources are designed to analyze knowledge-rich biomedical literature. For 
example, GENIA is built for the microbiology domain. Its categories include DNA-
metabolism, protein metabolism, and cellular process. Another resource, Medical 
Subjects Heading (MeSH), is a controlled vocabulary thesaurus, whose terms are 
informative to experts but might not be used by the general public. The Medical 
Entities Dictionary (MED) is an ontology containing approximately 60,000 con-
cepts, 208,000 synonyms, and 84,000 hierarchies. Table 5.1 shows a sample of 
the MedDRA hierarchy. It shows Biliary disorders as one of the main categories 
under which there are many sub-categories including Biliary neoplasms. Further-
more, Biliary neoplasms can have a sub-category called Biliary neoplasms benign. 
In this hierarchy each sub-category gives more detailed information than its super 
category. This powerful lexical and knowledge resource is designed with medical 
research vocabulary in mind. The Unified Medical Language System (UMLS) has 
135 semantic types and 54 relations that include organisms, anatomical structu-
res, biological functions, chemicals, etc. Specialized ontology BioCaster was built 
for surveillance of traditional media. It helps to find disease outbreaks and predict 
possible epidemic threats. All these sources would require considerable modifi-
cation before they could be used for analysis of messages posted on public Web 
forums.

5.4.1 MedDRA and its use in text data mining

The Medical Dictionary for Regulatory Activities (MedDRA) is an international 
medical classification for medical terms and drugs terminology used by medical 

Tab. 5.1: A sample of the MedDRA hierarchy and their labels.

Category label Main category First level sub-category Second level sub-category

10 Biliary disorders
10-1 Biliary neoplasms

10-1-1 Biliary neoplasms benign
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professionals and industries. The standard set of MedDRA terms enables these 
users to exchange and analyze their medical data in a unified way. MedDRA has 
a hierarchical structure with 83 main categories in which some have up to five 
levels of sub-categories. MedDRA contains more than 11,400 nodes which are 
instances of medical terms, symptoms, etc.

Since its appearance nearly a decade ago, MedDRA has been used by the 
research community to analyze the medical records provided or collected by 
healthcare professionals: e.g., McLernon et al. (2010) use MedDRA in their study 
to evaluate patient reporting of adverse drug reactions to the UK “Yellow Card 
Scheme.” In another study, Star et al. (2011) use MedDRA to group adverse reac-
tions and drugs derived from reports were extracted from the World Health Orga-
nization (WHO) global ICSR database that originated from 97 countries from 1995 
until February 2010.

The above examples show that the corpus on which MedDRA tested is gene-
rally derived from patients’ medical history or other medical descriptions found 
in the structured medical documents that are collected or disclosed by health-
care professionals. Content and context of those documents differ considerably 
from those of messages written by social network users. In our study, we aim 
to evaluate the usefulness of MedDRA in detection of PHI disclosed on social 
networks.

5.4.2 SNOMED and its use in text data mining

Another internationally recognized classification scheme is the Systematized 
Nomenclature of Medicine Clinical Terms (SNOMED CT) maintained by the Inter-
national Health Terminology Standards Development Organization. Although 
SNOMED is considered the most comprehensive clinical healthcare terminology 
classification system, it is primarily used in standardization of electronic medical 
records (Campbell, Xu & Wah Fung 2011).

Medical terms in SNOMED are called concepts. A concept is indicative of a 
particular meaning. Each concept has a unique id that with which it is referred. A 
concept has a description which is a string used to represent a concept. It is used 
to explain what the concept is about. Relationship is a tuple of (object – attribute – 
value) connecting two concepts through an attribute.

Same as MedDRA, SNOMED has also a hierarchical structure. The root 
node, SNOMED Concept, has 19 direct children which Fig. 5.3 shows 10 of them 
from Clinical finding to Record artifact. As illustrated in Fig. 5.3, one of the 
nodes, procedure, has 27 branches including but not limited to, administrative 
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procedures (e.g., medical records transfer), education procedures (e.g., low salt 
diet education) and other procedures.

Among 353,154 instances of all 19 main branches we decided to only sub-
select procedures and clinical findings (that encompasses diseases and disorders). 
These branches have more medical meanings than for instance the Environment 
or geographical location node which covers name of the cities, provinces/states, 
etc. The clinical findings node has 29,724 sub-nodes (19,349 diseases and disor-
ders, 10,375 findings) and the node procedure has 15,078 sub-nodes. So in total we 
have selected 44,802 nodes out of 353,154.

Table 5.2 depicts a brief comparison between MedDRA and SNOMED hier-
archical structure. It shows that SNOMED covers a larger set of terms and has 
deeper hierarchical levels compared to MedDRA.

Environment or geographical location
:
:
Physical object
Quali�er value
Record artifact

Clinical �nding
Procedure
Observable entity
Body structure
Organism
Event

Procedure by method
Procedure by intent

Procedure by priority
Procedure by site

Administrative procedure
Blood bank procedure
Community health procedure
Environmental care procedure
Educational procedure
:
:

Figure 3 – A sample of the SNOMED hierarchyFig. 5.3: A sample of the SNOMED hierarchy.

Tab. 5.2: MedDRA and SNOMED hierarchical structure.

Dictionary # Total nodes # Unique sub-selected nodes Average depth level

MedDRA
SNOMED

11,400
353,154

8561
44,802

3
6
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5.4.3 Benefits of using MedDRA and SNOMED

We believe referring to MedDRA and SNOMED as well-funded, well-studied and 
reliable sources has two benefits:
1. We introduce a field of new text applications (the posts, weblogs and other 

information sources directly written by individuals) which extend the use 
for MedDRA and SNOMED. These medical dictionaries were previously used 
only for the health information collected by healthcare professionals.

2. Since MedDRA and SNOMED have well-formed hierarchical structures, by 
examining them against the posts on the social network site, we should be 
able to identify which terms and branches in the MedDRA and SNOMED 
are used to identify PHI and which branches are not, and thus can be 
pruned. These operations should result in a more concise and practical 
dictionary that can be used on detecting PHI disclosed in diverse textual 
environments.

5.5 Empirical study

In this research, we examined the amount of PHI disclosed by individuals on an 
online social network site, MySpace. Unlike previous research work, introduced 
in Section 2, the presence of PHI was detected through the use of the medical 
terminologies of MedDRA and SNOMED.

In our empirical studies, we examined posts and comments publicly availa-
ble on MySpace. We sorted and categorized the terms used in both MedDRA 
and SNOMED, and found in MySpace, based on the frequency of their use and 
whether they reveal PHI or not. We also studied the hierarchy branches that are 
used and the possibility of pruning the unused branches (if any exists). Based 
on the hierarchical structures of MedDRA and SNOMED, the deeper we traversed 
down the branches, the more explicit the medical terms become and the harder 
the pruning phase is.

5.5.1 MySpace data

MySpace is an online social networking site that people can share their 
thoughts, photos and other information on their profile or general bulletin, i.e., 
posts posted on to a “bulletin board” for everyone on a MySpace user’s friends 
list to see. There have been several research publications on use of MySpace 
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data in text data mining, but none of them analyzed disclosure of personal 
health information in posted messages (Grace et al. 2007; Shani, Chickering & 
Meek 2008).

We obtained the MySpace data set from the repository of training and test 
data released by the workshop Content Analysis for the Web 2.0 (CAW 2009). The 
data creators stated that those datasets intended to comprehend a representative 
sample of what can be found in web 2.0. Our corpus was collected from more 
than 11,800 posts on MySpace. In the text pre-processing phase we eliminated 
numbers, prepositions and stop words. We also performed stemming which con-
verted all the words to their stems (e.g., hospital, hospitals and hospitalized are 
treated the same).

5.5.2 Data annotation

We manually reviewed 11,800 posts on MySpace to see to what extent those 
medical terms are actually revealing personal health information on MySpace. 
The terms were categorized into three groups:

 – PHI: terms revealing personal health information.
 – HI: medical terms that address health information (but not necessarily 

personal).
 – NHI: terms with non-medical meaning.

To clarify this let us see the following examples:
The word lung which assumed to be a medical term appears in the following 

three sentences we got from our MySpace corpus: “… they are promoting cancer 
awareness particularly lung cancer …” which is a medical term but does not 
reveal any personal health information. “… I had a rare condition and half of 
my lung had to be removed…” this is clearly a privacy breach and “… I saw a 
guy chasing someone and screaming at the top of his lungs …” which carries 
no medical value. In this manner, we have manually analyzed and performed 
manual labelling based on the annotator’s judgment whether the post reveals 
information about the person who wrote it, or discloses information about other 
individuals that make them identifiable.

 We acknowledge that there might be cases where the person might be identi-
fied with a high probability in posts that mention “… my aunt …, my roommate.” 
For simplicity in this research we categorize those posts as HI where the post has 
medical values but does not reveal a PHI. Table 5.3 shows some more examples 
of PHI, HI and NHI.
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5.5.3 MedDRA results

To assess MedDRA’s usability for PHI detection, we performed two major steps:
1. We labeled the MedDRA hierarchy in a way that the label of each node reflects 

to which branch it belongs. The result is corpus-independent.
2. We did uni-gram and bi-gram (a contiguous sequence of one term from a 

given sequence of text or speech) comparisons between the terms that 
appear in MySpace and the words detected by MedDRA. The result is corpus-
dependent.

After the execution of the step 1, MedDRA’s main categories are labeled from 1 to 83 
and for those with consequent sub-categories, the main category number is follo-
wed by a hyphen (-) and the sub-category’s number [e.g., Biliary disorders (10) and 
its sub categories Biliary neoplasms (10-1) and Biliary neoplasms benign (10-1-1)].

After the execution of the step 2, there are 87 terms that appear both in 
MedDRA and in the MySpace corpus. A subset of them is illustrated in Tab. 5.4.

There are also identical terms that appear under different categories and 
increase the ambiguity of the term. For instance, nausea appears under catego-
ries acute pancreatitis and in gastrointestinal nonspecific symptoms and therapeu-
tic procedures, so when nausea appears in a post, it is not initially clear which 

Tab. 5.3: Examples of terms found on MySpace which are PHI, HI and NHI.

Term PHI HI NHI

Fraction … got a huge bump on 
my forehead, fractured 
my nose

I wish the driver would’ve 
died as well instead of just 
suffering a fractured leg

The few people who did 
vote would be so fractured 
among the different parties

Laser For me the laser 
 treatment had 
 unpleasant side effects

I know someone who had 
laser surgery to remove 
the hair from his chest

… with a laser writes 
something on a flower 
stem

Allergic I’m allergic to 
 cigarette smoke

… the allergy is a valid 
reason

I’m allergic to bullets!

Tab. 5.4: A subset of terms detected by MedDRA that appear in MySpace.

Terms PHI HI NHI Terms PHI HI NHI

Depression 18 114 0 Dizzy 2 7 2
Injury 9 12 0 Overdose 2 6 0
Swell 4 2 1 Thyroid 2 0 0
Concussions 3 0 0 Asthma 1 1 0
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category of the MedDRA hierarchy has been used, and the text needs further 
semantic processing.

5.5.4 SNOMED results

SNOMED leaves are very specific and have many more medical terms compared to 
MedDRA. Our manual analysis has shown that the general public uses less tech-
nical, and therefore more general, terms when they discuss personal health and 
medical conditions. Hence, we expect that SNOMED’s less granular (defined as 
less specific in identifying information) terms appear more often in MySpace data 
than their more specific counterparts, which have higher granularity.

The structure of SNOMED is organized as follows: The root node has 19 sub-
nodes. One of the sub-nodes is procedure that itself has 27 sub-nodes. One of those 
sub-nodes is called procedure by method which has 134 sub-nodes. Counseling is 
one of those 134 sub-nodes and itself has 123 sub-nodes. Another node among the 
134 sub-nodes is cardiac pacing that has 12 sub-nodes which are mostly leaves of 
the hierarchy.

In extreme cases there might be nodes that are located 11 levels deep down 
the hierarchy. For example the following shows the hierarchy associated with the 
node hermaphroditism. Each “ > ” symbol can be interpreted as “is a …”:

Hermaphroditism  >  Disorder of endocrine gonad  >  Disorder of reproductive system  >  Dis-
order of the genitourinary system  >  Disorder of pelvic region  >  Finding of pelvic structure  >  
Finding of trunk structure  >  Finding of body region  >  Finding by site  >  Clinical finding  >  
SNOMED Concept

It is cumbersome to understand how many of the 44,802 nodes that we have 
sub-selected from SNOMED are leaves and how many are intermediate nodes; 
however, 66 nodes out of 44,802 appeared in MySpace, of which nine were leaves 
(see Tab. 5.5).

Tab. 5.5: A subset of terms detected by SNOMED that appear in MySpace.

Terms PHI HI NHI Terms PHI HI NHI

Sick 44 1 135 Fracture 3 3 1
Pain 17 3 141 Dizzy 2 7 2
Infection 5 33 0 Insomnia 2 6 0
Swell 4 2 1 Thyroid 2 0 0
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Table 5.6 shows some terms. The number of times the term appears in 
SNOMED, and whether it is a leaf in the hierarchy. We can see that except jet 
lag and dizzy, the other terms do not reveal PHI. Even in the example dizzy, the 
appearance as PHI compared to the number of times they appear as HI and NHI 
is trivial.  

  This result indicates that although SNOMED has a deep hierarchical struc-
ture, one should not traverse all the nodes and branches to reach leaf nodes to be 
able to detect PHI terms. In contrast, we hypothesize that branches can be pruned 
to reduce the PHI detection time and still achieve an acceptable result. We leave 
this as potential future work.

5.6 Risk factor of personal information

5.6.1 Introducing RFPI

Due to the semantic ambiguity of the terms we had to manually examine the 
given context to see whether the terms were used for describing medical concepts 
or not. For instance, the term adult in the post “… today young people indifferent 
to the adult world …” has no medical meaning.

We aimed to find whether the terms were used for revealing PHI or HI. 
 Although some terms like surgery and asthma have strictly (or with high cer-
tainty) medical meaning, some terms may convey different meanings depending 
on where or how they are used. For instance, the word heart has two different 
meanings in “… heart attack …” and “… follow your own heart … .”

Tab. 5.6: Terms of MySpace detected by SNOMED leaf nodes.

Term Level of 
hierarchy

PHI HI NHI # Freq. in SNOMED

Phlebotomy 3 0 3 0 2
Histology 4 0 2 0 2
Jet lag 4 1 0 0 1
Domestic abuse 5 0 1 0 1
Physic assault/abuse 5 0 5 0 1
Black out 6 0 1 1 1
Dizzy 6 2 7 2 2
Hematological 6 0 1 0 1
Papillary conjunctivitis 6 0 1 0 2
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We also measured the ratio of the number of times that the term was used in 
MySpace and the number of times that revealed PHI. We called the ratio the Risk 
Factor of Personal Information (RFPI). In other words, for a term t, RFPIt is:

RFPIt  =  number of times t reveals PHI/number of times t appears in a text

Table 5.7 illustrates the top RFPI terms from MedDRA and SNOMED that often 
reveal PHI. There is an overlap between the top most used terms of MedDRA and 
SNOMED with highest RFPI. These are terms that prone to the number of times 
they appear in data (concussions, thyroid, hypothermia, swell, ulcer and fracture).

Furthermore, according to our studies although the words sick and pain 
appear numerous times and reveal personal health information their RFPI is rela-
tively low and might not be as privacy-revealing as words like fracture or thyroid.

For example sick in the sentence “… I am sick and tired of your attitude …” or 
“… the way people were treated made me sick …” clearly belong to the NHI group 
and does not carry any medical information. Or in the case of the term pain, the 
sentences “… having a high-school next to your house is going to be a pain …” or 
“… I totally feel your pain! …” belong to NHI group as well.

5.6.2 Results from MedDRA and SNOMED

In total, we found 127 terms that appear in MySpace and in both dictionaries. 
87 terms in MySpace are captured by MedDRA and 66 terms are captured by 

Tab. 5.7: Top terms detected by MedDRA and SNOMED that have highest RFPI.

a) MedDRA b) SNOMED

Term PHI HI NHI RFPI Term PHI HI NHI RFPI

Concussions 3 0 0 1.00 Concussions 3 0 0 1.00
Thyroid 2 0 0 1.00 Thyroid 2 0 0 1.00
Disoriented 1 0 0 1.00 Bipolar disorder 1 0 0 1.00
Hyperthyroid 1 0 0 1.00 Hypothermia 1 0 0 1.00
Hypothermia 1 0 0 1.00 Jet lag 1 0 0 1.00
Liposuction 1 0 0 1.00 Motion sickness 1 0 0 1.00
Swell 4 2 1 0.57 Shoulder pain 1 0 0 1.00
Asthma 1 1 0 0.50 Stab wound 1 0 0 1.00
Ulcer 1 1 0 0.50 Tetanus 1 0 0 1.00
Injury 9 12 0 0.43 Thyrotoxicosis 1 0 0 1.00
Fracture 3 3 1 0.43 Swell 4 2 1 0.57
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SNOMED. There are 26 common terms that appear in both dictionaries. Although 
SNOMED is a larger dataset compared to MedDRA, since its terms are more speci-
fic, fewer terms are appeared in SNOMED. Thus, we consider MedDRA to be more 
useful for PHI detection.

Figure 5.4 illustrates the number of sentences (not terms) in MySpace for 
each category of PHI, HI and NHI that are detected by MedDRA, SNOMED and the 
union of them. Table 5.8 demonstrates that although SNOMED detects more PHI 
terms compared to MedDRA, since it also detects more NHI terms (false positive) 
as well, it is less useful compared to MedDRA. In addition, the summation of both 
PHI and HI in MedDRA is greater than its equivalent in SNOMED which is another 
reason why MedDRA seems more useful than SNOMED.

In brief, since MedDRA covers a broader and more general area it detects 
more HI than SNOMED. In contrast, although SNOMED detects slightly more PHI 
and HI, it is less trustable than MedDRA since it also detects far more NHI. Hence, 
the precision of detection is much lower.

Although there are not many sentences (nine sentences out of almost 1000 
sentences) that reveal PHI as a result of engaging in a conversation that initially 
contained HI, there is always the possibility that existence of HI sentences is more 
likely to result in PHI detection compared to the sentences that contain NHI.

Figure 4 – HI, PHI and NHI sentences detected by each dictionary and their intersection

PHI

NHI SNOMED

MedDRA

156 49 373

303 57 179

17 6991

HI

Fig. 5.4: HI, PHI and NHI sentences detected by each dictionary and their intersection.

Tab. 5.8: Percentage of the sentences that are detected  
by these two dictionaries in each group.

Dictionary %PHI %HI %NHI

SNOMED 16.5 28.5 55
MEDDRA 11.5 60 28.5
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As shown in Fig. 5.4, the amount of terms that are detected by both MedDRA 
and SNOMED (their intersection in the Venn diagram) is not impressive and that 
is why these two dictionaries cannot be used interchangeably.

5.6.3 Challenges in detecting PHI

We wanted to estimate how many PHI sentences our method could miss. To make 
a rigorous estimate we decided on a manual evaluation. For this purpose, we used 
the Linux command:

shuf –n input | head –n 1000  >  output

We tested the command by repeating it three times to make sure each time it 
produces a completely random list of 1000 comments in the corpus. On the fourth 
try, we extracted 1000 sentences and manually assessed them. We have seen that 
our algorithm missed only the following three PHI comments:

 – “ok i’m off to bed before this vicadine wears off yay head spinning sleep.
 – never come back i’m bored i took some vicadin so i should be goin to sleep 

soon. yay!
 – nope! 2 blurry of an photo. she may have an cold sore on her lips.”

In the first two comments the name of the drug was misspelled (the correct spel-
ling is Vicodin) and could not be detected by either MedDRA or SNOMED.

Regarding the third sentence, PHI can be expressed in a descriptive way. 
Functionally, in PHI description, some words cannot be modified, whereas asso-
ciated words can be changed (Sokolova & Lapalme 2011). Those words are called 
descriptors. For instance, in hot water, boiling water and cold water, the word 
water represents the target concept, thus cannot be modified. The accompanying 
words hot, boiling, and cold can change depending on the context. In our case, 
the word sore in MedDRA is used as a modifier, such as sore throat, whereas in the 
term cold sore it is used as a descriptor. Hence, in the third sentence, the term cold 
sore was used that could not be detected by our medical dictionaries.

We found three sentences in one thousand comments that contained some 
sort of PHI and were not detected by our algorithm. Our algorithm gives very 
impressive result in terms of sentences that it detects that have PHI and only an 
estimated false negative of 0.003 which is considered a great result for missing PHI 
compared to the state of the art false negative rate of 2.9–3.9 (Miles, Rodrigues &  
Sevdalis 2013). The obtained number missed PHI enhances our previous results 
reported in (Ghazinour, Sokolova & Matwin 2013).
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5.7 Learning the profile of PHI disclosure

We approach the task of detecting PHI leaks as acquiring a profile of what “lan-
guage” is characteristic of this phenomenon which occurs in posts on health-
related social networks. This can be achieved if a profile of the occurrence of this 
phenomenon is acquired. A machine learning, or more specifically text classifi-
cation, is a natural technique to perform this acquisition of a profile. We studied 
the classification of the sentences under two categories of PHI-HI and NHI using 
Machine Learning methods.

Hypothesis. Focusing on terms from MedDRA and SNOMERD results in 
a better performing profiling than the straightforward method of a bag of 
words.

Experiment. Our experiment consists of the following two parts:

5.7.1 Part I – Standard bag of words model

We vectorized each of the 976 sentence detected by the two medical dictionaries. 
In these sentences, there are 1865 distinct terms. After removing the words with 
the same roots and deleting the symbols and numerical terms, 1669 unique 
words were identified. Next, generating a standard Bag of Words document 
representation and the sentences are vectorized (0 for not existing and 1 for exis-
ting). Hence, we have vectors of 1669 attributes that are either 0 or 1 and one 
more attribute which is the label of the sentence, the privacy class (0  =  NHI, 
1  =  PHI-HI).

After each vector is labeled accordingly to be either PHI-HI or NHI, we 
perform a bi-classification and train our model with 976 sentences of which 425 
are labeled as NHI and 551 are labeled as PHI-HI.

We used two classification methods used most often in text classification, 
i.e., Naive Bayes (NB), KNN (IBK) in Weka based on the privacy class (0  =  NHI, 
1  =  PHI-HI) shown in the left column of Tab. 5.9. Hence, our training data set 
would be the sentences with binary values of the terms appearing in them or not. 
Due to our small set data, we performed five by two cross-validations. In each 
fold, our collected data set were randomly partitioned into two equal-sized sets 
in which one was the training set which was tested on the other set. Then we 
calculated the average and variance of those five iterations for the privacy class. 
Table 9 shows the results of this 5×2-fold cross validations.
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5.7.2 Part II – Special treatment for medical terms

We took the vectors resulting from Part I and focused on the terms belong to the 
following three groups by weighting them stronger in the bag of words than the 
remaining words.
a) List of pronouns or possessive pronouns, members/relatives (e.g., I, my, his, 

her, their, brother, sister, father, mother, spouse, wife, husband, ex-husband, 
partner, boyfriend, girlfriend, etc.).

b) Medical term detected by MedDRA and SNOMED.
c) Other medical terms that their existence in a sentence may result in a sen-

tence to be a PHI or HI. Terms such as hospital, clinic, insurance, surgery, etc.

For group (a) and group (c) we associate weight 2 (one level more than the regular 
terms that are presented by 1 as an indication that the terms exist in the sen-
tence). For group (b) which are the terms detected by the SNOMED and MEDRA 
and have higher value for us we associate weight with value of 3. So unlike the 
vectors in Part I which consist of 0s or 1s, in this part we have vectors of 0s, 1s, 2s 
and 3s. In fact, the values for weights are arbitrary and finding the right weights 
would be the task of optimization of the risk factor. We ran the experiment with 
values of 0s, 1s, 2s and 4s and we got the same results shown in Tab. 5.9.

Next, we used the same two classification methods and performed five by two 
cross-validations. The results are shown in Tab. 5.9 in the right column. Compa-
ring the results from Part I and II show that there is an almost 10% improvement 
in detecting sentences that reveal health information using the terms detected by 
MedDRA and SNOMED which confirms our hypothesis. The results are statisti-
cally significant (Dietterich 1998) with the p-value of 0.95.

5.8 Conclusion and future work

In this research work, we studied personal health information (PHI) by means 
of data mining, machine learning, natural language processing and  information 

Tab. 5.9: Two classification methods on the privacy class with and without medical terms.

Classification Privacy class (Part I) Privacy class (Part II)

NB Correctly classified% 75.51 85.75
Mean absolute error 0.25 0.15

KNN 
(k = 2)

Correctly classified% 74.48 86.88
Mean absolute error 0.27 0.13



 A study of personal health information posted online   129

extraction. We showed that such models can detect and, when necessary, protect 
personal health information that might be unknowingly revealed by users of 
social networks. In this work we presented empirical support for this hypothe-
sis, and furthermore we showed how two existing electronic medical resources 
MedDRA and SNOMED helped to detect personal health information in messages 
retrieved from a social network. Our algorithm gives robust results in terms of sen-
tences and phrases that it detects as containing PHI and only an estimated false 
negative of 0.003. This is considered a valid and reliable result for missing PHI 
compared to the state of the art false negative rate of 2.9–3.9 (Miles, Rodrigues &  
Sevdalis 2013). Our current work enhances the results reported in (Ghazinour, 
Sokolova & Matwin 2013).

We showed how existing medical dictionaries can be used to identify PHI. We 
labeled the MedDRA and SNOMED hierarchy in a way that the label of each node 
reflects which branch it belongs. Next, we did uni-gram and bi-gram comparisons 
between the terms that appear on the MySpace corpus and the words that appear 
on MedDRA and SNOMED. Comparing the number of terms captured by these 
two medical dictionaries, it suggests that MedDRA covers more general terms 
and seems more useful than SNOMED that has more detailed and descriptive 
nodes. Performing a bi-classification on the vectors resulted from the sentences 
labeled as PHI-HI and NHI support our hypotheses. We used two common clas-
sification methods to validate our hypothesis and analyse the results of MedDRA 
and SNOMED. Our experiments demonstrated that using the terms detected by 
MedDRA and SNOMED helps us to better identify sentences in which people 
reveal health information.

Future directions include analysis of words which tend to correlate but not 
perfectly match the terms contained in medical dictionaries (e.g., in the sentence 
“I had my bell rung in the hockey game last night”: the phrase “bell rung” which 
means a nasty blow suffered to the head during a sports game that may indi-
cate a concussion). Researchers can use methods such as Latent Dirichlet Allo-
cation (LDA) in such instances. Furthermore, testing our model (which we based 
on the MySpace social media network) on different posts found on other social 
networks, such as Facebook or Twitter, would be a good research experiment. 
We would want to compare the terms that appear in MedDRA and SNOMED and 
evaluate their RFPI values in analyzing the health-related posts of these other 
social networks.

An interesting project would be to develop a user interface or an application 
that could be plugged into the current social networks such as MySpace, Face-
book and Twitter or appear on the user’s smartphone or tablet that would essen-
tially warn the user about revealing PHI when they use these potentially privacy-
violating words that we have introduced in this research.
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Another potential future work could investigate use of more advanced NLP 
tools, beyond the lexical level, to identify some of the semantic structures that 
contain terms that might lead to health-related privacy violations.
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6  Twitter for health – building a social media 

search engine to better understand and curate 
laypersons’ personal experiences

Abstract: Healthcare professionals, trainees, and laypersons increasingly use social 
media over the Internet. As a result, the value of such platforms as a vital source 
of health information is widely acknowledged. These technologies bring a new 
dimension to health care by offering a communication medium for patients and 
professionals to interact, share, and survey information as well as support each 
other emotionally during an illness. Such active online discussions may also help in 
realizing the collective goal of improving healthcare outcomes and policies. However, 
in spite of the advantages of using social media as a vital communication medium 
for those seeking health information and for those studying social trends based on 
patient blog postings, this new medium of digital communication has its limitations 
too. Namely, the current inability to access and curate relevant information in the 
ever-increasing gamut of messages. In this chapter, we are seeking to understand 
and curate laypersons’ personal experiences on Twitter. To do so, we propose 
some solutions to improve search, summarization, and visualization capabilities 
for Twitter (or social media in general), in both real time and retrospectively. In 
essence, we provide a basic recipe for building a search engine for social media 
and then make it increasingly more intelligent through smarter processing and 
personalization of search queries, tweet messages, and search results. In addition, 
we address the summarization aspect by visualizing topical clusters in tweets 
and further classifying the retrieval results into topical categories that serve 
professionals in their work. Finally, we discuss information curation by automating 
the classification of the information sources as well as combining, comparing, and 
correlating tweets with other sources of health information. In discussing all these 
important features of social media search engines, we present systems, which we 
ourselves have developed that help to identify useful information in social media.

6.1 Introduction

Social media refers to interactions among people in which they create, share, 
exchange, or comment on information or ideas in the Internet or with other 
virtual communities and networks that predate the Web, such as bulletin board 
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services (Ahlqvist et  al. 2008). Examples of social media include Facebook, 
MySpace, PatientsLikeMe, Second Life, Twitter, Wikipedia, and YouTube.1

In 2013, Twitter is one of the most popular platforms for social media in the Inter-
net. It was created and opened for users in March−June 2006. This platform enables 
users to create, share, exchange, and comment short messages (a.k.a. microblogs), 
called tweets. Each tweet has the maximum length of 140 characters and is connec-
ted with optional metadata for additional information, deeper context, and embed-
ded media. On its seventh birthday in March 2013, Twitter had over 200 million active 
users creating over 400 million tweets per day (Twitter Blog 2013). To illustrate its 
rapidly increasing popularity, the numbers of active users and tweets per day were 
as follows: In the end of 2008, barely two million tweets were sent per day, and just a 
year and half later, in June 2010, the number of tweets per day was 65 million (Twitter 
Blog 2011). In June 2011, there were 200 million tweets daily, with 140 million active 
users, and, in March 2012, with approximately the same number of active users, 
volume had reached 340 million tweets per day (Twitter Blog 2011, 2012).

The value of social media as a source of health information has been widely 
acknowledged as useful to both healthcare professionals and laypersons alike. 
By following the definition of the Oxford dictionaries,2 we use laypersons in this 
chapter as a reference to those without professional or specialized knowledge in 
health care. Based on the review of 98 studies by Moorhead et al. (2013), social 
media brings a new dimension to health care by offering a medium for layper-
sons and healthcare professionals to communicate about health issues with the 
potential of improving healthcare outcomes and policies. This new kind of online 
communication is seen to have many consequences. By increasing interactions 
between laypersons and professionals, vital health information as well as other 
users’ subjective health experiences are made available to patients, their care-
takers, and professionals who are monitoring and participating in these online 
chats. Much peer/social/emotional support is often derived from such commu-
nications. Moreover, the sheer volume of social media communications provides 
a means for facilitating a much improved public health surveillance. This new 
media is catching on among professionals. A review of 96 studies by Hamm et al. 
(2013) shows that the use of social media is already widespread among healthcare 
professionals and trainees, who see this networking medium as instrumental in 
helping to facilitate communication and in increasing one’s knowledge. Patients 
likewise increasingly use the Internet and social media to discover knowledge and 

1 Facebook (https://www.facebook.com/), MySpace (https://myspace.com/), PatientsLikeMe  
(http://www.patientslikeme.com/), Second Life (http://secondlife.com/), Twitter (https://twitter.
com/), Wikipedia (http://en.wikipedia.org/wiki/Wikipedia), and YouTube (http://www.youtube.com/)
2 The Oxford dictionaries (http://www.oxforddictionaries.com/)
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trends related to a variety of health problems, as well as for healthcare access and 
proper treatment (Young & Bloor 2009). For example, PatientsLikeMe, founded 
in 2004, reports now on their website having more than 220,000 users and covers 
more than 2000 medical conditions in 2013.

However, using social media as a source of health information has its limi-
tations too. The primary limitation consists of the current inability to select, 
organize, and present – that is, curate − information on social media in terms of 
its quality and reliability (Moorhead et al. 2013). For example, when Hurricane 
Sandy killed more than 280 people and caused a total of nearly 70 billion dollars 
in damages in the central and north America in October 2012, as little as 9% of 
the related tweets were assessed as useful and reliable (The Australian 2013). This 
finding is based on analyzing a dataset of 50 million tweets over a 28-day period 
before, during, and after the hurricane. The second limitation is actually a bypro-
duct of the popularity of social media itself. That is, the popularity of social media 
can sometimes make it hard to satisfy information seekers’ needs for finding 
relevant and useful information because they must sift through a tremendous 
amount of messages found on the social media sites, blogs, bulletin boards, and 
other virtual communities and networks. This phenomenon of one’s inability 
to sift through a voluminous amount of social media messages is a problem in 
information access.3 In sum, these two limitations − difficulties in curating the 
existing information and difficulties in sifting through mounds of social media 
posts − emphasize the need for new methods and approaches that can be used in 
identifying accurate and useful information from the multitude of tweets.

In this chapter, we are seeking to understand and curate laypersons’ per-
sonal health experiences expressed as Twitter or other social media messages. 
We begin by detailing different sources of health information, positioning social 
media as one of those sources, illustrating the amount of information across such 
sources, and discussing the potential and limitations of social media as a source 
of health information. Then, we describe some solutions that have been proposed 
to improve Twitter search engines, either by an improved understanding of layper-
sons’ experiences or by adding new ways of monitoring information quality and 
reliability. We provide a basic recipe for building a search engine for social media 
and methods for making it increasingly intelligent. This includes intelligent tech-
niques to enrich the search queries; analyze the relevance of a given tweet and 
query; classify tweets into topical categories; curate their content through auto-
mated source classification; and combine, compare, and correlate tweets with 

3 Information access is defined as satisfying people’s information needs through natural, 
efficient interactions with an automated system that leverages world-wide structured and 
unstructured data in any language (Allan et al. 2003).
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other sources of health information. We present systems we have developed that 
help look for useful information in social media. Finally, we discuss our research 
findings and conclusions.

6.2 Background

6.2.1 Social media as a source of health information

Today, social media forms a part of health information. Health information inclu-
des all health-related content in all data formats, document types, information 
systems, publication media, and languages from all specialties, organizations, 
regions, states, and countries across the dimensions of audience (e.g., clini-
cian or layperson), accessibility (e.g., public or limited), and accreditation (e.g., 
official and approved, peer reviewed, or uncurated) (Fig. 6.1). This information 
also depends on the author, community, and time (Suominen et  al. 2008). So, 
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for example, we all have our individual writing style, which evolves over time 
upon interacting with people at our home, school, and work. This style inclu-
des, among other things, our own particular use of jargon, abbreviations, and 
acronyms. Because we all have our own writing style, it is not uncommon to find 
tweets that, although addressing the very same topic, show many variations in 
vocabulary, style, and hashtags. This varying language is sometimes unintenti-
onal (e.g., misspellings or grammatical errors). Sometimes, however, such vari-
ations are by choice, thereby expressing the creativity of the individual tweeter.

Let us briefly illustrate the wide gamut of health information across these 
various dimensions indicated in Fig. 6.1. PubMed,4 which is a search engine 
accessing the MEDLINE database maintained by the United States National 
Library of Medicine, gives us an example of publicly available, peer reviewed 
scientific papers for researchers and practitioners. It is one of the most popular 
search engines in the Internet for biomedical literature, life science journals, and 
online books. Approximately 10 years ago in 2003, the MEDLINE database consis-
ted of nearly 16 million entries (i.e., publications5). This number grew by almost 
600,000 entries since 2002, that is, by more than 1600 entries per day. When we 
go forward 10 years to 2013, we see that the total number of PubMed entries has 
grown to over 23 million, and the respective growth rate has almost doubled to 
3000 entries per day. However, if we do not limit ourselves to PubMed exclusively 
but look instead for all publications in health sciences appearing in the Internet, 
we see that, as far back as 2003, the daily growth rate of added entries exceeded 
3300 papers (Coiera 2003). What this shows us is that the availability of health-
related publications on the web has been growing exponentially over the years.

The Australian and US portals for clinical practice guidelines by (1) the Austra-
lian Government and National Health and Medical Research Council, and (2) the US 
Department of Health and Human Services, Agency for Healthcare Research Quality, 
respectively, are also curated and publicly available.6 Their over 4000 approved up-
to-date documents are not only targeted to professionals but to laypersons as well.

In contrast, records produced in health care for professionals (and layper-
sons) are confidential and official. Within these records, the largest quantities 

4 PubMed (http://www.ncbi.nlm.nih.gov/pubmed/)
5 We retrieved these statistics by comparing the number of returned entries on PubMed for the 
query of 1800:2003[dp] (2003:2003[dp]) [1800:2013[dp])] {2013:2013[dp]} where dp refers to 
the date of publication and 1800:2003, for example, to the date range from 1 January 1800 to  
31 December 2003.
6 http://www.clinicalguidelines.gov.au/ by the Australian Government, National Health and 
Medical Research Council and http://www.guideline.gov/ by the US Department of Health and 
Human Services, Agency for Healthcare Research Quality.
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of data consist of images; the second largest quantity of data found in medical 
records is the data gathered automatically from various monitoring devices (e.g., 
for heart rate, blood pressure, and breathing) as well as other care devices. The 
smallest quantity of data found in such records consists of typed data. Even this 
data size is obviously not small. In fact, during one single inpatient period in 
intensive care, the data typed as free-form text alone can translate up to 37,000 
words or about 75 pages (Suominen & Salakoski 2010).

In comparison, the publicly available, uncurated information originating 
from Twitter for professionals and laypersons grows by 400 million tweets per 
day (Twitter Blog 2013). This corresponds to 20 million pages of new text every 
day. Reading them all would take over 60 years.

Health information written by laypersons to their peers on social media sites 
may be uncurated, yet it captures the valuable personal experiences of patients, 
patients’ next-of-kin, and their caretakers with regard to health issues and access 
to health care. People use the Internet and social media, especially Twitter, incre-
asingly to search for knowledge and uncover trends related to health and health 
care (Young & Bloor 2009). Nearly half of Europeans consider the Internet as an 
important source of health information (Kummervold et  al. 2008). More than 
80% of Australians use the Internet, and over 40% of Australian searches on the 
Internet are related to health and medical information (Experian Hitwise 2008; 
The World Bank 2013). An online survey about the use of health related social 
networking sites found that 85% of the survey participants were seeking informa-
tion about their medical condition on line (Colineau & Paris 2010). Approximately 
three out of every four US adults use the Internet, and 80% of them search the 
Internet for health information in particular (Fox & Jones 2009; Fox 2011).

6.2.2 Information search on social media

Social media supports information search through user-entered keywords. With 
the 200 million active users of Twitter creating over 400 million tweets per day, 
these active users send out 1.6 billion queries on Twitter per day (Twitter Blog 
2011, 2013). To support these information seekers, social media platforms have 
specified and implemented, for example, hashtags on Twitter (e.g., #healthcare) 
and the  < meta >  field in an Internet page to insert a short description of the page, 
keywords, and other metadata. However, their availability is conditional to users 
entering the appropriate keywords.

Since 2011, Twitter has also supported information search by creating per-
sonalized search experiences based on using information about the information 
seeker (e.g., geographic location, preferred language, and social relationship 
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between the seeker and author). This personalization is a timely topic, because 
the total personalized healthcare market in the US alone has been predicted to 
double from approximately 250 billion USD in 2009 to 500 billion USD in 2015 
(Price Waterhouse Coopers 2010).

However, this current support for information search is not enough to leve-
rage collective knowledge in social media. In other words, when considering social 
media, especially Twitter, for use in key decision making, we need to  recognize 
three facts:

First, using Twitter content is comparable to “drinking from a firehose” 
(where an onslaught of information is coming at a person all at once, and they 
have to struggle to be able take it in all), or, alternatively, “searching for a needle 
in a haystack” (where a plethora of information is present but one has no clue 
where to find the kernel of information they seek). Twitter’s usage is growing 
exponentially over time (Sullivan 2010; Twitter Blog 2011, 2013). Here is how: In 
2010, an average of 600 tweets were sent per second. By 2011, this had nearly 
quadrupled to over 2200 tweets per second. By 2013, the number of tweets per 
second had grown to 4600. When considering a particular search topic, this rate 
of tweets per second can vary substantially, and the reason for the wide range in 
the number of tweets on various subjects can be equally mystifying.

For example, the rate of tweets per second peaked at over 140,000 (i.e., about 
7000 pages per second) in August 2013 in response to viewers’ discussions on a 
particular Japanese television show (Twitter Blog 2013). The explanation of this 
record rate of tweets was that viewers during the Nippon Television Network’s 
airing of Laputa: Castle in the Sky joined the animation film’s protagonists in 
casting a magic spell, known as “BALS.”7 Since viewers needed to participate 
in casting this spell in simultaneity with the film characters, so that they could 
assist the protagonists in closing down or destroying the city of Laputa, the 
number of tweets broke all records in Twitter history (Madoka 2013). In contrast, 
when looking at stories that are less theatrical or mystical, even though they may 
have an effect on large populations of community residents, the rate of tweets per 
second shows a vastly different picture.

When combining the number of tweets from the New Zealand earthquake 
and the Australian floods, the total number of tweets that were generated was 
52,600 over 3 months (Bruns et al. 2012; Kreiner et al. 2013; Twitter Blog 2013). This 
number may sound small when compared with 140,000 tweets per second, but 
it still corresponds to over 2600 pages of text. As a further complexity, tweets are 

7 Laputa: Castle in the Sky is a popular Japanese film that involves an animated cartoon,  
often with violent or sexually explicit content. In the language of Laputa, “BALS” means “close” 
as in “close down.”
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authored by the 200 million active users who are registered with Twitter, and the 
Twitter service handles 1.6 billion search queries per day (Twitter Blog 2011, 2013). 
Consequently, such linguistically short-spoken and lexically extensive data needs 
to be assessed, related and visualized with respect to all different search topics, 
information needs, and query variants. In the presence of these requirements, 
keyword and/or hashtag searches on Twitter are insufficient, and often prone to 
returning false information. Our key observation is that search tools must be very 
effective at extracting meaningful content from the vast amounts of raw data.

Second, until recently, standard searches on Twitter have been limited to 
tweets that are not older than approximately a week (Sullivan 2010). The reason 
for this is that scalability must be the key performance measure in the evaluation 
of search engines for Twitter. Because earlier engines did not scale out (thus not 
enabling them to process vast amounts of raw data), they limited their data to 
recent tweets. However, with health issues such as infectious diseases, limiting 
the processing of tweets to a narrow window of time does not allow for the buil-
ding of a knowledge base about important health trends. Thus, we cannot stress 
strongly enough how important it is for engines to scale out to the large numbers 
of tweets. This has motivated us and other R & D teams, as well as Twitter itself, to 
enhance the state of the art in the scalability of search engines. Consequently, in 
2010−2013, significant progress has been made, enabling the processing of tweets 
over increasingly longer periods of time. Since 2011, the search engine of Twitter 
can search from the entire tweet history using the “divide and conquer method” 
(Twitter Blog 2011). Instead of analyzing the entire tweet history at once, the set 
of all tweets is divided to subsets based on the message posting-time. Then the 
engine progresses through these batches retrospectively from the most recent to 
the oldest tweets, accumulating new hits to the end of the result list every time 
the analysis of yet another subset becomes available. This method takes time, 
however, and the information seeker must thus wait a bit if there are a large 
amount of relevant tweets. In addition, the results are ordered strictly by time 
rather than by the relevance of such tweets. This can make it especially hard to 
find information right away that is directly relevant to the information seeker’s 
search query, since the user must first go through all the search results that are 
brought up because of their chronology. From what we describe here, it is under-
standable that a good deal of more work is needed to address this important 
search issue.

Third, tweets’ information quality and reliability needs to be monitored, and 
this text analysis needs to be combined, compared, and correlated with other 
sources of health information. The content of relevant tweets (assuming that the 
many irrelevant tweets have been removed) may be erroneous or even malicious. 
Some analysis approaches have already been shown to combat effectively the 
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so-called “fake” imagery in Twitter (e.g., during Hurricane Sandy false images 
of sharks swimming in suburban streets were created and tweeted), and general 
false statements such as those that occurred at the time of the Boston Marathon 
bombing (Gupta et al. 2013a, b). In addition, tweets provide extensive metadata 
that can inform automated analysis technologies (Lim et al. 2013). In conclusion, 
our key observation is that obtaining useful reliable health information from 
Twitter requires highly efficient search and processing mechanisms. While work 
has been done towards this goal, more research is required before Twitter can be 
used effectively to gather informative content.

6.3 Proposed solutions

Social media promises “collective knowledge” or “wisdom of crowds,” where 
many small observations may be aggregated into large, useful information. 
Search engines with increasing intelligence are needed to leverage this collective 
knowledge in social media. First, as mentioned in the prior section, tweets need 
to be assessed, related, curated, and visualized with respect to search topics, 
queries or emergent events (anomalies). Second, this text analysis needs to be 
combined, compared, and correlated with other sources of information.

The task of building an Internet search engine that retrieves documents 
whose content matches a search query is called information retrieval (Manning 
et  al. 2008). Typically, the related solution techniques belong to the field of 
machine learning (Dua et al. 2014) that enables computers to learn to carry out spe-
cific tasks. Often this learning is the result of observing the connections between 
data and desired solutions. Also, sometimes techniques belonging to the field of 
natural language processing (NLP) (Nadkarni et al. 2011) are employed. NLP refers 
to automated techniques for understanding and generating a human language.

In the following three subsections, we describe some solutions that have 
been proposed to improve Twitter search engines, either by improved understan-
ding of laypersons’ experiences or through contributions to information curation.

6.3.1 Tools for information retrieval on twitter

Twitter supports information search through user-entered keywords (i.e., hash-
tags) and personalization (i.e., use of geographic location, preferred language, 
social relationship between the seeker and author, and other information about 
the information seeker). However, this current support for information search is 
conditional to users entering the keywords and insufficient to leverage collective 
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knowledge in social media. The question is, then: How can we build a basic search 
engine and then increase its intelligence?

6.3.1.1 Basic recipe for building a search engine
A basic recipe for building a search engine is to first create a repository of indexed 
documents to be searched for and, second, implement the search functionality. 
This can be accomplished in many ways, but next we provide a basic recipe.

The repository of indexed documents can be an existing collection of elect-
ronic documents, or it can be created by using an Internet crawler (a.k.a. spider, 
ant, scutter, or indexer) that is initialized with a given Internet page and used to 
follow every link on that page respectively, and then store the new documents 
that are found (Kobayashi & Takeda 2000). The Twitter Application Programmer’s 
Interface (API) provides a way to collect a repository of tweets.8 The collection can 
be initialized by user names; tweet identification numbers (id); hashtags or other 
search terms (a.k.a. query terms); geographic location; or time. The step of inde-
xing the documents specifies an id for each document in the repository and stores 
the content that will be used by the search functionality. That is, the functionality 
can consider all document content, or it can be limited to, for example, the title, 
abstract, metadata, or the page’s uniform resource locator (URL) in the Internet.

The search functionality implements a way for the seekers to enter queries, 
eliminate duplicate documents, assess the relevance between a given query and 
document, return relevant documents, and rank the returned documents in the 
order of most-to-least relevant. For example, the Apache Lucene is a piece of open-
source software that developers can use for this search task.9 To make the functio-
nalities more intelligent, they can also assess the trade-off between the content 
width and depth in returned documents. This trade-off means that all returned 
documents should not describe the same content, but rather supplement each 
other by providing different kinds of content. For example, the query of obs may 
refer to obesity, obsessiveness, obstetrician, and Osteoblasts, just to name a few; 
and RR to radiation reaction, recovery room, relative response, respiratory rate, 
and risk ratio, among others. Or more detailed content can be provided for that 
matter as in “an obstetrician is a medical professional” versus “a physician who 
provides care for women and their children during prenatal, childbirth, and post-
natal periods.” Moreover, increasing intelligence can be used in visualizing the 
search outcomes in more interpretative ways than by just providing a ranked list 
of documents.

8 Twitter API (https://dev.twitter.com/docs/api)
9 Apache Lucene (http://lucene.apache.org/)
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In order to improve the search results with Twitter data, it may be beneficial 
to use Twitter-specific tools to process the documents before using the search 
functionality. Example tools include:
1. TwitterNLP (Gimpel et al. 2011) for tokenization (i.e., identifying words in a 

stream of text and replacing the words with their base forms) and part-of-
speech tagging (POS, i.e., tag every word in a stream of text with its gramma-
tical category, such as noun, punctuation mark, or abbreviation);

2. Twitter stopwords (i.e., a list of common words not to be used in indexing and 
search); and

3. Twitter-sentiment-analysis for performing sentiment analysis (a.k.a. opinion 
mining, which identifies and extracts subjective information in documents 
such as when a tweet is describing a subjective vs. objective statement, or is 
expressing a positive, neutral, or negative opinion).10

6.3.1.2 Solutions
Su et  al. (2011b) applied machine learning and NLP to searching information 
in Twitter in order to support consumers of health information in finding rele-
vant concepts and in discovering new knowledge and trends. The search engine, 
called TweetDetector, is made more intelligent by adapting query expansion (QE) 
(i.e., adding search terms to a query by including synonymous concepts) and by 
ranking (i.e., returning the output list in the relevance order, as explained in the 
previous subsection) for the purpose of information retrieval.

First, the search engine performs normalization of tweets and the query that 
elicits the tweet responses. This aims to improve lexical coherence, expedite the 
search, and save memory on a computer. The normalization begins by removing 
stop words using the SMART system,11 supplemented with www and other repea-
tedly used terms in social media. The normalization continues with LingPipe12 
in order to extract the tweet message for query expansion. Finally, words in the 
tweet and query are lemmatized using the Porter Stemmer.13

Second, the search engine performs query expansion on the normalized 
tweets and queries. This is accomplished by a series of steps: (1) asking an infor-
mation seeker to enter an original search query; (2) retrieving tweets that include 

10 TwitterNLP (http://www.ark.cs.cmu.edu/TweetNLP/), Twitter stopwords (https://code. 
google.com/p/twitter-sentiment-analysis/source/browse/trunk/files/stopwords.txt?r#equal#51), 
and Twitter-sentiment-analysis (https://code.google.com/p/twitter-sentiment-analysis/)
11 SMART system (ftp://ftp.cs.cornell.edu/pub/smart/)
12 LingPipe (http://alias-i.com/lingpipe/)
13 Porter Stemmer (http://tartarus.org/martin/PorterStemmer/)
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at least one original search term; (3) identifying from the retrieved tweets nine 
additional terms to be included in the query; and (4) repeating the search with this 
expanded query. Let us now clarify the last two steps.

At the third step, the engine defines the additional terms by using so called 
TFxIDF and Rocchio’s QE with pseudo feedback models, which are among the 
default choices in information retrieval (Manning et al. 2008). The TFxIDF model 
calculates a term weight vt for each unique term t in the set of retrieved tweets, 
and the model of Rocchio’s QE with pseudo feedback re-scales these weights. TF 
refers to the frequency of term t in the set of retrieved tweets and IDF to inverse 
document frequency, defined as the total number of retrieved tweets divided 
by the number of tweets containing the term t. In the TFxIDF model, these two 
numbers are scaled logarithmically and multiplied. These TFxIDF weights vt are 
then re-scaled as defined by the model of Rocchio’s QE with pseudo feedback:

wt  =  αvt + βr (t1 + t2 + t3 + … + tD)

where r refers to the number of relevant tweets and is set to 20; td records whether 
the term t is mentioned at least once in the tweet d; D is the total number of 
tweets; and the default values of 1.00 and 0.75 are used for the parameters α and 
β, respectively. Using this re-scaling does not require feedback from the informa-
tion seeker – with pseudo feedback, the tweets that are ranked in the top 20 by 
the original search are assumed to be relevant.

At the fourth step, the search engine returns the expanded query with the 
original query and the terms associated with the nine largest weights. The imple-
mentation of all these steps is based on the aforementioned Lucene search engine.

This simple engine performs significantly better than an even simpler engine 
that is otherwise the same but ignores the query expansion step. Intuitively, tweets 
containing more search terms (or expanded terms) are ranked higher. The retrie-
val performance of this simple approach, that is, the quality of the search results, 
varies from satisfactory to excellent, depending on the search terms. This perfor-
mance evaluation was based on the set of a million tweets; namely, queries of 
diet, weight, and weight loss, and two information seekers. The comparison uses 
the Precision at N (P@N) measure (Manning et al. 2008), defined as the propor-
tion of the relevant tweets that are retrieved out of the top N retrieved tweets. This 
measure takes values between zero (i.e., the worst performance) and one (i.e., the 
best performance). For N, the evaluation uses the values of 10, 20, 30, … , 100.

Su et  al. (2011a) extended the engine by considering other approaches for 
tweet processing (Fig. 6.2). The extension aimed to improve the quality of the 
search results by increasing the intelligence of the engine. The development 
includes synonymy analysis, link expansion, and active learning.
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The synonymy analysis component extends the aforementioned QE approach 
by appending the search query with more content. It is performed before apply-
ing other components. The component uses the Infomap NLP Software to identify 
terms used in tweets that could be synonymous to the search terms.14 Synony-
mous terms are those that have a synonymy score larger than a given threshold 
value (i.e., 0.7 in this case); the score values are between zero (i.e., very dissimi-
lar terms) and one (i.e., very similar terms). If synonymous terms are found, the 
query is enriched by appending it with these synonyms.

The link expansion component enriches the tweet messages by appending 
them with more content. First, it uses the URL class of java.net to identify all 

Fig. 6.2: Screen captures from using the extended TweetDetector engine for the query of diet.

14 Infomap NLP Software (http://infomap-nlp.sourceforge.net/)
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URLs mentioned in tweets.15 Second, it follows the URLs and analyzes both 
the  < meta >  field of the Internet page and the rest of the page. The parts con-
sidered in the analysis of the  < meta >  field include the keywords, description 
(i.e., an overview of the page content), and content language (e.g., en for pages 
in English). As discussed above, the availability of these parts is conditional to 
the page creators entering the content. The paragraph analysis uses the Cyber-
Neko HTML Parser to parse the page in HyperText Markup Language (HTML) and 
access its information as a tree in Extensible Markup Language (XML).16 This 
enables efficient segmentation of the page into paragraphs. Based on applying 
rules17 to the paragraph text, the analysis determines whether a given paragraph 
contains key content. If the content language field indicates that the page is in 
English, the tweet message is enriched by appending text found under keywords, 
description, and key content.

The active learning component attempts to better personalize the search 
results by exploiting tweets that a given information seeker has previously marked 
as relevant. First, the component removes duplicate tweets (e.g., forwarded mes-
sages) and very similar tweets (e.g., messages that have been forwarded after a 
slight modification of the content). To define this similarity, the component ana-
lyzes the re-scaled weights wt for two tweets, and, if their difference is small, the 
tweet with the smaller value is removed. If the values are equal, the second tweet 
is removed. Second, the information seeker is shown the resulting list of the top 
20 retrieved tweets. Third, the seeker evaluates the relevance of these tweets to 
the query by marking the relevant tweets. Fourth, the term weights vt are adjusted 
accordingly, and the rest of the search process is repeated. This results in revised 
search results (i.e., tweet listing).

The retrieval performance of the extended system has been compared 
against the original TweetDetector engine using the set of 300,000 tweets; 
queries of diet, weight, and weight loss; and four information seekers. The com-
parison uses the P@100 measure. In general, the extension seems to contribute 
to the performance (Fig. 6.3), but it takes time and requires feedback from the 
information seeker.

15 URL class of java.net (http://docs.oracle.com/javase/6/docs/api/java/net/URL.html)
16 CyberNeko HTML Parser (http://sourceforge.net/projects/nekohtml/?source#equal#navbar), 
HyperText Markup Language (see, e.g., the tutorial http://htmldog.com/guides/html/), and 
 Extensible Markup Language (see, e.g., the tutorial http://www.w3schools.com/xml/)
17 For example, the rule of including at least w words and c commas is a heuristic to identify 
if the page creator has entered a paragraph that looks like a comma-separated list of words. 
Because this is likely to be a list of keywords, the text is added to the key content list.
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6.3.1.3  Health concerns, availability of clean water and food, and other 
information for crisis management knowledge from twitter

Social media is a major source of crisis information in 2013. For example, in 
 Australia, over 80% of people use the Internet, three out of every four people can 
access the Internet on a smartphone or other mobile device, and this accessibility 
has more than doubled from 2010 to 2013 (CampaignBrief 2013; The World Bank 
2013). The potential of social media to help with crisis management has been 
already highlighted – see, e.g., Griffen et al. (2012). But is this a reliable source, 
and how can we curate this information?

6.4 Background

The role of Twitter changed from a personal network for messaging in real time to 
a global crisis informatics solution in January 2009. Crisis informatics is defined 
as the interconnectedness of people, organizations, information, and infor-
mation and communication technology during a crisis situation (Hagar 2006).  
On January 16, 2009 at 7:33 AM, a tweet broke the news about a plane crash in 
New York 15 minutes before the media (The Telegraph 2009). Ever since, Twitter 
has gained increasing importance during natural disasters, epidemics, and civil 
unrest. Let us consider the following three examples over the past 6 years:

First, in California in October 2008, when wildfires destroyed 500,000 acres 
of land and 1500 homes, three out of every four people sought information on the 
Internet, and over a third of people created or shared information on Twitter or 
similar Internet solutions (Sutton et al. 2008).

Second, in Australia and New Zealand in January−March 2011, during the 
Queensland floods and the Christchurch earthquake, there was, likewise, a fair 
amount of tweeting (Bruns et al. 2012; Kreiner et al. 2013). The flooded area in Aus-
tralian Queensland was 1,000,000 km2, which is more than the combined area of 
states of Texas and New Mexico in the US or of the European countries of France and 
Germany. The New Zealand earthquake killed 185 people and costs of re-construction 
were estimated as USD 17−25 billion. Over 9400 people created over 52,600 unique 
tweets related to the earthquake, with nearly 860,000 words (approximately 75,800 
unique words) in total, and the floods drew approximately 1100 tweets every hour.

Third, the AH1N1 (a.k.a. swine flu), the Japanese crisis, and the Libyan civil 
war took a major toll on human life. In the aftermath of the 2011 AH1N1 flu out-
breaks in South and Central America as well as in the Caribbean and Mexico, the 
World Health Organization’s Pan American regional office issued a pandemic pre-
paredness alert because of the vast number of people affected by the influenza 
outbreak.18 The “Japanese crisis” refers to a catastrophic chain of events back in 
March of 2011, when an earthquake of a magnitude of 9.0, considered the fifth most 
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powerful earthquake in the world, killed nearly 16,000 people in the surrounding 
Tokyo region, triggering a tsunami, which claimed another 3500 lives. A nuclear 
disaster ensued when the flooding from the tsunami paralyzed the backup gene-
rators that were supposed to prevent the fuel rods from overheating. This caused 
a nuclear incident that was considered among the 10 worst nuclear accidents in 
history, similar to Chernobyl in 1986 and Three Mile Island in 1979 (Cohen 2011).19 
The Libyan civil war, in turn, killed at least 30,000 people, injuring another 50,000 
in their six-month long civil war (Laub 2011). Twitter no doubt became the pulse of 
these events, with the AH1N1 flu being the lead topic on Twitter, followed by the 
Japanese crisis and the civil war in Libya (Twitter Blog 2011).

6.5 Some solutions

Tweets hold the potential to be useful in crisis management, including the 
management of health related crisis (e.g., the AH1N1 crisis mentioned above). But 
to fulfill that potential they need intelligent search and summarization systems 
to assure their accessibility and reliability. Both NICTA (National ICT Australia) 
and CSIRO (Commonwealth Scientific and Industrial Research Organization) 
have developed such systems. We describe below the two NICTA systems in some 
detail, while we present only a summary of ESA, a system developed by CSIRO, 
and refer the reader to more detailed descriptions in Yin et al. (2012); Cameron 
et al. (2012); Power et al. (2013); and Karimi et al. (2013).

Crisis managers, media and other people interested in summarizing Twitter in 
real time can use NICTA EventWatch to monitor the message topics.20 The summary 
aggregates messages into meaningful clusters as they emerge over time. That is, 
this system is designed for monitoring Twitter in real time. Details of the clustering 
method used in EventWatch can be found in Can (1993), and more recent methods 
that could be useful are described in Mehrotra et al. (2013). Also the live demonst-
ration of EventWatch is available in the Internet (Figs. 6.4 and 6.5).21 The demons-
tration uses the query of #auspol lang:en corresponding to tweets containing the 
hashtag #auspol, for Australian political discussion, in English.

18 World Health Organization for the Pan America (http://www.paho.org/) and the AH1N1 alert 
(http://new.paho.org/hq/index.php?option#equal#com_content&task#equal#view&id#equal#
5291&Itemid#equal#1091&lang#equal#en)
19 See, e.g., http://en.wikipedia.org/wiki/Fukushima_Daiichi_nuclear_disaster and references 
therein.
20 NICTA EventWatch (http://www.nicta.com.au/business/broadband_and_the_digital_ 
economy/projects/eventwatch)
21 EventWatch demonstration (http://eventwatch.research.nicta.com.au/demo/#)
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Fig. 6.4: EventWatch area graphs without (i.e., top) and with (i.e., bottom) the sentiment 
analyzer.
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Let us illustrate a use case of EventWatch as follows: Consider an information 
seeker with domain knowledge who requires immediate information on emerging 
topics of interest. For example, during a crisis, an information seeker could have 
the following information need/query: “what are the key requests for resources”; 
or during a technology conference, the topic of interest might be: “what are the 
emerging questions or focus points?” In both cases, the seeker needs to quickly sift 
through social media streams (e.g., Twitter) and develop a summary of activity (i.e., 
what are the key topics) along with an action plan (i.e., how to respond) and then 
to support other activity − typically by providing situational advice. The technology 
is expected to operate in real-time, providing a visual summary of topics as an alert 
to the already busy seeker. EventWatch is not an automated decision support tool, 
but rather a technology assistant that allows the seeker to focus on key areas of 
interest: although machines cannot replace people in understanding the text, they 
can reduce the stream to manageable topic areas for further investigation.

EventWatch operates on a query-based analysis of Twitter: the seeker defines 
a query (e.g., a hashtag, keyword, boolean query, or a combination of these) 
which is then passed to Twitter. This user-defined query selects the tweets from 
the Twitter stream, which provides a near-real-time stream of matching tweets. 
The use of queries is due to the limitations of the current public Twitter API, 
which only returns 150 tweets per hour (around 1%) from the complete Twitter 
stream. A query-based system improves the chances that the tweets found will 
be useable, and it is recommended by Twitter to avoid applications being “rate 
limited” (blocked).

Fig. 6.5: Stream graph illustrating the topic distribution in time on EventWatch.
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The text of the tweets in the stream is then analyzed to extract keyphra-
ses. Keyphrases are formed from two or more unigrams (i.e., an n-gram is a text 
sequence of n words, and thereby, a unigram is a one-word sequence such as 
opening or keynote) that frequently co-occur in a text corpus (e.g., opening 
keynote, live demo, or stunning animations). These keyphrases are generally more 
useful than single words because they are more specific. The keyphrases define 
topics that may be of interest to the information seeker. Given topics can grow or 
shrink depending upon the scale of activity in the Twitter stream.

Within the topics, named entities of people, places, and organizations can be 
extracted, and sentiment (i.e., if a tweet is positive or negative) can be found. 
The topics themselves are linked to the live Twitter stream, to allow the seekers 
to draw their own conclusions about the quality of the analysis. The technology 
allows the seeker to view emerging topics within a specific area of interest. If the 
seeker clicks on a given topic, they can perform a forensic analysis of the tweets 
related to the topic.

The NICTA automated classifier for crisis managers analyzes tweets ret-
rospectively in order to classify them with respect to topics and information 
sources (Kreiner et al. 2013; Fig. 6.6). Results serve educational purposes in crisis 
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Fig. 6.6: Workflow for using the NICTA automated classifier for crisis managers.
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management and communication after a crisis. For example, the distribution 
of messages across the topics (sources) can demonstrate the nature (reliability 
and maturity) of the crisis. When applied periodically over time, analyses could 
reveal early indicators for specific developments, trends, and effects of crisis 
communication during a crisis.

The topic classifier uses seven threat categories by the United Nations (i.e., 
Food, Health, Politics, Economic, Personal, Community, and Environment), sup-
plemented with the categories for Other potentially relevant information to crisis 
management and Irrelevant. The categories for information relevant to crisis 
management are defined as follows: If the tweet is relevant to food quality or sup-
plies (e.g., availability of clean water and food), assign it to the category of Food. 
Otherwise, consider the other categories in the order of Health, Politics, Commu-
nity, Personal, Economic, Environment, and Other. If none of these categories is 
relevant, assign the tweet to Irrelevant.

First, the topic classifier uses the aforementioned Twitter POS Tagger for lem-
matization and part of speech tagging. Second, it replaces more specific terms 
with more general terms (e.g., food, natural phenomena, and possession) and 
expands shorthand using the WordNet on NLTK,22 supplemented with references 
to images, numbers, money, geographic locations, Twitter users, hashtags, Inter-
net addresses, and shorthand. Third, it extracts physiological features using the 
Regressive Imagery Dictionary on NodeBox.23 Fourth, it applies the optimal subset 
of 72 binary features to tweet classification using Naïve Bayes on Orange.24 The 
classification performance is good in the major categories of Economic and Com-
munity, but more modest in the minor categories, where not enough data were 
available for a proper initialization. The evaluation is based on the set of over 
100,000 tweets, of which 1000 are evaluated by two information seekers. The 
measures of the number of true positives (i.e., tweets for which both the seeker 
and classifier assign the same category c), false positives (i.e., tweets for which 
the seeker does not assign the category c but the classifier does), true negatives 
(i.e., tweets for which both the seeker and classifier do not assign the category c), 
and false negatives (i.e., tweets for which the seeker assigns the category c but the 
classifier does not) for each category c are applied.

The source classifier detects whether the information source is: (1) an official 
authority (e.g., emergency agencies, ministries, police, fire services, military 

22 WordNet on NLTK (http://nltk.org/)
23 Regressive Imagery Dictionary on NodeBox (http://nodebox.net/code/index.php/Linguistics)
24 Naïve Bayes on Orange (http://orange.biolab.si/)
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sources, the Red Cross or the Green Cross,25 or any other non-profit organization); 
(2) the media (e.g., online magazines and television/radio stations); or (3) a lay-
person. It is rule based; that is, the analysis focuses on presence or absence of 123 
class-specific top terms. The classification performance is excellent in all catego-
ries. The evaluation is based on the set of over 100,000 tweets, of which 600 are 
evaluated by one information seeker. Again, the measures of the number of true 
positives, false positives, true negatives, and false negatives for each category c 
are applied.

In contrast to these NICTA technologies, the CSIRO ESA System (Cameron 
et al. 2012; Yin et al. 2012; Karimi et al. 2013; Power et al. 2013) is not query-based. 
It constantly monitors the Twitter stream and performs a real-time analysis (1) to 
look for an anomaly, which could reflect a specific event, a crisis or an emergency 
that needs attention, or (2) to identify that a specific event, such as a fire, has 
happened and requires a response. An anomaly is defined as a variance in the 
type of messages or the information being posted. When an event occurs and 
many people post about it, the words associated with the event will be menti-
oned more frequently than they normally would. For example, an epidemic might 
result in many people posting about the disease. ESA uses a burst detection algo-
rithm that analyzes incoming data in real-time. It can then produce a variety of 
visualizations of the discovered bursts (see Figs. 6.7−6.9) to enable someone to 
be immediately alerted to it. ESA clusters messages according to their topics so 
as to provide the person monitoring social media with a useful overview. ESA is 
also able to identify, in real-time, tweets that indicate specific crisis events, such 
as fires, through both a set of heuristics and a classifier (Karimi et al. 2013; Power 
et al. 2013). When encountering tweets that mentions such an event, ESA further 
processes them to determine if they correspond to an actual crisis event or not, 

25 An environmental organization building upon the 1992 Earth Summit in Rio de Janeiro with 
chapters in over 30 countries.

Fig. 6.7: Burst visualization in ESA for a small earthquake in Melbourne in early 2014. The color 
and size of the word indicates the size of the burst. (Screenshot provided by Bella Robinson 
and Mark Cameron.)
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Fig. 6.9: ESA: Hourly volume of “earthquake” tweets early 2014, displayed on a timeline. 
The first spike corresponds to the earthquake in Melbourne as shown in Fig. 6.7, and the big 
spike on the right corresponds to an earthquake in Wellington. (Screenshot provided by Bella 
Robinson and Mark Cameron.)

Fig. 6.8: ESA: Heatmap showing the locations of tweets contributing to a red “christchurch” 
alert soon after an earthquake was felt there on 18 Nov 2013. (Screenshot provided by Bella 
Robinson and Mark Cameron.)

thus helping someone with the problem of finding “a needle in a haystack,” and 
generating an alert (e.g., an email message with the pertinent information) to the 
persons monitoring for crisis events. Finally, ESA includes an ability to analyze 
the tweets retrospectively, for example, to understand trends. ESA is currently 
being used by a number of organizations, including crisis management agencies.
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6.6  Tools for combining, comparing, and correlating tweets 
with other sources of health information

As highlighted above, in order to curate tweets’ information quality and reliability, 
their contents need to be combined, compared, and correlated with other sources 
of health information. But what kinds of methods and tools can we use to accom-
plish this? Next, we present a summary of Vizie, a CSIRO system that achieves this 
and refers the reader to more detailed descriptions (Paris & Wan 2011, 2014).

The Vizie social media monitoring tool assists people to be able to monitor 
information-sharing on all social media platforms (i.e., not restricted to Twitter). 
This can be for a variety of domains, including health related information, and 
not necessarily limited to crisis management. In short, health information on 
social media is not restricted to Twitter or crisis management either. Health infor-
mation can be shared on other social networking platforms, such as Facebook or 
MySpace, or specific online communities (e.g., PatientsLikeMe) and forums (e.g., 
eHealth Forum and Consumers Health Forum of Australia),26 among others. Social 
media can be monitored for a number of health related issues, such as understan-
ding how people talk about their physical or mental health, the medications they 
are taking, the treatments they are undergoing, or their diet. Social media can also 
be used to gauge people’s reactions to the dissemination of official health related 
reports. The ability to look across various social media channels provides a more 
holistic perspective of the conversations that are happening on social media. It 
also enables the tool to compare the information gathered from tweets with other 
sources of information, thus addressing the information curation issue.

Vizie thus differs from TweetDetector, EventWatch and ESA in two ways: it coll-
ects data from all social media platforms, and it is not limited to crisis management. 
Like TweetDetector, it is query-based – that is, the information seeker needs to provide 
Vizie with one or more queries, and Vizie will search all incoming social media data 
for posts related to those queries. To monitor a wide variety of social media plat-
forms, the Vizie system uses a single federated search interface that allows informa-
tion seekers to understand why information is collected and where (e.g., which social 
media platform) the content came from. This source identification can be seen as 
serving information curation purposes in the same way as the aforementioned source 
classifier. It could be combined with a more general mechanism to classify sources 
into categories which would include, for example, healthcare organizations, media, 
and laypersons. Figure 6.10 shows a conceptual representation of the system.

Having collected data, Vizie employs NLP techniques to provide a unified 
analysis of the aggregated data. It uses keyword and keyphrase detection, with 

26 eHealth Forum (http://ehealthforum.com/health/health_forums.html), Consumers Health 
Forum of Australia (http://ourhealth.org.au/)
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mechanisms based on Kupiec et al. (1995), clustering algorithms, based on key-
words or Latent Dirichlet Allocation (LDA) (Blei et al. 2003), discussion summa-
rization (Wan & McKeown 2004), and extractive summarization (Radev et  al. 
2003). These analysis are coupled with interactive visualizations and interfaces 
(see Figs. 6.11 and 6.12). Together, they support data exploration and help media 

Query = “csiro diet”

(and other social media channels)

Fig. 6.10: Vizie: collecting and analyzing social media.

Fig. 6.11: VIZIE: a visual overview of social media about diet (zoomed on the Facebook data)
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monitors find commonly discussed issues across different types of social media. 
They also enable the cross validation of the information extracted on various 
channels, helping with information curation.

In addition, the Vizie prototype supports the seeker in deciding whether the 
content of a post is such that an engagement is required. It does this by assis-
ting with relevance judgments, providing the context that triggers online discus-
sions. This is illustrated in Fig. 6.13, where summary information from the linked 
document (accessible through the URL) is presented to the user as context for the 
tweet. Finally, Vizie also includes facilities for search (within the collected data), 
record keeping (archiving) and reporting.

Like ESA, the tool is being used by a number of organizations. Figure 6.14 
shows the number of loggins in Vizie over the past 18 months (Wan & Paris 2014). 
The top blue line indicates the aggregate logins counts, while all the other lines 
are the counts for the individual organizations. One of the Vizie customers is an 
organization with a mandate and commitment to speaking to the broader Austra-
lian community on issues of mental health and suicide prevention. The organiza-
tion produces a report and is interested in finding out how people react to it, or, 
more generally, how mental health issues are discussed in various communities. 

Fig. 6.12: VIZIE: a textual overview of social media about diet for a week.
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Fig. 6.14: Vizie: number of logins over 18 months (Wan & Paris 2014).

Fig. 6.13: A summary of the news article, linked from the shortened URL, is presented to the 
information seeker as context to the Twitter discussion – (reprinted from Wan & Paris 2014).
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They have used the Vizie tool to obtain unique insights into what topics are being 
discussed and are of interest to a diverse range of groups.

6.7 Discussion

In this chapter, we have illustrated social media as a source of health informa-
tion and positioned it with other sources. The use of Facebook, PatientsLikeMe, 
Second Life, Twitter, Wikipedia, YouTube, and other social media over the Inter-
net is widespread among healthcare professionals and laypersons. For example, 
in 2013, PatientsLikeMe covers 2000 health/medical conditions for its 220,000 
users to study, Twitter publishes 400 million messages per day for its 200 million 
active users, and these tweeters also enter 1.6 billion search queries per day. More 
generally, if considering the entire Internet, two-thirds of the US adults go on line 
for health information, almost half of the Australian searches relate to health, and 
nearly half of the Europeans consider the Web as an important source of health 
information. In addition to this aspect of offering a vital source of information for 
learning health knowledge, social media can enable people to interact and support 
each other emotionally during an illness. Other benefits include helping the society 
to realize the collective goal of improving healthcare outcomes and policies.

However, these new technologies have limitations too which we have 
addressed in this chapter by presenting the total of five systems that we have deve-
loped (three developed by NICTA, two by CSIRO) to help obtain useful information 
from social media. The main limitation of social media is its current inability to 
access and curate relevant information in the ever-increasing gamut of messages. 
Our systems improve search, summarization, visualization, and curation capabili-
ties, both in real time and retrospectively, with the first four systems concentrating 
on tweets and the last one monitoring a wide variety of social media platforms. In 
essence, we have provided a basic recipe for building a search engine for social 
media and then made it increasingly more intelligent through smarter proces-
sing and personalization of the queries, tweets, and search results. We have also 
addressed the summarization aspect by visualizing topical clusters in messages 
and further classifying the retrieved tweets into topical categories that serve pro-
fessionals in their work. Our solutions for information curation are to analyze the 
information sources and compare tweets against other sources of information.

6.8 Related solutions

We now mention some other solutions to the problem of mining social media for 
information.
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6.8.1 Maps applications for disease monitoring

Mapping disease outbreaks across the world is a common use case in social media 
applications. For example, Google Flu Trends and Google Dengue Trends track 
seasonal outbreaks in the world, generating maps of disease activity on a five-
point scale (from intense to minimal) by analyzing queries of the Google Search 
engine in the Internet (Ginsberg et al. 2008).27 The analysis uses keyphrase mat-
ching to filter the relevant queries and the geographic location of the information 
seeker to map them.

HealthMap by the Boston Children’s Hospital, Boston, MA, USA, generates 
maps of disease outbreaks and warnings as well as surveys emerging threats 
to public health in real time based on the EuroSurveillance, ProMEDMail, World 
Health Organization, and eight other publicly available sources in the Internet.28 
It monitors a broad range of infectious diseases and, similarly to the Google solu-
tions, the results are public on the Internet. The HealthMap page is also supple-
mented by the mobile application of Outbreaks Near Me.29

Sickweather, in turn, considers messages and user profiles from Twitter and 
Facebook in order to track and visualize the prevalence of different illnesses, 
symptoms, and medical in a given area.30 The connection with the user profiles 
enables finding sick friends and supporting them, for example, by sending a “get 
well soon” message.

6.8.2 Maps applications in crisis situations

Maps applications of this kind are also used in crisis situations. For example, in 
Kenya after the post-election fallout in 2008, 45,000 people used the Ushahidi 
maps for incidents of violence and peace efforts.31 People reported the incidents 
on the Internet or using their mobile phones.

The application was used again in January 2010 for an Haitian earthquake 
(Heinzelman & Waters 2010). This time, people could send information to the 

27 Google Flu Trends (http://www.google.org/flutrends/), Google Dengue Trends (http://www.
google.org/denguetrends/), and Google Search (https://www.google.com.au/)
28 HealthMap (http://healthmap.org/), EuroSurveillance (http://www.eurosurveillance.org/), 
ProMEDMail (http://www.promedmail.org/), and World Health Organization (http://www.who.
int/en/)
29 Outbreaks Near Me (http://healthmap.org/outbreaksnearme/)
30 Sickweather (http://www.sickweather.com)
31 Ushahidi (http://ushahidi.com/about-us)
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system as text messages, which volunteers supplemented with tweets and other 
social media messages from the Internet. The resulting public maps visualized 
medical emergencies; trapped people; and needs for shelter, water, food, and 
other necessities in real time. The United Nations and other authorities used them 
to conduct direct-assistance tasks such as resource allocation.

These maps applications can be extended to address more advanced mode-
ling of topics. The extensions have been shown to result in a capability to distin-
guish distinct crisis situations of similar nature in nearby locations (Sumatran 
earthquake vs. Samoan tsunami), analyze the influenza AH1N1 evolution, as well 
as, more generally, explore prominent topics (Kireyev et al. 2009; Signorini et al. 
2011). Predictive capabilities cover the detection of earthquakes, among other 
emerging events (Cataldi et al. 2010; Sakaki et al. 2010).

6.8.3  Extraction systems to monitor relationships between drugs  
and adverse events

Another example use of social media in health care is monitoring adverse drug 
events (ADEs), referring to injury or harm associated with the use of a given 
medicine. In terms of their prevalence, ADEs account for approximately 5% of 
Australian and US hospital admissions, and, among those admissions that result 
in an inpatient period in the USA, serious ADEs have been reported to occur in 
nearly 2% of the cases (Bates et al. 1995, 1997; Lazarou et al. 1998; DUSC 2000; 
Moore et  al. 2007). Regardless of all efforts to decrease these percentages and 
the fact that from one- to two-thirds of all ADEs could be avoided by more careful 
prescribing and monitoring (Bates et al. 2003), the rates are unfortunately incre-
asing four times faster than the total number of drug prescriptions to outpatients 
(Moore et al. 2007). If considering the severity of ADEs, in turn, they are within 
the five most common causes of death in Australian and US hospitals (DUSC 
2000; Giacomini et al. 2007).

Next, we summarize two systems that extract relationships between drugs 
and adverse events from information posted on social media. Both systems are 
developed to study ADEs as reported by the patients themselves.

The first extraction system uses the comment text, disease name, drug name, 
and user id related to 3600 user comments for four drugs from the Daily Strength 
page on the Internet (Leaman et al. 2010).32 The processing studies the 3787 con-
cepts of the Coding Symbols for a Thesaurus of Adverse Reaction Terms (COSTART), 

32 Daily Strength (http://www.dailystrength.org/)
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developed by the US Food and Drug Administration for post-marketing sur-
veillance of ADEs; 888 drugs linked with 1450 ADE terms from the Side Effect 
Resource (SIDER); and associations between 10,192 drugs and 3279 ADEs origina-
ting from the Canada Vigilance Adverse Reaction Database or Canada MedEffect2 
resource for information drugs and health products.33 It begins by coding collo-
quial phrases and grouping similar or synonymous meanings together manually. 
This is continued by automated merging of all concepts that contain a term in 
common into a single unified concept (SUC), dividing comments into sentences, 
tokenizing the sentences, associating the tokens with their POS tags using Hepple 
on the Generic Architecture for Text Engineering (GATE), removing the stopwords, 
and stemming the remaining tokens using the Snowball implementation of the 
Porter Stemmer.34 Then, the processing scores the similarity between the com-
ments and SUCs. The scoring covers each window of five tokens in the comment 
and each token in the SUC text. Finally, the scores are used to determine whether 
a specific concept is present in a given comment as follows: (1) the scores corres-
ponding to this comment and the individual tokens in the SUC text are summed 
up; (2) the result is divided by the number of these scores; and (3) if this nor-
malized score is greater than a configurable threshold, the respective concept is 
considered to be present in the comment. The concept extraction performance on 
two drugs is good: 78.3% of the retrieved comments are relevant to a given drug 
(i.e., precision of 0.783) and 69.9% of the comments that are relevant to a given 
drug are retrieved (i.e., recall of 0.699).

The second extraction system aims to identify ADEs from patient-provided 
drug reviews on health-related pages on the Internet with a focus on cholesterol-
lowering drugs (Liu et al. 2011). It extracts side effect expressions followed by the 
construction of a side effect ontology using the total of 8515 messages that included 
drug reviews or use experiences from three drug discussion forums in the Internet: 
askpatient.com, medications.com, and WebDB.com.35 The phrases of the dataset 
were manually classified into a hierarchical ontology. As a result, the 2314 side 
effect phrases were categorized into 307 synonym groups, which were furthered 

33 Coding Symbols for a Thesaurus of Adverse Reaction Terms (http://hedwig.mgh.harvard.
edu/biostatistics/sites/default/files/public/costart.html), Side Effect Resource (http://side-
effects.embl.de/), Canada Vigilance Adverse Reaction Database (http://www.hc-sc.gc.ca/ 
dhp-mps/medeff/databasdon/index-eng.php), and Canada MedEffect2 (http://www.hc-sc.
gc.ca/dhp-mps/medeff/index-eng.php)
34 Hepple (http://gate.ac.uk/gate/doc/plugins.html), Generic Architecture for Text 
 Engineering (http://gate.ac.uk/), and Snowball (http://snowball.tartarus.org/)
35 askpatient.com (http://askpatient.com/), medications.com (http://www.medications.
com/), and WebDB.com (http://webdb.com/)
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grouped into 30 classes. Then, the system was used to extract 7500 shorter text 
snippets that included the side effect expressions from these phrases. After this, 
it removed from the snippet collection the 377 stopwords and expressions that did 
not occur more than five times in the dataset as well as ignored the word order 
(e.g., the snippets word1 word2 and word2 word1 are equivalent). Finally, the statis-
tical analysis of the remaining 2314 unique snippets gave evidence for a significant 
correlation between the three drugs and a wide range of disorders and conditions, 
including amyotrophic lateral sclerosis, arthritis, diabetes, heart failure, memory 
loss, neuropathy, Parkinson’s disease, and rhabdomyolysis.

6.8.4  An early warning systems to discover unrecognized  
adverse drug events

As opposed to extracting recorded ADEs from social media to derive statistics on 
incidence rates, the generation of early warnings has also been studied. The goal 
is to discover unrecognized ADEs faster and faster in order to warn healthcare 
professionals and drug consumers. Next, we describe four systems of this kind.

The extraction systems developed by Benton et  al. (2011) and Brian et  al. 
(2012) focus on drugs used to treat cancer. The former system uses the Porter 
Stemmer; Cerner Multum’s Drug Lexicon; Consumer Health Vocabulary; hand-
compiled vocabularies for dietary supplements, pharmaceuticals, and ADEs; fre-
quency counts; and co-occurrence analyses.36 Over 20% of the identified ADEs 
for four most common breast-cancer drugs from 1.1 million anonymized messa-
ges posted to eleven breast cancer message boards were new discoveries, that 
is, not documented on the drug labels. The latter system combines state-of-the-
art classification techniques with synonym, negation, semantics analyses; word 
frequencies; and numbers of hashtags, reply tags, URLs, pronouns, and drug-
name mentions. Its evaluation on two billion tweets sent May 2009 to October 
2010 gives evidence of its good ability to identify ADEs correctly; over 70% of the 
detected ADEs were correct.

The demonstration software by Wu and Stanhope (2012) applies to a substan-
tially wider range of medicine (not just cancer drugs). Its goal is also to generate 
early warnings. The analysis begins by identifying the strength of relatedness 
between two side effects with each drug. This uses mutual information to measure 
the amount of information one side effect carries about another (Manning & 

36 Cerner Multum’s Drug Lexicon (http://www.multum.com/lexicon.html) and Consumer 
Health Vocabulary (http://consumerhealthvocab.org/)
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Schütze 1999). It takes values between zero and one − the larger the values, the 
stronger the relatedness of the side effects. For example, the mutual information 
of zero means that the first side effect reveals no information about the other 
and vice versa. In contrast, the mutual information of one equals to the first 
side effect carrying all information needed to determine if the other effect also 
occurs. The analysis is finished by using the values of mutual information in a 
hierarchical clustering process (Manning & Schütze 1999). This results in a tree 
structure, where the leaves are single side effects and each node of the tree repre-
sents the group that contains all the side effects of its descendants. Similarly to 
family trees, where immediate descendants correspond to a person’s offsprings 
and more distant relatives branch farther away, the tree of side effects visualizes 
the groups and relations between the effects. As examples of closely related side 
effects, the authors mention Cerebral infarct (i.e., a stoke resulting from issues 
in blood circulation to the brain) and Status epileptics (i.e., a life-threatening 
condition, where the brain is in a state of continuous or repetitious seizures), 
as well as Allergic reaction and Tongue pain. When using the aforementioned 
SIDER resource and Google discussions together with the medical Web pages of  
MedlinePlus, Drugs.com, and DailyMed, the system generated the average of 66 
side effects per drug for 15,848 unique drugs.37

Another warning system applicable to a wide range of medicine is introduced 
by Chee et al. (2011). Its goal is to generate a watch list of drugs for further moni-
toring of their safety by authorities such as the US Food and Drug Administration. 
The authors assembled a hybrid of Naïve Bayes and other state-of-the-art classifi-
cation techniques to rank the drugs using specialized lexicons and word frequen-
cies to define the features. The ranking applies a scoring measure defined as:

c f+
2

n

where c refers to the number of classifier types in the hybrid; f+ to the number 
of false positives, that is, cases in the evaluation dataset where the hybrid sug-
gests incorrectly that a drug should be added to the watch list; and n to the size 
of this dataset. Multiplication by c penalizes the computational cost involved in 
including too many classifier types in the hybrid. The square brings the ability to 
differentiate the ratios of one false positive for a dataset of size two (i.e., 0.5 reflec-
ting that classification errors are not very severe, because only a small dataset 

37 Google discussions (https://groups.google.com/), MedlinePlus (http://www.nlm.nih.gov/
medlineplus/), Drugs.com (http://www.drugs.com/), and DailyMed (http://dailymed.nlm.nih.
gov/)
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was used in evaluation) from 100 false positives for a dataset of size 200 (i.e., 50, 
which indicates that the errors are a hundred times more severe because, when as 
many as 200 cases are considered, half of the predictions are false positives). The 
system was evaluated on a set of 12 million messages from 7290 public Health &  
Wellness Yahoo! Groups, including references to four drugs withdrawn from the 
market.38 The evaluation tested the hypothesis of the hybrid being able to detect 
the withdrawn drugs even if they are intentionally labeled with the incorrect class 
(i.e., not to be added to the watch list); evidence for this hypothesis would be 
reflected in large scores, or equivalently, the hybrid generating many false positi-
ves. Indeed, the scores for three out of the four withdrawn drugs were 10.89, 10.89, 
and 10.24, corresponding to the ranks 4−6 in watch list. However, the fourth 
 withdrawn drug had a low rank of 107 (score 0.04).

6.9  Methods for information curation

In the systems we presented, we have addressed the current inability of social 
media (in particular tweets) to curate information through a variety of means. 
This includes the automation of the classification of the information sources; 
identification of topics (including common topics) in the posts; detection of spe-
cific events; as well as combination, comparison, and correlation of tweets with 
other sources of information. To illustrate how crucial these capabilities are to 
filter out from search results all but topically relevant and reliable messages, let 
us to return to the case of the Hurricane Sandy. Even if a given search engine 
was able to find the relevant tweets from the overflow of 340 million tweets a 
day,39 false rumors and otherwise incorrect information in 91% of them is clearly 
a concern.

Others have attempted the automated analysis of the proportion of questions 
in tweet message chains (Mendoza et al. 2010). The data used in their study is a 
subset of the over 4.5 million messages on social media that are relevant to the 
Chilean earthquake in February 2010, killing 723 people and damaging 370,000 
homes. More precisely, the study analyzed tweets related to seven confirmed 
truths and seven false rumors with from 42 to 700 unique messages per case. It 
reports the results of a content analysis (Stemler 2001), which identified the truth-
affirming, truth-denying, and question-posing tweets. As many as 96% of the 
tweets related to confirmed truths got judged as truth-affirming, less than 4% as 

38 Health & Wellness Yahoo! Groups (http://groups.yahoo.com/neo/dir/1600060813)
39 The aforementioned March 2012 rate (Twitter Blog 2012)
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questions, and as little as 4% as truth-denying. In contrast, of the tweets related 
to false rumors, as many as 38% were seen as truth-denying, more than 17% as 
questions, and only 45% as truth-affirming. That is, false rumors were questioned 
much more than confirmed truths. This gives evidence for the large proportion of 
questions in tweet message chains indicating unreliable information.

6.10 Future work

It is clear that social media has become an important channel of communication 
for everyone, the public, organizations and governments. Social media − the infor-
mation it contains and the interactions that it enables − can be mined to benefit 
health care in a variety of ways, for both laypersons and professionals. We have 
described some systems that exploit social media to identify and monitor health 
related crisis, to discover adverse side effects of drugs, or to monitor specific topics.

This is only the beginning, as we are most likely to see new applications in 
the future. The CSIRO work in this area, in addition to what we describe above, 
has several other research foci. For example, we are looking at attitudes towards 
depression and suicide in social media, by trying to identify how people react to 
social media posts that express distress. We are also exploring how people talk 
about diet-related issues, to see if we can obtain from social media some valuable 
insights that are similar to those that can be obtained through surveys and inter-
views. We are also looking at how people might interact and influence each other 
in healthy living-related online communities. We are seeking to understand how 
people discuss various topics on social media (Paris et al. 2012) and to learn more 
about the impact of such communications on medicine, health care, and patients 
themselves.

In all this work, we have to address the issues mentioned earlier in the 
chapter, in particular the quantity (and speed) of the information, the noise it 
contains, and the potential relationships that exist (both within one channel, 
and across many media channels). In addition, the language employed on social 
media can be challenging for NLP techniques. Indeed, the language found on 
social media is usually informal, and often it contains unconventional (and at 
times colorful) vocabulary, syntax, and punctuations − sometimes through miss-
pellings and sometimes by choice, expressing the creativity of the writer.

Our overall aim is to develop a set of tools to help laypersons, professionals, 
and public health organizations find accurate and reliable information from 
social media for a variety of purposes and applications as well as to evaluate 
them in real tasks. The tools include text classifiers, topic detectors, document 
summarizers, visualization mechanisms, and social network analyzers.
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7  An empirical study of user satisfaction with 
a health dialogue system designed for the 
Nigerian low-literate, computer-illiterate,  
and visually impaired

Abstract: The advent of the Internet has made this elaborate communication 
network a repository for many different kinds of information sharing. Among the 
information normally searched for on the Internet is health-based information. 
This information helps the consumers to carry out “self-care” (activities that 
contribute to maintaining a state of well-being); in so doing, it empowers them 
to initiate lifestyle changes and new regimens to maintain good health. However, 
this information on the Internet is primarily delivered in text format. Due to 
inadequate Internet access and the low level of literacy in Nigeria, vital health 
information is only available to a small percentage of the population. This chapter 
reports on the development, acceptability, and user satisfaction with a dialogue 
system providing health information about lassa fever, malaria fever, typhoid 
fever and yellow fever. This system caters to the needs of those who lack Internet 
access or who are computer-illiterate, low-literate, or visually impaired. A cross-
sectional study was conducted using a questionnaire that gathered demographic 
data about the study participants and their satisfaction and readiness to accept 
the system. The user satisfaction results showed a mean of 3.98 (approximately 4), 
which is the recommended average for a good usability study. Dialogue systems of 
this kind help to provide cost-effective and equitable access to health information 
that can protect the population from tropical disease outbreaks. They serve the 
low-literate, the computer-illiterate, and the visually impaired.

7.1 Introduction

The Internet serves as a repository for different kinds of information. There is 
rarely a subject on which information cannot be gleaned on the Internet, including 
health. There were 2.1 billion Internet users world-wide in 2011 (Hadlaczky et al. 
2013). Jesaimini et al. (2013) state: “One of the most cited reasons for accessing the 
Internet is searching for health information.” Patients access medical information 
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through taking part in online discussion groups, searching for health information 
in medical databases, arranging for consultations with doctors, and using self-
administered treatment and diagnosing tools found on line (Bessel et al. 2002). 
Patients also seek, in addition to health information, emotional support through 
websites that are devoted to a particular disease as well as from online support 
groups and electronic mailing lists that give newsy updates to patients who have 
signed up for these regular email alerts (Alejandro & Gagliardi 1998).

Access to useful health information (HI) and medical information (MI) on the 
Internet can be lifesaving in underdeveloped countries. For example, in Nigeria 
the current life expectancy is 49 years according to the 2010 report of the World 
Health Organization (WHO). That report lists malaria, diarrhea, pneumonia, pre-
maturity, birth asphyxia, neonatal sepsis, HIV/AIDS, congenital abnormalities 
and injuries as the most common causes of death, in rank order. Some of the 
major illnesses that lead to mortality in Nigeria, such as those listed above, could 
have been prevented with simple medications and healthy lifestyles (Acho 2005). 
Most certainly, the situation could have been different if the populace were aware 
of the availability of health information on the Internet and were able to make 
proper use of such information. This is especially so because the Internet has a 
lot of prospects in supporting health care and self-care (Bernhardt 2000; Baker 
et al. 2003; Lintonen et al. 2008; Weaver et al. 2009). Health-related information 
on the Internet could help patients to be better informed, obtain more knowledge 
about their illnesses and conditions, and consequently be more involved in the 
decision making process concerning their health, rather than passively sitting by 
as the peril of illness and disease consume their vitality. No doubt, such access to 
online health information could improve patients’ health by ensuring that they 
have more appropriate healthcare services that are sorely needed at the early 
stages of illness (Diaz et al. 2002; Lupiáñez-Villanueva 2011).

7.2 Related work

Jesaimini et al. (2013) reviewed literature up to March 2012 in an effort to inves-
tigate which kinds of users searched for health information on the Internet and 
for what purposes. Their specific focus was on medication information in parti-
cular. Their study covered patients in the general population rather than in one 
specific region. They studied patients’ use of the Internet in North America and 
Europe, in the Middle East and Asia, and in Australia and New Zealand. Their 
results showed that nearly one half of the general population and 50%–99% of 
adults suffering from a chronic disease had used the Internet to search for health 
information, primarily about a specific disease, its treatment, exercise, and diet. 
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As regards medications, approximately one half of the online health information 
seek ers, whether patients or not, looked for medical information concerning 
side effects, drug safety, interactions, update on drugs currently consumed, new 
drugs, and over-the-counter or alternate medications. Women, adults older than 
50 years, and well-educated people searched considerably more frequently for 
health information and medical information. The reasons to search on line for 
medical information were convenience, broad range of information, and peers’ 
opinions. The online searches for medical information did not replace health 
professionals’ informa tion, but offered additional information and a possibi-
lity to cross check. Interestingly enough, the study results also showed that not 
only can online medical information reassure a patient or incentivize them to 
ask questions from the treating physician, but online health-related information 
can likewise confuse the patient. This is so because the patients’ lack of medical 
expertise creates confusion when presented with large amounts of, sometimes 
contradictory, information which can be hard to sift through and digest.

Oyelami et  al. (2013) investigated Nigerians’ Internet pattern usage. This 
included studying patients’ awareness of the availability of health-related infor-
mation on line, as well as an examination of the key factors that influenced 
their use of the Internet for self-care health information. A questionnaire-based 
assessment of 205 individuals selected randomly was carried out. The results 
indicated that 61% of the participants used the Internet for self-care (self- 
diagnosis and treatment in lieu of seeking help from the medical profession) 
and were aware of the availability of health information on the Internet, which 
they readily pursued to find answers to their health concerns. The participants 
in this study also reported that they had used the Internet for purposes other 
than seeking health-related information. Those purposes included communi-
cation, social networking, general research, and banking. The results validated 
study participants’ perceived ease of use, compatibility (consistency with the 
values or norms of potential adopters of a technology and the similarity with 
existing standards), Internet self-efficacy (belief in a person’s ability to succeed 
in a specific situation), and technical support and training, as factors to consider 
in using the Internet for self-care.

Jo et  al. (2010) carried out a survey to reveal the patterns of utilization of 
health information on the Internet among native residents of the metropolitan 
city of Incheon and simultaneously in the Gangwon province of South Korea. 
Their results revealed the following categorical breakdown for the health infor-
mation that people sought on the Internet: general health tips (64.2%); disease 
specific information (32.0%); shopping for health commodities such as HIV test 
kits, contraceptive devices, etc. (23.7%); and selection of hospitals (19.3%). The 
survey showed that people with a higher education and higher income level were 
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inclined to use the Internet more often for health information than those who 
were less educated and had less income. Similarly, metropolitan city residents 
used health information found on the Internet more often than those leading a 
more humble lifestyle living in the outer lying province. One’s personal health 
status appeared to be the most important factor in determining the use of the 
Internet for searching information about general health tips. For example, healthy 
people (68.3%) used the Internet more than those plagued by illnesses (44.4%). 
However, among the population of ill people who availed themselves of the Inter-
net, they were found to use the Internet most frequently for disease-specific infor-
mation (62.6%). Residence area (where a person resides) was the most important 
factor of online shopping for health commodities. For instance, whereas 31.8% 
of city dwellers used the Internet for purchasing health commodities, only 19% 
of those living in the province used it for the same purpose. Similarly, residence 
area, age, and health examination were the determinant factors for the utilization 
of the Internet for hospital selection.

AlGhamdi & Moussa (2012) through a self-administered questionnaire  
(a questionnaire that is administered without an interviewer) carried out a study 
to determine how the public uses the Internet in Saudi Arabia to search for health-
related information. As part of the study, the respondents were ask to evaluate 
their perceptions of the quality of information they found on the Internet when 
compared with the information they obtained from their own healthcare provi-
ders. Their results showed that 87.8% of the study respondents used the Internet 
generally and 58.4% used the Internet for searching specifically for health-related 
information. While 89.3% reported that a doctor was their primary source of health 
information, 84.2% of those surveyed agreed that searching for health information 
on the Internet was useful. The reasons given were: (1) curiosity (92.7%); (2) not 
getting sufficient information from their doctors (58.5%); and 3) not trusting the 
information given to them by their doctors (28.2%). In fact, 44% of study parti-
cipants searched for health information before going to the clinic; 72.5% of the 
study respondents discussed the information they obtained from the Internet with 
their doctors. And nearly all those who did so (71.7%) believed that this positively 
affected their relationship with their doctor. Health information search was more 
frequent among the 30–39 year age group as well as those with university or higher 
education, employed individuals, and high-income groups.

The work by Sadasivam et al. (2013) reveal that not only do individuals who 
need health information search for it, but there is similarly a category of health 
information seekers called “surrogate seekers” – those who actively search 
the Internet for relevant health infomation for persons other than themselves. 
Members of this category search for health-related information for their family 
members or friends who may be suffering from serious health conditions. It is 
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important to address this category because they are frequent visitors of the Inter-
net along with those who search the web for information related to their own 
conditions. The study seeks to identify the unique characteristics of surrogate 
seekers, showing how they differ from self-seekers of health information. The 
researchers contend that by “identifying the unique characteristics of surrogate 
seekers [this] would help in developing Internet interventions that better support 
these information seekers.”

From all the related work described above, it can be seen that the vital health 
information accessed by the patient, or their advocate, appears in text format 
only. However, if a consumer is not computer literate, has no access to the Inter-
net, is visually impaired, or is suffering from literacy problems in general, such 
a consumer is clearly at a disadvantage. Hence, it is imperative that we attend to 
the needs of these special categories of individuals who would benefit from the 
massive amount of health-related information found on line.

7.3 Dialogue systems

According to Bickmore & Giorgino (2006), a dialogue is discourse between two or 
more parties, including a human and a computer. Bickmore and Giorgino (2006) 
and Alan et al. (2004) defined a dialogue system as a computer system that com-
municates with a human.

Even though there are proprietary solutions for developing dialogue systems, 
VoiceXML is the W3C standard designed for human-computer audio dialogues 
that feature synthesized speech, digitized audio, recognition of spoken, DTMF 
(Dual Tone Multi Frequency) key input, recording of spoken input, telephony and 
mixed initiative conversations (José 2007; W3C 2001). The main goal of VoiceXML 
is to bring the full power of Web development and content delivery to voice res-
ponse applications and to free the authors of such applications from low-level 
programming and resource management. VoiceXML enables integration of voice 
services with both data services, using the familiar client-server paradigm (W3C 
2001). For a traditional webpage, a Web browser will make a request to a Web 
server, which will, in turn, send an HTML document to the browser to be dis-
played visually to the user. However, for a dialogue system, it is the VoiceXML 
Interpreter that sends the request to the Web server, which will return a VoiceXML 
document to be presented as a dialogue system via a telephone.

Dialogue systems for calling up web-based medical content play a special 
role in underdeveloped countries. Nigeria presents an interesting test case 
in that the low level of computer literacy serves as one of the major impedi-
ments to accessing health information on the Internet (Jegede & Owolabi 2003;  
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Esharenana & Emperor 2010). Furthermore, only 27.3% of the world population 
has access to computers, and 25.9% have access to the Internet (ITU 2009). Con-
sequently, one technology that can be used to overcome the accessibility problem 
is telephonic communication. In fact, telephones outnumber computers on the 
planet (José 2007), and 67% of the world population has access to them as stated 
in the ITU report (2009). Given the ubiquity of telephones, HI and MI may be made 
accessible to the Nigerian populations of the computer-illiterate, low-literate and 
the visually impaired via the proper use of the spoken dialogue system, which we 
describe below. This system is accessible via both fixed lines (landlines) and mobile 
phones. Dialogue systems provide interactive voice dialogues between a human 
and a computer. They have the potential of being used to provide ubiquitous, cost-
effective and wide-scale services to a vast majority of people (David 2006). They 
can also be used to provide access to health information available on the Internet to 
the visually-impaired. In this work, below, we explore how Health Dialogue System 
(HDS) provides access to health information. We show how the system was develo-
ped and evaluate its performance for acceptability and  user-satisfaction.

7.4 Methods

The Health Dialogue System (HDS) was developed using VoiceObjects Desktop for 
Eclipse 11. This is an Eclipse-based IDE for designing, developing, testing, deploy-
ing and administering of voice, video, text and Web-based applications. Voxeo 
Prophecy 13 was used as the implementation platform consisting of a speech 
server and VoiceXML engine. Voxeo Prophecy is a standards-based premise voice 
platform that is used by Voxeo customers worldwide for inbound IVR, outbound 
notification, innovative VoIP applications, and more. All these tools allow for 
testing of voice applications without having to deploy them on the telecommu-
nication service providers’ networks. A white female voice was used by HDS in 
interacting with the participants. By default, Voxeo Prophecy’s text-to-speech 
(TTS) system can be used in either a white female voice or a white male voice 
mode. HDS was tested using an in-built soft phone in Voxeo Prophecy.

7.4.1 Participants

The evaluation of HDS was carried out among 19 undergraduates of Landmark Uni-
versity, which is located in Omu-Aran, Kwara State, Nigeria. Of all of the 19 subjects 
that participated in the study, one subject did not complete the questionnaire. Each 
of the subjects that participated in the evaluation was  informed beforehand of what 
services HDS offers and how to interact with the system. Each was subsequently 
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invited to test the system on a laptop computer running Windows 8. After the test, 
each subject was given a questionnaire to fill out.

7.4.2 Demographics of the participants

Nine of the participants were male while five were females. The remaining four 
subjects chose not to specify their sex. Ten of the participants were less or equal 
to 20 years of age, five were within the 21–30 age range, while three did not specify 
their age range.

7.4.3 Data collection

In measuring user satisfaction of the system, items in questionnaires used in 
similar studies by Kwan & Jennifer (2005) and Walker et al. (1999) were adopted. 
The measures used in the questionnaires have both face and content validities. 
For face validity, all measures were constructed by experts with over 10 years of 
experience in usability tests of mobile and speech user interface (SUI) applica-
tions. In terms of content validity, the measures covered all dimensions of usabi-
lity in telephony applications as defined by the European Telecommunications 
Standard Institute (ETSI) (Kwan & Jennifer 2005). However, a modification was 
made to the questionnaire by Kwan & Jennifer (2005) by the changing of some 
adjectives to their simpler synonyms in a bid to aid the participants’ understan-
ding. The questionnaire used was scaled 1–5.

7.4.4 Data analysis

The completed questionnaires by the participants were analyzed using Microsoft 
Excel 2010. Descriptive statistics-frequencies and percentages were calculated.

7.5 Health dialogue system (HDS)

The prototype system developed provides health information about fevers rampant 
in Nigeria. The system when called up by the user proceeds to welcome the user and 
then quickly informs the user of the services it renders. The user is then expected to 
make a choice from a list of diseases – lassa fever, malaria fever, yellow fever and 
typhoid fever – in order to get information about those diseases. Once a selection is 
made, the system presents general information about the specific fever. The caller 
is then asked to select information about any of the following aspects of the fever: 
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symptoms of the fever; how to treat it; information about fruits that can be used in 
treating the fever; and how to prevent it. The caller also has the option of listening to 
the list of the diseases again before exiting from the application. The dialogue flow 
generated by VoiceObjects is shown above in Fig. 7.1.

Figure 7.2 below shows HDS being tested with the Prophecy 13 in-built soft phone.

Fig. 7.1: Dialogue flow of HDS.

Fig. 7.2: Calling HDS with Prophecy 13 in-built soft phone.
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Tab. 7.1: Experiences with mobile/computing devices.

Item Category %

Software usage skill Novice
Average
Good
Expert

5.6
11
55.6
27.8

Device used for work Laptop
Desktop PC

55.6
44.4

Ownership of phone/PDA Mobile phone/PDA
No ownership
No response

83.3
11.1

5.6

Duration of ownership of phone/PDA  > 2 years
 < 2 years
No response

77.8
5.6

16.6

Frequency of making or receiving of 
calls weekly

 > 7 times
5–6 times
1 time
No response

77.8
5.6
5.6

11

7.6 Results

7.6.1 Experiences with mobile/computing devices

As shown in Tab. 7.1 below, five (27.8%) of the study participants rated their 
experiences/skill in the use of computer as “expert.” Ten (55.6%) rated their 
skills as “good.” Two (11%) rated their skills as “average” while one (5.6%) rated 
his computer skills as “novice.” Eight of the participants (44.4%) primarily used 
a desktop PC to do their work, while 10 (55.6%) made their laptop their primary 
computing device. Fifteen of the participants (83.3%) owned a mobile phone 
or personal digital assistant (PDA); two (11.1%) did not own either a mobile 
phone or a PDA. Lastly, one participant (5.6%) did not specify this option about 
a mobile device all together. Of all those that owned a mobile device, 14 (77.8%) 
had owned a mobile phone/PDA for more than 2 years while only one (5.6%) 
participant had owned such a device for 2  years or less. Three of the partici-
pants (16.6%) did not specify the duration of their ownership of a mobile device. 
When questioned about frequency of usage, as seen in Tab. 7.1, the results show 
that 14 (77.8%) of the respondents made or received calls more than seven times 
a week; one respondent (5.6%) made calls 5–6 times in a week; one respondent 
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(5.6%) made calls once a week; and two of the respondents (11%) did not make 
any calls at all.

7.6.2 User satisfaction and acceptability of HDS

In response to the question, “Would you like to access health information 
using this kind of system? If yes, why?” Seventeen of the respondents (94%) 
responded “yes” while one (6%) did not specify this option. These results showed 
a user satisfaction mean average of 3.98. Such results imply that all the parti-
cipants approved access to health information via dialogue systems in that a 
 satisfaction result of 3.98, which is approximately 4, comports with the recom-
mended average for good usability studies on 1–5 scale (Sauro & Kindlund 2005).

Table 7.2 below lists all the reasons given by the study participants for 
their satisfaction and acceptance of HDS.

Tab. 7.2: Satisfaction of use and acceptability of HDS.

“It can be used in times of emergencies”
“Because I believe it can be useful”
“The application is really interesting”
“Because I found the application easy to understand”
“Because I figured it would just make things a whole lot easier”
“I believe it would be of much help”
“It was easy to understand and operate”
“The system is easy to understand and communication is clear”
“Is quite easy and understandable”
“Because it is more easy and able to understand by a novice”
“It is easy to use”
“It is easy to use and gives some symptoms about health information”
“Because it was a bit easy to navigate around it”
“It provided a first aid guidance to minor health issues”
“It provides health information with speed and ease”.

7.7 Conclusion

From the results presented above, it can be demonstrated that the users were both 
satisfied with the dialogue system and that they were readily inclined to access 
health information using this kind of telephony system. From their responses to 
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the question on why they would like to access health information using dialogue 
systems, it is obvious that simplicity of use; understandability of the system [even 
though a white female voice was used in communicating with the participants]; 
usefulness of such systems; ease of use and navigation of the system; usefulness 
in providing first aid; and usefulness in making life easier were factors that con-
tributed to the success of the dialogue system. Therefore, any system intended 
to provide health information should take into consideration these useful and 
practical features. This kind of system can be used to provide both cost-effective 
and readily available access to health information, which has heretofore been 
available on the Internet in text form only. This way, the Internet can better serve 
the populations of low literate, computer illiterate and the visually impaired, who 
without this Health Dialogue System would not have been able to access online 
information about debilitating and, in some instances, life threatening infectious 
diseases commonly found in Nigeria. Such systems provide a more equitable 
access to web-based health information for those who cannot readily access this 
information on line.
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Keith M. Williams

8  DVX – the descriptive video exchange project: 
using crowd-based audio clips to improve  
online video access for the blind and the  
visually impaired

Abstract: In recent years, we have witnessed an explosion in the amount of 
online information available in video format. Full participation in an information 
society now requires the ability to access and understand video data. This 
requirement presents a major obstacle to people who can only see poorly, or 
not at all. As a result, their access to important medical information may be 
severely compromised. Furthermore, video data cannot be processed by current 
text-based search techniques. This chapter examines the use of audio and text 
description, created through crowd sourcing, to improve video accessibility for 
the blind and the visually impaired. In addition, it describes how description and 
speech recognition can improve video search.

8.1 Current problems with video data

The first problem is the difficulty of accessing video formatted data for the blind 
or the visually impaired. Given that more and more data are being presented in 
the video medium, participation in an information society requires the ability to 
view and understand ever-increasing amounts of video data. Blind people and 
the visually impaired want and need access to online video information for the 
same reasons as sighted people want access to such information. Here are a few 
examples:

Health care: An ever-increasing amount of health and medical information 
on the Internet is now available in video format. Nearly everything from lifestyle 
suggestions to prescription instructions is presented as small movies. In fact, 
access to this information can prove vital to one’s well-being.

Education: Course materials and lectures frequently contain large amounts 
of information in video format. Consequently, access to video has become an edu-
cational necessity.

Entertainment: blind people want to enjoy movies, DVDs, etc.
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Unfortunately, video content presents a large portion of its information 
 visually. While highly effective, it excludes those who cannot see it. How can 
video format be augmented to provide increased accessibility?

The second problem is the difficulty of searching information that is in video 
format. Consider a patient who has a set of video instructions for a medical 
prescription that they must take. They want to look up the dosage. Unlike with 
text, the patient has no search function available to them that can be used to find 
the dosage section. Instead, the patient must tediously play through the entire 
video, seeking this information more or less by trial-and-error until they find the 
dosage information. No doubt, this is a slow, cumbersome process, whether the 
searcher is sighted or blind. The question posed here is how can this be made 
easier for everyone regardless of their visual capacity?

8.2 The description solution

Given that video is so pervasive a medium in this society, what can we do to incre-
ase its accessibility to the blind and the visually impaired, as well as improve its 
ability to be searched by the general population writ large? One solution is to add 
more information in another format to augment the video content. This is called 
“description.”

8.2.1 What is description?

In its broadest sense, a description is a set of information in a secondary format 
that augments other information that exists in a primary format.

A common example is television captioning. The television program is a 
stream of information in video, which is the primary format. The captioning is the 
description that adds information as text, which is the secondary format.

By adding a secondary format, description provides access to information 
when the primary format is not usable. For example, the text captioning provides 
information to people who are deaf, or where the environment is too noisy to use 
audio, as in a crowded bar.

8.2.2  Description for the visually impaired

The main objective of the DVX project, described below, is to increase accessibi-
lity to video data for the visually impaired. In the DVX project, the primary format 
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is video and the secondary format is audio, the addition of which provides incre-
ased access to videos for people with low or no vision.

8.2.2.1 Current types
Amateur live audio description (bring a friend)
This was, historically, the only type of description available. A blind person found 
a friend to watch a video with them, and the friend described the video in real 
time as they sat at the side of their unsighted friend.

Professional audio description
Occasionally, an organization (e.g., a film studio) that created a video would 
create a description to accompany it. The description became an addition to 
the professional product. Such descriptions were created in the same manner 
as other video content was created. As such, a scriptwriter would write what 
was to be spoken. Then, the resulting script would go through many cycles of 
editing and revision, and, finally, a professional speaker (voice talent) would 
record the script.

Problems with the current types
Description has three major technical issues, which must be addressed to work 
successfully: storage, distribution, and synchronization. A description’s data 
must be stored somewhere, so it can be used more than once. Wherever the 
description data is stored, it must be available on demand to the system that plays 
the video. Thus, it must be available for distribution.

Finally, description must be synchronized to the video. Descriptions 
are composed of clips – short pieces of speech, which are spoken at speci-
fic times within the video. This timing is critical. Deviations of even tens of 
milliseconds can cause clips to interfere with the sound track of the video,  
resulting in reduced comprehension of both the video and the description. Larger 
deviations can disrupt the synchronization between the description and the 
events that are occurring in the video, causing a great deal of confusion.

Amateur description has serious problems with storage and distribution. The 
description has no storage, and must be repeated every time the video is played. 
The obvious solution to this problem is to record the description on a separate 
device, such as a digital recorder. This method fails, because it offers no mecha-
nism to provide the necessary synchronization. Even if that problem were solved, 
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amateur description still lacks a means to distribute the description to every 
person who views the video. This raises a lot of questions: Should a DVD with the 
audio be available to order along with the DVD of the video itself? What about 
online videos? Must the description be added to the web site? In every case, the 
entity that makes the video available must also make the description available, 
but can that be practically done?

Professional description, on the other hand, usually solves the storage and 
distribution problems. Since the describers usually work with the content produ-
cers, the descriptions are stored and distributed with the content itself. Moreover, 
this approach also simplifies synchronization.

The major problems with professional description though are high cost and 
difficulty of scaling. Their production method creates a very refined and elegant 
product, but the process simply takes much too long. The cost and availabi-
lity of the chain of people needed to produce professional description makes it 
ostensibly non-viable for small video productions. For example, an academic 
department at a university setting that wanted to describe videos of its semi-
nars and lectures would no doubt lack the time and money to hire competent 
scriptwriters.

8.3 Architecture of DVX

The objective of the DVX project was to provide an environment, or platform, for 
the creation and dissemination of video description, which addressed the pro-
blems stated above, and more. To achieve this, the architecture is divided into 
two distinct parts. The first part is the Descriptive Video Exchange (DVX) server, 
which provides an open, distributed repository for descriptions. The second part 
includes the Applications Modules that utilize the DVX server to provide descrip-
tion solutions for their users.

8.3.1 The DVX server

The DVX server is the common repository that stores and disseminates video 
descriptions. It exposes a standard interface that applications can use to store, 
manage, and distribute description data. It does this in the form of a RESTful web 
service, which is an architectural style consisting of a coordinated set of architec-
tural constraints applied to components, connectors, and data elements, within 
a distributed system.
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8.3.1.1 Major data elements, attributes and actions
Figure 8.1 shows the three major data elements in the server: user, clip, and video. 
Each is specified by a set of attributes shown in Tab. 8.1. Together, they encap-
sulate the information and inter-relationships that clients of the server need in 
order to create and manage descriptions. Note: each element has more attributes 
than are listed here. These are just some of the major ones.

Client 
(Web Browser)

YouTube

DVX Server
(Tomcat)

YouDescribe 
(Web Server)

Fig. 8.1: DVX architecture.

Tab. 8.1: DVX data elements.

Element Attributes Actions

User Handle – the user’s name
Password – the user’ identification
Email – user’s communication point

Add – create a new user
Logon – sign onto the server
Logoff – sign off of the server

Clip Id – a unique identifier
Format – the type of the clip
Video – identifies the video the clip belongs to
Time – when the clip should be played
Filename – the file containing the clip’s data
Author – the clip’s creator

Upload – add a clip
Download – retrieve a clip
Metadata – provide information 
on a clip
Delete – remove a clip

Video Id – identifies the video
Media identifier – identifies the exact version  
of the video
Author – the user who added a video

Add – enters a new video into 
the server
Video – retrieves information 
about a video



196   Keith M. Williams

User
The DVX server supports the concept of a user. Users represent the people who 
create descriptions. Each user has a unique identifier, as well as a name and pass-
word. Users must log in to the server to make any changes to data (add, delete, 
modify). They do not have to log in to simply query or view data. An “id” number 
uniquely identifies each user within the server.

Attributes
A user has a “handle,” which will be the name he or she is known by to the 
server.
A user’s “password” provides verification of user identity.
A user also has an “email” address.

Actions
A client can “add” a user to the DVX server. This starts a registration process 
that sends a confirmation message to the given email address so as to confirm 
the identity of the candidate user.
A client can “logon” to the server, using the “handle” and “password” 
attributes.
A client can “logoff” from the server.

Clip
A clip is a piece of information that says something about a video. A set of clips, 
each played at a different time in the same video, forms a description. The server 
allows clips to be in many different formats: audio files, text strings, etc.

Attributes
Each clip has several parameters associated with it.
A clip’s “id” uniquely identifies it.
Its “format” indicates what the medium of the clip is: audio, text, etc.
The “video” attribute is the id of the video that the clip belongs to.
The “time” of a clip defines the time, in seconds, from the beginning of the 
video that the clip belongs to, i.e., the time within the video that clip should 
be played.
The “filename” is the name of the file that contains the clip’s data.
Finally, the “author” is the id of the user who created the clip. Each clip 
belongs to a particular user. This allows multiple users to create separate 
descriptions of the same video.
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Actions
Clients of the DVX server can perform four actions with clips.
Given the attributes “filename,” “time,” “author” and “video,” the “upload” 
action copies “filename” into the server.
The “download” action streams the contents of a clip to the requesting client. 
Any combination of attributes can be specified, as long as they define a 
unique clip.
A client can request a “Metadata” query for clips. This returns information 
about all clips (as opposed to the clips themselves) that match the parame-
ters passed with the query. If no parameters are passed, information on every 
clip in the server is returned.
The “delete” action removes a clip from the server. As with download, any 
number of attributes can be specified, as long as they identify a unique clip.

Video
The video element contains information about a video. It does not contain the 
video itself.1

Attributes
The “id” attribute is an internal identifier for each video known to the server.
The “media identifier” is a unique name for each video. As opposed to the 
“id” mentioned above, this is an id, found from the media or its source 
itself that identifies it as a particular piece of content. For example, it iden-
tifies a video as “great video, version 1.” This is important, because content 
with the same title, etc. can often be found in different versions. This is 
particularly common with DVDs – there is an original version, a “director’s 
cut,” a PG-edited version, etc. These versions will almost surely have dif-
ferent lengths.
In order to maintain synchronization, it is vital that the server knows the exact 
identity of each piece of content that is described. Websites, such as YouTube, 
often have unique identifiers for each video, making the solution relatively easy. 

1 Notice that these actions lack a method to store the video within server, and provide no  
mechanism to alter videos in any way. This was a conscious design decision. The DVX  
architecture enables people to create descriptions, who are not the creators or owners of the 
content they describe. For this reason, DVX protects the content from any possible changes. 
The DVX server does not have any capability to download, store or alter the described media. It 
only stores and manipulates descriptions, and merely points, through URLs, to the described 
content. All content remains untouched at their original locations.
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Other media, such as DVDs, can be more difficult. There are sometimes tags 
within the DVD that are meant to be unique, but these are not always present 
or accurate. We have explored the use of hashing algorithms to derive unique 
keys from the actual data stream from DVDs. This is an ongoing area of research.
The “author” attribute is the id of the user who added the video to the server. 
This is separate from the people or group who created the video.

Actions
The “add” action lets a client add a new video to the server.
The “video” action retrieves information about all videos that match the 
given attributes.

8.3.1.2 Current implementation
RESTful web service interface
A web service can be described as a web site whose clients are other computers, 
rather than humans. Programs communicate with the site to access and exchange 
data, as well as to perform actions on that data. A RESTful web service follows 
the paradigm given by Roy Fielding2 in 2000. Programs communicate with the 
service using the common HTTP protocol.

The server exposes URLs to clients over a network. In each URL, the action to 
be taken is presented as a combination of an HTTP method and an endpoint, and 
the attributes are represented by HTTP parameters. For example, a client request 
for a particular clip would have the form: http://dvxwebsite.com:8080/dvxApi/ 
clipdownload?video=1234&Time=32.6&Author=25.

This is an HTTP GET method that, which instructs the DVX server (hosted at 
dvxwebsite.com), to download the clip created by user number 25, for the video 
with an internal identification of 1234, which was recorded 32.6 seconds from the 
start of the video.

8.3.1.3 Tomcat servlet container
The DVX server resides in a Tomcat container. Tomcat is an open-source plat-
form similar to a web server such as Apache or Windows IIS. Instead of hosting 
HTML web pages, however, it hosts Java objects called servlets. These objects 
respond to HTTP requests, and dynamically create HTTP responses. The DVX 

2 Fielding, Roy Thomas (2000), Architectural Styles and the Design of Network-based  
Software Architectures, Doctoral dissertation, University of California, Irvine.
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server is a collection of servlets that receive HTTP requests from clients, and 
reply with responses.

MySQL database/Hibernate
All data except for the actual clips are stored on a MySQL database. MySQL pro-
vides the persistent storage needed to preserve the relationships between clips 
and videos that comprise descriptions, as well as the information required to 
manage users, videos and other bookkeeping activities. Hibernate is an Object 
Relational Mapping (ORM ) framework. It facilitates the translation between the 
object-oriented environment of the Java code in Tomcat, and the relational data 
paradigm of MySQL.

8.3.1.4 Applications
The DVX server provides vital description information programmatically, in a 
form that is easy for software programs to work with. The second half of the DVX 
architecture is its applications. These are the software systems that utilize the 
DVX server to provide description capabilities and functions to users.

YouDescribe
YouDescribe is a description creation and distribution web application for 
YouTube videos. Anyone with a web browser can use it.

A user can select any normal YouTube video, and play it. At any point, they 
can pause the video and record an audio clip. By repeating this process, they 
create a description of the video.

Later, another user can select and play the same video. As it plays, You-
Describe plays the audio clips for them at the appropriate times in the video.

Figure 8.2 shows the main YouDescribe page.
If the user clicks on the “Show Most Recent YouDescribe Videos” link, a 

table displays all the YouTube videos that have descriptions. The table shows a 
row for each description of each video; therefore some videos are displayed on 
multiple rows.

Additionally, the user can enter text into the search textbox. The table will 
then show all YouTube videos that match the search criteria.

In either case, each row of the table displays an icon of the video, followed 
by its title. Clicking on either of these pops up a video player, which starts to play 
the selected video (Fig. 8.3).
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Fig. 8.2: YouDescribe.

Fig. 8.3: YouDescribe player.
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The player floats on top of the main page. It behaves similarly to any ordinary 
video player, except that while playing the video, it will pause and play audio 
clips at appropriate times, which provides a description of the video. They player 
also includes a describer dropbox, and a “share” button. The dropbox allows the 
user to select the describer they want to hear, while the “share” button displays a 
link to the described video, which a user can use to embed the video in any web 
document.

Returning to the main page, an optional third field is only displayed if 
the user is logged on to the system. Selecting it brings up the authoring page  
(Fig. 8.4), where the user can record descriptions for the selected video.

The authoring page allows a logged-in user to create and edit a video’s 
description, by recording and deleting individual clips. It displays a video player, 
similar to the one in the main page, except for four additional controls:

A record button, when pressed, will record the user’s speech.
A volume control allows the user to adjust the recording level.

Fig. 8.4: YouDescribe authoring.
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A small oscilloscope displays shows a waveform of what is being recorded.
An upload button, when pressed, will send the recording to YouDescribe.

To author a description, a user would play the video, and pause it at a point where 
they want to describe something. They would then hit the record button, speak 
their explanation of the video, and click the upload button to send the clip to 
YouDescribe. YouDescribe then sends the clip to DVX, which stores it as a clip for 
the video, to be played back in the future at the time where the video is paused.

An additional frame in the authoring page lists all the clips the user has 
created for the video. Each line of the list allows the user to play back the clip, 
and delete it, if desired.

The final field in the main page table shows the name of the user who created 
descriptions for the video. Clicking on that name returns a table, which lists all 
the videos that user described. This provides a way to follow a particular user, 
and track the videos they have described.

An example scenario – Figure 8.5
An example will help illustrate how YouDescribe can use the DVX server to 
provide description services.

When a user goes to the YouDescribe web page, the browser sends a request 
to the DVX server, in the form:

HTTP method: GET
Endpoint: Video

This retrieves information about every video known to YouDescribe. The web 
page displays the returned information as a list. There is an entry in the list for 
each video that has a description created by a particular user. Therefore, a video 
may be listed several times, if more than one user created a description for it.

The user selects a video from the list. The browser creates a player to play the 
video. It then queries the server, to get a list of all the clips associated with that 
video:

HTTP method: GET
Endpoint: clip/metadata
Attributes: Id = “id of selected video,” Author = “id of selected user”

The server responds with data for every clip that was recorded by that user for 
that video. The browser then starts the player, and plays the video.
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Fig. 8.5: Example scenario.
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Because the data returned by the server includes a “time” attribute for each 
clip, the player knows when it should pause the video and play an audio clip. 
Whenever it is time to play a clip, the browser requests the clip from the server:

HTTP method: GET
Endpoint: clip
Attributes: Id = “id of selected video,” Author = “id of selected user,” 
Time = “time of desired clip”

The browser then pauses the player, and plays the clip, which describes what 
occurs in the video at that time. When the clip is done, the browser tells the 
player to resume playing. In this manner, the application provides a description 
of the video.

8.4 DVX solves description problems

The combination of the DVX server and DVX-enabled applications solves many of 
the problems associated with description creation and dissemination:

First, it allows anyone to create descriptions. The DVX Server, combined with 
an application such as YouDescribe, creates a crowd-sourced solution for 
description generation. It grants the ability to describe video to every person 
with a web browser. This includes professional describers. The DVX interface 
augments the tools professional describers already use, thereby providing a 
gateway to DVX’s instant, worldwide distribution and storage.
Second, it provides description distribution. DVX breaks the traditional tie 
between description creation and a particular vendor or video medium. 
The origin of a description is independent of its storage and access. The 
descriptions are stored where any user with Internet connectivity can 
access them.
Third, it provides synchronization information. In DVX, all clips are stored 
with the time that they should be played in a video. Therefore, correct time 
information is always available to any application, which eases the task of 
description synchronization.
Fourth, it enforces common description formats. In DVX, all clips are stored 
in a common format. Descriptions can be easily shared regardless of the  
different applications that generated them.
Fifth, it decreases the time it takes to distribute descriptions. A descrip-
tion, once created, is immediately available. It does not have to be delayed, 
pending a new release of the content.



 DVX – the descriptive video exchange project   205

8.5 DVX and video search

While DVX can help solve many issues concerning video description, it can 
also be used to improve video search. As mentioned before, searching a video 
is a very difficult process. Imagine, however that the video had descriptions 
in text format, commonly known as “tags.” Those descriptions are availa-
ble to the many text search tools on the market today. A search for the word 
“dosage” could quickly forward the video to the information one needs with 
regard to how much and how often an especially potent medication may be 
taken. Further, data mining tools, in addition to all the other powerful ana-
lytical techniques that have been developed for text data, can now process the 
video data as well.

The challenge is how to create tags for the vast number of videos.
Speech recognition has been used to create a text transcript of a video’s audio 

track. Search engines and other text-based tools can then access and process the 
transcript. This approach is fast, since it requires little or no human intervention, 
and it can work nearly automatically.

However, automatically creating tags has two shortcomings:
First, the transcript only contains information from the audio portion of the 

video. Thus it may omit vital information that could have been used to create 
useful indexing tags. For example, the prescription video may never actually say 
the word “dosage.” Just as with a visually-impaired viewer, the speech recogni-
tion system (which cannot see either) only knows what is contained on the audio 
track. Second, the transcription is not constituted or formulated as a set of tags; it 
is merely a text translation of all the voice on the video. Consequently, it must be 
processed further to extract a useful set of tags.

DVX could bring its solutions to greatly enhance the transcript approach. 
First, it could fill the gap that the transcript misses. The descriptions people create 
are information about the visual-only portions of the video, which is the very part 
the transcript doesn’t cover. It could use speech recognition on those descriptions 
to create a second set of text that fills in the information that is missing from 
the transcription. Second, the descriptions it translated to text were created by 
humans, who used their judgment to create intelligent translations of voice text, 
thereby making it much easier to extract useful tags than to rely on machine lear-
ning techniques to make these feature extractions.

Futhermore, DVX could also create tags directly. An application could be 
written that simply enables users to pause a video and type a description, rather 
than speak one. The DVX server can store any type of clip, as long as it can be stored 
as a file. DVX could even convert those descriptions to audio, using text-to-speech.
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8.6 Conclusion

Description is a powerful tool that increases accessibility to information that is 
stored in video format. The Descriptive Video Exchange provides a framework 
that enables a large number of people, amateur and professional, to create 
descriptions both quickly and easily. It distributes those descriptions so that 
they are available to anyone on the Internet and, in particular, provides a special 
service for the visually impaired. Furthermore, DVX when combined with speech 
recognition can greatly improve video search.
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9  Information extraction from medical images: 
evaluating a novel automatic image annotation 
system using semantic-based visual  
information retrieval

Abstract: Today, in the medical field there are huge amounts of non-textual 
information, such as radiographic images, generated on a daily basis. Given 
the substantial increase of medical data stored in digital libraries, it is becoming 
more and more difficult to perform search and information retrieval tasks. Image 
annotation remains a difficult task for two reasons: (1) the semantic gap problem – 
it is hard to extract semantically meaningful entities when using low-level image 
features; and (2) the lack of correspondence between the keywords and image 
regions in the training data. Content-based visual information retrieval (CBVIR) 
and image annotation has attracted a lot of interest, namely from the image 
engineering, computer vision, and database community. Unfortunately, current 
methods of the CBVIR systems only focus on appearance-based similarity, i.e., 
the appearance of the retrieved images is similar to that of a query image. As a 
result, there is very little semantic information exploited. To develop a semantic-
based visual information retrieval (SBVIR) system two steps are required: (1) to 
extract the visual objects from images; and (2) to associate semantic information 
with each visual object. The first step can be achieved by using segmentation 
methods applied to images, while the second step can be achieved by using 
semantic annotation methods applied to the visual objects extracted from 
images. In this chapter, we use original graph-based color segmentation methods 
because we find that as linear algorithms they perform well. The annotation 
process implemented in our system is based on the Cross-Media Relevance Model 
(CMRM), which invokes principles defined for relevance models. For testing the 
annotation module, we have used a set of 2000 medical images: 1500 of images 
in the training set and 500 test images. For testing the quality of our segmentation 
algorithm, the experiments were conducted using a database consisting of 500 
medical images of the digestive system that were captured by an endoscope. 
Our initial test results, based on looking at the assigned words to see if they 
were relevant to the image in question, have proven that our automatic image 
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annotation system augurs well in the diagnostic and treatment process. This 
is first step toward larger studies of automatic image annotation for indexing, 
retrieving, and understanding large collections of image data.

9.1 Introduction

Advances in medical technology generate huge amounts of non-text informa-
tion (e.g., images) along with more familiar textual one. Medical images play a 
central role in patient diagnosis, therapy, surgical planning, medical reference, 
and medical training. The image is one of the most important tools in medicine 
since it provides a method for diagnosis and monitoring of patients’ illnesses and 
conditions, with the advantage of it being a very fast, non-invasive procedure. 
Automatic image-annotation (also known as automatic image tagging or linguis-
tic indexing) is the process by which the computer system automatically assigns 
metadata, in the form of captioning or keywords, to the digital image while taking 
into account its content. This process is of great value as it allows indexing, retrie-
ving, and understanding of large collections of image data. As new image acqui-
sition devices are continually developed to produce more accurate information 
and increase efficiency, and as data storage capacity likewise increases, a steady 
growth in the number of medical images produced can be easily inferred. Given 
the massive increase of medical data in digital libraries, it is becoming more and 
more difficult to perform search and information retrieval tasks. In sum, image 
annotation remains a difficult task for two main reasons: (1) the semantic gap 
problem – it is hard to extract semantically meaningful entities when using low-
level image features; and (2) the lack of correspondence between the keywords 
and image regions in the training data.

Recently, there has been lot of discussion about semantically-enriched 
information systems, especially about using ontology for modeling data. In this 
chapter, we present a novel image-annotation system, revolving on a more com-
prehensive information extraction approach, for use in the medical domain. The 
annotation model used was inspired from the principles defined for the cross-
media relevance model. The ontology used by the annotation process was created 
in an original manner starting from the information content provided by the 
medical subject headings (MeSH). Our novel approach is based on the double 
assumption that given images from digestive diseases, expressing all the desired 
features using domain knowledge is feasible; and that manually marking up and 
annotating the regions of interest is practical as well. In addition, by developing 
an automatic annotation system, representing and reasoning about medical 
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images are performed with reasonable complexity within a given query context. 
Not surprisingly, due to the presence of a large number of images without text 
information, content-based medical image retrieval has received quite a bit of 
attention in recent years.

9.2 Background

Content-based visual information retrieval (CBVIR) has attracted a lot of interest, 
namely from the image engineering, computer vision and database community. 
A large corpus of research has been built up in this field showing substantial 
results. Content-based image retrieval task could be described as a process for 
efficiently retrieving images from a collection by similarity. The retrieval relies 
on extracting the appropriate characteristic quantities describing the desired 
contents of images. Most CBVIR approaches rely on the low-level visual features  
of image and video, such as color, texture and shape. Such techniques are called 
feature-based techniques in visual information retrieval (Tousch et  al. 2012). 
Unfortunately, current methods of the CBVIR systems only focus on appearance-
based similarity, i.e., the appearance of the retrieved images is similar to that 
of a query image. As a result, there is very little semantic information exploi-
ted. Among the few efforts which claim to exploit the semantic information, the 
semantic similarities are defined between different appearances of the same 
object. These kinds of semantic similarities represent the low-level semantic 
 similarities, while and the similarities between different objects represent the 
high-level semantic similarities. The similarities between two images are the 
similarities between the objects contained within the two images. As a conse-
quence, a way to develop a semantic-based visual information retrieval (SBVIR) 
system consists of two steps: (1) to extract the visual objects from images; and (2) 
to associate semantic information with each visual object. The first step can be 
achieved by using segmentation methods applied to images, while the second 
step can be achieved by using semantic annotation methods applied to the visual 
objects extracted from images.

Image segmentation techniques can be separated into two groups: region-
based and contour-based approaches. Region-based segmentation methods can 
be broadly classified as either top-down (model-based) or bottom-up (visual 
 feature-based) approaches (Adamek et al. 2005).

An important group of visual feature-based methods is represented by the 
graph-based segmentation methods, which attempt to search for certain structu-
res in the associated edge-weighted graph constructed on the image pixels, such as 
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minimum spanning tree or minimum cut. Other approaches to image segmentation 
which are region-based consist of splitting and merging regions according to how 
well each region fulfills some uniformity criterion. Such methods use a measure 
of uniformity of a region. In contrast, other region-based methods use a pair-wise 
region comparison rather than applying a uniformity criterion to each individual 
region. Liew & Yan (2005) demonstrate that the contour-based segmentation 
approach, as distinguished from region-based approach, assumes that different 
objects in an image can be segmented by detecting their boundaries. The authors 
further sharpen the distinction between these two groups: “whereas region-based 
techniques attempt to capitalize on homogeneity properties within regions in an 
image, boundary-based techniques [used in the contour-based approach] rely on 
the gradient features near an object boundary as a guide” (p. 316).

Medical images segmentation describes some graph-based color segmenta-
tion methods, and an area-based evaluation framework of the performance of the 
segmentation algorithms.

The proposed SBVIR system involves an annotation process of the visual 
objects extracted from images. It becomes increasingly expensive to manually 
annotate medical images. Consequently, automatic medical image annotation 
becomes important. We consider image annotation as a special classification 
problem, i.e., classifying a given image into one of the predefined labels.

Several interesting techniques have been proposed in the image annotation 
research field. Most of these techniques define a parametric or non- parametric 
model to capture the relationship between image features and keywords (Stumme 
& Maedche 2001). The concepts used for annotation of visual objects are gene-
rally structured in hierarchies of concepts that form different ontologies. The 
notion of ontology is defined as an explicit specification of some conceptualiza-
tion, while the conceptualization is defined as a semantic structure that encodes 
the rules of constraining the structure of a part of reality. The goal of ontology 
is to define some primitives and their associated semantics in some specified 
context. Ontology has been established for knowledge sharing and is widely used 
as a means for conceptually structuring domains of interest. With the growing 
usage of ontology, the problem of overlapping knowledge in a common domain 
occurs more often and becomes critical. Domain-specific ontology is modeled by 
multiple authors in multiple settings. Such an ontology lays the foundation for 
building new domain specific ontology in similar domains by assembling and 
extending ontology from repositories. Though ontology is frequently used in the 
medical domain, existing ontology is provided in formats that are not always easy 
to interpret and use. To handle these uncertainties, researchers have proposed 
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a great number of annotation models and information extraction techniques  
(Stanescu et al. 2011).

9.3 Related work

Because ontology are not always easy to interpret, a number of models using 
a discrete image vocabulary have been proposed for image annotation (Mori, 
Takahashi & Oka 1999; Duygulu et al. 2002; Barnard et al. 2003; Blei & Jordan 
2003; Jeon, Lavrenko & Manmatha 2006; Lavrenko, Manmatha & Jeon 2006). One 
approach to automatically annotating images is to look at the probability of asso-
ciating words with image regions. Mori, Takahashi & Oka (1999) used a co-occur-
rence model where they looked at the co-occurrence of words with image regions 
created using a regular grid. To estimate the correct probability this model requi-
red large numbers of training samples. Thus, the co-occurrence model, transla-
tion model (Duygulu et al. 2002), and the cross-media relevance model (CMRM) 
(Jeon, Lavrenko & Manmatha 2003) demonstrates that each is respectively trying 
to improve a previous model.

Annotation of medical images requires a nomenclature of specific terms ret-
rieved from ontology to describe its content. For medical domain what can be 
used is either an existing ontology named open biological and biomedical onto-
logy (http://www.obofoundry.org/) or a customized ontology based on a source of 
information from a specific domain.

The medical headings (MeSH) (http://www.nlm.nih.gov/) and (http://
en.wikipedia.org/wiki/Medical_Subject_Headings) are produced by the National 
Library of Medicine (NLM) and contain a high number of subject headings, also 
known as descriptors. MeSH thesaurus is a vocabulary used for subject indexing 
and searching of journal articles in MEDLINE/PubMed (http://www.ncbi.nlm.
nih.gov/pubmed). MeSH has a hierarchical structure (http://www.nlm.nih.gov/
mesh/2010/mesh_browser/MeSHtree.html) and contains several top level cate-
gories like anatomy, diseases, health care, etc. Relationships among concepts 
(http://www.nlm.nih.gov/mesh/meshrels.html) can be represented explicitly in 
the thesaurus as relationships within the descriptor class. Hierarchical relati-
onships are seen as parent-child relationships and associative relationships are 
represented by the “see related” cross reference.

Duygulu et al. (2002) described images using a vocabulary of blobs (which are 
clusters of image regions obtained using the K-means algorithm). Image regions 
were obtained using the normalized-cuts segmentation algorithm. For each image 
region 33 features such as color, texture, position and shape information were 
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computed. The regions were clustered using the K-means  clustering  algorithm 
into 500 clusters called “blobs.” This annotation model called translation model 
was a substantial improvement of the co-occurrence model. It used the classical 
IBM statistical machine translation model (Brown et al. 1993) making a transla-
tion from the set of blobs associated to an image to the set of keywords for that 
image.

Jeon et al. (2003) viewed the annotation process as analogous to the cross- 
lingual retrieval problem and used a cross media relevance model to perform both 
image annotation and ranked retrieval. The experimental results have shown that 
the performance of this model on the same dataset was considerably better than 
the models proposed by Duygulu et al. (2002) and Mori et al. (1999).

There are other models like correlation LDA proposed by Blei & Jordan (2003) 
that extends the Latent Dirichlet Allocation model to words and images. This 
model is estimated using expectation-maximization algorithm and assumes that 
a Dirichlet distribution can be used to generate a mixture of latent factors. In Li &  
Wang (2003) it is described a real-time ALIPR image search engine which uses 
multi resolution 2D hidden Markov models to model concepts determined by a 
training set. In an alternative approach, Blei & Jordan (2003) rely on a hierarchi-
cal mixture representation of keyword classes, leading to a method that has a 
computational efficiency on complex annotation tasks. There are other annota-
tion systems used in the medical domain like I2Cnet (Image indexing by Content 
network) Catherine, Xenophon & Stelios (1997) providing services for the content-
based management of images in health care. In Igor et  al. (2010), the authors 
present a hierarchical medical image annotation system using Support Vector 
Machines (SVM) – based approaches.

In Daniel (2003) the author provides an in depth description of Oxalis, a dis-
tributed image annotation architecture allowing the annotation of an image with 
diagnoses and pathologies. In Baoli, Ernest & Ashwin (2007) the authors describe 
the SENTIENT-MD (Semantic Annotation and Inference for Medical Knowledge 
Discovery) a new generation medical knowledge annotation and acquisition 
system.

In Peng, Long & Myers (2009) the authors present VANO, a cross-platform 
image annotation system enabling the visualization and the annotation of 3D 
volume objects including nuclei and cells.

Some of the elements (e.g., the clustering algorithm used for obtaining blobs 
or the probability distribution of the CMRM) included in our system are related 
to Soft Computing which is an emerging field that consists of complementary 
elements of fuzzy logic, neural computing, evolutionary computation, machine 
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learning and probabilistic reasoning. Machine learning includes unsupervised 
learning which models a set of inputs, like clustering.

9.4 Architecture of system

The annotation process implemented in our system is based on the cross-media 
relevance model (CMRM), which invokes principles defined for relevance models. 
Using a set of color-annotated images of the diseases of the digestive system, the 
system learns the distribution of the blobs and words. The diseases are indicated 
in images by color and texture changes. Having the set of blobs, each image from 
the test set is then represented using a discrete sequence of blobs identifiers. The 
distribution is used to generate a set of words for a new image.

The architecture of our system is presented in Fig. 9.1 and contains six 
modules (Burdescu et al. 2013):

 – Segmentation module – these modules segment an image into regions by 
planar segmentation; it can be configured to segment all images from an 
existing images folder on the storage disk. The hexagonal structure used by 
the owner segmentation algorithm represents a grid-graph and is presented 

Figure 1. System’s architecture

Manual annotation module

Ontology creator module

Automatic annotation module

MeSH �les

New image

Segmentation module

Clustering module

Database
Characteristics extractor module
– Color characteristics
– Texture characteristics
– Shape characteristics

Associated words

Fig. 9.1: System’s architecture.
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in Fig. 9.2. For each hexagon “h” in this structure there exist 6-hexagons that 
are neighbors in a 6-connected sense. The segmentation process is using 
some methods in order to obtain the list of regions:

 – Same vertex color – used to determine the color of a hexagon
 – Expand colour area – used to determine the list of hexagons having the 

color of the hexagon used as a starting point and has as running time 
where n is the number of hexagons from a region with the same color.

 – List regions – used to obtain the list of regions and has as running time 
where n is the number of hexagons from the hexagonal network.

 – Characteristics extractor module – this module is using the regions detec-
ted by the Segmentation module. For each segmented region is computed 
a feature vector that contains visual information of the region such as color 
(color histogram with 166 bins, texture (maximum probability, inverse dif-
ference moment, entropy, energy, contrast, correlation), position (minimum 
bounding rectangle) and shape (area, perimeter, convexity, compactness). 
The components of each feature vector are stored in the database.

 – Clustering module – we used K-means with a fixed value of 80 (established 
during multiple tests) to quantize these feature vectors obtained from the 
training set and to generate blobs. After the quantization, each image in the 
training set is represented as a set of blobs identifiers. For each blob it is com-
puted a median feature vector and a list of words belonging to the test images 
that have that blob in their representation.

1

6 7 8

9 10

11 12 13

14 15

16 17 18

2 3

4 5

Figure 2. Hexagonal structure constructed on the image pixelsFig. 9.2: Hexagonal structure constructed on the image pixels.
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 – Annotation module – for each region belonging to a new image it is assigned 
the blob which is closest to it in the cluster space. The assigned blob has 
the minimum value of the Euclidian distance computed between the median 
feature vector of that blob and the feature vector of the region. In this way 
the new image will be represented by a set of blobs identifiers. Having the 
set of blobs and for each blob having a list of words we can determine a list 
of potential words that can be assigned to the image. What needs to be esta-
blished is which words describe better the image content. This can be made 
using the formulas of the cross media relevance model:

  P(w\J) = (1 − a J) 
#(w,J )

|J|  + a J 
#(w,T )

|T|  (1) 

 P(b\J) = (1 − b J) 
#(b,J )

|J|
 + b J 

#(b,T )
|T|  (2) 

where:
 – P(w|J) , P(b|J) denote the probabilities of selecting the word “w,” the blob “b” 

from the model of the image J.
 – #(w,J) denotes the actual number of times the word “w” occurs in the caption 

of image J.
 – #(w,T) is the total number of times “w” occurs in all captions in the training 

set T.
 – #(b,J) reflects the actual number of times some region of the image J is labeled 

with blob “b.”
 – #(b,T) is the cumulative number of occurrences of blob “b” in the training set.
 – |J| stands for the count of all words and blobs occurring in image J.
 – |T| denotes the total size of the training set.

The smoothing parameters alpha and beta determine the degree of interpolation 
between the maximum likelihood estimates and the background probabilities for 
the words and the blobs, respectively. The values determined after experiments 
for the cross media relevance model were alpha  =  0.1 and beta  =  0.9. For each 
word is computed the probability to be assigned to the image an after that the set 
of “n” (configurable value) words having a high probability value will be used to 
annotate the image. We have used five words for each image.

Ontology creator module – this module has as input the MeSH content that 
can be obtained from (http://www.nlm.nih.gov/mesh/filelist.html) and is offered 
as an “xml” file named desc2010.xml (2010 version) containing the descriptors 
and a “txt” file named mtrees2010.txt containing the hierarchical structure.
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This module generates the ontology and stores it in the database. This module 
also offers the possibility to export the ontology content as a Topic Map (http://
www.topicmaps.org/) by generating an *.xtm file using the “xtm” syntax.

The ontology contains:
 – Concepts – each descriptor is mapped to an ontology concept having as 

unique identifier the content of the DescriptorUI xml node. The name of the 
concept is retrieved from the DescriptorName xml node. The tree node of this 
concept in the hierarchical structure of the ontology is established using 
the tree identifiers existing in the TreeNumber xml nodes. Usually a MeSH 
descriptor can appear in multiple trees. For the descriptor mentioned in the 
above example the concept will have the following properties

 – id:D000001, name:Calcimycin, tree_nodes: D03.438.221.173
 – Associations defined between concepts – our ontology contains two types of 

associations:
 – parent-child – generated using the hierarchical structure of the MeSH 

trees and the tree identifiers defined for each concept (used to identify 
the concepts implied in the association)

 – related-to – a descriptor can be related to other descriptors. This infor-
mation is mentioned in the descriptor content by a list of DescriptorUI 
values. In practice a disease can be caused by other diseases.

 – Manual annotation module – this module is used to obtain a training set of 
annotated images needed for the automatic annotation process. This module 
is usually used after the following steps are completed:

 – the doctor obtains a set of images collected from patients using an 
endoscope and this set is placed in a specific disk location that can be 
accessed by our segmentation module

 – the segmentation module segments each image from the training set
 – the set of regions obtained after segmentation is processed by the cha-

racteristics’ extractor module and all characteristic vectors are stored in 
the database

 – the clustering module using the k-means algorithm generates the set of 
blobs and each image is represented by a discrete set of blobs.

The manual annotation module has a graphical interface, which allows the 
doctor to select images from the training set to see the regions obtained after 
segmentation and to assign keywords from the ontology created for the selected 
image.
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9.5  The segmentation algorithm – graph-based object 
detection (GBOD)

Segmentation is the process of partitioning an image into non-intersecting 
regions such that each region is homogeneous and the union of no two adjacent 
regions is homogeneous. Formally, segmentation can be defined as follows.

Let F be the set of all pixels/voxels and P() be a uniformity (homogeneity) 
predicate defined on groups of connected pixels/voxels, then segmentation is a 
partitioning of the set F into a set of connected subsets or regions (S1, S2, . . ., Sn) 
such that ∪n

i = 1Si  =  F with Si ∩ Sj  =  Ø when i ≠ j. The uniformity predicate P(Si) is 
true for all regions Si and P(Si ∪ Sj) is false when Si is adjacent to Sj.

This definition can be applied to all types of images.
The goal of segmentation is typically to locate certain objects of interest 

which may be depicted in the image. Segmentation could therefore be seen as 
a computer vision problem. A simple example of segmentation is to threshold a 
grayscale image with a fixed threshold “t”: each pixel/voxel “p” is assigned to one 
of two classes, P0 or P1, depending on whether I(p)  <  t or I(p)  >   =  t.

Grouping can be formulated as a graph partitioning and optimization 
problem by Pushmeet Kohli et al. (2012) and C. Allène et al. (2010).

The graph theoretic formulation of image segmentation is as follows:
1. The set of points in an arbitrary feature space are represented as a weighted 

undirected graph G  =  (V,E), where the nodes of the graph are the points in 
the feature space

2. An edge is formed between every pair of nodes yielding a dense or complete 
graph.

3. The weight on each edge, w(i,j) is a function of the similarity between nodes 
i and j.

4. Partition the set of vertices into disjoint sets V1, V2, . . ., Vk where by some 
measure the similarity among the vertices in a set Vi is high and, across dif-
ferent sets Vi, Vj is low.

To partition the graph in a meaningful manner, we also need to:
 – Pick an appropriate criterion (which can be computed from the graph) to 

optimize, so that it produces a clear segmentation.
 – Finding an efficient way to achieve the optimization.

In the image segmentation and data clustering community, there has been a 
substantial amount of previous work using variations of the minimal spanning 
tree or limited neighborhood set approaches (Grundmann et al. 2010). Although 
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such approaches use efficient computational methods, the  segmentation 
 criteria used in most of them are narrowly based on local properties of the 
graph. However, because perceptual grouping is about extracting the global impres-
sions of a scene, this partitioning criterion often falls short of this main goal.

There are huge of papers for 2D images and segmentation methods and most 
graph-based for 2D images and few papers for spatial segmentation methods. 
Because we used an original segmentation algorithm, we depict only the set of 
hexagons constructed on the image Burdescu et al. (2009); Brezovan et al. (2010); 
and Stanescu et al. (2011).

The method we use pivots on a general-purpose segmentation algorithm, 
which produces good results from two different perspectives: (1) from the per-
spective of perceptual grouping of regions from the natural images (standard 
RGB); and (2) from the perspective of determining regions if the input images 
contain salient visual objects.

Let V  =  {h1, …, h|v|} be the set of hexagons/tree-hexagons constructed on 
the spatial image pixels/voxels as presented above and G  =  (V,E) be the undi-
rected spatial grid-graph, with E containing pairs of honey-beans cell (hexagons 
for planar and tree-hexagons for spatial) that are neighbors in a 6/20-connected  
sense. The weight of each edge e  =  (hi,hj) is denoted by w(e), or similarly by 
w(hi,hj), and it represents the dissimilarity between neighboring elements “hi” 
and “hj” in a some feature space. Components of an image represent compact 
regions containing pixels/voxels with similar properties. Thus, the set V of ver-
tices of the graph G is partitioned into disjoint sets, each subset representing a 
distinct visual object of the initial image.

As in other graph-based approaches Burdescu et al. (2009) we use the notion 
of segmentation of the set V. A segmentation, S, of V is a partition of V, such that 
each component C ∈ S corresponds to a connected component in a spanning sub-
graph GS  =  (V,ES) of G, with ES ⊆ E.

The set of edges E−ES that are eliminated connect vertices from distinct com-
ponents. The common boundary between two connected components C′,C′′ ∈ S 
represents the set of edges connecting vertices from the two components:

 cb(C′,C′′)  =  {(hi,hj) ∈ E | hi ∈ C′, hj ∈ C′′}  (3)

The set of edges E−ES represents the boundary between all components in S. 
This set is denoted by bound(S) and it is defined as follows:

 bound(S)  =  c′,c′′ ∈S cb(C′,C′′). (4)
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In order to simplify notations throughout the paper we use Ci to denote the 
component of a segmentation S that contains the vertex hi ∈V.

We use the notions of segmentation “too fine” and “too coarse” as defined in 
Felzenszwalb & Huttenlocher (2004) that attempt to formalize the human percep-
tion of salient visual objects from an image. A segmentation S is too fine if there is 
some pair of components C′,C′′ ∈ S for which there is no evidence for a boundary 
between them. S is too coarse when there exist a proper refinement of S that is 
not too fine. The key element in this definition is the evidence for a boundary 
between two components.

The goal of a segmentation method is to determine a proper segmentation, 
which represent visual objects from an image.

Definition 1 Let G  =  (V,E) be the undirected planar/spatial graph constructed 
on the hexagonal/tree-hexagonal structure of an image, with V  =  {h1, …, h|V|}. A 
proper segmentation of V, is a partition S of V such that there exists a sequence 
[Si, Si+1, …, Sf−1, Sf ] of segmentations of V for which:

 – S  =  Sf is the final segmentation and Si is the initial segmentation,
 – Sj is a proper refinement of Sj+1 (i.e., Sj ⊂ Sj+1) for each j  =  i, …, f−1,
 – segmentation Sj is too fine, for each j  =  i, …, f−1,
 – any segmentation Sl such that Sf ⊂ Sl, is too coarse,
 – segmentation Sf is neither too coarse nor too fine.

We present a unified framework for image segmentation and contour extraction 
that uses a virtual hexagonal structure defined on the set of the image pixels. 
This proposed graph-based segmentation method is divided into two different 
steps: (1) a pre-segmentation step that produces a maximum spanning tree of the 
connected components of the triangular grid graph constructed on the hexagonal 
structure of the input image; and (2) the final segmentation step that produces a 
minimum spanning tree of the connected components, representing the visual 
objects by using dynamic weights based on the geometric features of the regions 
(Stanescu et al. 2011).

Each hexagon from the hexagonal grid contains eight pixels: six pixels from 
the frontier and two interior pixels. Because square pixels from an image have 
integer values as coordinates we always select the left pixel from the two interior 
pixels to represent with approximation the gravity center of the hexagon, denoted 
by the pseudo-gravity center. We use a simple scheme of addressing for the hexa-
gons of the hexagonal grid that encodes the spatial location of the pseudo-gravity 
centers of the hexagons as presented in Fig. 9.3 (for planar image).
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Let w  ×  h the dimension of the initial image. Given the coordinates  < h, c >  of a 
pixel “p” from the input image, we use the linear function, ipw,h( < l, c  > )  =  (l − 1)w + c, 
in order to determine an unique index for the pixel.

Let “ps” be the sub-sequence of the pixels from the sequence of the pixels of 
the initial image that correspond to the pseudo-gravity center of hexagons, and 
“hs” the sequence of hexagons constructed over the pixels of the initial image. For 
each pixel “p” from the sequence “ps” having the coordinates  < h, c > , the index 
of the corresponding hexagon from the sequence “hs” is given automatically by 
system. Equation for the hexagons is linear and it has a natural order induced by 
the sub-sequence of pixels representing the pseudo-gravity center of hexagons. 
Relations allow us to uniquely determine the coordinates of the pixel represen-
ting the pseudo-gravity center of a hexagon specified by its index (its address). 
Each hexagon represents an elementary item and the entire virtual hexagonal 
structure represents a triangular grid graph, G  =  (V,E), where each hexagon “h” 
in this structure has a corresponding vertex v ∈V. The set E of edges is constructed 
by connecting hexagons that are neighbors in a 6-connected sense. The vertices 
of this graph correspond to the pseudo-gravity centers of the hexagons from the 
hexagonal grid and the edges are straight lines connecting the pseudo-gravity 
centers of the neighboring hexagons, as presented in Fig. 9.3.

There are two main advantages when using hexagons instead of pixels as 
elementary pieces of information:
1. The amount of memory space associated with the graph vertices is reduced. 

Denoting by “np” the number of pixels of the initial image, the number of the 
resulted hexagons is always less than np/4, and thus the cardinal of both sets 
V and E is significantly reduced;

2. The algorithms for determining the visual objects and their contours are much 
faster and simpler in this case. Many of these algorithms are “borrowed”  
from graph sets Cormen et al. (1990).

Figure 3. The triangular grid graph constructed on 
the pseudo-gravity centers of the hexagonal gridFig. 9.3: The triangular grid graph constructed on the pseudo-gravity centers of the  
hexagonal grid.
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We associate to each hexagon “h” from V two important attributes representing 
its dominant color and the coordinates of its pseudo-gravity center, denoted by 
“g(h).” The dominant color of a hexagon is denoted by “c(h)” and it represents the 
color of the pixel of the hexagon which has the minimum sum of color distance to 
the other seven pixels. Each hexagon “h” in the hexagonal grid is thus represen-
ted by a single point, g(h), having the color c(h). By using the values g(h) and c(h) 
for each hexagon information related to all pixels from the initial image is taken 
into consideration by the segmentation algorithm.

Our segmentation algorithm starts with the most refined segmentation,  
S0  =  {{h1}, …, {h|V|}} and it constructs a sequence of segmentations until a proper 
segmentation is achieved. Each segmentation Sj is obtained from the segmenta-
tion Sj−1 by merging two or more connected components for there is no evidence for 
a boundary between them. For each component of a segmentation a spanning tree 
is constructed; thus for each segmentation we use an associated spanning forest.

The evidence for a boundary between two components is determined taking 
into consideration some features in some model of the image. When starting, for 
a certain number of segmentations the only considered feature is the color of 
the regions associated to the components and in this case we use a color-based 
region model. When the components became complex and contain too much 
hexagons/tree-hexagons, the color model is not sufficient and hence geometric 
features together with color information are considered. In this case we use a 
syntactic based (with a color-based region) model for regions. In addition, syn-
tactic features bring supplementary information for merging similar regions in 
order to determine salient objects. Despite of the majority of the segmentation 
methods our method do not require any parameter to be chosen or tuned in order 
to produce a better segmentation and thus our method is totally adaptive. The 
entire approach is fully unsupervised and does not need a priori information 
about the image scene (Burdescu et al. 2011; Brezovan et al. 2010).

For the sake of simplicity, we will denote this region model as a syntactic-
based region model.

As a consequence, we split the sequence of all segmentations,

 Sif   =  [S0, S1, …, Sk−1, Sk], (5),

in two different subsequences, each subsequence having a different region model,

 Si  =  [S0, S1, …, St−1, St ], and Sf  =  [St, St+1, …, Sk−1, Sk], (6),

where Si represents the color-based segmentation sequence, and Sf represents the 
syntactic-based segmentation sequence.
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The final segmentation St in the color-based model is also the initial segmen-
tation in the syntactic-based region model.

For each sequence of segmentations we develop a different algorithm (Stanescu  
et  al. 2011). Moreover, we use a different type of spanning tree in each case: a 
maximum spanning tree in the case of the color-based segmentation, and a 
minimum spanning tree in the case of the syntactic-based segmentation (Cormen, 
Leiserson & Rivest 1990). More precisely our method determines two sequences of 
forests of spanning trees,

 Fi  =  [F0, F1, …, Ft−1, Ft ], and Ff  =  [Ft′, Ft′+1, …, Fk′−1, Fk′],  (7)

each sequence of forests being associated with a sequence of segmentations.
The first forest from Fi contains only the vertices of the initial graph,  

F0  =  (V,Ø), and at each step some edges from E are added to the forest  
Fl  =  (V,El) to obtain the next forest, Fl+1  =  (V,El+1). The forests from Fi contain 
maximum spanning trees and they are determined by using a modified version 
of Kruskal’s algorithm (Cormen, Leiserson & Rivest 1990), where at each step the 
heaviest edge (u,v) that leaves the tree associated to “u” is added to the set of 
edges of the current forest.

The second subsequence of forests that correspond to the subsequence of 
segmentations Sf contains forests of minimum spanning trees and they are deter-
mined by using a modified form of Boruvka’s algorithm. This sequence uses as 
input a new graph, G′  =  (V′, E′), which is extracted from the last forest, Ft, of the 
sequence Fi. Each vertex “v” from the set V′ corresponds to a component Cv from 
the segmentation St (i.e., to a region determined by the previous algorithm). At 
each step the set of new edges added to the current forest are determined by each 
tree T contained in the forest that locates the lightest edge leaving T. The first 
forest from Ff contains only the vertices of the graph G′, Ft′  =  (V′,Ø).

In this section we focus on the definition of a logical predicate that allow us 
to determine if two neighboring regions represented by two components, Cl′ and 
Cl′′, from a segmentation Sl can be merged into a single component Cl+1 of the 
segmentation Sl+1. Two components, Cl′ and Cl′′, represent neighboring (adjacent) 
regions if they have a common boundary:

 ad j(Cl′, Cl′′)  =  true  if cb(Cl′, Cl′′) ≠ Ø,
 ad j(Cl′, Cl′′)  =  false  if cb(Cl′, Cl′′) =  Ø  

(8)

We use a different predicate for each region model, color based and syntactic-
based, respectively.

 PED(e,u)  =  [wR(Re−Ru)2  + wG(Ge−Gu)2  + wB(Be−Bu)2] ½  (9)
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where the weights for the different color channels, wR, wG, and wB verify the 
condition

wR + wG + wB  =  1.

Based on the theoretical and experimental results on spectral and real world 
data sets, Stanescu et al. (2011) is concluded that the PED distance with weight- 
coefficients (wR  =  0.26, wG  =  0.70, wB  =  0.04) correlates significantly higher than 
all other distance measures including the angular error and Euclidean distance.

In the color model regions are modeled by a vector in the RGB color space. 
This vector is the mean color value of the dominant color of hexagons/tree- 
hexagons belonging to the regions. There are many existing systems for arranging 
and describing colors, such as RGB, YUV, HSV, LUV, CIELAV, Munsell system, etc. 
(Billmeyer & Salzman 1981). We have decided to use the RGB color space because 
it is efficient and no conversion is required. Although it also suffers from the non-
uniformity problem where the same distance between two color points within 
the color space may be perceptually quite different in different parts of the space, 
within a certain color threshold it is still definable in terms of color consistency.

The evidence for a boundary between two regions is based on the difference 
between the internal contrast of the regions and the external contrast between 
them (Felzenszwalb & Huttenlocher 2004; Stanescu 2011). Both notions of inter-
nal contrast and external contrast between two regions are based on the dissimi-
larity between two such colors.

Let hi and hj representing two vertices in the graph G  = (V,E), and let wcol(hi,hj) 
representing the color dissimilarity between neighboring elements hi and hj, 
determined as follows:

 wcol(hi,hj)  =  PED(c(hi),c(hj))  if (hi,hj) ∈ E, 
  and wcol(hi,hj)  =  ∞  otherwise,  (10)

where PED(e,u) represents the perceptual Euclidean distance with weight- 
coefficients between colors “e” and “u,” as defined by Equation (9), and c(h) 
represents the mean color vector associated with the hexagons or tree-hexagon 
“h.” In the color-based segmentation, the weight of an edge (hi,hj) represents the 
color dissimilarity, w(hi,hj)  =  wcol(hi,hj).

Let Sl be a segmentation of the set V.
We define the internal contrast or internal variation of a component C ∈ Sl to 

be the maximum weight of the edges connecting vertices from C:

 IntVar(C)  =  max(hi,hj) ∈C (w(hi,hj)). (11)
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The internal contrast of a component C containing only one hexagon is zero: 
IntVar(C)  =  0, if |C|  =  1.

The external contrast or external variation between two components, C′,C′′ ∈
S is the maximum weight of the edges connecting the two components:

 ExtVar(C′,C′′)  =  max(hi,hj) ∈cb(C′,C′′) (w(hi,hj)). (12)

We had chosen the definition of the external contrast between two components 
to be the maximum weight edge connecting the two components, and not to be 
the minimum weight, as in Felzenszwalb & Huttenlocher W (2004) because:  
(1) it is closer to the human perception (perception of maximum color dissimila-
rity); and (2) the contrast is uniformly defined (as maximum color dissimilarity) 
in the two cases of internal and external contrast.

The maximum internal contrast between two components, C′,C′′ ∈ S is 
defined as follows:

 IntVar(C′,C′′)  =  max(IntVar(C′), IntVar(C′′)), (13)

The comparison predicate between two neighboring components C′ and C′′ (i.e., 
adj(C′,C′′)  =  true) determines if there is an evidence for a boundary between C′ 
and C′′ and it is defined as follows:

di f fcol(C′,C′′)  =  true, if ExtVar(C′,C′′)  > IntVar(C′,C′′) + τ(C′,C′′),
 di f fcol(C′,C′′)  =  false, if ExtVar(C′,C′′)   ≤   IntVar(C′,C′′) + τ(C′,C′′), (14)

with the the adaptive threshold τ(C′,C′′) given by

 τ(C′,C′′)  =  τ/min(|C′|, |C′′|), (15)

where |C| denotes the size of the component C (i.e., the number of the hexagons 
or tree-hexagons contained in C) and the threshold “τ” is a global adaptive value 
defined by using a statistical model.

The predicate di f fcol can be used to define the notion of segmentation too 
fine and too coarse in the color-based region model.

Definition 2 Let G  =  (V,E) be the undirected spatial graph constructed on the 
hexagons or tree-hexagonal structure of planar or spatial image and S by color-
based segmentation of V. The segmentation S is too fine in the color-based region 
model if there is a pair of components C′,C′′ ∈ S for which

ad j(C′,C″)  =  true ^ di f fcol(C′,C″)  =  false.
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Definition 3 Let G  =  (V,E) be the undirected planar or spatial graph constructed 
on the hexagons or tree-hexagonal structure of planar or spatial image and S a 
segmentation of V. The segmentation S is too coarse if there exists a proper refi-
nement of S that is not too fine.

We use the perceptual Euclidean distance with weight-coefficients (PED) as 
the distance between two colors.

Let G  =  (V,E) be the initial graph constructed on the tree-hexagonal structure 
of a spatial image. The proposed segmentation algorithm will produce a proper 
segmentation of V according to the Definition 1. The sequence of segmentations, 
Sif, as defined by Equation (5), and its associated sequence of forests of spanning 
trees, Fif, as defined by Equation (7), will be iteratively generated as follows:

 – The color-based sequence of segmentations, Si, as defined by Equation (6), 
and its associated sequence of forests, Fi, as defined by Equation (7), will be 
generated by using the color-based region model and a maximum spanning 
tree construction method based on a modified form of the Kruskal’s algo-
rithm (Cormen, Leiserson & Rivest 1990).

 – The syntactic-based sequence of segmentations, Sf, as defined by Equation (6), 
and its associated sequence of forests, Ff, as defined by Equation (7), will be 
generated by using the syntactic-based model and a minimum spanning tree 
construction method based on a modified form of the Boruvka’s algorithm.

The general form of the segmentation procedure is presented in Algorithm 1.
Algorithm 1 Segmentation algorithm for planar images

1. ** Procedure SEGMENTATION (l, c, P, H, Comp)
2. Input l, c, P
3. Output H, Comp
4. H ←*CREATEHEXAGONALSTRUCTURE (l, c, P)
5. G←*CREATEINITIALGRAPH (l, c, P, H)
6. *CREATECOLORPARTITION (G, H, Bound)
7. G′ ←*EXTRACTGRAPH (G,Bound, thk

g)
8. *CREATESYNTACTICPARTITION (G,G′, thk

g)
9. Comp ←*EXTRACTFINALCOMPONENTS  (G′)
10. End procedure

The input parameters represent the image resulted after the pre-processing 
operation: the array P of the planar image pixels structured in “l” lines and “c” 
columns. The output parameters of the segmentation procedure will be used by 
the contour extraction procedure: the hexagonal grid stored in the array of hexa-
gons H, and the array Comp representing the set of determined components asso-
ciated to the objects in the input image.
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The global parameter threshold “thk
g” is determined by using Algorithm 1.

The color-based segmentation and the syntactic-based segmentation are 
determined by the procedures CREATECOLORPARTITION and CREATESYN-
TACTICPARTITION, respectively.

The color-based and syntactic-based segmentation algorithms use the hexa-
gonal structure H created by the function CREATEHEXAGONALSTRUCTURE over 
the pixels of the initial image, and the initial triangular grid graph G created by 
the function CREATEINITIALGRAPH. Because the syntactic-based segmentation 
algorithm uses a graph contraction procedure, CREATESYNTACTICPARTITION 
uses a different graph, G, extracted by the procedure EXTRACTGRAPH after the 
color-based segmentation finishes.

Both algorithms for determining the color-based and syntactic based seg-
mentation use and modify a global variable (denoted by CC) with two important 
roles:
1. to store relevant information concerning the growing forest of spanning trees 

during the segmentation (maximum spanning trees in the case of the color-
based segmentation, and minimum spanning trees in the case of syntactic 
based segmentation),

2. to store relevant information associated to components in a segmentation in 
order to extract the final components because each tree in the forest repre-
sents, in fact, a component in each segmentation S in the segmentation 
sequence determined by the algorithm.

In addition, this variable is used to maintain a fast disjoint set-structure in order 
to reduce the running time of the color based segmentation algorithm. The varia-
ble CC is an array having the same dimension as the array of hexagons H, which 
contains as elements objects of the class Tree with the following associated fields:

(isRoot, parent, compIndex, frontier, surface, color )
The field “isRoot” is a boolean value specifying if the corresponding hexagon 

index is the root of a tree representing a component, and the field parent repre-
sents the index of the hexagon which is the parent of the current hexagon. The 
rest of fields are used only if the field “isRoot” is true. The field “compIndex” is 
the index of the associated component.

The field “surface” is a list of indices of the hexagons belonging to the asso-
ciated component, while the field “frontier” is a list of indices of the hexagons 
belonging to the frontier of the associated component. The field color is the mean 
color of the hexagon colors of the associated component.

The procedure EXTRACTFINALCOMPONENTS determines for each determined 
component C of Comp, the set “sa(C)” of hexagons belonging to the component,  
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the set sp(C) of hexagons belonging to the frontier, and the dominant color c(C) 
of the component.

A potential user of an algorithm’s output needs to know what types of incor-
rect/invalid results to expect, as some types of results might be acceptable while 
others are not. This called for the use of metrics that are necessary for potential 
consumers to make intelligent decisions.

This presents the characteristics of the error metrics defined in Martin et al. 
(2001). The authors proposed two metrics that can be used to evaluate the consis-
tency of a pair of segmentations, where segmentation is simply a division of the 
pixels of an image into discrete sets. Thus a segmentation error measure takes 
two segmentations S1 and S2 as input and produces a real valued output in the 
range [0–1] where zero signifies no error.

The process defines a measure of error at each pixel that is tolerant of refine-
ment as the basis of both measures. A given pixel “pi” is defined in relation to the 
segments in S1 and S2 that contain that pixel. As the segments are sets of pixels 
and one segment is a proper subset of the other, then the pixel lies in an area of 
refinement and therefore the local error should be zero. If there is no subset rela-
tionship, then the two regions overlap in an inconsistent manner. In such case, 
the local error should be non-zero.

Let\denote set difference, and |x| the cardinality of set “x.” If R(S; pi) is the set 
of pixels corresponding to the region in segmentation S that contains pixel pi, the 
local refinement error is defined as in Stanescu et al. (2011):

 E(S1, S2, pi) = 
|R(S1, pi)\R(S2, pi)|

|R(S1, pi)|  

Note that this local error measure is not symmetric. It encodes a measure of refi-
nement in one direction only: E(S1; S2; pi) is zero precisely when S1 is a refine-
ment of S2 at pixel “pi,” but not vice versa. Given this local refinement error in 
each direction at each pixel, there are two natural ways to combine the values 
into an error measure for the entire image. Global consistency error (GCE) forces 
all local refinements to be in the same direction. Let “n” be the number of pixels:

  GCE(S1, S2) = 
1
n  min {∑E(S1, S2, pi), ∑E(S1, S2, pi)}, 

Local consistency error (LCE) allows refinement in different directions in different 
parts of the image.

 LCE(S1, S2) = 
1
n  ∑min{E(S1, S2, pi), E(S1, S2, pi)} 

i

i

i
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As LCE   ≤   GCE for any two segmentations, it is clear that GCE is a tougher measure 
than LCE. Martin et al. showed that, as expected, when pairs of human segmen-
tations of the same image are compared, both the GCE and the LCE are low; con-
versely, when random pairs of human segmentations are compared, the resulting 
GCE and LCE are high.

9.6 Experimental results

Tables 9.1 and 9.2 show the images for which we and our colleagues provide expe-
rimental results (Mihai et al. 2011).

Tab. 9.1: Test Images and associated words.

Image Diagnostic Words
 Esophagitis Inflammation, esophagus, esophageal 

diseases, gastrointestinal diseases, 
digestive system diseases

 Rectocolitis Inflammation, rectum, colitis,  
gastroenteritis, gastrointestinal 
diseases

 Ulcer Peptic ulcer, duodenal diseases, 
intestinal diseases, gastrointestinal 
diseases, digestive system diseases

For testing the annotation module, we have used a set of 2000 medical 
images: 1500 of images in the training set and 500 test images. In the table, below, 
we present the words assigned by the annotation system to some test images:

For testing the quality of our segmentation algorithm (by comparing GBOD 
with two other well-known algorithms – the local variation algorithm and the   
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Tab. 9.2: Images used in segmentation experiments.

Image number

1 2

  

 

 

color-set back projection algorithm) the experiments were conducted using a 
database with 500 medical images of the digestive system, which were captured 
by an endoscope. The images were taken from patients having diagnoses such as 
polyps, ulcers, esophagitis, colitis, and ulcerous tumors.

For each image the following steps are performed by the application that we 
have created to calculate de GCE and LCE values:
1. Obtain the image regions using the color set back-projection segmentation 

– CS
2. Obtain the image regions using the local variation algorithm (LV)
3. Obtain the image regions using the graph-based object detection – GBOD
4. Obtain the manually segmented regions – MS
5. Store these regions in the database
6. Calculate GCE and LCE
7. Store these values in the database for later statistics

In Tab. 9.3 can be seen the number of regions resulted from the application of the 
segmentation.

Tab. 9.3: The number of regions detected for each algorithm.

Img. no CS LV GBOD MS

1 9 5 3 4
2 8 7 2 3
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In Tab. 9.4 are presented the GCE values calculated for each algorithm.

Tab. 9.4: GCE values calculated for each algorithm.

Img. no GCE-CS GCE-GBOD GCE-LV

1 0.18 0.09 0.24
2 0.36 0.10 0.28

In Tab. 9.5 are presented the LCE values calculated for each algorithm.

Tab. 9.5: LCE values calculated for each algorithm.

Image no LCE-CS LCE-GBOD LCE-LV

1 0.11 0.07 0.15
2 0.18 0.12 0.17

Figures 9.4 and 9.5 present the regions resulted from manual segmentation 
and from the application of the segmentation algorithm presented above for 
images displayed in Tab. 9.2.

If a different segmentation algorithm arises from different perceptual orga-
nizations of the scene, then it is fair to declare the segmentations inconsistent. 
If, however, the segmentation algorithm is simply a refinement of the other, then 
the error should be small, or even zero. The error measures presented in the above 
tables are calculated in relation with the manual segmentation which is conside-
red true segmentation. From Tabs. 9.3 and 9.4 it can be observed that the values 
for GCE and LCE are lower in the case of GBOD method. The error measures, for 
almost all tested images, have smaller values in the case of the original segmen-
tation method, which employs a hexagonal structure defined based on the set of 
pixels.

Figure 9.6 presents the repartition of the 500 images from the database repar-
tition on GCE values. The focal point here is the number of images on which the 
GCE value is under 0.5. In conclusion for GBOD algorithm, a number of 391 images 
(78%) obtained GCE values under 0.5. Similarly, for CS algorithm only 286 images 
(57%) obtained GCE values under 0.5. The segmentation based on LV method is 
close to our original algorithm: 382 images (76%) had GCE values under 0.5.
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CS LV GBOD MS

Fig. 9.4: The resulted regions for image number 1.



234   Dumitru Dan Burdescu et al.

CS LV GBOD MS

Figure 5. The resulted regions for image number 2
Fig. 9.5: The resulted regions for image number 2.
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Fig. 9.6: Number of images relative to GCE values.

9.7 Conclusions

The testing scenario used by a medical doctor included the following steps: (1) A 
new image was obtained using the endoscope (planar and RGB image). (2) The 
image obtained was then processed by the annotation system and a set of words 
were suggested. (3) The doctor proceeded to analyze the words that were sugges-
ted along with the processed image. (4) The doctor concluded the assigned words 
were relevant to the image, and the system was as a starting point for the diag-
nostic process. Nevertheless, in order to establish and to validate a correct diag-
nosis of the patient’s condition, additional medical investigation is needed, inter 
alia, medical tests and procedures as well as a comprehensive medical history. 
However, by having a large enough annotated dataset of images the system can 
correctly suggest the diagnosis, which was the main purpose of implementing our 
annotation system.

In this chapter, we evaluated three algorithms used to detect regions in endo-
scopic images: a clustering method (the color set back-projection algorithm), as 
well as two other methods of segmentation based on graphs: (1) the local varia-
tion algorithm; and (2) our original segmentation algorithm (GBOD). Our method 
is based on a hexagonal structure defined on the set of image pixels. The advan-
tage of using a virtual hexagonal network superimposed over the initial image 
pixels is that it reduces the execution time and the memory space used, without 
losing the initial resolution of the image.
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Furthermore, because the error measures for segmentation using GBOD 
method are lower than for color set back-projection and local variation segmenta-
tion, we can infer that the proposed segmentation method based on a hexagonal 
structure is more efficient. Our experimental results show that the original GBOD 
segmentation method is a good refinement of the manual segmentation.

In comparison to other segmentation methods, our algorithm is able to adapt 
and does not require either parameters for establishing the optimal values or sets 
of training images to set parameters. More specifically, following our application 
of the three algorithms used to detect regions in radiographic images, we saw 
direct evidence of the adaptation of our methods when we compared the correct-
ness of the image segments to the assigned words. Our study findings conclusi-
vely showed that concerning the endoscopic database, all the algorithms have 
the ability to produce segmentations that comply with the manual segmentation 
made by a medical expert. As part of our experiment, we used a set of segmenta-
tion error measures to evaluate the accuracy of our annotation model.

Medical images can be described properly only by using a set of speci-
fic words. In practice, this constraint can be satisfied by the usage of ontology. 
Several design criteria and development tools were presented to illustrate the 
means available for creating and maintaining ontology. All in all, building onto-
logy for representing medical terminology systems is a difficult task that requires 
a profound analysis of the structure and the concepts of medical terms, but neces-
sary in order to solve diagnostic problems that frequently occur in the day-to-day 
practice of medicine. Medical Subject Headings (MeSH) (Martin et al. 2001) is a 
comprehensive controlled vocabulary for the purpose of indexing journal articles 
and books in the life sciences; it can also serve as a thesaurus that can be used to 
assist in a variety of searching tasks. Created and updated by the United States 
National Library of Medicine (NLM), it is used by the MEDLINE/PubMed article 
database and by NLM’s catalog of book holdings. In MEDLINE/PubMed, every 
journal article is indexed with some 10–15 headings or subheadings, with one or 
two of them designated as major and marked with an asterisk. When performing 
a MEDLINE search via PubMed, entry terms are automatically translated into the 
corresponding descriptors. The NLM staff members who oversee the MeSH data-
base continually revise and update its vocabulary. In essence, image classification 
and automatic image annotation might be treated as one of the effective solutions 
that enable keyword-based semantic image retrieval. Undoubtedly, the impor-
tance of automatic image annotation has increased with the growth of digital 
images collections, as it allows indexing, retrieving, and understanding of large 
collections of image data. We have presented the results of our system created 
for evaluating the performance of annotation and retrieval (semantic-based and 
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content-based) tasks (Stanescu et al. 2011). Our present system provides support 
for all steps that are required for evaluating the tasks mentioned above, including 
data import, knowledge storage and representation, knowledge presentation, 
and means for task-evaluation.
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10  Helping patients in performing online video 
search: evaluating the importance of medical 
terminology extracted from MeSH and ICD-10 
in health video title and description

Abstract: Huge amounts of health-related videos are available on the Internet, 
and health consumers are increasingly searching for answers to their health 
problems and health concerns by availing themselves of web-based video sources. 
However, a critical factor in identifying relevant videos based on a textual query 
is the accuracy of the metadata with respect to video content. This chapter 
focuses on how reputable health videos providers, such as hospitals and health 
organizations, describe diabetes-related video content and the frequency with 
which they use standard terminology found in medical thesauri. In this study, 
we compared video title and description to medical terms extracted from the 
MeSH and ICD-10 vocabularies, respectively. We found that only a small number 
of videos were described using medical terms (4% of the videos included an 
exact ICD-10 term; and 7% an exact MeSH term). Furthermore, of all those videos 
that used medical terms in their title/description, we found an astonishingly 
low variety of diabetes-related medical terms used. For example, the video titles 
and descriptions brought up only 2.4% of the ICD-10 terms and 4.3% of MeSH 
terms, respectively. These figures give one pause to think as to how many useful 
health videos are haplessly eluding online patient search because of the sparse 
use of appropriate terms in titles and descriptions. Thus, no one would deny that 
including medical terms in video title and description is useful to patients who 
are searching for relevant health information. Adopting good practices for titling 
and describing health-related videos may similarly help producers of YouTube 
videos to identify and address the gaps in the delivery of informational resources 
that patients need to be able to monitor their own health. Sadly, as the situation 
is now, neither patients nor producers of health videos are able to explore the 
collection of online materials in the same systematic manner as the medical 
professional explores medical domains using MEDLINE. Why can we not have the 
same level of rigorous and systematic curating of patient-related health videos as 
we have for other medical content on the web?
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10.1 Introduction

A huge amount of health information is available on the Internet, which has 
become a major source of information concerning many aspects of health 
(AlGhamdi & Moussa 2012; Griffiths et al. 2012). People are using the Internet to 
search for information about specific diseases or symptoms, read someone else’s 
commentary or experience about health or medical issues, watch online health 
videos, consult online reviews of drug or medical treatments, search for others 
who might have health concerns similar to theirs and follow personal health 
experiences through blogs (de Boer, Versteegen & van Wijhe 2007; Powell et al. 
2011; Fox 2011b).

Health information on the Internet comes from many different sources, inclu-
ding hospitals, health organizations, government, educational institutions, for-
profit actors and private persons. However, the general problem of information 
overload makes it difficult to find relevant, good-quality health information on the 
Internet (Purcell, Wilson & Delamothe 2002; Mishoe 2008). Adding to this problem 
is that many websites have inaccurate, missing, obsolete, incorrect, biased or mis-
leading information, often making it difficult to discern between veritable infor-
mation and specious information found on the Web (Steinberg et al. 2010; Briones 
et al. 2012; Singh, Singh & Singh 2012; Syed-Abdul et al. 2013).

An important factor for information trustworthiness is the credibility of the 
information source (Freeman & Spyridakis 2009). Users are for example much 
more likely to trust health information published or authored by physicians or 
major health institutions (Dutta-Bergman 2003; Moturu, Lui & Johnson 2008; 
Bermudez-Tamayo et al. 2013) than information circulating in the blogosphere by 
other patients. Thus, users show greater interest in health information emanating 
from hospitals and health organizations (such as The American Diabetes Found-
ation and Diabetes UK) because these sources are considered more credible than 
the average health information put out on the web by other patients.

In this chapter, we focus primarily on health information provided through 
videos, and look at ways to provide health consumers with relevant videos to 
satisfy their informational needs. One of the most important factors in identifying 
relevant videos based on a textual query is the organization of metadata for cata-
loguing video material. For example, making sure that both the video title and 
the description of the video itself are accurate with respect to the content of the 
video. Given the importance of metadata for proper classification and retrieval of 
key health-related videos we take a close look at how reputable health videos pro-
viders, such as hospitals and health organizations, describe their video content 
through the use of medical terminology. In this study, we compare video title and 
description to medical terms extracted from the MeSH and ICD-10 vocabularies.
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For practicality we chose to base our study on a narrowly defined clinical 
topic. This study is based on health videos obtained from YouTube through textual 
search queries on diabetes-related issues. YouTube is today the most important 
video-sharing website on the Internet (Cheng, Dale & Liu 2008), and is it increa-
singly being used to share health information offered by hospitals, organizations, 
government, companies and private users (Bennett 2011) YouTube social media 
tools allow users to easily upload, view and share videos, and enable interaction 
by letting users rate videos and post comments. A persistent problem, however, 
is the difficulty in finding relevant health videos from credible sources such as 
hospitals and health organizations, given that search engine optimization tends 
to favor YouTube videos, thereby giving higher ranking favors to content stem-
ming from popular sources (channels) than from more official sites. This should 
not be surprising given that unlike patient-generated YouTube videos, hospital 
and other healthcare organization videos do not readily benefit from social media 
interaction through likes/dislikes and comments, and for this, and other reasons, 
they tend to appear lower in the ranked list of online search results than the video 
material that is produced by lay sources.

We conducted the study by first issuing a number of diabetes-related queries 
to YouTube and identifying videos coming from more official healthcare organiza-
tion sources. Title and description of those videos were checked for medical terms 
as found in the ICD-10 and MeSH vocabularies, and the prevalence of medical 
terms was determined.

The study was intended to answer the following questions: To what extent 
does title and description of diabetes health videos contain medical terms, as 
provided through the MeSH and ICD-10 vocabularies? Which medical terms are 
used in video title and description?

The chapter is broken down into several sections. Following the introduc-
tory section, above, Section 2 describes the MeSH and ICD-10 vocabularies, how 
test videos were obtained and how the study was conducted. Section 3 presents 
the results of the study, while Section 4 discusses the findings and how medical 
terminology in video title and description can be useful. Section 5 provides a con-
clusion to the chapter.

10.2 Data and methods

10.2.1 Obtaining video data

The videos used in this test were collected over a period of 44 days. We chose 
these parameters for the duration of our study because this 6 week or month and 
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a half period constitutes a time frame that is a long enough period for extracting 
useful conclusions. Thus we began our study on the 28th of February 2013 and 
ended on April 12th of that year. For each day, 19 queries focusing on different 
aspects of diabetes were issued to the YouTube web site. Each day, the top-500 
ranked videos from each query were examined in order to identify videos coming 
from credible sources.

Through our study of health videos on YouTube we identified credible 
YouTube channels, such as hospitals and health organizations, and organized 
them into white-lists1 of channels. The Health Care Social Media List started by Ed 
Bennett2 was used as an initial white-list for credible channels, which we expan-
ded with more channels that were identified during our studies (Karlsen et al. 
2013).

Since users also seek information from their peers, we also identified videos 
coming from users that we classified as active in publishing diabetes-related 
videos. The generous availability of peer-to-peer healthcare video material 
demonstrates the fact that not only do patients and their caregivers have know-
ledge and experiences that they want to share but that patients themselves 
eagerly seek such information from their peers (Fox 2011a). To recognize this 
information need and to, likewise, investigate the use of medical terms in user-
provided videos, we identified, in a third white-list, channels of active users that 
predominantly produced diabetes videos.

Our white-lists contained a total of 699 channels, where 651 were hospitals, 
30 were organizations, and 18 were active users. The 19 queries used in the study 
all included the term “diabetes” and focused on different aspects concerning the 
disease. We used queries such as “diabetes a1c,” “diabetes glucose,” “diabetes 
hyperglycemia” and “diabetes lada.”

To execute the first stage of the project, which was the information- collection 
stage, we implemented a system that for each day of the study automatically 
issued the 19 queries (with an English anonymous profile). For each query, the 
system extracted information about the top 500 YouTube results, and identi-
fied new videos from white-listed channels that were included in our set of test 
videos. After the 44-days of the study, we had a total of 1380 unique diabetes-rela-
ted videos from hospitals, health organizations, and active users. The title and 
description of each video were extracted and compared against medical terms in 
order to detect videos where its metadata contained medical terminology.

1 The hospital white-list contains a list of YouTube channel identifiers, each identifying  
a  separate hospital. The health organizations’ white-list contains channel identifiers,  
each  identifying a distinct health organization.
2 http://network.socialmedia.mayoclinic.org/hcsml-grid/
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10.2.2 Detecting medical terms in video title and/or description

The experiments were carried out using two different sets of medical terms: one 
from the ICD-10 database,3 and a second set from the MeSH database.4 The medical 
vocabulary used was the result of searching the online databases of ICD-10 and 
MeSH with the phrase “diabetes mellitus.” For ICD-10 we retrieved 167 medical 
terms related to diabetes, while MeSH returned 282 diabetes related terms. A term 
is either a single word or a phrase consisting of two or more words.

The set of terms were selected from the MeSH vocabulary (in the following 
denoted as MeSH terms set) and from the ICD-10 vocabulary (in the following 
denoted as ICD-10 terms set). We further distinguish between exact terms and 
partial terms. An exact term is a complete medical term as given in the ICD-10 or 
MeSH vocabulary. A partial term is a single word and a subset of an exact term 
(which may constitute a phrase). For example, “neuropathy” is a partial term of 
the exact term “diabetic autonomic neuropathy.”

To generate lists of partial terms from ICD-10 and MeSH vocabulary, we first 
removed stop words, such as “of” “the” “in” “with” “and” (Baeza-Yates and 
Ribeiro-Neto 2011). In addition, since diabetes is the general topic of the selec-
ted videos and vocabulary terms, we choose to discard the most common terms 
 (“diabetes” “diabetic”) from our list of partial terms. This was done to focus 
the attention on more specific medical terms related to diabetes. We also did a 
manual revision of the partial terms, to discard terms that are not specifically 
related to the diabetes disease. This included terms such as (diet, coma, com-
plications, obese, latent, chemical, onset), which were used in phrases such as 
 “diabetic coma” and “diabetic diet.” After processing the medical phrases, we 
had two lists of partial medical terms, one for the ICD-10 terms set and the other 
for the MeSH terms set.

We used two analytic methods to identify medical terms in video title and 
description, where we focused on exact term match and partial term match to 
ICD-10 and MeSH terms set, respectively. Criteria for determining medical term 
prevalence in video title and description were as follows:
1. Exact match: The system detects a positive match when the video title/

description contains an exact term from a vocabulary terms set.
2. Partial match: The system detects a positive match when the video title/

description contains a partial term from a vocabulary terms set.

3 http://apps.who.int/classifications/icd10/browse/2010/en.
4 http://www.ncbi.nlm.nih.gov/mesh.
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Figure 10.1 shows how medical terms are detected in video title and description. 
Title and description of a video is, together with a vocabulary term set, given as 
input to a process that detects exact term matches and partial term matches for 
the video. If medical terms are detected, information about the video and the 
detected terms are stored. The system then continues with the next video, and 
searches for medical terms in the subsequent video.

We handle medical terms from ICD-10 and MeSH separately, meaning that the 
system only includes exact and partial terms from one of the vocabularies at any 
given time. Medical terms detection is thus executed twice for the videos: once 
for detecting ICD-10 terms; and subsequently, in the next execution of the system, 
for detecting MeSH terms. This was done in order to identify the impact different 
vocabularies had on medical terms detection.

10.2.3 Medical vocabularies

The International Classification of Diseases is maintained by WHO (World Health 
Organization) and is now in its tenth revision (ICD-10) since its first version in 
1893. The purpose of ICD-10 is to provide a common foundation for definition 
of diseases and health conditions that allows the world to compare and share 
health information using a common language (WHO 2013). The classification is 
used to report and identify global health trends. The classification is used prima-
rily by health workers. We have used the 10th Revision (ICD-10) to define exact 
and partial match with metadata description of the videos.

Figure 1: Architecture for medical term detection
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results
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Fig. 10.1: Architecture for medical term detection.
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Medical Subject Headings (MeSH) is the National Library of Medicine’s con-
trolled vocabulary thesaurus used for indexing articles for PubMed. MeSH is 
continuously updated with terms appearing in medical publications (NLM 2013). 
Terms like “Diabetes Mellitus” and even “Twitter Messaging” are defined in a hie-
rarchical structure that permits searching at various specificity levels.

Together these vocabularies can be used to describe the relevant health 
condition covered by creators of some pieces of information while placing the 
piece(s) into a hierarchy of information that allows identification of the piece by 
healthcare information seekers.

10.3 Results

The test video collection contained 1380 distinct videos, including 270 hospital 
videos, 854 health organizations’ videos and 256 active users’ videos. The videos 
were uploaded from 73 hospital channels, 30 organization channels and 18 user 
channels. The videos’ title and description were compared against 167 ICD-10 
terms and 282 MeSH terms.

Table 10.1 shows the results, in number of videos, from the two analytic 
methods: exact term match and partial term match. For both vocabularies a rela-
tively high number of videos had a title and/or description including one or more 
terms that partially matched a term in the vocabulary. A low number of videos 
included exactly matching terms (3.9% for ICD-10 and 6.7% for MeSH), while 
around 40% of the videos did not include any medical terms at all.

Tab. 10.1: Final results. The number of videos with an exact match, partial match and no match 
to the ICD-10 and MeSH term sets (amount and percentage between parentheses).

Exact match Partial match No match

ICD-10 54 (3.9%) 816 (59.1%) 510 (36.9%)
MeSH 92 (6.7%) 726 (52.6%) 562 (40.7%)

10.3.1 ICD-10 results

When comparing ICD-10 terms to video title and description, we found that 54 of 
the 1380 videos (4%) had a title/description with an exact term match to at least 
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one ICD-10 term. For partial ICD-10 terms, we detected a positive match for 816 
videos (59%), while 510 videos (37%) did not have any ICD-10 terms in its title 
and/or description altogether (see Fig. 10.2a).

When analyzing the distribution of positive result videos from hospitals, 
health organizations and active users, we found that the majority (66%) of 
videos with medical terms came from health organizations (see Fig. 10.2b), while 
videos from hospitals and active users had an equally low prevalence of ICD-10 
terms (17%).

Figure 10.3 displays the total number of videos within each group (i.e., hos-
pitals, health organizations, and active users) that had a title/description with 
an exact match (3a) or partial match (3b) to ICD-10 terms. As shown in Fig. 10.3, 
the videos produced by organizations contained the highest number of both 

2a: ICD-10 total results 2b: ICD-10 positive match distribution
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Figure 2: Results of ICD-10 term matching, with total result over all videos (2a) and positive 
match distribution over hospital, health organization and active users videos (2b).Fig. 10.2: Results of ICD-10 term matching, with total result over all videos (2a) and positive 
match distribution over hospital, health organization and active users videos (2b).
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Figure 3: Exact and partial match distribution over hospital, health organization and 
active users’ videos.Fig. 10.3: Exact and partial match distribution over hospital, health organization and active 
users’ videos.
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exact match terms and partial match terms (54% and 67%, respectively) when 
 compared to hospital and user-generated videos. For hospitals however, which 
came in second place, we noticed a significantly higher occurrence of exact 
match terms (39%), (more than twice as many of the partial match terms (15%) 
found in such videos), a mirror opposite of organizations whose partial match 
terms exceeded their exact match terms.

The relative proportion of videos from each group, with respect to exact and 
partial match, is displayed in Fig. 10.4. There we see that hospital videos had the 
largest relative proportion of exact match terms. Among the 270 hospital videos, 
21 (7.8%) had an exact match with an ICD-10 term. The corresponding numbers 
for organizations and active users were 3.4% (29 of 854 videos) and 1.6%, (4 of 
256 videos), respectively. The proportion of videos with a partial match to ICD-10 
terms is much higher, with videos from health organizations coming out on top 
with 63.9%, followed successively by active users videos (56.3%) and hospital 
videos (46.7%).

During the analysis we detected a total number of 27 distinct ICD-10 terms. 
Figure 10.5 presents the most frequently used ICD-10 terms, including all terms 
that were used in more than five videos. Terms with an occurrence of five or less 
are represented as “other terms,” and include 15 terms with a total of 39 occur-
rences. Exact terms in Fig. 10.5 are “diabetic retinopathy,” “diabetic ketoacidosis” 
and “insulin-dependent.” The rest of the terms are partial ICD-10 terms. For a 
complete list of both exact and partial terms, see Tabs. 10.2 and 10.3, respectively.

In Fig. 10.5, we include the total number of ICD-10 term occurrences. This 
means that if a title/description includes the terms “type 1” and “glucose,” both 
terms are counted and represented in the numbers given in Fig. 10.5. We observe 
that four terms, “type 1,” “type 2,” “insulin” and “glucose,” have a much higher 
number of occurrences than the other terms. These four terms represent 81% of 
the total amount of ICD-10 term occurrences.
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Fig. 10.4: Relative proportion of videos with medical terms.
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10.3.2 MeSH Results

When comparing video title/description to MeSH terms, we found that 92 videos 
(7%) had an exact term match while 726 videos (52%) had a partial term match. 
Finally, there were 562 videos (41%) that did not have any MeSH terms in its title/
description (see Fig. 10.6a).

We used the same analysis method as for ICD-10 terms, and present in  
Fig. 10.6b the positive match distribution over hospitals’, organizations’ and 
active users’ videos, while in Fig. 10.7 we distinguish between exact match dis-
tribution and partial match distribution. For both ICD-10 and MeSH terms, we 
observe that hospital videos have a higher proportion of exact term matches com-
pared with the proportion of partial term matches found in hospital videos.

The relative proportion of videos with MeSH terms (see Fig. 10.8), follows 
the same pattern as ICD-10 term matches (see Fig. 10.4), where hospitals have 
the highest relative proportion of exact term matches and organization have the 
highest relative proportion of partial term matches. A difference we noticed when 
looking for terms found in the MeSH and ICD-10 vocabularies is that the propor-
tion of exact terms are for all groups higher when using the MeSH thesaurus as 
opposed to the ICD-10 thesaurus. In contrast, the proportion of partial terms for 
all groups were lower in the MeSH vocabulary when compared to ICD-10 vocabu-
lary. This is why it is so important when doing this kind of research to distinguish 
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Figure 5: The most frequently used ICD-10 terms in video title/descriptions
Fig. 10.5: The most frequently used ICD-10 terms in video title/descriptions.
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between these two medical vocabularies as well as the kind of term that is found, 
indicating whether it is an exact or partial term.

We detected a total number of 45 distinct MeSH terms. Figure 10.9 presents 
the most frequently used MeSH terms, including all terms that are used in more 
than five videos. Terms with an occurrence of 5 or less are represented as “other 
terms,” and include 25 terms with a total of 66 occurrences. Exact match terms in 
Fig. 10.9 are “diabetic retinopathy,” “gestational diabetes,” “diabetic ketoacido-
sis” and “prediabetes.” The rest of the terms consist of partial MeSH terms. The 
complete list of both exact and partial MeSH terms used in the test videos are 
seen in Tabs. 10.2 and 10.3, respectively.

As was the case for ICD-10 terms, the four terms (type 1, type 2, insulin, and 
glucose) had a very high number of occurrences while the majority of terms had 
relatively few occurrences. Using MeSH, we see that four most common terms 

6a: MeSH total results 6b: MeSH positive match distribution
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Figure 6: Results of MeSH term matching, with total result over all videos and postive match 
distribution.Fig. 10.6: Results of MeSH term matching, with total result over all videos and positive match 
distribution.
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Figure 7: MeSH exact and partial match distribution over hospital, health organization and 
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active users videos.
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Figure 8: Relative proportion of videos with MeSH terms.
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Fig. 10.8: Relative proportion of videos with MeSH terms.
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Fig. 10.9: The most frequently used MeSH terms in video title/descriptions.

represent 74% of the total amount of occurrences, while 41 terms are found 
among the remaining 26% of occurrences.

From the above analysis, we see that the MeSH results follow much of the 
same pattern as ICD-10 term detection. A main difference between ICD-10 and 
MeSH, is that a higher number of distinct terms were detected when using the 
MeSH vocabulary. We also found a higher number of exact match occurrences 
using MeSH.
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10.3.3 Terms used in video titles and descriptions

The number of medical terms detected in video title and descriptions are few 
compared to the total number of diabetes related terms available from the ICD-10 
and MeSH vocabularies. Among the 167 ICD-10 terms, only four exact terms were 
detected (2.4%), while 12 (out of 282) exact MeSH terms were detected (4.3%). 
Concerning partial terms, 23 were detected based on ICD-10 and 33 based on 
MeSH terms.

Below we present two tables listing the terms recognized in the exact term 
match (Tab. 10.2) and partial term match analysis (Tab. 10.3). Among the exact 
vocabulary terms from ICD-10 and MeSH, only 13 distinct terms were detec-
ted in video title and/or descriptions, while 36 distinct partial terms were found. 
Tables 10.2 and 10.3 list these terms, indicating to which vocabulary they belong, 
and provides the number of videos using each of these terms.

In addition to the partial terms listed in Tab. 10.3, we also detected 10 terms 
that appeared in title and/or description of one video only. These terms were: aci-
dosis, intolerance, nephropathy, glycosylation, fetal, pituitary, resistant, products, 
central, and sudden.

We observe that a higher number of terms were detected when using the 
MeSH vocabulary. This may come as a consequence of the higher number of terms 
in the MeSH term set. Also, since the original use of MeSH is for indexing articles 

Tab. 10.2: All exact terms detected in video title/descriptions. Including vocabulary affiliation 
and number of videos where the terms were used.

Exact terms ICD-10 MeSH Number of videos

Diabetic retinopathy X X 34
Gestational diabetes X 13
Diabetic ketoacidosis X X 12
Insulin-dependent X 8
Prediabetes X 7
Diabetes complications X 8
Diabetic diet X 5
Diabetic neuropathy X 5
Autoimmune diabetes X 5
Diabetes mellitus X X 5
Mody X 4
Diabetic coma X 2
Glucose intolerance X 1
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Tab. 10.3: Partial terms detected in video title/descriptions. Including vocabulary affiliation 
and number of videos where the terms were used. Not including terms with only one 
occurrence.

Partial terms ICD-10 MeSH Number of videos

Insulin X X 291
Type 1 X X 190
Glucose X X 177
Type 2 X X 164
Retinopathy X X 44
Ketoacidosis X X 16
Gestational X X 16
Kidney X 13
Vascular X 13
Neuropathy X X 12
Pregnancy X X 12
Foot X 11
Feet X 10
Autoimmune X 9
Juvenile X 6
Dependent X X 5
Mellitus X X 5
Maturity X 5
Hyperglycemic X 4
Hyperosmolar X X 4
Renal X 4
Peripheral X 3
Syndrome X X 2
Abnormalities X 2
Tolerance X 2
Gastric X 2

for PubMed, it might be natural (if one were to use medical terms) to choose a 
MeSH term also for describing videos.

From Tabs. 10.2 and 10.3 we see that the two vocabularies complement each 
other, since some of the detected terms are only found in ICD-10 while others 
only in MeSH. To check the overlap between the ICD-10 and MeSH term sets, we 
merged the two selected term sets. We found that by removing duplicates and 
plural forms of terms, the total amount of non repetitive terms were 344. Among 
these, the number of terms included in both ICD-10 and MeSH were 105. When 
we set aside the overlapped terms between these two thesauri, we see that both 
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ICD-10 and MeSH vocabularies contribute terms that are not identified in the 
other vocabulary respectively.

10.3.4  Occurrences of terms – when discarding the most common terms

As previously pointed out, the four partial terms (type 1, type 2, insulin, and 
glucose) had a very large number of occurrences when compared to the rest of the 
partial terms. To see how these four terms affect the total result, we made a new 
calculation of MeSH term matches, but now without recognizing the terms (type 1, 
type 2, insulin, glucose). We compared the new result (Fig. 10.10b) to the original 
result (Fig. 10.10a), and found that the number of “no match” videos dramatically 
increase (from 41% to 81%) when disregarding the (type 1, type 2, insulin, glucose) 
terms.

Figure 10.11 compares the relative proportion of partial MeSH term matches 
when all partial terms are included with those cases in which the four terms 
(type 1, type 2, insulin, glucose) were disregarded. When excluding the four 
most common terms, the proportion of videos including partial medical terms 
drops dramatically for videos from health organizations and active users, with 
a  decrease of 83% and 87%, respectively. For hospital videos the proportion of 
partial MeSH term matches drops, but not to the same extent as for the two other 
groups. Here the decrease is 48%.

When disregarding the four most common terms, the distribution follows the 
same pattern as for exact term matches, where hospitals had the largest relative 

10a: Results including all terms 10b: Excluding the 4 most common terms
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Figure 10: The number of videos that have partial match for MeSH terms in title 
and/or description. In 10a all terms are included, while in 10b the four most common terms;
(type 1, type 2, insulin and glucose) were disregarded.
Fig. 10.10: The number of videos that have partial match for MeSH terms in title and/or 
description. In 10a all terms are included, while in 10b the four most common terms; (type 1, 
type 2, insulin, and glucose) were disregarded.
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Figure 11: Relative proportion of videos with MeSH partila terms. Analysis including all 
partial terms compared to analysis excluding the four most common terms (type1, type2, 
insulin, glucose)
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Fig. 10.11: Relative proportion of videos with MeSH partial terms. Analysis including all partial 
terms compared to analysis excluding the four most common terms (type 1, type 2, insulin, 
glucose).

proportion of videos including medical terms. This indicates that hospitals more 
often, compared to health organizations and active users, describe videos using 
the more specific medical terms.

10.4 Discussion

10.4.1 Findings

This study presents an analysis of medical terminology used in title and 
description of YouTube diabetes health videos uploaded by hospitals, health 
 organizations and active users. The results show a low prevalence of medical 
 terminology and that few distinct terms are actually used for describing videos.

We found that only 4% of the video title/descriptions included an exact 
ICD-10 term while 7% included an exact MeSH term. A larger amount of the total 
videos had a partial match with ICD-10 and/or MeSH terms. However, many of the 
positive results match one or more of the terms (type 1, type 2, insulin, glucose). 
When disregarding these very common terms, the amount of videos that include 
a partial MeSH terms was only 12%. The same applies to the findings of ICD-10 
terms, where the amount of videos including a partial ICD-10 term drops to only 
19% when disregarding the four common terms.

When distinguishing between videos provided by hospitals, organizations, 
and active users, we found that relative to the number of videos from each group, 
hospital videos had the highest prevalence of medical terms, followed by health 
organizations’ videos and lastly by active users’ videos. This was the case for 
exact term match to both ICD-10 and MeSH, and also for partial term match when 
disregarding the most common terms (type 1, type 2, insulin, glucose).
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Even though hospital videos had the highest relative prevalence of medical 
terms (both exact and partial) the numbers were still low. Among hospital videos, 
only 11.1% included an exact MeSH term and 7.8% an exact ICD-10 term. The 
relative prevalence of partial MeSH terms (except the four common terms listed 
above) found in hospital videos was 22.2%.

In addition to low prevalence of medical terms found in video title and 
description, we also found a very low variety of diabetes-related medical terms in 
the title/description of such videos. Among the 167 ICD-10 terms, only four exact 
terms were detected (2.4%), while 12 (out of 282) exact MeSH terms were detected 
(4.3%). Concerning partial terms, 23 such terms were detected based on ICD-10 
and 33 such terms were detected based on MeSH.

10.4.2 How ICD-10 and MeSH terms can be useful

Some hospitals and health institutions have for a long time provided patients 
with information about their disease and/or the medical procedure performed to 
help their ailment, especially on their discharge from treatment. This informa-
tion normally contains very specific medical information that the patient may 
not only use to show to health personnel, explaining why they were at a hospital, 
but also to help them learn more about their health condition and how to prevent 
serious relapses.

In primary care, for example, there is an increasing trend towards providing 
patients with information about their condition. The medical terms present in 
the documentation given by primary care providers, especially the diagnostic or 
procedure codes, provide potential links to specific information that is relevant 
to the patient. For medical practitioners on the other hand such the diagnostic 
codes and MeSH terms can be used to identify literature that would be directly 
relevant for the patient through MEDLINE.5 The patient should also have the 
same opportunity to find relevant health information, including the wealth of 
medical information contained in patient health-related videos.

Providing both codes and the corresponding medical terms in video title and/
or description, will help the patient to find information targeted at their medical 
condition. Codes and corresponding medical terms will also reduce the uncer-
tainty that a patient will experience confronted with an often unknown and very 
complex medical reality. Being certain that you have identified information that 

5 http://www.nlm.nih.gov/bsd/pmresources.html.
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is relevant for the patients’ medical condition can therefore be of great value for 
the patient.

Using medical terms and codes in the title and description of videos will also 
help producers of information resources, like YouTube videos, to identify gaps 
in information resources that patients may need. As the situation is now, neither 
the patient nor the producers of the videos are able to explore the collection in 
the same systematic manner as the medical professional explores the medical 
domain using MEDLINE.

10.4.3 Discriminating power of terms

The specificity of a term is a measure of its ability to distinguish between docu-
ments in a collection (Spärck Jones 1972; Salton & McGill 1983) or in our case, 
between health videos. It is common to measure a term’s specificity using its 
Inverse Document Frequency (IDF) (Spärck Jones 1972; Baeza-Yates & Ribeiro-
Neto 2011). The IDF measure is based on counting the number of documents, in 
the collection being searched, that contain the term in question. The intuition 
is that a term that occurs in many documents is not a good discriminator, and 
should be given less weight than one that occurs in few documents.

The results of our experiments show that the four partial terms (type 1, type 2, 
insulin, and glucose) have very low specificity among the diabetes related videos 
selected for this study. This reflects the common use of these terms. By descri-
bing a video using one or more of the most common terms, the video will be one 
among a large number of videos that are described in the same manner. To stand 
out, and be easy to identify and retrieve, a video needs a description that is (i) 
accurate with respect to video content and (ii) described through terms that have 
high specificity.

In this chapter we recommend providing textual descriptions to videos that 
also include medical terms and codes that as accurately as possible describe the 
content of the video. Following the consideration of specificity and discrimina-
ting power of terms, we also recommend avoiding the most common terms and 
rather describe video content through more specific medical terms.

10.4.4 The uniqueness of our study when compared to other work

A considerable amount of literature has been published on YouTube data ana-
lysis, such as studying the relations between video ratings and their comments  
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(Yee et al. 2009) or focusing on the social networking aspect of YouTube and their 
social features (Cheng, Dale & Liu 2008; Chelaru, Orellana-Rodriguez & Sengor 
Altingovde 2012). Up till now, studies of YouTube performance have mainly 
focused on YouTube in general rather than on specific domains, such as health. 
However, some studies have evaluated YouTube health video content with respect 
to their quality of information for patient education and professional training 
(Gabarron et al. 2013; Topps, Helmer & Ellaway 2013). Such studies, focusing on 
different areas of medicine, include the work of Butler et al. (2012), Briones et al. 
(2012), Schreiber et al. (2013), Singh, Singh & Singh (2012), Steinberg et al. (2010), 
Murugiah et al. (2011), Fat et al. (2011), and Azer et al. (2013). In these studies 
reviewers evaluate the quality of selected videos, and assess their usefulness as 
an information source within their respective area.

Here is an illustration of how our study differs from those of our colleagues. 
Konstantinidis et  al. (2013) identified the use of SNOMED terms among tags 
attached to YouTube health videos. The videos, providing information about 
surgery, were collected from a preselected list of hospital channels. This study 
examined tags from 4307 YouTube videos and found that 22.5% of these tags 
was a SNOMED term. Our study, however, stands in contrast to the work done by 
 Konstantinidis et al. in a number of ways:

First, we detect the use of terminology from both the ICD-10 and MeSH voca-
bularies in video title and descriptions, which we found to be interesting medical 
vocabularies because of their purpose and application area. The MeSH terms 
were originally used for indexing articles for PubMed. However, such terms might 
also be relevant when health video creators describe the content of their videos. 
ICD, which is the standard diagnostic tool for epidemiology, health management, 
and clinical purposes, is used to classify diseases and other health problems.6 As 
such, the ICD-10 vocabulary should also be relevant for describing health related 
content in videos. Second, in contrast to the work presented by Konstantinidis 
et al., we expanded the types of YouTube channels to also include health orga-
nizations and users active in publishing videos about the disease, as opposed 
to just looking at hospital-produced YouTube videos. Third, we focused on a 
narrowly-defined medical condition, examining a broad range of health videos 
containing information specifically about diabetes, as opposed to the work of 
Kostantinidis et  al. who examined health videos on the more general topic of 
surgery. For all these reasons, both individually and collectively, we feel that we 
can provide a richer and fuller understanding of how educational health videos 

6 http://www.who.int/classifications/icd/en/.
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measure up, when looking at how title and description conform to the medical 
terms that pertain to the health condition for which the user is seeking crucial 
web-based video material.

10.5 Conclusion

We have investigated the prevalence of medical terminology in title and descrip-
tion of diabetes videos obtained from YouTube. Our results show that hospitals 
and health organizations only to a modest degree use medical terms to describe 
the diabetes health videos they upload to YouTube.

When comparing video title and description to terminology from the ICD-10 
and MeSH vocabularies, we found that only 4% of the videos were described 
using an exact ICD-10 term and 7% using an exact MeSH term. Also, when dis-
regarding four very common terms (i.e., type 1, type 2, insulin, and glucose), the 
amount of videos that included a partial MeSH term was only 12%. We further 
found that very few of ICD-10 and MeSH terms (2.4% and 4.3%, respectively) were 
used for describing diabetes health videos. This resulted in a very low variety of 
diabetes-related medical terms found in such videos.

We believe that including medical terms and codes when describing videos can 
improve the availability of the videos and make it easier for patients to find relevant 
information during an online search. Given the trend for hospitals, health institu-
tions and primary care facilities to use medical terms and codes when providing 
patients with information about their conditions (which is done via the distribution 
of health-related pamphlets and newsletters as well as in email alerts sent out to pati-
ents), if health-related video descriptions would likewise include these   important 
medical terms and related codes, the patient could then obtain videos relevant to 
their condition by simply using these terms and codes in their search queries.

When including medical terms in title and/or description of videos, one 
should also consider the specificity of terms, and their ability to discriminate 
between videos. One should avoid the most common terms (in our tests these 
were type 1, type 2, insulin, and glucose) and select, instead, more specific medical 
terms to describe this useful and informative video content so that such material 
would be more accessible to patients.
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