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Foreword 1

In France, the energy sector has been for a long time among the main users of
meteorological, hydrological, and other climate information. Météo-France enjoys
the benefit of a long-term strategic cooperation with this sector. This is why I am
happy to congratulate the team of Editors of this International Conference Energy
& Meteorology (ICEM) 2011 book and to contribute to it with this short
introduction.

The public and the industry expect more secure and cleaner energy, which
means that the vulnerability of energy systems has to be minimized in accordance
with the possible hazards impacting them, in compliance with sustainable devel-
opment. Meteorological, hydrological, and other climate data are indeed essential
both in day-to-day energy management and for the definition of production and
distribution infrastructures. For instance, provision of electricity to users can be
endangered by extreme meteorological and hydrological events such as thunder-
storms with unusually strong winds, flash floods, severe icing, severe colds, heat
waves, sea-level elevation associated to storm surges, floods, or other hazards.

To be protected against such events, it is not sufficient to act after their impacts
have happened. It is also necessary to identify precisely the potential impacts in
advance and to assess their probabilities and manage the risk through regularly
updated and seamless Weather-Water and Climate Services such as the ones
identified within the World Meteorological Organization (WMO)-led World Cli-
mate Conference 3 (WCC-3, 2009) and now being implemented through the
Global Framework for Climate Services (GFCS-2012).

The recent advances in atmospheric sciences and in the field of energy pro-
duction and management offer a huge range of new possibilities. Considering that
further developments will benefit essentially from the dialog between experts from
both fields, Météo-France as a member of the world meteorological community is
willing to take the lead and foster this dialog within the European energy and
climate agenda and even more widely. The present book will be most useful both
for meteorologists and for energy practitioners to get acquainted with the recent
progresses in that direction and to learn for instance from the successful cooper-
ation between EDF and Météo-France, and many others around the globe.

The weather, water and climate community coordinated under WMO is
strongly committed to improve continuously its services to the energy sector. More
generally, building on the WCC-3 recommendations, WMO and many partners
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have agreed to establish a GFCS and are since October 2012 working on its
implementation. The GFCS has the objective to ensure that climate information
and predictions are made available to decision-makers enduring the increasing
impacts of climate variability and change. A historic extraordinary session of the
World Meteorological Congress took place on 29–31 October 2012, which
approved the governance structure and implementation plan for the GFCS. This is
a sweeping initiative to capitalize on scientific advances and roll out user-driven
services starting from improved weather, water short-term forecasts to longer term
climate predictions such as seasonal climate outlooks and El Niño watches, flood
prediction and drought monitoring tools, and extreme events occurrence
probabilities.

The GFCS is a necessary step in view to define and implement scientifically
sound measures of adaptation to climate variability and climate change. It will
contribute to improve the field observations in the world, to make them easily
accessible under a readily utilizable form. It will also help to develop numerical
modeling of the atmosphere and the Earth in general, and to produce information
tailored to the users needs.

I take this opportunity to commend the work done by all the experts involved,
then all the partners who contributed with resources and NATO for being the
initiator and supporting the first workshop in 2008 and the first publication in 2010
which in 2011 provided the framework for the first international conference on
Energy and Meteorology, conference which has assembled the material for the
present publication. In view of the determination, commitment, and profession-
alism of the organizers of this Energy and Meteorology partnership process, I have
no doubt that this endeavor, which started very simply in 2008 as an advanced
research workshop will continue on a long term as a capacity building program.
Météo-France was happy to host the ICEM 2013 conference, which took place in
the Conference Centre of the ‘‘Meteopole’’ in South–West France (Toulouse,
25–28 June 2013, \ https://www.icem2013.org [).

François Jacq

François Jacq studied at the École Polytechnique (Paris) and at the École
Nationale Supérieure des Mines de Paris. He holds a Ph.D. in History and
Sociology of Science. Before joining Météo-France in April 2009 as CEO, he was
adviser to the Prime Minister on Sustainable Development, Research and Industry.
He was previously a researcher at École des Mines de Paris, Director of the
Department on Energy, Transportation, Environment and Natural resources in the
Ministry of Research, Chief executive of the National Agency for the Management
of Radioactive Waste, and Director for Energy demand and markets in the Min-
istry of Industry of France. Dr. Jacq is also a member of the Executive Council of
the World Meteorological Organization.
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Foreword 2

When Laurent Dubus asked me to write a foreword for the book he is editing, and
contributing to, with Alberto Troccoli and Sue Ellen Haupt, I accepted at once.
Indeed, this is a topic which is key in my mind! I do believe that the relationships
between weather, weather forecast, climate, and our job, which is to deliver safe,
reliable, and affordable electricity, will increase in the future.

The interactions make sense on all aspects of our business: production, trans-
port and distribution, and consumption. My sense is that the effect that meteo-
rology has on energy systems can be represented by four important categories,
roughly related to different meteorological time scales. I believe these four cate-
gories are as follows.

Crisis management—By improving our knowledge of severe meteorological
events such as floods, strong winds, heavy snowfalls, heat and cold waves, we can
better manage both demand side (with DSM—Demand Side Management) and
supply side and thus we can manage crises more effectively. This means being able
to access short-term forecasts but with very high resolution especially around areas
of critical interest like power plants, rivers, towns, and so on. It is particularly
important to try to anticipate these severe events and provide appropriate alerts,
when the risk of extreme events is above a tolerable threshold, even if this means
accepting some false alarms.

Day-to-day operations—My understanding about the strong relationship
between electricity production, electricity use, and weather initially came through
my on the ground experience. I have gained a good appreciation about the limits of
forecasts so as to be able to use them properly; I worked toward improving the
forecast quality and reliability to reduce the gaps between predictions and
observed weather, particularly for air temperature as linked to consumption, wind
speed or rainfall as linked to production. In the future, the development of elec-
tricity from renewable sources will further increase the dependence of power
systems on weather variability, and hence the importance of climate uncertainty.

Planning of production facilities—Power production requires having an idea
of the weather in the middle term (warm or cold weather, drought or excess in river
discharge). This means not only the use of forecasts of mean weather conditions
but also their probabilities. More research is required to be able to produce reliable
midterm forecasts. Exactly like farmers who would like to know what cereals they
can grow under certain rain patterns, we need to know if the coming summer will
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be sunny or rainy as this knowledge will shape the consumption (more or less
cooling) and the balance between the different ways to produce electricity (e.g., do
we need to ‘‘save’’ water in the reservoirs or can we release some?), also taking
into account the necessary maintenance of power plants.

Facility construction and maintenance—We rely on climate knowledge to
build our facilities: floods, temperature of rivers, winds etc…These data are crit-
ical in the dimensioning of plants. We use data from the past to assess the events
and to define the characteristics of our plants. This point is certainly the most
important for me as it requires a complete change in our relationship with
stakeholders including people working on climate. The changing world, in which
we currently live, including climate variations and changes, will require a serious
rethinking of our ‘‘business as usual approach’’. We will need to expand our
knowledge and practice with an eye not only on the past but also critically, on the
future. We built our infrastructures to resist to the extreme events we knew through
past climate data; today we need to redefine the limits between resistance and
resilience of our facilities and this will require understanding of interactions with
meteorological variables under climate change.

The cooperation EDF develops with the scientific community, including
meteorologists, to fulfill its needs on weather and climate forecasts is more alive
than ever. We need meteorologist and climatologists to increase the knowledge,
provide new and more accurate data, and develop new models, forecasts, and
projection at all time scales, from the real time to the end of the century.

Fulfilling our needs is only possible with a close collaboration between the
weather and climate sector on the one side, and the energy sector on the other side.
I do believe that this volume, and the International Conference Energy and
Meteorology (ICEM) conference cycle, is an important component of such an
efficient partnership.

Claude Nahon

Claude Nahon was named Group’s Executive Vice President for Sustainable
Development at Electricité de France (EDF) in January 2003. Prior to her
appointment, she was Head of Hydro and Renewable Energies. A graduate of
France’s prestigious École Polytechnique, Claude Nahon has been with EDF since
1978, holding managerial positions in both generation and distribution. In addition
to her responsibilities at EDF, Claude Nahon represents EDF Group in different
occasions and institutions. She is Liaison Delegate of Henri Proglio in the World
Business Council for Sustainable Development (WBCSD). She sits on Institut du
Développement Durable et des Relations Internationales (IDDRI) and Entreprises
pour l’Environnement (EPE).
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Preface

A storm is mounting. You were alerted about the approaching severe weather
conditions by the weather forecaster. You’re now sitting in front of your monitors
trying to decide how many power units to commit. The precise power mix, whether
it is more economical to run more hydro instead of wind for instance, is also key but
you don’t have much time to take a decision. With a combination of modeling tools
and expert knowledge, you’re trying to figure out whether the thick deck of clouds
will make the 100 MW solar power plant ramp down within minutes or hours. And
can some of this shortfall be partly compensated by the newly installed 150 MW
wind farm? Meanwhile, gas generators will most likely be safe, but will there be
enough time to start them up and avoid that horrific black out?

It has been a long day, but luckily the effects of this weather event have been
well handled, as many tools were available to assess this situation and act on it
efficiently. The seasonal forecast had predicted that such storms would be likely
this month; thus the maintenance department had performed preventive mainte-
nance in advance. However, it makes you wonder whether storms like this will
become more frequent and impactful in the future. Already we are seeing an
increasing number of meteorologically derived disasters. Warmer temperatures, as
projected decades from now by climate models, will very likely bring even more
severe events. It is almost a no-brainer to factor these climate effects into energy
sector risk management decision-making. But exactly how to do this may not be
straightforward.

It is the purpose of this book to provide the meteorological knowledge and tools to
improve the risk management of energy industry decisions, ranging from the long-
term finance and engineering planning assessments to the short-term operational
measures for scheduling and maintenance. Most of the chapters in this book are
based on presentations given at the inaugural International Conference Energy and
Meteorology (ICEM), held in the Gold Coast, Australia, 8–11 November 2011 (see
http://www.icem2011.org). The main aim of the conference was to strengthen the
link between Energy and Meteorology, so as to make meteorological information
more relevant to the planning and operations of the energy sector. The ultimate goal
would be to make the best use of weather and climate data in order to achieve a more
efficient use of energy sources. This book seeks to realize the same objective.

It is worth highlighting the close connection, in terms of temporal and spatial
scales, between decisions in the energy industry on the one hand and natural
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meteorological events on the other. Indeed, decisions in the energy industry extend
from the tiny temporal scales related to electrical instabilities, to the short-term
typical of supply and demand balancing, to the longer terms typical of mainte-
nance through to planning. Similarly, meteorological phenomena occur over
essentially all time and space scales from the tiny scales of turbulence, to the short-
term and small-scale events such as tornadoes, to the longer/larger hurricanes,
through to climate change via El Niño. Often there is a strong link between a
particular meteorological phenomenon and its implications for the energy sector.
Thus, for instance, a hurricane, which typically lasts several days and affects an
area of a few thousand kilometres, will be factored in energy operational and
maintenance decisions over the span of a number of days, and with an advance
notice of several days (hurricanes can be predicted several days in advance).

The book is structured to emphasize the role of the energy industry in terms of
meteorological requirements. Indeed, unlike the more standard approach, which
begins by presenting meteorological information, as if the latter was in search of a
purpose, here we have genuinely attempted to put energy in the driver’s seat. Such
order is also reflected in the titles of the book parts, as with Why Should the Energy
Industry be Concerned About Weather Patterns? of Part One.

There is no doubt that Energy and Meteorology is a burgeoning inter-sectoral
discipline. It is also clear that the catalyst for the stronger interaction between
these two sectors is the renewed and fervent interest in renewable energies,
especially wind and solar power. This connection is also apparent from the content
of the book. However, it must be realised that weather and climate information is
also critical to managing the energy supply from other energy sectors (e.g., off-
shore oil operations) as well as understanding and estimating energy demand. We
have tried to stress this broader dependency in various parts of the book.

The book could not have come together without the ICEM 2011 meeting.
Hence, we are indebted to the superb support of Elena Bertocco, the extraordinary
organizational role of Aurélie Favennec, the efficient work of the steering and
scientific organising committee, and the keen contributions of the conference
delegates during an intense and fascinating week along the beautiful ocean shore
of the Gold Coast of Australia.

It is a great pleasure to acknowledge the tremendous assistance of Danielle
Stevens who has indefatigably and very diligently been assembling the book, even
when prodding was needed to obtain responses from chapter authors. We are also
indebted to Pierre Audinet for his strong support in shaping this book and for
suggesting what we believe is an appropriate and attractive book title. We also
wish to thank all the authors of the book for chipping in and helping to carry out
thorough reviews of all chapters of this book.

We do hope you will enjoy this book. Happy reading!

Alberto Troccoli
Laurent Dubus

Sue Ellen Haupt
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Part I
Why Should the Energy Industry

be Concerned About Weather Patterns?



A New Era for Energy and Meteorology

Beverley F. Ronalds, Alex Wonhas and Alberto Troccoli

Abstract In this chapter it is argued that the successful transformation of the
world’s energy systems depends on enhanced interplay between the meteorolog-
ical and energy sciences. Key drivers of the energy transformation are described
and the likely attributes and challenges of our future energy system are outlined.
We identify a framework and give examples of ways in which a new cross-
disciplinary science that truly combines energy and meteorological expertise will
significantly reduce the risks and costs inherent in energy infrastructure. The need
for this cross-disciplinary science is urgent given the scale and complexity of
current and future energy infrastructure and its increasing vulnerability to the
vagaries of the weather. Short-term opportunities to foster a much closer collab-
oration between energy and meteorology are also discussed.

1 The Energy Picture Today

The world runs on energy. The developed and, increasingly, the developing world
relies on oil for personal mobility and for global trade. The equipment in offices
and homes is powered by electricity. Industry often uses natural gas for process
heat in manufacturing. As a result, some of the largest global companies are in the
energy business. Nonetheless, around 20 % of the world’s population does not yet
have adequate access to energy (IEA 2011).

Global energy demand in 2010 reached 12,000 Mtoe, an increase of about 70 %
compared to 30 years earlier (Fig. 1, IEA 2011). Australia, for instance, is an
important exporter of coal, gas and uranium. The value of Australia’s coal and
liquefied natural gas (LNG) exports has increased four-fold over the last decade
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(Australian Government 2011), and LNG projects currently under development
will again more than triple Australia’s export capacity in the next 5 years (Aus-
tralian Government 2012). This growth in export mainly feeds energy demand
from Asia.

With a number of countries including Australia having experienced ‘peak oil’
in their domestic production, global oil trade particularly from the Middle East and
North Africa will also remain vital, and will cause an increased balance of trade
burden for importers if the price of oil rises over time as forecast.

The 2011 World Energy Outlook (WEO) (IEA 2011) predicts global demand
for energy will continue to grow, mainly because of the expected robust growth in
population in Asia and Africa (Fig. 2). Such increase in demand is projected to be
around 35 % over the quarter-century to 2035, corresponding to an estimated total
energy demand of about 16,500 Mtoe (Fig. 1). However, factors like energy
efficiency and carbon penalty policies introduce uncertainties to this projection.

What sources of energy will be used to meet such a substantial increase in
demand? This is an area where uncertainties are even larger, especially because we
live at a time when technological development is occurring at a fast pace. Consider
for example the recent dramatic increase of shale or coal seam gas production or
the strong decline in the cost of photovoltaic (PV) modules. However, to coun-
terbalance these rapid technological advances, the lifetime of some power plants
can extend to 40–50 years, as in the case of coal power stations, and this longevity
slows the overall transition of the energy system.

In spite of these uncertainties, projections of how various technologies could
contribute to the energy mix to meet the expected demand a few decades out, such
as those produced by the International Energy Agency (IEA), help guide planning
and investment in the energy sector. For instance, the IEA’s projection shows
that demands for all types of energy technologies are expected to increase in
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Fig. 1 Historical and projected changes in World primary energy demand by fuel. Fossil fuels
are projected to maintain a central role in the primary energy mix but their share is projected to
decline. The projections are based on the so-called New Policies Scenario, a set of broad policy
commitments and plans which address energy security, climate change and local pollution, and
other pressing energy-related challenges (IEA 2011)
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non-OECD (Organisation for Economic Cooperation and Development) countries,
while demand for coal and oil should decline in the OECD (Fig. 3). In particular,
gas, nuclear and renewable energies are projected to partially replace coal and oil
in OECD countries. Non-OECD countries, however, will require energy from all
these sources to meet their increasing demand. It is important to note that over the
same period renewable energy capacity is expected to triple globally. This is
especially driven by the power sector where their share should rise from 19 % in
2008 to 32 % in 2035 (IEA, WEO 2010).

Energy systems interact with the climate in both directions. Mainly through
their emissions, energy systems may modify the global temperature and other
meteorological variables. Meteorology, hence both weather and climate, in turn
affect planning and operations of energy systems. These interrelationships will
only become more complex as both energy systems and the climate continue to
evolve, and will impact energy demand (load characteristics) as well as supply
(mitigation measures, water supplies, etc.). Adapting to climate change will also
have consequences for energy supply.

Fossil fuels are the major source of greenhouse gas emissions. According to the
Global Carbon Project (GCP 2011), emissions in 2010 were the highest in human
history and the concentration of CO2 in the atmosphere is about 40 % above that at
the start of the Industrial Revolution, with a corresponding increase in global
temperatures of about 0.8 �C (IPCC 2007).

Fig. 2 Historical and projected population evolution globally and in different continents (World
Population Prospects, UN Development Office, from http://en.wikipedia.org/wiki/World_
population). The vertical axis is logarithmic and is in millions of people. Note the wider
x-axis range compared to that in Fig. 1
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With the expansion of energy systems there is also an increased vulnerability of
these systems to severe weather and climate events. This chapter explores ways in
which the energy industry can benefit from a deeper interaction with meteorol-
ogy—which includes weather and broader climate science. Indeed, the intersection
between energy and meteorology is the leitmotif of this book.

2 Vulnerability of Energy Systems to the Current Climate

Leaving aside projected changes in climate means and extremes, energy systems
are already exposed to the vagaries of the weather. Naturally, most renewable
energies are affected by weather and climate, but oil, coal, gas and even nuclear
energy systems are, in different ways, also vulnerable to meteorological conditions
(e.g. hurricane Katrina’s impact on the Gulf of Mexico’s oil production). Indeed,
intense weather and climate conditions are expected to increasingly and critically
influence the efficiency and economics of all energy systems.

According to Munich Re statistics, meteorological, hydrological and climato-
logical catastrophic events have seen a marked increase since the 1980s (Fig. 4).
While such events may not directly impact energy systems, they can be so large
that they create shocks to the energy supply–demand balance. As a simple
example, an extremely high temperature will induce exceptional air-conditioning
use. However, to date focus has been on increasing energy supplies to satisfy
industrial and societal demand for energy, by managing the risks perceived to be of
immediate concern but without systematically accounting for risks posed by
current and future climate changes (Ebinger and Vergara 2011; Schaeffer et al.
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Fig. 3 Projected changes in
incremental global primary
energy demand. Demand for
all types of energy increases
in non-OECD countries,
while demand for coal and oil
declines in the OECD. The
projections are based on the
so-called New Policies
Scenario, a set of broad
policy commitments and
plans which address energy
security, climate change and
local pollution, and other
pressing energy-related
challenges (IEA, World
Energy Outlook 2010)
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2012). It is important, therefore, to highlight some specific examples of the many
ways in which weather and climate affect energy systems: these and others will
also be expanded in the rest of the book.

2.1 Coal Production and Flooding

Coal mines in Queensland, Australia, experienced widespread disruptions in late
2010 to early 2011 because of heavy rains and floods caused by an unusually
strong La Niña event. As a consequence of this event, and the projection of similar
ones to come, one large mine built a new bridge and a levee designed for a 1 in
1,000 year flood event to prepare for the eventuality that these conditions become
more typical (Johnston et al. 2012, ‘‘Meteorology and the Energy Sector’’ by
Plummer et al.).

2.2 Oil Industry and Storms

Hurricanes, and storms in general, can cause widespread disruption to the oil and
gas industry. For instance hurricane Katrina in 2005, the costliest natural disaster
in the history of the United States, caused, amongst the many damages, oil spills
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Fig. 4 Weather catastrophes worldwide 1980–2012: number of events (NatCatService, Munich
Re, 2012, available from http://www.munichre.com/touch)
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from 44 facilities throughout southeastern Louisiana (http://en.wikipedia.org/wiki/
Hurricane_Katrina). In 1982, the North Atlantic Ocean Ranger storm caused an oil
rig to capsize and resulted in the death of the entire 84 people crew (Froude and
Gurney 2010).

2.3 Nuclear Energy and Heatwaves

Nuclear power stations rely on water flows for their cooling. Warm and hot
weather may cause cooling water to reach temperatures too high for the water to be
effective. In France in 2003, the very low river flows and increased water tem-
perature led to reductions in power production and exceptional exemptions from
legal limits on the temperature at which water may be returned to rivers (Dubus
2010). In addition, such higher temperatures returned to rivers can result in
damage to flora and fauna.

2.4 Gas Demand and Market Response

Sudden changes in meteorological variables such as temperature can have a large
impact on energy price, induced by factors such as supply shortages or speculation.
For instance, day-ahead gas price can vary by 80 % or more within days as a
response to severe cold weather events which lead to a sudden increase in demand
for heating (Troccoli 2010).

2.5 Wind and Solar Energy Grid Integration

Wind and solar power are entirely reliant on meteorological conditions to function.
Highly variable weather conditions on timescales of minutes or shorter can cause
disruptions to grid operations. For instance, excessive changes, or ramp rates, in
power supply from wind or solar energy installations may lead to their curtailment
to avoid the grid reaching its capacity limits (e.g. Sayeef et al. 2012).

3 Transforming Our Energy System: Challenges
and Opportunities

In shaping our energy future we need to address risks of, and barriers to, the
transformation of the energy sector. We can specify three very simple goals for
energy: to be ‘clean’ (low emissions), ‘secure’ (available and affordable) and to
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underpin prosperity. Achieving these goals in the coming decades will require a
transformation of the energy system. IEA (2011) estimates the investment required
worldwide in energy supply infrastructure over the period to 2035 to be
$38 trillion (2010 dollars), that is, around 60 % of the current global annual gross
domestic product (GDP), or an average of more than 2 % of GDP annually.
Exactly how this transformation will develop depends on many factors including
the physical environment, community opinion, government policies, market forces
and technological innovation. Indeed, we have already been witnessing part of this
transformation with, for instance, the burgeoning of the renewable power sector.

There is no silver bullet to achieve these energy goals. Modelling globally, and
for particular economies, gives the common message that a range of new tech-
nologies will be required. CSIRO’s modelling in Fig. 5, for example (Hayward
et al. 2011) shows the evolution of the electricity generation mix in Australia under
one particular scenario. The specific scenario presented here is based on the
‘carbon pollution reduction scheme’ (CPRS), a cap and trade scheme designed to
achieve a 5 % GHG emissions reduction from 2000 levels by 2020 and a 60 %
reduction by 2050. The scheme was proposed in Australia in 2008 and has since
been replaced by a different carbon pricing scheme. The other key scenario
assumptions about future demand and technology costs were the mid-range
assumptions at the time. For a detailed overview of the scenario assumptions, see
(Hayward et al. 2011).

Historically, Australia has relied on its abundant coal resources supplemented
by hydroelectricity. Over the past decade, wind and biomass have entered the mix,
as a result of targets for renewable energy generation set by the Government. The
use of natural gas for electricity generation has also grown significantly due to both
its lower emissions and its flexibility in supporting uptake of variable generation.

Fig. 5 One scenario for achieving 60 % emissions cuts in Australia by 2050
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In future, we may still see significant fossil fuel use through the development of
carbon capture and storage (CCS) technologies, but we will also see dramatic
increases in renewable energy generation, including wind, biomass, large and
small-scale PV, concentrated solar thermal, geothermal (e.g. hot-fractured rock
technologies) and ocean renewable energy (e.g. wave energy).

The rainbow of future supply options in Fig. 5 is very exciting for energy
engineers but it also poses large challenges. The first challenge is that variability in
the energy generation will play a greatly increased role in our future energy mix.
In the scenario depicted in Fig. 5, 38 % of electricity generated in 2050 will be
from variable sources (Hayward et al. 2011). Energy will also come from more
diverse and geographically distributed sources than in the past. This diversity may
also lead to markedly different grid infrastructure. Furthermore, it will depend on
less mature and, at least initially, more expensive technologies: a key goal
therefore is to accelerate the reduction of costs through ‘learning by doing’. A
rapidly evolving technology landscape creates high technical and commercial
risks, which are particularly difficult to deal with given that investments in energy
infrastructure are necessarily large (of the order of billions of dollars) and long
term (of the order of a few decades).

In Australia, the daily power demand profile is becoming more ‘peaky’, largely
due to increasing use of electrical goods such as air-conditioners. In turn, these
larger peaks have led to a grid with comparatively poor utilisation, where large
investments accommodate just a few large peaks every year to ‘keep the lights on’
during those rare occasions. Emerging demand management techniques—at an
individual home or facility or across the grid—are needed to improve network
asset utilisation and energy end-use efficiency. CSIRO, for example, has developed
building energy management software that ‘learns’ a building’s energy require-
ments and then balances thermal comfort, running costs and greenhouse gas
emissions associated with commercial air-conditioning systems. Energy savings of
up to 30 % have been achieved in buildings in Australia and the USA.

Solving the energy puzzle involves more than new energy supply and demand
technologies. It will also require public acceptance of new technologies and
behaviour change to fully utilise the benefits these technologies offer. Indeed,
energy investors and research organisations regularly undertake various outreach
activities including publications (e.g. Wright et al. 2009) and community-based
discussion groups designed to encourage individuals to be better informed and
empowered about energy options.

4 A Step-Change in Meteorology and Energy Linkages

There have always been important links between energy and meteorology but
these interactions need to be stepped up to a new level of inter-connectedness to
facilitate an efficient transformation of the energy sector and underpin the asso-
ciated capital investment.
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Tables 1 and 2 outline the energy value chain and give examples of key
energy–meteorology linkages. Table 1 is presented from the perspective of the life
cycle of a single energy facility, whereas Table 2 focuses mostly on the electricity
system, which is where much of the enhanced interdependency between energy
and meteorology lies. In each element of the energy value chain, better under-
standing of energy–meteorological linkages will drive multi-billion dollar
investment decisions: several examples of these are given in the tables and below,
including referring to later chapters in this book.

Table 1 Energy facility life cycle: some interactions with meteorology

4.1 Energy Facility, Policy and Planning

Resource characterisation is a key element of the planning process for an energy
production plant and, for many energy sources, the resource parameters are closely
related to climate factors. This is more evident for weather-based resources such as
wind and solar energy. In these cases, atmospheric observations and modelling are
combined and used in conjunction with prospecting tools in order to identify high-
power-yield wind and solar farm sites, as undertaken by companies such as
WindLab Systems, a CSIRO spinoff. Energy supply needs to be balanced with
demand, and climate considerations are also important in understanding the
ongoing role of an energy facility over its lifetime in satisfying energy demand;
examples include the evolution of usage patterns and attributes of the overall energy
system to which the facility is contributing. Climate variability across the full range
of temporal and spatial scales is also a critical consideration for governments in
setting advantageous policy parameters to ensure an optimum future energy system.

4.2 Energy Facility Construction

In the facility development phase, offshore oil and gas platforms (Fig. 6) are a
good example of where meteorological and oceanographic (met-ocean) factors
dictate design and construction. Critical met-ocean actions include extreme loads
(e.g. the 100-year return storm), and cyclic loads that can cause material fatigue

A New Era for Energy and Meteorology 11



failure. Being able to accurately forecast ‘weather windows’ is essential in
scheduling offshore installation activities, especially when the day-rate of a large
crane vessel might be millions of dollars. These challenges are becoming more
acute as petroleum exploration and production moves to harsher environments to
sustain global demand.

4.3 Energy Facility Operation and Maintenance

Weather patterns again have many influences on an energy facility’s operation
phase. Weather forecasts are important in tuning production for demand, in
scheduling maintenance and in maximising plant efficiency. Weather can also
cause sudden disruptions. Shifting our focus again from the specific facility to the
overall energy system, weather plays a key role in forecasting and hence balancing
energy supply and demand across a diverse set of energy sources.

Table 2 Energy–meteorology linkages in the electricity system. Links to other chapters in this
volume have been highlighted
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4.4 Energy Transport

Transmission and transfer of energy can extend over very long distances (of the
order of thousands of kilometres) and are therefore likely to be exposed to a
variety of meteorological events. Exceedingly strong winds, icing, avalanches,
landslides, flooding as well as high temperatures are all examples of weather
events which can cause transmission power line malfunctioning or even failures
(Schaeffer et al. 2012; ‘‘Combining Meteorological and Electrical Engineering
Expertise to Solve Energy Management Problems’’ by Pirovano et al.).

Moreover, injection of growing quantities of variable energy sources into the
grid has an impact on the electrical load of transmission lines. Variability in
generation occurs across a range of timescales, from sub-second flicker to climate
change-induced decadal trends. Such variability has to be understood, predicted
and managed at an individual facility to maximise financial returns to the operator
as well as system-wide to ensure regional security and reliability of supply. Energy
storage (e.g. hydro or batteries) or demand-side management techniques can also
be used to improve dispatch of variable energy sources to the grid. Again, weather
forecasting tools provide a way to ensure optimum incorporation of storage in the
grid (see ‘‘Unlocking the potential of renewable energy with storage’’ by Coppin).

Fig. 6 Floating offshore
petroleum production
platform
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4.5 Energy Use

Finally, the demand side of energy use, already affected by meteorological vari-
ables such as temperature and humidity, will become increasingly dependent on
weather and climate impacts, in particular due to the large-scale adoption of air-
conditioning and roof-top PV systems. In Brisbane Australia, for example, air-
conditioning penetration has increased from 23 to 72 % over a period of 12 years
(Simshauser et al. 2011). Such increased reliance on air conditioning creates a
significant exposure to future climate change.

Together, these various factors will significantly extend energy–meteorology
linkages across the whole value chain. Tailored weather and downscaled climate
information will be required to fully understand and manage our future energy
system. Investors, facility designers and system operators alike will request reli-
able data to inform the large future investments into our energy system and to
ensure security and reliability of the system at affordable prices.

5 Conclusions

Energy and meteorology are central to understanding and solving our global
sustainability needs. Indeed, the interdependencies between energy and meteo-
rology are amplifying as we develop, build and operate new technologies and
philosophies for energy production and use to deliver the triple goals of clean,
secure and wealth-creating energy. Bringing energy and meteorological experts
together in new ways to create a new depth of understanding—perhaps a new
interdisciplinary science—is therefore critical to improved risk management of the
energy value chain.
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Climate Risk Management Approaches
in the Electricity Sector: Lessons
from Early Adapters

Pierre Audinet, Jean-Christophe Amado and Ben Rabb

Abstract Climate change adds a new source of unknowns for the electricity
sector. Despite considerable risks and opportunities, energy sector actions to
manage climate change risks and take advantage of future opportunities remain
limited and patchy. An estimate of the sums spent since 2000 and planned out to
the 2020s by five utilities on climate risk management totals US$1.5 billion.
Considering that these investments are to address climate change risks or oppor-
tunities of a considerable magnitude, they are relatively modest. The sector has-
focused on climate data analysis and research on impacts rather than on concrete
capital, technological and/or behavioral adaptation responses. Further, most of this
research is concentrated for the most part in the developed world and on a handful
of climate change impacts. Analysis of early adapters in the electricity sector offers
a number of useful lessons for power utilities, regulators and stakeholders in
thedeveloping world, for instance: (i) joint efforts between the electricity sector
and hydrometeorological offices to develop high quality and tailored climate data
and information are needed to avoid ‘wait-and-see’ strategies among power
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utilities; (ii) energy sector adaptation requires going beyond high level research on
impacts and adaptation to produce information that can be applied operationally;
(iii) without a business environment favorable to climate change adaptation, power
utilities have little incentive to go beyond ‘business-as-usual’ weather risk man-
agement; and (iv) it is by building the economic case for adaptation that utilitie-
scan be incentivized to take action.

Climate change adds a new source of unknowns for electricity sector decision
makers. Currently, use of present-day or historical weather and seasonal climate
data and information is part of everyday risk management for many utilities and
regulators across the world. However, the integration of forward-looking infor-
mation on climate change in decision-making known as ‘climate change adapta-
tion’ remains limited. Yet, long-term changes in climate and short-term increases
in climate variability are increasingly impacting generation, transmission and
distribution of electricity, forcing the industry to consider new ways to manage the
associated risks. In some cases, climate change creates opportunities for the
electricity sector, for example increased hydropower generation potential in the
near- to medium-term in glacial-fed river basins.

This chapter takes stock of initiatives to assess those risks and manage future
impacts based on interviews with five utilities, one power regulator and electricity
one industry association, and a review of published energy sector information. The
purpose of this chapter is to extract lessons with a particular focus on what can be
learnt for developing countries where progress to date on managing climate change
risks and opportunities is lagging behind. This chapter builds upon the work of the
World Bank Energy Sector Management Assistance Program (ESMAP) on energy
sector vulnerability to climate change. In 2010, ESMAP and the World Bank’s
Global Expert Team for Adaptation published a compendium of what is known
about weather variability and projected long-term changes, and their impacts on
energy systems.

Overall, the electricity sector is at a very early stage of its ‘‘climate change
adaptation journey.’’ Research on climate data and information, risks and adap-
tation solutions is concentrated, for the most part, in the developed world and on a
handful of climate change impacts. Considerable uncertainties remain about the
likelihood, severity, and timing of these impacts for the electricity sector industry.
Adaptation responses in the electricity sector remain patchy. Utilities have started
investing in adaptation to reduce climate change vulnerability, avoid some future
impacts, or seize future opportunities. A rough estimate of the capital expenditures
for climate change adaptation since 2000—and presently planned up to the
2020s—by six large electricity utilities surveyed1 amounts to a cumulated US$ 1.5

1 Authors interviewed China Light and Power (China), Electricité de France (France), E-ON
(Germany), ESKOM (South Africa), Hydro-Québec (Canada), National Grid (United Kingdom)
by email and phone.

18 P. Audinet et al.



billion. Considering that these investments address future climate impacts or
opportunities potentially of a considerable magnitude, those investments are rel-
atively modest. For instance, the repair costs for hurricane Isaac which hit
southeastern United States are estimated to have reached around $400 million for
Entergy alone in four states (Arkansas, Louisiana, Mississippi and New Orleans)
for Entergy alone. This suggests that there could be a strong business case to scale
up climate change adaptation investments in the electricity sector.

Four lessons are drawn from this stock-taking exercise.

1. Joint operations between the electricity sector and hydrometeorological offices
to develop high-quality and tailored climate data and information are needed.
Electric utilities require data and information on observed and future climate
conditions on a range of timescales, spatial resolutions, and statistical variables
other than climatic averages. Currently such data and information are often not
immediately available, which often leads to a ‘‘wait-and-see’’ attitude in the
industry. Evidences point to a limited engagement of the electricity industry
with the producers of climate scenarios and meteorological institutions.

2. Electric utilities, regulators, industry associations, governments, and the aca-
demic world need to coordinate the expansion of the knowledge base on climate
change risks and adaptation solutions in the electricity sector.
A lot of the information available on climate change impacts and adaptation is
too aggregated to be of direct use in the electricity sector’s operations. Too few
utilities are doing work to identify cost-effective adaptation measures based
upon assessments of material risks for generation, transmission and distribution
infrastructure.

3. Governments, international institutions, and professional bodies can incentivize
measures that build resilience against to future climate change in the electricity
sector by developing standards, regulations and technical guidance.
The majority of today’s climate change adaptation responses in the electricity
sector are usual risk management measures that are strengthened by considering
how the climate is changing. There are very few examples of ‘‘new’’ techno-
logical, behavioral, or institutional measures implemented solely to manage
future climate change impacts.

4. Industry and government need to support research to raise awareness on the
nature and possible range of future industry costs with and without adaptation,
as well as on the methods and tools to take into account uncertainties in climate
change adaptation planning and cost-benefit analysis.
The ability to build a strong economic case for climate change adaptation
remains constrained by a number of factors: lack of reliable climate data and
information, low confidence in the return on investment of adaptation expen-
diture due to multiple uncertainties, and short-termism.
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1 The Need to Strengthen the Climate Change Resilience
of Electricity Systems in Developing Countries

Natural resource endowment for electricity production (such as river runoff, wind,
and solar radiation), transmission and distribution, and electricity demand are all
sensitive to weather conditions, climate variability, and long-term changes in
climate (see Table 1) (Ebinger and Vergara 2011; European Observation Network,
Territorial Development, and Cohesion 2010; Troccoli 2009; Williamson et al.
2009).

However, little is known about what potential impacts will constitute material
risks for electricity regulators or utilities, regulators and stakeholders (such as
customers). Some impacts have the potential to affect electricity system reliability,
security of supply, affordability, and environmental performance (including
greenhouse gas emission reductions), while others will have very little effect on
electricity assets or systems (Ebinger and Vergara 2011; European Observation
Network, Territorial Development, and Cohesion 2010; Troccoli 2009; William-
son 2009). Existing literature shows that integration of climate change information
in energy sector decision-making remains limited, for the most part, to large-scale
electricity infrastructure in developed countries (Urban and Mitchell 2011).

Due to a combination of several factors, electricity systems in developing
countries are particularly vulnerable to a changing climate. First, in many coun-
tries, the electricity sector is highly sensitive to weather variability and extreme
events. For example, in 2005 alone, extremely hot and cold weather explained
13 % of the variability in energy productivity2 in developing countries, though
much of this variability remains unexplained (MacKinsey 2009). Countries that
have repeatedly experienced difficulties maintaining a reliable electricity supply in
the past due to weather conditions or that routinely suffer considerable financial
loss due to extreme weather events are at risk from climate change (Mechler
2009). Second, high reliance on hydropower, design and construction of power
assets on the basis of poor hydrometeorological data, presence of aging assets, and
insufficient infrastructure compared to existing needs all constitute factors of cli-
mate change vulnerability (Ebinger et al. 2011). This means that many electricity
systems are not even adapted to present-day climate, let alone future climate.
Finally, developing countries have low capacity to improve their resilience. For
example, only a small percentage of costs due to natural disasters are absorbed by
insurance in developing countries (International Institute for Applied Systems
Analysis (IIASA) 2010). Utilities often have limited ability to finance capital
investments, electricity systems often operate with no or few interconnections with
other systems, and access to high-quality hydrometeorological and climate data is
often poor (Veit 2009).

2 Energy output divided by energy consumed (aka ‘‘supply-side efficiency’’).
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2 Existing Research on Climate Change Data
and Information, Associated Risks, and
Adaptation Solutions

2.1 Research on Climate Change Data and Information

Utilities, regulators and professional bodies in the electricity sector have initiated
research efforts to improve hydrometeorological data and climate normals3 used
by electricity sector decision makers. The variables that have received attention
are temperature, wind, rainfall, ice, snow, and runoff, because electricity regulators
and utilities use information about these climatic factors to make planning, risk
management, asset design, and operational decisions.

A lot of work is ongoing to improve observed data and future simulations for
rainfall, ice, snow, and runoff in order to optimize hydropower plant asset design
and operations. For example, Hydro-Québec has improved the capacity of its
hydrological model to provide future runoff simulations that are driven by climate
model projections. Such work has started to inform new asset design and the
operation of existing hydropower plants (see Box 1). Hydro-Tasmania has also
done work to assess future water inflows in a changing climate (Brewster et al.
2009). Canadian electric utility BC Hydro is working with university researchers
to develop specialized weather prediction services for icing, precipitation, and
lightning. Research is also underway to improve ice-loading forecasting systems
(Musilek et al. 2009).

Box 1. Hydro-Québec

Hydro-Québec is one of the largest electric utilities in North America, with a
total installed generation capacity of 36,671 MW and the longest trans-
mission system in the US and Canada. More than 90 % of its installed
capacity comes from hydropower installations. The company owns and
manages 59 hydroelectric generating stations, 26 large reservoirs, 571 dams,
four thermal and one nuclear power plants, 33 453 kilometers of electric
lines and 514 electric substations. The company supplies electricity in
Québec, Canada, and trades with other Canadian suppliers (in Ontario and
New Brunswick) and US Northeast states.
Research to understand future changes in climate and impacts on water
inflows
In response to a series of adverse weather conditions (the 1996 Saguenay-
Lac-Saint-Jean flooding, the 1998 ice storm and drought conditions)
that caught the attention of Hydro-Québec’s executives and government,

3 Climate normals are decadal or multidecadal datasets used to summarize or describe the
average climatic conditions of a particular location.
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Hydro-Québec developed a research program in 2002 to improve knowledge
of future climate change, business impacts, and adaptation solutions in the
mid- to long-term, so that risks can be managed and opportunities exploited.
Joining efforts with the Québec government, Hydro-Québec set up a sci-
entific consortium with the mandate to study regional climate, impacts and
adaptation solutions: the Consortium on Regional Climatology and Adap-
tation to Climate Change (Ouranos). Hydro-Québec partly finances Ouranos
by contributing annually CDN$1 million and 5 full-time equivalent
researchers and engineers. As part of Ouranos, Hydro-Québec cooperates
with other electricity producers (Rio Tinto Alcan, Ontario Power Genera-
tion, and Manitoba Hydro) on climate change risk and adaptation issues and
has access to the data and information created by Ouranos.

Using its in-house hydrological model and climate change scenarios from
Ouranos, Hydro-Québec produced an extensive set of future runoff projec-
tions for each of the watersheds where it has hydropower facilities. To
increase the level of confidence in its projections, Hydro-Québec analyzed
the sensitivity of its hydroclimatic simulations to the choice of greenhouse
gas (GHG) emission scenario, climate model, hydrological model, and cli-
mate impact methodologies. This ‘‘multi-method’’ approach has shown that,
for the 2050 time horizon, the choice of climate models influences hydro-
climatic simulations much more than the choice of GHG emission scenarios,
hydrological models, or methodology. Hydro-Québec has consequently
revised its set of future watershed runoff projections, drawing upon a large
number of climate change scenarios. Results are presented in Fig. 1.

Despite some uncertainty between climate models, these projections point
at an overall increase in runoff by the 2050, with a higher increase in the
north of the Québec province, where most of the company’s production
facilities are located, compared with the southeast. Projections also suggest
more sustained winter inflows from November to April and reduced summer
inflows. Furthermore, high river flows will occur earlier in the Spring due to
increased temperatures and peak river flows will be lower on average due to
reduced winter snow mass.

Hydro-Québec has planned further refinements to its hydroclimatic
modeling. For instance, the company wants to:

• Analyze the role of Canadian bogs and fens in Northern Québec in water
flow and balance.

• Improve the resolution of its future runoff simulations using direct outputs
from regional climate model projections using dynamical downscaling
techniques.

Hydro-Québec has started using these future runoff projections at an
operational level. For example, the Equipment division assessed the impacts
of climate change on hydrological conditions for the ‘‘Eastmain 1A—Dér-
ivation Rupert’’ project. The results were presented at a public hearing to
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answer questions from the public on the cumulative impact of climate
change for fisheries (Comité Provincial d’Examen (COMEX) 2006).

The company is planning to use these runoff projections to assess the
benefits associated with adapting the design of different hydropower infra-
structure assets for both new equipment and the refurbishment of existing
facilities.

Recognizing that the 1990–2000 decade was much warmer in comparison
to the 1961–1990 time period, Hydro-Québec’s Distribution division

Fig. 1 Future runoff projections based on 90 climate change scenarios. Each bar represents
results for one watershed; height indicates the amplitude of the future increase between
1970–2000 and 2040–2071; width indicates the difference in results between different climate
change scenarios; and color indicates the degree of convergence between the different scenarios,
in percentage of scenarios projecting an increase (blue for strong, brown/red for weak). Source
Roy et al. 2008 (updated since to 94 watersheds and 90 climate scenarios)
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initiated work to update the climate normals it uses to forecast long-term
electricity demand.

In 2007, working with the Consortium on Regional Climatology and
Adaptation to Climate Change, Hydro-Québec updated the reference period
of its climate normals to 1971–2006 and introduced a warming trend of
+0.3 �C per decade into the calculation of its climate normals. That resulted
in an increase in the average annual temperature normals for the city of
Montréal of 0.51 �C for the period 2001–2030 (see Fig. 2). This increase
reduced load energy requirements by almost 1 TWh (-0.5 %) per year as a
result of reduced heating needs. Furthermore, Hydro-Québec had a 350 MW
(-1 %) peak load reduction under the new climate normals. These reduced
electricity demand forecasts impacted the required Hydro-Québec electricity
production rate and the 10-year procurement plan, which were approved by
the Québec regulator.

Incorporate risk management into Environmental Impact Assessments (EIA)
Hydro-Québec considered the effect of future climate change on hydrolog-
ical regimes as part of the EIA for a new hydroelectric development in
Québec, Canada (‘Complexe La Romaine’). This helped Hydro-Québec
understand future runoff changes and the implications for hydropower pro-
duction optimization and operational safety.

Using future climate projections, the EIA found that annual average
runoff could increase by up to 19 % by 2050 compared to 1961–1990.
Considering that current design standards already take into account a high

Fig. 2 Evolution of the annual temperature normal for Montréal after updating climate normals
to include recent observations and the effect of climate change. Source Nadeau 2008
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interannual and monthly variability of water inflows, Hydro-Québec con-
cluded that the projected impacts of climate change could easily be managed
thanks to adaptive management measures, for example adapting operating
rules.4 The Canadian Environmental Assessment Agency approved this
approach in a report of April 2008.5

Electric utilities and regulators usually rely on normalized average temperature
to forecast customers’ future electricity needs, which influences long-term supply/
demand balance and investment plans up to 20 years in the future. Though dif-
ferent methods are used, the North American power sector usually uses 30-year
average temperature datasets from government organizations, such as the US
National Oceanic and Atmospheric Administration or Environment Canada.
However, these datasets seldom take into account future temperature rises, which
could affect the reliability of demand forecasts. Some climate data providers,
electricity regulators, and utilities are developing alternative methods or climate
datasets, to better take into account future climate variability: (Electric Power
Research Institute and (EPRI), North American Electric Reliability Corporation
(NERC), and Power System Engineering Research Center (PSERC) 2008). Some
organizations have started using more recent and shorter observed time periods or
rolling decadal averages, which already reflect some degree of climate change (for
example, Hydro-Québec, see Box 1). BC Hydro is also developing high resolution
wind projections for British Columbia, to improve its wind forecast capability and
management practices (Toth 2011).

2.2 Research on Risks Associated with Changes in Climate

Few organizations have taken steps to assess how future changes in climate or
climate-related variables will likely affect their systems, operations, and assets.

2.2.1 Hydropower Generation

BC Hydro and Hydro-Québec have put considerable effort into simulating future
water inflows (see Box 1). The companies plan to use this data in the coming years
to estimate future electricity output, and inform asset design, potential changes in
operations and long-term planning.

4 See the environmental impact assessment for the La Romaine hydrolectric complex (Vol 7,
Chap. 49, pp. 49–6 to 49–19), available at http://www.hydroquebec.com/romaine/documents/
etude.html (accessed 12/09/2011).
5 See http://www.ceaa.gc.ca/050/documents/26480/26480E.pdf (accessed 12/09/2011).
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Hydro-Tasmania has modeled future water inflows into its reservoirs based on
rainfall and evaporation projections. Results indicate lower annual inflows,
changed runoff seasonality and an overall reduction in output, especially in run-of-
the-river plants and in central Tasmania (Brewster et al. 2009).

2.2.2 Transmission and Distribution

Recognizing the risk of stronger winds for transmission and distribution, BC
Hydro has begun to study the relationship between tree fall, transmission and
distribution damage, and storm intensity, to better understand the risk of infra-
structure damage (Toth 2011).

To comply with safety obligations, utilities must operate electric equipment and
hardware below maximum design temperatures. Thermal ratings of electrical lines
are calculated on the basis of ambient conditions (usually based on a long-term
average), and maximum current that can be safely carried, in order to ensure that
maximum design temperature is never exceeded. Higher average temperatures and
changes in natural cooling (rainfall, wind, or cloud cover) could reduce current
ratings and constrain transmission or distribution capacity (Pytlak et al. 2011; Toth
2011; National Grid Electricity Transmission plc. 2010; South West Climate
Change Impacts partnership 2010). Several electricity sector groups have engaged
in research showing future thermal de-ratings due to changes in climate conditions
(Pytlak et al. 2011; Toth 2011; National Grid Electricity Transmission plc. 2010;
South West Climate Change Impacts partnership 2010) (see the example of
National Grid, Box 4). While this may not represent a risk for well-designed
systems, it could be an issue in countries with aging assets operating close to their
design ranges. Utilities wanting to keep electricity supply efficiency levels above a
certain level have to consider the trade-off between the cost of upgrading line
thermal rating and the price of electricity sold.

2.2.3 Demand Loads

The Electric Power Research Institute (EPRI), the North American Electric
Reliability Corporation (NERC), and the Power System Engineering Research
Center (PSERC) organized a technical summit on climate change and demand load
forecasts in 2008, which called for strengthening climate change impact data
collection and impact assessment methodologies, including methods to measure
the benefits of increasing the adaptive flexibility of electric systems and compare
those to the associated costs. (EPRI, NERC, and PSERC 2008). A number of
electricity regulators and utilities, such as the Canadian Independent Electricity
Operator, Hydro-Québec, and Electricité de France, have started revising their own
demand load forecasting methods using climate model projections, in response to
future higher temperatures and associated long-term electricity demand changes
(see Sect. 2) (Mirza 2011; Dubus 2009; Minville 2009).
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For example, the number of cooling degree days6 in London, UK, increased by
an additional 30–34 days over the period 1961–2006 (Jenkins et al. 2007). The UK
project GENESIS (Generic Process for Assessing Climate Change Impacts on the
Electricity Supply Industry and Utilities) found that by the 2080s summer elec-
tricity demand for cooling will exceed winter demand for heating during the
daytime (Watson 2006). This will aggravate system overloading in certain parts of
London, and will require additional supply responses.

2.2.4 Asset-Level Risks

Drawing on existing information on specific climate change impacts and adapta-
tion measures, CLP Holdings and Eskom have assessed climate risks and identified
adaptation measures for a few pilot assets, to build the business case internally for
adaptation-related decisions, and improve operational risk management (see Box 2
and 3).

Box 2. CLP Holdings

For over 100 years, CLP Holdings, formerly known as China Light and
Power, has played an active role in powering Asia’s growth. From its home
base of Hong Kong, CLP’s operations have expanded to include mainland
China, Australia, India, Southeast Asia, and Taiwan. As of 31 December
2010, CLP has invested in 13,635 MW of electricity generation (from a
range of energy sources including coal, gas, nuclear, hydro, wind, solar, and
biomass), 6,599 MW of generation capacity across the Asia–Pacific region,
22PJ of gas storage capacity in Australia, 13,767 km of electricity trans-
mission and distribution lines, 13,421 substations in Hong Kong, and a
number of electricity and gas retail businesses serving over 3 million cus-
tomers in Hong Kong and Australia.

As stated in CLP’s report Climate Vision 2050, the organization is
committed to addressing climate change: ‘‘[CLP will] ensure that our
business develops only commercially viable, environmentally responsible
energy generation assets to meet rising market demand’’ (CLP’s Climate
Vision 2050). CLP has engaged on a ‘‘climate change adaptation journey’’ to
address risks within the company’s ‘‘fenceline.’’ As shown in Table 2, CLP
has identified a number of potential risks at a corporate-level.

Adaptation pilot study
CLP began to work with a specialist consultancy firm to understand the
possible future impacts of climate change on its assets, with an initial pilot
study focusing on two existing operations that have already experienced

6 Cooling degree day (CDD) is the number of days when average temperature is above 65
degrees Fahrenheit/18 degrees Celsius and people start to use air conditioning to cool buildings.
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physical impacts from extreme weather conditions. The main objective was
to help the company to develop a methodology that can be applied across
CLP for assessing what climate change adaptation measures can and should
be taken from a business case perspective for existing operations, and per-
haps provide some insight for possible future acquisitions or greenfield
developments. The two pilot sites chosen comprised a gas-fired power sta-
tion in India (GPEC) and a coal-fired power station in Taiwan (Ho-Ping),
both located near coastal areas.

The potential loss arising from climate change was quantified for each site
and adaptation options identified where possible. This was followed by a
cost-benefit analysis of the various adaptation options and the testing of a
decision-making process that involves not only taking mandatory regulatory
requirements as ‘‘must dos’’, but also CLP’s company values which dictate
what it perceives to be the ‘‘right things’’.

Table 2 Corporate-level climate change risks identified by CLP in its response to the 2011
Carbon Disclosure Project investor survey

Risk driver Description Potential
impact

Timeframe Likelihood Magnitude

Change in mean
(average)
temperature

Affects operations as
demand for
electricity for, say,
air conditioning,
will not follow
established patterns

Increased
operational
cost

Current Very
likely

Medium

Change in
temperature
extremes

Affects operations as
demand for
electricity for
cooling or heating
could fluctuate
dramatically

Increased
operational
cost

Current Very
likely

Medium

Change in
precipitation
extremes and
droughts

Extreme precipitation
could lead to
flooding and
drought could affect
availability of
process water

Increased
operational
cost

Current More
likely
than
not

Medium

Sea level rise Our facilities that are
located near the
coast could be
affected

Increased
capital cost

Current More
likely
than
not

Medium–
high

Tropical
cyclones

Our facilities may not
be built to sustain
cyclones that have
become stronger
than historical
events

Increased
capital cost

Current More
likely
than
not

Medium–
high

Source Carbon Disclosure Project website
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CLP analyzed the following sources of climate data and information to
determine future climate scenarios: historical trends, local minima and
maxima, Global Circulation Model (GCM) simulations, and regional climate
projections.

Climate projections are useful for determining the direction of future
changes, however they contain considerable uncertainties. Large-scale pro-
jections of future climate utilize Global Circulation Models (GCMs) to
describe the physical circulation of the coupled atmosphere/ocean/land
system. Furthermore, greenhouse gas emission scenarios are used to model a
range of futures considering different global and regional driving forces.
GCMs are highly sophisticated, however inherent uncertainties mean that the
projections have to be applied with care. Regional climate maxima were
used wherever possible to reduce uncertainty. However, as the Ho-Ping coal-
fired power plant showed, history is not always a good predictor of the
future, as future climate poses challenges outside historical experience. The
study identified and assessed adaptation options to determine the most
effective and efficient options in response to the identified risks.

Risk and adaptation findings
The coal storage domes and coal conveyor at the Ho-Ping coal-fired power
station were designed to withstand wind speeds during typhoons of up to
60 m/s for a 3 s duration (CLP 2011). The strongest gust speed ever recorded
at the time of design was 56 m/s. However, since asset construction, wind
speeds have exceeded this threshold on a number of occasions, during which
all three coal domes have experienced damage and caused coal supply
disruptions. High winds associated with typhoons have also caused power
outages on four occasions between 2005 and 2008. On each occasion,
electricity output from the plant was lost, causing extended power cuts for
customers. During typhoon Jangmi in September 2009, wind damage to
transmission lines caused 17 days of outages.

Recent research suggested that on a global scale tropical cyclones will see
an increase in intensity of between 2 and 11 % by 2100. Given a maximum
historical wind speed of 89.8 m/s during Typhoon Alex in 1984, this could
give rise to gust speeds of 100 m/s (CLP 2011). For the West Pacific, this
figure could be even higher, given possible average projected increases of up
to 20 % (Knutson et al. 2010). CLP also investigated the risk of landslides,
erosion and high wind speeds to transmission lines infrastructure at Ho-Ping.

Similarly, climate risks were assessed for the gas-fired power station in
India (GPEC), which is also vulnerable to tropical cyclones (see Table 3). In
particular, GPEC was found to be at risk of saline intrusion and flooding as a
result of storms and sea level rise. In the case of GPEC, a number of
adaptation options have already been implemented, for example raising the
floor level of buildings housing critical infrastructure, building flood levees
around low-lying parts of the site, increasing drainage capacity, and
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diverting cooling water pipes to access fresh water in the event of saline
intrusion.

In light of the risk assessment, the pilot study identified the following
climate change adaptation options: (CLP 2011):

• Inspect tower on or close to erosion/landslide risk slopes;
• Commission a wave action study to estimate maximum wave height

during typhoons;
• Reinforce the base of towers on landslide risk slopes;
• Reinforce the base of five towers close to landslide risk slope;
• Strengthen five towers and transmission line sections to withstand strong

gusts;
• Investigate emergency coal delivery by rail;
• Reinforce coal conveyor cladding;
• Protect domes from water ingress;
• Reinforce fresh water pipeline/secure alternate sources; and
• Increase drainage capacity on-site.

Conclusions
Climate change poses site-specific risks to current and future assets which
can be managed through a range of adaptation measures. Through the pilot
study, CLP Holdings identified a number of situations, which are site spe-
cific, but may possibly be applied generally to a wide range of facilities. For
example, the company found that the availability of historical data and
climate projections varies across Asia. The incomplete information some-
times makes decision-making based on quality data difficult and the
robustness of the assessments could be compromised. In light of this, sce-
nario analysis is helpful for determining the ‘‘what-if’’ impacts given the
inherent uncertainties. It also helps encompass a wider spectrum of factors
(engineering, managerial, legal, cost, company’s standards).

Table 3 Climate risks identified at Ho-Ping coal-fired power station in Taiwan, and GPEC gas-
fired power station in India

Impact Ho-Ping GPEC

Wind Coal dome and conveyor damage
Transmission line outages

Damage to third party gas
terminals

Erosion/
landslides

Transmission tower damage
Fresh water supply cut-off

n/a

Coastal flooding Coal conveyor damage
Coal dome inundation

Damage to third party gas
terminals reducing supply

Pluvial flooding Coal dome inundation n/a
Sea level rise n/a Fresh water salinity increase
Temperature

increase
Cooling water temperature : increased

heat rate and fuel cost
Ambient temperature : decreased

output

Source CLP Holdings
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UK-based electricity transmission and distribution companies, Western Power
Distribution and National Grid, have both assessed climate change impacts on
weather-related faults and supply interruptions (South West Climate Change
Impacts partnership 2010). In the case of National Grid, this has included assessing
flood risk using climate change projections for all its substations (see Box 4).

2.3 Research on Adaptation Solutions

Some work has been undertaken by the utilities interviewed to improve under-
standing of the technological or behavioral solutions that could reduce climate
change vulnerability and attached costs and benefits.

For example, a researcher from the Hydro-Québec research institute assessed
the avoided hydropower loss due to unproductive reservoir water spills if operating
rules are adapted. By incorporating future runoff projections into an optimization
model, which calculates weekly operating rules according to simulated runoff, this
work found that for one hydroelectric plant in Québec (Chute-des-passes) (Silver
and Roy 2010):

• Annual mean hydropower generation could decrease by up to 14 % if operating
rules are not adapted between the control period and 2050; and

• Adapting operating rules could increase hydropower generation between 1 and
15 % in the same period.

Utility interest in distribution loss reduction technologies has increased in
recent years. BC Hydro (ex BC Transmission Corporation) is testing the benefits of
Dynamic Thermal Rating Systems to operate electricity distribution equipment
closer to their design limits, taking into consideration observed weather conditions
rather than static (or normalized) climate data (Janos and Gurney 2008).

3 Early Adaptation Efforts in the Electricity Sector

Adaptation to future climate risks in the electricity sector can take three principal
forms:

• Behavioral, whereby utilities relocate their assets, or modify their emergency,
maintenance and operating plans;

• Institutional, whereby utilities and regulators adopt climate change adaptation
strategies, assign staff responsibility, incorporate climate risk management into
existing systems and standards, or disclose information on climate change
impacts and adaptation; and

• Technological, whereby utilities invest in new or adapted technologies, or
improve the design of assets.
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Table 4 presents some generic examples of each of these three types of adap-
tation actions.

Climate change adaptation being at its very early stages in the electricity sector,
there are only few examples of electricity utilities, regulator or industry associa-
tions that are taking technological, behavioral, or institutional actions to manage
future climate risks.

3.1 Behavioral and Institutional Responses

Behavioral and institutional responses to a changing climate in the electricity
sector are limited, though the following real-life examples show leading efforts
from utilities.

The integrated UK gas company, BG Group, which operates thermal power
plants across the world, has a climate change adaptation strategy in place which
requires that staff assess the risks to operations from foreseeable environmental
changes arising from climate change.7 BG Group has designed a Climate Risk
Management Framework to support assets and projects in delivering against this
requirement. E.ON also has a comprehensive climate change adaptation strategy in
place, as explained in Box 5. Other utilities are in the process of developing
strategies, for example Eskom and BC Hydro.

To comply with a directive issued by the Department for Environment, Food,
and Rural Affairs under the 2008 Climate Change Act, the UK’s National Grid
published its first Climate Change Adaptation report in 2011, disclosing how the
organization has embedded its climate change policy in its risk management
procedure, assessed future climate risks, and identified adaptation measures (see
Box 4).

To increase resilience against a possible increase in extreme weather events,
such as storms and flooding, several utilities, and regulators have invested in
climate change adaptation. For example, Entergy in the southeast USA has relo-
cated some of its data centers away from flood risk areas (U.S. Department of
Energy 2010). National Grid is investing in flood mitigation work to raise the
standard of protection of its substations from a 1:100-year to a 1:1,000-year fluvial
or tidal flood event (see Box 4). Recognizing that a changing climate affects
weather risk, the Independent Electricity System Operator (IESO) is auditing and
assessing the adequacy of existing processes and standards at the local, regional
and North American level, to evaluate and manage high-impact, low-frequency
weather-related events (Ontario 2011).

Some utilities have also started to recognize that changing the way they operate
their assets can reduce vulnerability to future climate change, and is often more

7 See http://www.bg-group.com/sustainability09/climate_change/Pages/climate_change_our_
strategy.aspx (accessed 16/10/2011).
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cost-effective than making physical changes to existing assets. For instance,
Hydro-Tasmania has changed its seasonal operating rules and turbine outage
management methods to cope with reduced inflows and changing seasonality
(Brewster et al. 2009).

There are a few examples of utilities that have started mainstreaming climate
risk management into everyday business. Hydro-Québec considered climate
change impacts as part of the Environmental Impact Assessment (EIA) for a new
hydropower complex on the La Romaine river in Québec, Canada (see Box 1).
Australian utility, ActewAGL, appraised how climate change may affect flood risk
as part of its EIA, and elevated electrical equipment in new substations to ensure
the integrity of the network during peak flood events (AECOM/Purdon Associates
2009). There is one precedent in Ontario, Canada, whereby the review panel of an
Environmental Assessment Report for a new nuclear power plant requested that
the project promoter does more in-depth and localized modeling of climate change
impacts, based on high resolution data, to ensure adequate consideration of climate
change risks before a construction license is issued (Darlington New Nuclear
Power Plant Project 2011).

In relation to long-term resource planning, utilities surveyed have started to
discuss possible exemptions or differential prices with government and regulators
to improve their capacity to cope with climate change or to cover adaptation costs.
For instance, during the summer 2003 European heat wave, Electricité de France
negotiated exemptions on maximum water discharge temperature obligations, to
avoid shutting down too many nuclear plants. An exceptional exemption from
these legal requirements was granted to four conventional thermal power plants
and sixteen nuclear reactors, permitting them to exceed the maximum discharge
water temperature (Letard 2004). Hydro-Québec has integrated the effects of
warming into its future demand load forecasts presented to the Québec regulator
(see Box 1).

Finally, a handful of professional bodies (e.g., the Canadian Electricity Asso-
ciation) have also recognized that climate change poses a risk to the electricity
industry, and are supporting initiatives that help to better understanding climate
risks and how to reduce vulnerability.

Box 3. Eskom

Eskom was established in South Africa in 1923 as the Electricity Supply
Commission. In July 2002, it was converted into a public limited liability
company, wholly owned by the government. Eskom is one of the top 20
utilities in the world by generation capacity, with a net maximum self-
generated capacity of 41,194 MW.

Eskom is the largest electricity generation, transmission and distribution
company in Africa. It generates approximately 95 and 45 % of the electricity
used in South Africa and the whole African continent, respectively. It buys
and sells electricity in the countries of the Southern African Development
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Community (SADC). Eskom operates coal- and gas-fired power stations,
nuclear plants, hydropower facilities, and wind turbine sites. In 2011, the
company looked after 28,000 and 46,000 km of high and low-voltage
electric lines respectively.

Eskom’s Climate Change Response
Eskom supports South Africa’s government approach of contributing to
global efforts to combat climate change whilst ensuring the sustainability of
its economy and society. South Africa is a signatory to the United Nations
Framework Convention on Climate Change (UNFCCC) and its Kyoto Pro-
tocol, and has been leading a number of global and regional initiatives which
promote sustainable responses to climate change adaptation. The National
Climate Change Response Policy Development process has been initiated by
the Department of Environmental Affairs (DEA). This has included the
development of the National Climate Change Response (NCCR) White Paper
for South Africa approved by the South African Cabinet in October 2011.

The NCCR has highlighted the following objectives for South Africa on
climate change:

• Make a fair contribution to the global effort to stabilize greenhouse gas
concentrations (i.e., mitigation of climate change); and

• Effectively manage unavoidable climate change impacts through inter-
ventions that build and sustain South Africa’s social, economic, and
environmental resilience and emergency response capacity (i.e., climate
change adaptation).

Eskom supports this approach in the form of its corporate Climate Change
Response Strategy which highlights Eskom’s commitment to deal with cli-
mate change in the following six key areas:

• Diversification of the generation mix to lower carbon emitting
technologies;

• Energy efficiency measures to reduce demand and greenhouse gas and
other emissions;

• Innovation through research, demonstration, and development;
• Adaptation to the negative and positive impacts of climate change;
• Investment through carbon market mechanisms; and
• Progress through advocacy, partnerships, and collaboration.

In the financial year 2010 to 2011, Eskom reviewed its Climate Change
Response Strategy, with a view to better address the company’s resilience to
climate variability and long-term changes in climate.

Eskom’s research to understand changes in climate, future impacts, and
adaptation
The Climate Change and Sustainability Department in partnership with
various business units within Eskom has been hosting a number of applied
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research, workshops, and conducting surveys to feed into the process of
developing Eskom’s adaptation strategy. This work includes the following:

• Definition of climate change impacts for South Africa and its specific
impacts on Eskom;

• Investment in applied climate change research;
• Redefinition, benchmarking and continuous review of business planning

assumptions and continuously review;
• Cost-benefit analysis of adaptation interventions (adaptation costs curves);
• Integrated risk and resilience management (including the identification of

climate-related thresholds in business systems, unacceptable levels of
climate-related risk, and required levels of adaptive capacity and business
resilience); and

• Integration of climate change adaptation imperatives into business
operations.

By 2011, Eskom had done research in two separate areas, as explained
below:

(a) Case studies on weather impacts

In order to understand vulnerability to changes in climate, the company
analyzed historical and current weather conditions, extreme events and cli-
mate variability, and their impacts on a number of business areas, including
two coal-fired power stations (Hendrina and Kendal), the NorthEast trans-
mission grid and the Eastern region distribution.

(b) Weather surveys

Eskom has also undertaken weather surveys asking the different Eskom
businesses the following key questions:

• What weather data is Eskom already monitoring across all operating units
and strategic functions?

• Which business processes and operations are affected by weather phe-
nomena and will benefit from appropriate weather data integration?

• What aspects of weather do we need to monitor in real-time to warn about
extreme weather events for situational awareness and response purposes in
the control rooms and customer nerve centers?

• What aspects of weather data do we need to have in a long-term climate
data warehouse for research and analysis purposes?

Results from these surveys have been assessed and have also informed
Eskom’s support in long-term research activities and strategies relevant to
climate change resilience.

(c) Thresholds, adaptive capacity and vulnerability assessments of Eskom
systems
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Eskom is currently investing in research to further define climate-related
thresholds, as well as the vulnerability and adaptive capacity of its systems
to future climate change impacts. These studies are undertaken in collabo-
ration with the University of Cape Town (UCT), the University of Kwazulu-
Natal (UKZN), and the Council for Scientific and Industrial Research
(CSIR). They include the following activities:

• Identifying climate-sensitive thresholds of vulnerable systems within
Eskom, possible adaptation measures, and associated costs and benefits;

• Developing climate change projections for rainfall, temperature, lightning
and storms;

• Assessing the impacts of climate change on water resources in the
Waterberg area;

• Modeling the hydrology of four catchments in the Waterberg area and
around the Hartebeespoort pipeline; and

• Modeling of summer convection (thunderstorms, lightning and rainfall
intensity and frequency) over Southern Africa (Table 5).

Promote dry cooling systems to reduce reliance on freshwater for thermo-
electric or nuclear power plant cooling
Although the company has started investing in dry cooling in the mid-1980s,
Eskom identifies dry cooling systems as a short-term climate change adap-
tation measure for new power stations in its ‘‘Climate Change Commitment’’
(Eskom 2009). Eskom recognizes that dry cooling involves higher costs at
the construction and operation stages, reduced overall plant efficiency, and
lower plant output. Eskom accepts that sustainability and adaptation will
override economic considerations in certain cases when choosing between
wet or dry cooling.

In 2000, Eskom operated the largest power plants with a dry cooling
system in the world (Matimba, Kendal, and Majuba). Eskom’s investment in
dry cooling has resulted in an estimated combined saving in excess of 90
million cubic meters of water per annum (Pather 2004).

3.2 Technological Responses

Only a few utilities have begun to implement technological responses to climate
change adaptation, by making structural changes to existing assets (e.g., increasing
energy efficiency of electrical equipment), building new assets (e.g., building a
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dam in upper basins to regulate future runoff increase), or modifying asset design
(e.g., improving the design of transmission pylons to withstand higher ice or snow
loads).

Hydro-Tasmania’s Climate Change Response Strategy includes a number of
technological adaptation measures aimed at compensating part of the projected
future loss of inflows, such as:

• Increasing water storage capacity to capture higher inflows during winter and
release water during drier periods;

• Replacing the coating of existing water canals (also known as ‘‘relining’’) and
increasing the capacity of a few water canals to reduce evaporation and increase
inflow efficiency;

• Confirming that existing weirs are operating efficiently to ensure that water
flows are well-regulated, and considering new water diversion schemes that
could pass more water through existing hydropower plants; and

• Developing new projects to make up for the expected loss of output, such as
mini-hydro schemes or refurbishing old power stations (Brewster et al. 2009).

These adaptation measures could increase production capacity by over 1,000
GWh, at a total cost of approximately AU$420 million. Building new small
hydropower plants, increasing storage capacity, and building new dams are
expected to have a significant cost (AU$320 million), with a generation potential
of 700 GWh (Brewster et al. 2009). Conversely, Hydro-Tasmania has identified
measures that are relatively low-cost, but have a considerable generation potential:
for example, raising dam height and upgrading water canals would cost AU$48
and AU$10 million respectively, with a corresponding total generation potential of
300 GWh (Brewster et al. 2009).

Since the 1980s, South African utility Eskom has made considerable invest-
ments in dry cooling systems: the company has increased its air-cooled thermo-
electric generation capacity by 10,000 MW between the mid-1980s and the early
2000s (Lennon 2010) Fig. 3. Eskom has identified this as an adaptation measure to
cope with future reduced cooling water availability in South Africa (see Box 3).

Finally, there are a few tangible technological investments in transmission and
distribution. Following the 1998 Eastern Canada ice storm, which cost Hydro-
Québec CDN$ 725 million in damages,8 the utility reviewed its design standards
for high voltage lines. An internal technical committee recommended an increase
in maximum ice and hourly wind loads, and cumulative ice/wind loads, on
transmission hardware, and the installation of special pylons at standard intervals
to avoid cascades of falling pylons during high ice load events.9 The Québec utility

8 Extreme icing damaged 116 transmission lines and 3,110 support structures (including 1,000
steel pylons), as well as 350 low-voltage lines and 16,000 wood posts. To restore service rapidly
to its customers following the disaster, Hydro-Québec spent CDN$725 million repairing the lines
and support structures with the least damage and building temporary transmission and
distribution equipment. See Turcotte et al., 2008, ibid.
9 René Roy, Hydro-Québec, personal communication, 25/10/2011.
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spent close to CDN$ 1 billion between 1998 and 2008 replacing old pylons and
structures with stronger ones (Turcotte 2008). The utility was planning to spend
CDN$200 million by 2012 on the electricity system interconnection between the
Canadian provinces of Québec and Ontario and on anti-icing equipment, which are
expected to reduce vulnerability to future extreme winter weather events (Turcotte
2008). BC Hydro is testing high performance corrosion-resistant materials. For
example, it has installed cross arms made of high performance composite material,
which have much longer lifetimes and higher resistance to extreme weather
conditions (Toth 2011). The utility has also started replacing wooden electricity
poles, damaged by mountain pine beetle infestations10 with metal ones, and is
testing Dynamic Thermal Rating Systems to improve the capacity of its trans-
mission system. In Australia, the Victorian Bushfires Royal Commission recom-
mended burying electric lines to reduce the risk of network failures due to damage
during extreme weather events and wildfires (Linnenluecke et al. 2011).

Fig. 3 Actions (on the right) in response to climate change risks identified (on the left). Source
National Grid

10 Climate change has exacerbated recent mountain pine beetle outbreaks in Western North
America. Unusually hot and dry summers (favorable for beetle reproduction), and mild winters
(which allow beetle larvae to survive), have contributed to infestations destroying more than 700
million m3 of pine in British Columbia, Canada, which represents more than 50 % of the
province’s pine. See Carroll et al. 2003.
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3.3 Adaptation Investment Estimates

Though uncertainty remains about the exact cost of future climate change impacts,
the weather-related costs suffered by some electric utilities in the recent past
provides a glimpse of the potential magnitude of future climate change challenges
for the electricity sector. For example, Hydro-Québec spent US$679 million in
emergency measures and repairs after a destructive ice storm in 1998 to restore
service to customers (Turcotte 2008).

Interviews with electricity utilities operating in different geographical areas and
markets show a wide range of capital expenditures being allocated to manage
climate change impacts. This brief survey of five utilities accounted a cumulative
total of approximately US$ 1.5 billion worth of allocated and planned expenditures
for climate change adaptation. This is a modest figure compared to the magnitude
of the expected risks and opportunities they aim to address, such as repair costs
following a single extreme weather event, loss of hydropower output due to
reduced inflows or reduced cooling water availability. Climate change damage
cost estimates for the power sector could reach US$ 1.9 billion per year globally
for the 2010–2050 time period, provided the world remains on a 2 �C global
average warming trajectory by 2050 (World Bank 2010). As such, it is likely that
the benefit to cost ratio of climate change adaptation investments in the electricity
sector is attractive. This suggests that there could be a strong business case to scale
up such investments in the electricity sector.

Box 4. National Grid

National Grid owns and operates the high voltage electricity transmission
system in England, Wales and operates the power transmission system in
Scotland. It also owns the UK’s gas transmission network and four of the
eight gas distribution networks. In addition National Grid owns and operates
electricity assets in New England and New York.

National Grid is at a ‘‘very advanced’’ stage of embedding climate change
adaptation into its systems and everyday operations. Responsibility for cli-
mate change risk management is distributed throughout the organization.

Following the introduction of the UK Climate Change Act 2008 and a
directive to report in March 2010, National Grid was required by law to
present a climate change adaptation report to the Department for Energy,
Flood, and Rural Affairs. The National Grid Electricity Transmission Cli-
mate Change Adaptation Report is the culmination of the first phase of
adaptation reporting (National Grid Electricity Transmission plc 2010).
National Grid also produced a separate report for its gas businesses in the
UK.

In its Climate Change Adaptation Report, National Grid presents the
result of its enterprise-wide climate risk assessment and adaptation identi-
fication work (Fig. 3). The extreme scenarios of the official UK Climate
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Projections of 2009 (UKCIP09) were used to allow for a ‘‘worst case sce-
nario,’’ in association with specific electricity transmission characteristics.
The report suggested that National Grid’s assets and procedures are gener-
ally ‘‘resilient to climate change that is projected to occur’’ up to 2080.
Where they exist, risks are localized and do not threaten loss of supply on a
large scale. See Table 6 for a summary of climate impact and risk studies
carried out by National Grid.

National Grid’s risk process has found that there is currently little justi-
fication to support adjusting network or asset design standards except for the
areas of flooding, and potentially the thermal ratings of equipment and
apparatus (see below for more details on flood risk and thermal ratings),
although factors other than climate change dominate the latter.

In order to address climate change, National Grid’s risk register has been
updated in response to specific risks. Actions with associated timelines have
been formulated to address the identified risks. It acknowledges that climate
risk management must be flexible to accommodate new information when it
comes to light. An example may be the development of more accurate
climate change projections for the UK. As such National Grid’s risk process
is ‘‘constantly reviewed and updated with appropriate actions and targets.’’

Flood resilience
National Grid considers that flooding is an important climate change issue
that could cause considerable risks to its businesses. Following severe flood
events in the UK during the summer of 2007, an industry Engineering
Technical Report (ETR 138) was developed setting out a common approach
to the assessment of flood risk. The task group that produced ETR 138 was
made up of representatives from networks companies (including National
Grid), the UK Department of Energy and Climate Change (DECC), the UK
Office of Gas and Electricity Markets (OFGEM), the UK Environment
Agency (EA), the Scottish Environment Protection Agency (SEPA), the UK
Meteorological Office (Met Office), and the Pitt Review Team. Since then,
power transmission companies have agreed to protect the grid and primary
substations against flooding by 2022. As part of this process, flood risk
assessments explicitly integrate the impact of climate change (i.e., changes
in precipitation regimes and sea level rise) on the delineation of flood zones.

National Grid has begun flood mitigation work at all its substations at risk
of a 1:100 year fluvial or tidal flood event taking into consideration projected
climate change. Until work to defend sites is complete, National Grid has
emergency plans to utilize a 1.7 km mobile flood defense system, which can
be deployed at short notice. In addition, new substation designs take into
account projected flood risks and include design features such as placing
critical plant and equipment in elevated positions, for example on ‘‘stilts.’’
The costs of flood management schemes will be highlighted as part of
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upcoming customer tariff negotiations with Ofgem (the UK energy sector
regulator).

Transmission and distribution equipment ratings
The current thermal rating of electrical equipment is dependent on operating
ambient temperature. It defines the maximum electrical current which can be
passed safely without overheating (potentially leading to sagging of lines
and breaching of clearance limits). If ambient temperature increases, the
maximum current rating of overhead lines, cables, transformers, and
switchgear is reduced. This restricts the transmission capacity of an elec-
tricity system.

Table 7 shows the range of percentage de-ratings across the UK for typical
transmission and distribution line types based on UKCP09 projections (note
that National Grid only has responsibility for the transmission system). The
maximum percentage de-rating for transmission overhead lines in the UK is

Table 6 Ongoing and past National Grid climate change impact studies
Projects with climate change considerations

Project title External body Energy
participants

Vegetation management ADAS National grid,
EDF, SP,
ENW, CN

Pluvial flood risk modeling ADAS CN
Future network resilience Met office ENA
Dynamic ratings project Met office CN
EP1/2 impact of climate change on the UK energy

industry
Met office ENA

Urban heat Island study Birmingham university CN
Earthing information systems BGS and NSA EDF, CN
Flooding risk reduction Mott McDonald National grid
Investigation to network resilience to weather events EA, Met office ENA
Reappraisal of seasons and temperature thresholds for

the power rating of electrical plant—a pilot study
considering transformers only 2006

Met office/Southampton
dielectric consultants
ltd

National grid

Reappraisal of seasons and temperature thresholds for
the power rating of electrical plant—a pilot study
considering transformers only 2007

Met Office/Southampton
dielectric consultants
ltd

National grid

Reappraisal of seasons and temperature thresholds for
the power rating of electrical plant—a pilot study
additional work 2008

Met office/Southampton
dielectric consultants
ltd

National grid

Flooding risk and severe weather mitigation
demountable flood barrier facilitating work

N/A National grid

Flood risk assessment N/A National grid
Flood risk mitigation works 1:100 risk sites N/A National grid
Flood risk mitigation studies 1:200 risk sites N/A National grid
Flood risk mitigation studies 1:1000 risk sites N/A National grid
Flood risk mitigation, towers and erosion studies N/A National grid

Source National grid
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only 3 %, which is not expected to considerably affect operating costs and
tariffs. However, in places where equipment is already operating close to its
design range, for example in areas that currently experience extremely hot
temperatures, this could cause non-negligible reductions in transmission
capacity. Further, in developing countries where supply is already insuffi-
cient, a 3 % reduction in current rating could be significant.

In theory, reduced current rating could justify to re-conductoring some
overhead lines, but, in practice, other concerns have priority (e.g., satisfying
customer demand). For instance, growth of electricity demand in the UK is
anticipated to be 0.2 % yearly until 2016–2017 (1.4 % in the high growth
scenario). The associated required transmission network upgrade exceeds by
far the improvements required to accommodate reduced current rating
(Table 7).

National Grid suggests that ‘‘additional work is needed to study the
potential impact of reduced ratings in order to ascertain potential effects on
the system and associated costs.’’ As de-rating is a function of demand and
peak temperatures, National Grid is also investigating the use of real-time
rating monitoring and management to increase the capacity of overhead lines
and reduce the need for reconductoring.

4 Current Focus of Adaptation Efforts and Gaps

Electricity sector climate change research and adaptation efforts seem to have
concentrated thus far on a handful of issues (see Tables 8 and 9). Further, there are
a number of adaptation responses which could be promoted in the electricity sector
at no or low additional cost. These are discussed below.

4.1 Hydropower Output

Generation of hydroelectricity is very vulnerable to climate change, because it
relies directly on the climatically sensitive hydrological cycle.

Table 7 Reduction in asset capacity as a result of projected changes in temperature

EP2—Typical Reduction in asset capacity for high emissions at 90 % Probability Level

Equipment UKCP09 Period 2070–2099 (%)

Overhead lines 3
Underground cables 5
Transformers 5

Source National grid
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Table 8 Electricity sector risks comprehensively assessed by the electricity industry

Electricity sector value
chain

Climate risks Industry examples of risk
assessment

Resource endowment
Hydropower Runoff Hydro-Québec, BC Hydro,

Hydro-Tasmania
Wind power Wind field characteristics, changes in

wind resource
BC Hydro

Solar power Atmospheric transmissivity
Wave and tidal energy Ocean climate
Supply
Thermal power plants Generation cycle efficiency, cooling

water availability, increased
frequency of extreme events, sea
level rise

E.ON, Eskom, CLP Holdings

Hydropower Water inflows and seasonality Hydro-Québec, BC Hydro,
Hydro-Tasmania

Wind power Alteration in wind speed frequency
distribution

Solar power Reduced solar cell efficiency
Transmission and

distribution
Increased frequency of extreme

events, sea level rise
National Grid, Hydro-Québec,

ActewAGL, BC Hydro,
Western Power Distribution

Demand Increased demand for indoor cooling,
reduced heating requirements

Hydro-Québec, Electricité de
France, Canadian
Independent Electricity
Operator

Support or connected
infrastructure, and
local communities

Increased frequency of extreme
events, sea level rise

Eskom, Entergy

Source authors, and adapted from Ebinger et al. 2011

Table 9 Examples of adaptation responses that have been implemented by surveyed electricity
utilities

Electricity sector value chain Adaptation responses implemented by electricity utilities
or regulators

Supply
Thermal power plants Eskom, E.ON, CLP Holdings, Entergy, EDF, BG Group
Hydropower Hydro-Québec, Hydro-Tasmania
Wind power
Solar power
Transmission and distribution Hydro-Québec, UK National Grid, ActewAGL, BC

Hydro, western power distribution
Demand Hydro-Québec
Support or connected infrastructure,

and local communities
Entergy

Source authors
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As mentioned above, the hydropower sector is the focus of considerable
research and adaptation investments. However, reliable methods and tools to
appraise and plan for future changes in water inflows due to short- and long-term
climate variations are still being developed. Efforts are needed to make sure such
work is of value value to utilities in developing countries, where observed
hydrometeorological data is often limited.

4.2 Transmission and Distribution Integrity

Extreme weather events—such as snow or ice storms, high winds, and flooding—
are widely recognized as key risks for power transmission and distribution. For
example, flooding can cause electricity supply interruptions, downtime, and seri-
ous infrastructure damage, by wetting electrical equipment in substations, and
preventing staff from accessing equipment for maintenance or repair (Grynbaum
2011; National Grid Electricity Transmission plc. 2010; Williamson et al. 2009).

Work is underway in these areas to improve knowledge, and the industry is
planning for more extreme weather by adopting stronger design standards, and
improving maintenance, monitoring and emergency plans.

However, considerable uncertainties persist around the likelihood and severity
of these future extreme hazards. This is partly due to the lack of reliable observed
data at short timescales for these variables, and the limited capacity of climate and
hydrological models to accurately simulate extreme weather events.

4.3 Efficiency Losses

Higher ambient temperatures and changes in climate variables that contribute to
cool electrical equipment (wind, rainfall, and cloudiness) could reduce the current
rating of electrical lines and other equipment, as explained in Sect. 3. Technical
solutions exist to manage this risk: for example, replacing old equipment with
equipment that has a higher thermal rating, or monitoring real-time data to esti-
mate current rating more accurately.11

While this poses a challenge to operating conditions, well-designed systems
will most likely cope with such efficiency losses. Yet, current business and reg-
ulatory environments for electricity utilities impose new demands and constraints
on the development, operation, and maintenance of electricity systems. In this
context, even small efficiency losses could affect overall power system efficiency
objectives. Furthermore, in the case of systems operating close to their design

11 Similarly, higher ambient temperatures will reduce the heat rate and power output of natural
gas-based generating units. See Ebinger and Vergara 2011.
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ranges, for example in areas that currently experience extremely hot temperatures,
higher temperatures could jeopardize critical design thresholds and lead to unac-
ceptable efficiency ratios.

4.4 Demand Load Forecasts

Short-term electricity demand depends on the time of day and weather conditions.
Research indicates that climate change will also have an influence on long-term
demand (Wilbanks et al. 2007; ESPON 2010). As such, rising temperatures should
be a consideration in demand load forecasting and long-term investment plans.12

The technical summit organized by the Electric Power Research Institute, the
North American Electric Reliability Corporation, and the Power System Engi-
neering Research Centre on this issue can be taken as evidence that this is seen as
an industry-wide risk (EPRI et al. 2008).

A few utilities have started working on this, as shown in Sects. 2 and 3, but
more collaboration between the industry and hydrometeorological institutes will
be needed to agree on ways to revise long-term forecasting methods and take into
account the warming trend and its effects on baseline and peak power demand
loads.

4.5 Gaps in Research on Climate Risks

Table 8 shows that most electricity utilities have focused their attention on a
handful of risk issues and that there are a number of risks which have not yet been
comprehensively assessed by the industry.

For instance, efforts to understand how a changing climate will affect renewable
electricity generation have largely concentrated on hydropower. This is not sur-
prising considering that hydropower represented more than 80 % of the total
installed capacity for renewable electricity worldwide in 2008. However, non-
hydro renewable electricity has increased considerably in recent years, and it is
expected that this trend will continue into the future (International Energy Agency
(IEA) 2011).

Limited attention has been paid to indirect climate change risks, which arise
through impacts on support or connected infrastructure (e.g., transport networks)
or impacts on local communities. For example, disruptions suffered by customers
during extreme weather events lead to reduced demand and sales for electricity

12 Due to warming, less heating will be needed for industrial, commercial, and residential
buildings and cooling demand will increase, though this will vary by region and season. However,
overall net energy demand is influenced for the most part by the economy and the structure of the
energy industry. See Wilbanks et al. 2007.
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utilities. CLP Holdings and Entergy have recognized that indirect risks could, in
some cases, be more important to utilities than direct climate change effects on
assets or operations.

Box 5. E.ON

E.ON, a global electricity supply company, has spent resources to under-
stand and manage the future impacts of climate change on its operations for
almost 10 years. Key activities taken to date by E.ON to manage climate
risks in the United Kingdom are described in Table 10 below.

E.ON’s assessment of climate change impacts on its UK generation business
E.ON designed a consequence/likelihood risk assessment process to deter-
mine the overall degree of risk from climate change at each of it sites. Over
150 individual risks were identified during the risk assessment process.
These were used to generate a list of key climate change impacts. Figure 4
plots the key current and future climate change risk onto E.ON’s conse-
quence versus likelihood matrix.

Conclusions
Overall, climate change represents a low risk to E.ON’s power generation
business, for a number of key reasons:

• A relatively small change in climate is projected during the lifetime of
existing assets;

• The diverse design and geographical locations of its power station fleet
reduces the overall risk; and

• The inherent flexibility of each station enables short-term responses to
climatic pressures.

The most significant risks identified relate to drought and high ambient
temperature. E.ON’s climate change adaptation plan contains a number of
key actions, to:

• Reduce uncertainty in future drought risk assessment, site flood risk
assessments, and the interaction between the E.ON climate change plan
and the plans of its stakeholders; and

• Improve internal management systems, by (1) developing and regularly
updating a climate change projection fact sheet; (2) assessing E.ON’s
consideration of climate change adaptation during the development of new
power stations; and (3) enhancing E.ON’s risk-based asset management
framework to incorporate ongoing assessment and monitoring of climate
change risks.
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Key

Current risk

Future risk

Current and future risk (where the future risk is not predicted to move into a different risk band)

1 Low river flow impact on station
cooling/operation

2 Low river flow impact on
compliance

3 Restricted supply of towns water
4 Extreme high river water levels
5 Coastal flooding
6 Flooding within site boundary
7 Impact on oil interceptors
8 Debris at water inlet
9 Impact on water quality
10 Impact on critical commodity

access
11 Impact on staff access
12 High ambient temperature causing

station trip
13 High air/water temperature impact

on compliance

14 High temperature impact on performance
15 High temperature impact on occupational health
16 Freezing of water-containing equipment
17 Anti-icing impact on performance
18 Low temperature impact upon compliance
19 Impact on Operator safety
20 Impact of access of critical commodities
21 Impact on access of staff
22 Lightning
23 Meteorological conditions leading to cooling tower

visible plume grounding
24 Subsidence/landslide

Fig. 4 Matrix of key current and future climate change risks. Source E.ON
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4.6 Gaps in Adaptation Action

As shown in Table 9, adaptation responses in the electricity sector remain patchy.
More effort has been made in managing climate risks for transmission and dis-
tribution than for generation or demand. This is probably due to the fact that
weather risk management is written in the DNA of the transmission and distri-
bution industry, and climate change adaptation measures have often been taken
following an extreme weather hazard.

Surprisingly, despite considerable industry research on climate change risks for
hydropower output and demand loads, there is little evidence of technological
adaptation responses in these areas, except for Hydro-Tasmania and Hydro-Qué-
bec. This is perhaps explained by the fact that water variability is an intrinsic
component of hydropower equipment design and operation, and by the fact that
there may be too much uncertainty to justify costly capital investments. This is
why electricity producers, such as Hydro-Québec, prefer adapting their environ-
mental impact management systems and operating rules.

Investments in technological adaptation measures remain limited to a few
examples (for example, Dynamic Thermal Rating Systems, dry cooling and
stronger design standards for transmission hardware), though in many cases they
are primarily justified by considerations other than climate risks.

Electric utilities that are ahead of their peers on their ‘‘climate change adap-
tation journey’’ have started adopting climate change adaptation strategies and
disclosing their actions to investors and stakeholders, as is the case for Eskom (see
Box 3), E.ON (see Box 5), National Grid (see Box 4), and BG Group.

5 Lessons Learnt and Ways Forward

This stock-taking exercise helps point toward some research and adaptation gaps
that would need to be filled to improve the climate change of electricity systems.

5.1 Quality and Tailored Climate Data and Information

Electricity organizations need accessible and high-quality data and information on
observed and future climate conditions that are tailored to their needs, so they can
plan ahead effectively. Data is required in a range of:

• Timescales, from short-term data for better management of existing supply/
demand balance, through to data several years or decades ahead for planning
and designing new energy assets;

• Spatial resolutions, from site specific to region- and country-wide; and
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• Statistical variables other than averages (e.g., maximum consecutive days with
no rain) and derived variables (e.g., Heating Degree Days), which are not
directly given by climate models.

The current problem is that hydroclimate observations and future projections
are not immediately available in a format that is easily adapted to electricity sector
decisions (Troccoli 2009). For instance, utilities may require rainfall information
at a high spatial resolution (e.g., a couple of square kilometers), and on short
timescales (e.g., 12 h or daily), to assess future flood risk, but this is not imme-
diately available from climate model projections. Furthermore, there is high model
uncertainty about future changes in specific variables that are critical to electricity
sector decision makers, such as rainfall, runoff, and wind. This leads to a ‘‘wait-
and-see’’ attitude among most utilities which constrains climate risk management
action.

It appears increasingly important for the electricity sector to work closely with
hydrometeorological offices and research institutions to understand what data are
available, and to identify gaps. The electricity sector can lobby government to fill
these data gaps, in order to respond to industry needs. An example of successful
collaboration on data development is provided by Hydro-Québec and Ouranos in
Canada.

5.2 Operational Information on Impacts, Risks
and Adaptation Strategies

A lot of the information available on climate change impacts and adaptation is
often too high-level to be applied operationally within the electricity sector. For
example, there are a number of resources explaining potential industry impacts and
adaptation measures, without assessing the specific risk for the industry or
explaining the methods, technological innovations, or cost-benefit ratios of dif-
ferent adaptation solutions. They are useful for establishing a holistic under-
standing of the challenges for the industry at a global, regional, or country level,
and for building the case for climate change adaptation in the industry. However,
examples of applied work influencing changes in planning, risk management,
design, or operations, are limited.

A few utilities are doing work to assess a number of climate change risks and to
identify cost-efficient adaptation measures. However, considerable uncertainties
remain on the future likelihood and severity of different climate-related impacts.
There is no clear view on which impacts will constitute material risks for power
generation, transmission, and distribution, when these risks are likely to be felt,
and where electricity assets or operations will most exposed.

Furthermore, findings from preliminary research efforts cannot easily be
transferred to other utilities or locations. This is because the way a changing
climate affects an electricity system will depend on a number of factors:
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• The electricity system characteristics (e.g., asset design standards and operating
rules);

• The exposure to climate and hydrometeorological variables and hazards, which
depends on location (e.g., coastal, inland, by a river or a lake, etc.); and

• The level of adaptive capacity of the electricity sector concerned.

To enable the electricity sector to manage this complex issue, what is needed is
significant collaboration across stakeholders to strengthen:

• Local climate data and information;
• Solid, but pragmatic, methods for assessing climate change impacts and risks

and take advantage of opportunities in the face of uncertainty; and
• Technological, behavioral, and institutional good practice to manage risks and

take advantage of opportunities despite uncertainty.

5.3 Favorable Environment for Adaptation Responses
Beyond ‘‘Business-As-Usual’’

Very few climate change adaptation measures are totally new. The majority of
today’s electricity sector adaptation responses are simply good practice risk
management measures undertaken through a lens which considers how the climate
is changing.

Most adaptation responses in the electricity sector are primarily motivated by
factors other than climate change. In some cases, utilities recognize that these
measures have benefits in terms of climate change resilience. This is the case for
Eskom’s investments in dry cooling technologies for thermoelectric plants, which
the company began in the mid-1980s as a response to water scarcity issues.
However, in many cases climate risk management measures are adopted as part of
‘‘normal’’ business and it is difficult to single these out as adaptation. For example,
actions that improve electricity production, transmission, distribution, and end-use
efficiency might also help to manage climate risks, such as reduced output,
increased asset downtime, or higher supply disruptions.

With legislation and regulation on adaptation still in its infancy, climate change
adaptation is considered optional at best in the electricity sector.13 To incentivize
electricity regulators and utilities in developing countries to go beyond ‘‘business-
as-usual’’ and adopt climate change adaptation measures, there needs to be a
favorable environment for adaptation, which includes the following elements:

13 In a few examples, energy regulators have requested more in-depth analysis of climate change
impacts as part of environmental assessment obligations. See for example recommendation 39 in
Joint Review Panel Environmental Assessment Report—Darlington New Nuclear Power Plant
Project. 2011. ISBN: 978-1-100-19116-4.
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• Developing standards, regulations, and guidance—There are no obligations,
standards, or guidelines in developing countries to manage climate change risks
in the electricity sector, nor indeed in most developed countries. This is often a
justification for inaction put forward by utilities. Governments, international
institutions, and professional bodies (e.g., electricity associations) have roles to
play in developing standards, regulations, and guidance which are favorable to
adaptation, and can be applied in developing countries. For example, standards
and guidance should be applicable in situations when there is a dearth of
hydrometeorological data, and they should promote pragmatic approaches to
climate risk management.

• Developing sources of finance—The lack of financial support from government
and the impossibility of passing costs onto customers explain in many cases the
lack of climate change adaptation action in the electricity sector. Developing
sources of finance for research and development, or implementation of adap-
tation measures, by electric utilities in developing countries is a critical con-
dition to improve climate change resilience. This can be done nationally,
through the use of differentiated tariffs.14 For example, the Ontario electricity
regulator in Canada has approved a charge on customer bills for government-
owned companies servicing remote companies and facing higher fuel costs due
to reduced fuel transport on ice roads, and associated increase in air freight as a
result of warming.15

• Integrating the electricity sector within national adaptation strategies—Finally,
developing countries have an opportunity to include actions addressing elec-
tricity sector vulnerabilities within their national climate change adaptation
strategies.16 As international climate change adaptation financing for developing
countries increases, the electricity sector should work with governments to
develop adaptation measures that could be funded.

6 Appendix

Examples of capital expenditures for climate change adaptation investments
by utilities (nominal US$)

14 For further examples of possible funding arrangements see Troccoli, A. 2009. Weather and
climate risk management for the energy sector: workshop recommendations. In: Troccoli, A. (ed.)
2009. Management of Weather and Climate Risk in the Energy Industry. Proceedings of the
NATO Advanced Research Workshop on Weather/Climate Risk Management for the Energy
Sector Santa Maria di Leuca, Italy, 6-10 October 2008, Springer.
15 Peter Fraser, Ontario Energy Board, authors’ communication, 22/10/2011.
16 Presently, few developing countries have included the energy sector within their National
Adaptation Plans of Action (NAPAs). A recent analysis found that only 3.7 % of 455 adaptation
projects proposed by these NAPAs were related to the energy sector.
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Climatic Changes: Looking Back, Looking
Forward

Alberto Troccoli

Abstract Why do we need to be concerned about the role of meteorology in the
energy system? How large a change in meteorological variables could have
adverse effect on energy systems? These are the underlying questions explored in
this chapter. In particular, we note that not only is the energy sector at risk from
future climate changes, it is also at risk from current hydro-meteorological climate
variability and change. It is important therefore to assess the climate observed in
recent decades along with the changes we might expect in the future. By exam-
ining a selection of meteorological variables, this chapter exposes how climate has
been, and will continue to be, variable on climatic timescales. The extent to which
such variability (and extremes) could be modified under climate change, and
therefore have an impact on the energy sector is discussed. Current understanding
of pertinent changes in extreme weather events, and estimates of impacts on the
energy sector given climate change are also summarised.

1 Introduction

In ‘‘A New Era for Energy and Meteorology’’ we have seen the growing influence
meteorology is playing on energy systems. Such influence is displayed through a
variety of weather events, some of which are so severe to have caused serious
disruptions to energy systems, especially in the last few decades. So quite aside
from risks due to expected potentially severe changes to the climate over the next
decades, energy systems are already vulnerable to meteorological events, as also
documented by the burgeoning literature on this issue (Troccoli et al. 2010;
Ebinger and Vergara 2011; Johnston et al. 2012). Take for example the cases of
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the 2003 European heat wave or the 2010–2011 La Niña-related flooding in
Australia which have caused widespread disruptions to the electrical supply in
France in the first case and severe interruptions to coal mining operations in the
second case.

Figure 1 shows a marked increase in weather-related severe events from the
1950s to the mid-2000s with a subsequent slight decline—due to storms, floods,
extreme temperatures and alike—which have affected the population over the last
60 years. Although not all of these events are explicitly related to energy systems,
it is fair to say that energy provision would have been affected in some way in
most if not all of these events. But how are these increasing severe events related
to actual changes in the climate? In other words, can we relate the main features of
climatic changes observed in the recent past with such severe weather events?
Also, looking ahead, how big are the projected changes in key climatic variables
that could affect, and therefore increase the vulnerability of, energy systems?

This chapter addresses these questions by exploring the magnitude of changes
both in retrospect (a recent 30-year period, 1981–2010) and in the future (pro-
jections over the 30-year period 2050–2079), for some of the meteorological
variables more relevant to energy systems. A wide variety of meteorological
factors have a strong influence on many aspects of the life cycle of energy systems
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Fig. 1 Number of disasters worldwide caused by natural events for the period 1970–2011. The
two main contributors are storms and floods. Source EM-DAT: The OFDA/CRED International
Disaster Database—www.emdat.be, Université Catholique de Louvain, Brussels (Belgium)
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such as exploration, extraction/production, transportation, refining, generation,
transmission/delivery, disposal and demand. Thus, not only are the more obvious
meteorological variables such as surface temperature and precipitation relevant to
the energy sector, also other variables like humidity, mean sea level, wind and
solar radiation should be considered, along with their statistical features like
extremes.

In addition, derived quantities such as heating/cooling degree days, permafrost
extent and sea ice cover play important roles. It should also be noted that while
existing energy infrastructures (mostly fossil fuels in developing countries) are
mainly affected by temperature and land/sea hydrology (e.g. changes in water
temperature of rivers or in sea level), future infrastructures are likely to be
impacted by a wider range of meteorological variables (Schaeffer et al. 2012).
Figure 2 depicts a number of meteorological variables of relevance to energy
systems. While an attempt is made here to touch on as many meteorological
variables as possible, only a select number will be covered in greater detail.

It is apparent that by considering 30-year averages the focus of this chapter is
mainly on climatic conditions, namely quantities that are especially relevant to the
policy and planning of energy infrastructure (i.e. strategic decisions). As a con-
sequence, specific severe weather events cannot be identified via the analysis
presented here. However, by identifying significant meteorological changes on
climatic timescales, they can provide the basis for more detailed analysis of
specific types of events.
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Wind speed
and/or direction
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Temperature

Snowfall and
ice accretion

Short-wave
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Sea level Wave height
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Fig. 2 Meteorological variables of relevance to the energy industry
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2 Methodology

An important baseline upon which to assess future climate changes is the observed
climate over the recent past or the best available (global) representation of it.
Direct observations, whenever available, certainly would provide the best
assessment of the climate. However, on a global scale even surface temperature,
the most observed meteorological variable, presents numerous gaps and even
inconsistencies in the way it is measured.

A standard alternative to direct observations is the use of reanalyses. These
provide meteorological variables on regular grids and are constructed by com-
bining as many observations as possible with a dynamical model of the atmosphere
(also referred to as Numerical Weather Prediction [NWP] model), which can also
have an ocean component. In other words, reanalyses act as interpolators where
observations are missing, subject to the strong constraints given by the laws of
dynamics and thermodynamics of the atmospheric system. Thus, reanalyses,
despite their limitations, offer the most effective instrument to analyse the recent
climate on a global basis.

By contrast, climate models, being mostly data unconstrained, do not provide
an adequate representation of the current climate. Instead they are invaluable tools
to assess long-term changes in large-scale climate features.

Box 1—Predicting weather, simulating climate: the role of dynamical
models

The most complete way to simulate weather and climate processes, be it
for Numerical Weather Predictions (NWP), Seasonal Climate Forecasts,
Climate Change Scenarios and Reanalyses, is by means of (coupled) general
circulation models (GCMs). In such models the Earth system is subdivided
into cells of sizes varying according to the purpose of the model, namely
from O (10 km) in NWPs to O (100 km) for climate change scenarios.
Dynamic and thermodynamic physical relationships are solved numerically,
often on large supercomputers, for each cell as well as for the interactions
amongst cells. GCMs calculate atmospheric, land and oceanic parameters,
such as temperatures and winds, and their changes in time, at the surface and
at various levels in the atmosphere, over the land and in the oceans.

Different components or attributes of the Earth system affect weather and
climate in specific ways. By isolating certain aspects of the Earth system,
predictions of weather and climate at different lead times become a more
tractable problem. Generally speaking, physical processes can be divided
into fast ones (e.g. atmospheric convection) and slow ones (e.g. circulation
of the deep ocean), with an essentially continuous spectrum of processes in
between. Given the presence of this wide spectrum, choices about which
process is more relevant for a particular purpose have to be made. Thus, for
instance, it would be of little use to run a complex sea ice component to
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produce forecasts for tomorrow’s weather as the sea ice response is much
longer than a day. Likewise, for a climate forecast several years hence, the
precise details of today’s weather are less relevant than for forecasts for the
next few days/weeks. Thus, it is possible to distinguish between short to
interannual range predictions for which initial conditions are essential (with
diminishing importance with increasing lead time) and decadal projections
for which boundary conditions (or radiative forcing effects) are dominant.

Although in principle a single system for all lead times would be desir-
able (and this is what some prediction centres are attempting to achieve), in
practice predictions are made with built-for-purpose model configurations.
However, as computers have become more powerful, enabling calculations
to be run more quickly, increasing detail has been included and cross-fer-
tilisation has been used often to improve models for these different targets.

In order to start a forecast from say a few hours ahead to about 1 year
with any model, this needs to be given an initial condition (a.k.a. ‘analysis’),
i.e. fields that describe the current state of the relevant components of the
Earth system. Creating an analysis is a complex and costly task on its own,
involving collecting data from around the world (within a limited amount of
time in the case of weather forecasting) and processing those data into the
analysis through several stages, one of which is called ‘assimilation’. Once
the analysis is available the model can be run from it to produce a forecast.
Through improvement in assimilation techniques and archiving of ‘late’
data, historical reanalyses are produced nowadays that can provide the most
consistent and detailed pictures of past global climate available for recent
decades, information of great value to the energy sector.

Despite marked advances in models and computer, the models are not,
nor ever will be, perfect. Equally, analyses inevitably contain errors however
carefully prepared. Both types of error feed into the predictions producing
unavoidable inaccuracies. A way to alleviate these problems are: (i) to use
historical statistics to provide forecast error estimates; (ii) to use an
‘ensemble’, i.e. several predictions each slightly different from all others;
(iii) to combine several models using the so-called multi-model. Even with
the latter two approaches, none of the, perhaps 50, ensemble members/multi-
model realisations will contain the ‘right’ answer but the advantage of these
multiple realisations is that they provide a probability distribution of fore-
casts. Taking an average across all ensemble members produces the optimal
deterministic forecast, but use of this is never advisable without the addi-
tional information on the uncertainties revealed in the full ensemble.

The main features of the current climate which are relevant to the energy sector,
including trends and extremes in variables such as wind and solar radiation, are
explored here by using one of the most recent reanalyses, the so-called ERA-
Interim (Dee et al. 2011), which is produced by the European Centre for Medium-
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Range Weather Forecasts (ECMWF, http://data-portal.ecmwf.int/). It is standard
practice to take 30-year averages to analyse climate characteristics. It could be
argued that on climatic timescales a 30-year period is not particularly long;
however, this is commensurable with the lifetime of most energy infrastructure.
Here the 1981–2010 30-year period is considered. In addition, mean sea-level data
from the TOPEX/Poseidon, Jason-1 and Jason-2 satellite missions, the first of
which started in the early 1990s, have also been used. Due to their limited
availability, the period considered for mean sea level is 1993–2011 (data obtained
from http://www.cmar.csiro.au/sealevel/sl_data_cmar.html).

Box 2—What is a reanalysis?
Reanalysis is the result of the ingestion of as many meteorological obser-
vations as possible into a dynamical model aimed to provide a compre-
hensive record of how weather and climate are changing over time. The
dynamical model basically acts as an interpolator to the meteorological
observations, while respecting physical laws such as those of dynamics and
thermodynamics. A reanalysis typically extends over several decades or
longer, and covers the entire globe from the Earth’s surface to well above the
stratosphere. Reanalysis products are used extensively in climate research
and services, including for monitoring and comparing current climate con-
ditions with those of the past, identifying the causes of climate variations and
change, and preparing climate predictions. Information derived from rea-
nalyses is also being used increasingly in commercial and business appli-
cations in sectors such as energy, agriculture, water resources and insurance.

In principle, it would be preferable to use long-term direct observations to
analyse climatic features for a specified location. However, and this is
especially true for developing countries, these observations may not be
available. Reanalyses thus become the principal tool available for assessing
the statistics of climate in many parts of the globe. It should be noted that in
regions where observations are scarce, different reanalyses are likely to
produce large discrepancies.

The ERA-Interim reanalysis uses a December 2006 version of the EC-
MWF Integrated Forecast Model (IFS Cy31r2). It covers the period from 1
January 1979 to the present. The spectral resolution is T255 (about
80 km) and there are 60 vertical levels, with the model top at 0.1 hPa (about
64 km). The data assimilation is based on a 12-hourly four-dimensional
variational analysis (4D-Var) with adaptive estimation of biases in satellite
radiance data (VarBC). With some exceptions, ERA-Interim uses input
observations prepared for the earlier ECMWF reanalysis, ERA-40, until
2002, and data from ECMWF’s operational archive thereafter. The full
description of the ERA-Interim system is given in Dee et al. (2011). More
information on re-analyses can be found at: http://reanalyses.org/.
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For future climate projections we use output from Coupled Model Intercom-
parison Project 3 (CMIP3) climate model runs, namely those used for the Inter-
governmental Panel on Climate Change (IPCC) fourth assessment report (AR4,
Meehl et al. 2007). Some 25 climate models form the CMIP3 dataset, but they are
not all completely independent of each other (e.g. a model may be present with
two similar versions). Thus, 15 models have been selected for this work (data
obtained from https://esg.llnl.gov/), noting however that not all these models store
all variable/period/scenario/etc. combinations. Meteorological fields from these 15
models have been used to compute the future climate in the 30-year period
2050–2079 as an anomaly with reference to the 1970–1999 period. Although the
2050–2079 period is beyond the current energy infrastructure planning, the
advantage of analysing climate variables further ahead in time is that differences
amongst scenario projections become more evident with longer lead times. It is
worth pointing out that the accuracy of climate models is such that these should
only be used for comparative studies (e.g. differences amongst periods), and not
for absolute assessments, not even for past periods.

Box 3–Sources of uncertainty in IPCC/CMIP3 model results
In interpreting the climate model output it is important to be aware of

their limitations. Despite climate models being the most complete approach
available for making projections, models are particularly challenged when
used to provide detailed regional and national projections. Continual
improvements are however made to these models. Other factors, including
the future concentrations of atmospheric greenhouse gases, provide further
uncertainties in the projections.
Modelling of the Earth system—The complexity of the Earth system is
such that uncertainty in climate change projections is unavoidable. Partly
because of limited computational resources and partly because of our limited
knowledge about the interaction amongst all the components of the Earth
system (e.g. sea ice interaction with atmosphere and ocean), many approx-
imations and short-cuts need to be made in order to be able to run climate
change runs over long periods (O (10 yr) or more). One of the consequences
is that regional details especially are not as accurate as global features and
therefore it is important not to overemphasize small-scale signals. However,
interpretation is also dependent on the variable considered: precipitation for
instance is a more variable field than temperature and therefore statistics of
the former are generally less significant (i.e. smaller signal-to-noise ratio)
than the latter.
Greenhouse gas (GHG) emissions and concentrations—Changes in cli-
mate are dependent on future GHG concentrations. These are unknown, and
will depend on human actions. As precise future emissions and consequent
atmospheric gas concentrations are unknowable the IPCC uses a series of
emissions scenarios in an attempt to bracket the likely range of reasonable
possibilities, from non-curbing of the use of fossil fuels through to
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progressive conversion to energy generation from non-carbon sources.
Future climate projections from all models are critically dependent upon
whichever emissions scenario is used, although as a rule of thumb all
indicate larger changes in global and regional temperatures given higher
emissions; similarly there is a tendency for projected total global rainfall to
increase under higher emissions but, as mentioned, projected regional
rainfall changes are more complex and cannot be so easily summarised.

The two emission scenarios used here have been selected to bracket the
range used by the IPCC; these are ‘typical’ scenarios that provide a rea-
sonable overview of all possibilities. To give an idea of the impact of these
scenarios when combined with model uncertainties, the end-of-the-twenty-
first century globally-averaged temperature ranges in the projections across
about 5 �C. The two scenarios are named:

(a) SRESA2—a high future emissions scenario that results in a best estimate
global temperature increase of over 3 �C by 2100.

(b) SRESB1—a relatively low future emissions scenario with a temperature
increase of about 1.8 �C by 2100.

These are referred to sometimes as A2 and B1, respectively. Although
runs for both scenarios are presented, the A2 results which depict the
greatest simulated changes are the ones most closely fitting reality since
these models were run.

In general terms, the frequency distribution of climate variables may be
modified:

• Only in its mean value (first-order statistic, e.g. warmer temperatures).
• Only in its standard deviation (second-order statistic, an overall higher or lower

variability).
• Only in its skewness (third-order statistic, e.g. longer upper tail due to increased

heat waves).
• Only in any of the higher order statistics (e.g. kurtosis, fourth-order).
• As a combination of mean, standard deviation, skewness and higher order sta-

tistics (e.g. overall warmer but fewer extremes).

To assess the various variable/statistic combinations would require an extensive
analysis. In this chapter, we therefore focus on some of the key indicators as to
allow the reader to have an appreciation of the changes in select meteorological
variables that have occurred in the recent past and those that are expected during
the twenty-first century.
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3 Historical Climate Relevant to Energy

In this section, we first analyse meteorological variables considered generally
more relevant for the energy sector: near-surface temperature (taken at 2 m
height), precipitation, the solar global irradiance (more commonly known as
radiation) and wind speed (taken at 10 m height). Note that the 2 m and 10 m
heights are determined by the meteorological data availability. We then assess
another important climatic variable, mean sea-level height and touch on other
more localised processes such as icing on cables and hail.

Global solar radiation, or simply solar radiation, is the sum of two components:
direct beam or direct normal irradiance (DNI) and diffuse irradiance. This dis-
tinction is very important because Concentrating Solar Power (CSP) devices
function solely when the DNI is non-zero. Photovoltaic (PV) devices, instead,
respond to global radiation more generally, namely also when DNI is zero but the
diffuse component is not. Normally the quality of DNI, when available, is inferior
to that of global radiation. For this reason only the global radiation is considered
here. In any case, PV devices are currently the dominant solar power technology.

Further, while 10 m (height) winds provide an indication of wind patterns and
strength, current turbine hubs are considerably higher than 10 m (typically 80 m).
Since wind increases exponentially from the surface upward, in a way that depends
on the roughness of the surface and on the stability of the vertical thermal profile
and is often not straightforward to quantify, the extrapolation from the 10 m wind
to the hub height is not trivial. Hence higher level winds, at about 80 m, would
really be needed but these are not readily available yet. In their absence, wind
speeds on constant pressure surfaces, e.g. at 900 hPa, could be also considered as
they would allow wind energy developers and operators to assess changes in wind
patterns and speed that are less affected by surface processes, including anthro-
pogenic ones such as land use change.

3.1 Historical Linear Trends of Select Meteorological
Variables

The climate varies on all timescales and in different fashions, as discussed above.
However, a simple and useful indicator of climatic changes—which responds to
the question ‘by how much is the mean distribution changing?’—is the linear
trend. This statistic offers an immediate way to assess how stationary the climate
is, even though it should also be noted that there is no guarantee that trends
observed during the past will persist in the future. Indeed, trends are often sensitive
to the period chosen. Further, linear trends are just approximations of changes that
may actually be non-linear. Nonetheless, they often provide a valuable starting
point for further analyses.
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In Table 1, the trend of four energy-relevant variables is shown, both in
absolute terms and as a percentage of the average value of those variables
(Table 2). The trend for near-surface (2 m) temperature (0.15 �C per decade
increase globally) is just a confirmation that the ERA-Interim reproduces the well-
documented global warming trend (e.g. Solomon et al. 2007 or the more recent
Berkeley Earth Surface Temperature project, http://berkeleyearth.org/). Region-
ally, the positive trend is apparent over most of the globe as shown in Fig. 3,
although statistical significance at the 95 % level (darker colours) over the 30-year
period considered is displayed mostly over some of the Arctic and circumpolar
current regions, and in several tropical areas. It can also be noted that trends over
the land are mostly positive (also reflected by its global mean of 0.34 �C/decade,
Table 1) and considerably higher than over the oceans (0.08 �C/decade).

The other variables shown in Fig. 3, precipitation, global solar radiation and
10 m wind speed, display some significant trends in the tropical regions. Although
some of these trends may be linked to limitations in physical processes as simu-
lated by reanalyses (as with the so-called tropical deep convection, with errors that
would propagate to all these variables), it is unlikely that all these signals are
spurious as they are present in other observational analyses (e.g. Trenberth et al.
2007).

On average, as shown in Table 1, all three variables have seen an increase in
their values over land, although the percentage changes are relatively small (0.5 %
or less over a decade). Changes are more pronounced over the oceans, at least
twice as large as those over land, with precipitation showing a 1.5 % trend per
decade but towards drier conditions.

Table 1 Global linear trends for the 30-year period 1981–2010 for the ERA-Interim reanalysis

Linear trends 2 m temperature
(�C 10 year-1)

Precipitation
(mm day-1

10 year-1)

Solar Radiation
(W m-2 10 year-1)

10 m wind
(m s-1

10 year-1)

Land ? oceans 0.15 (1 %) -0.030 (-1.0 %) 0.28 (0.1 %) 0.041 (0.7 %)
Land only 0.34 (3.8 %) 0.011 (0.5 %) 0.19 (0.1 %) 0.002 (0.1 %)
Ocean only 0.07 (0.4 %) -0.047 (-1.5 %) 0.31 (0.2 %) 0.056 (0.8 %)

Trends are expressed in variable unit over a 10-year period (decade). In parenthesis the per-
centage changes (trends divided by their mean, see Table 2) are reported
Data source ECWMF

Table 2 Global averages for the 30-year period 1981–2010 for the ERA-Interim reanalysis

Averages 2 m temperature
(�C)

Precipitation
(mm day-1)

Solar radiation
(W m-2)

10 m wind
(m s-1)

Land ? oceans 14.4 2.91 188 6.18
Land only 9.0 2.24 187 3.71
Ocean only 16.5 3.18 188 7.18

Data source ECWMF
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More specifically, if we relate some of these changes to the estimated lifetime
of wind and solar power plants (about 30 years), we can see from Table 1 that the
increases in solar radiation and wind speed over land are 0.6 W m-2 and 6 10-3

m s-1, respectively, and thus only account, on average, for a small relative change
(0.3 % over 30 years in both cases).

Clearly these globally averaged values may hide regions with large relative
trends, especially because, as seen in Fig. 3, marked trends of either sign are
present. In particular, although wind speed trends are on average positive over both
oceans and land, there are wide regions characterised by negative trends over
North America, West Africa and Eastern Europe. Some of these trends have been
highlighted by a flurry of the recent literature, summarised by McVicar et al.
(2012). It is worth pointing out that most of the studies mentioned in McVicar
et al. (2012) refer to measurements taken either at 10 m or even at lower levels.
Troccoli et al. (2011a) showed that winds taken below 10 m can be affected by
local obstacles and therefore are usually not good indicators of large-scale cir-
culation changes. Although this latter study was carried out for the Australian
continent, it is conceivable that this conclusion may apply globally. Indeed, a
similar result was obtained by Vautard et al. (2010), who showed that observed
trends at the 850 hPa level (about 1,300 m) can have a different character to those

Fig. 3 Linear trends for the four select meteorological variables—2 m temperature (top left, in
�C/10 yr), precipitation (top right, in [mm day-1]/10 year), solar radiation (bottom left, in
[W m-2]/10 year) and 10 m wind speed (bottom right, in [m s-1]/10 year)—over the period
1981–2010. Darker colours indicate significant values at the 95 % confidence level. Note reverse
colour palette for precipitation. Data source ERA-Interim reanalysis (To be re-drawn)
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for near-surface wind speed observations. Despite 850 hPa being normally much
higher than wind turbine hubs, winds at a level like this should be considered as
they provide a better understanding of variations in large-scale atmospheric flow.

3.2 Historical Interannual Variability of Select
Meteorological Variables

Another important statistic for the planning of energy infrastructure, supply and
trades is the interannual standard deviation (or variability) of the distribution. This
measure is useful because it provides an indication of how a given meteorological
variable varies from year to year. Indeed, decisions are often made on the basis of
limited locally observed records (a year or two) and therefore climatic factors that
vary on longer timescales such as El Niño may have an influence on energy
infrastructure and its power yield.

The interannual variability statistic is computed by first removing the annual
cycle, which, although often the principal factor in the standard deviation of the
distribution, it is also relatively well predictable. The standard deviation of the
distribution thus modified is then calculated. This statistic is shown in Fig. 4 for
the same four select meteorological variables considered above.
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In the case of 2 m temperature, large interannual variations of up to about 4 �C
are observed at high latitudes, especially over the Siberian region. Since a large
portion of this region is covered in permafrost (Schuur et al. 2008), the energy
industry may be vulnerable to these large temperature variations. For instance, as
discussed by Vlasova and Rakitina (2010), pipelines may be at risk of accidents
when laid in permafrost as a result of permafrost thawing, particularly when the ice
content is high, as this process can lead to uneven soil settling, displacement of
piles, ’floating’ condition of pipes and pipeline deformation.

Interannual variations in precipitation are especially marked in the tropical
areas. Particularly relevant is the interannual variability over Brazil, West Africa
and South Asia as these regions heavily rely on hydro power for their electricity
production (e.g. ‘‘Bioenergy, Weather and Climate Change in Africa: Leading
Issues and Policy Options’’). Interannual changes of 2–3 mm/day are a large
proportion of the annual mean precipitation, which peaks at about 12 mm/day in
the wettest parts of the tropics like the western Pacific ocean, but over tropical land
a more typical range is 6–9 mm/day. It should be borne in mind that, as mentioned
before, some of this signal may be due to inaccuracies in the representation of
rainfall processes in the reanalyses.

Even in the case of solar power the largest interannual variability is observed in
the tropical areas, where the annual mean radiation is typically 220–280 W m-2.
Thus, variations of about 20–25 W m-2, as seen over eastern Brazil, eastern
Australia and South East Asia, represent around 10 % of the annual mean signal.
Therefore, solar power yield estimates based on a short record may result in
serious over/under-estimations. For instance, if a site observational campaign
happened to coincide with a La Niña phase, solar power yield calculations that
neglects longer term variations could be off by as much as 15 % over much of the
Eastern part of Australia (Davy and Troccoli 2012).

The near-surface wind speed is an important indicator for several aspects of the
energy industry activities, not only for the production of wind energy. Indeed, it is
also critical for the planning and operations of oil rigs (cyclones, storm surges),
delivery through power lines (heavy winds), transportation especially via sea
(cyclones, storm surges), wind turbines themselves (wind gusts), etc. Although the
largest interannual variations occur over the oceans, especially in the Arctic ocean
and along the circumpolar current which also correspond to regions of high annual
means, large variations are also observed in regions like the North Sea, the
Mediterranean Sea, South-East Asia where the variations can be up to 20 % of
their annual means. Shipping routes and offshore operations, such as for oil rigs
maintenance, are therefore especially vulnerable to such variations.

3.3 Historical Linear Trend of Mean Sea Level

Mean sea level is a sensitive climate variable as it responds to changes in several
components of the Earth system. For instance, as oceans warm up, mean sea level
rises by thermal expansion; as glaciers or ice sheets melt due to increasing air
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temperature, mean sea level rises because of freshwater mass input to the oceans;
modifications in the hydrological cycle lead to variations in river runoff, and
ultimately to mean sea-level change (Pokhrel et al. 2012).

Changes in mean sea level may affect all coastal low-lying energy infrastructure
(e.g. through inundation or saltwater intrusion) as well as offshore facilities (oil,
gas, wind turbines). Mean sea level is therefore a critical variable to monitor and
its changes should be accounted for in planning and operations. However, given
the vastness of the oceans, systematic monitoring of mean sea-level variations only
started in the early 1990s with the advent of satellite oceanography. In earlier
decades the number of oceanographic observations available was orders of mag-
nitude smaller than what satellites can now observe (Tribbia and Troccoli 2008).

Satellite altimetry has revealed considerable regional variability in the rates of
mean sea-level change with some regions, such as the western Pacific and east of
Madagascar, displaying mean sea-level rise rates of up to a few times larger than
the global mean which is close to 3 mm yr-1 (Fig. 5). However, there are also
places where the trend is negative, for instance off the western coast of Mexico.
Such a non-uniform mean sea-level trend is caused principally by differential
ocean thermal expansion and by wind-driven oceanic currents.

Sea level rise is a difficult climate parameter to determine using climate models
because it involves interactions between all components of the climate system
(oceans, ice sheets and glaciers, atmosphere, land water reservoirs) on a wide
range of spatial and temporal scales. Even the solid Earth through its elastic
response to changing crust and mantle parameters, as well as water mass redis-
tribution, affects mean sea level. Systematic monitoring of oceans, cryosphere and
land waters from in situ and space-observation systems are thus crucial to validate
climate models, and hence improve future mean sea-level projections (Cazenave
and Llovel 2010).

It is important to distinguish between ‘sea level’ and ‘mean sea level’ while the
former is the instantaneous measure of sea level which is affected by both meteo-
rological and oceanic processes, the latter filters out short-term meteorological
processes (of the order of a few days) and focuses on longer term effects. As a result,
phenomena such as storm surges, which are mainly atmospheric-driven (possibly
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with a contribution from sea surface temperature) but manifest themselves as
anomalous sea levels, might not follow the same trends as that of mean sea level. In
other words, higher mean sea levels might not be conducive to increased storm surge
activity as shown in the case of Venice (Troccoli et al. 2011b).

3.4 Other Relevant Meteorological Factors

There are several other meteorological effects that impact the energy sector. For
instance, Bonelli and Lacavalla (2010) investigated the effect of icing on power
lines using proxy meteorological data for a few sites in Italy and highlighted some
local climatic trends. Similar studies have provided evidence of the severity of
icing on power lines (Makkonen 1998; Fikke et al. 2007; Leblond et al. 2006).
Further discussion is provided in the ‘‘Combining Meteorological and Electrical
Engineering Expertise to Solve Energy Management Problems.’’

Another example is the effect of hail on solar panels. Typical PV materials can
withstand winds of up to 200 km h-1 and 2.5 cm hailstones at 80.5 km h-1. A few
studies have looked at possible changes in hailstones events under climate change.
For instance, Botzen et al. (2010) found a 26–46 % increase in hail storm damage in
the Netherlands associated with a 2 �C temperature increase. Instead, no significant
change in hail storm risk for Australia was detected (Niall and Walsh 2005).

4 Projected Climate Changes Relevant to Energy

Climate projections as derived from two different greenhouse gas (GHG) emission
scenarios are discussed in this section: the high-range A2 scenario and the low-range
B1 scenario (see call out box 3 for further detail). Differences in terms of mean and
standard deviation are discussed here between the projected 30-year period
2050–2079 and the baseline 30-year period 1970–1999 for the four main variables
considered—2 m temperature, precipitation, solar radiation and 10 m wind speed.
The projected variables are obtained from the 15 selected CMIP 3 models. Specific
examples of selected impacts on the energy industry are also highlighted.

4.1 Projected Mean Changes to Select Meteorological
Variables

As already remarked, temperature is a key variable in many, if not all, aspects of
the energy sector. For instance, it can modify soil conditions and therefore crop
growth for biofuels; it can affect energy demand, it can modify efficiency of
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photovoltaic cells, etc. Projected changes in temperature are amply documented in
the AR4 and subsequent literature. For completeness the projected surface tem-
perature changes under the B1 scenario are shown in Fig. 6 (top left panel). Under
this low-range GHG emission scenario temperature is projected to increase
globally by 2050–2079, with increases up to several degrees centigrade especially
at high latitudes, but also over most continents.

Closely related to temperature are the derived quantities of heating/cooling
degree days (HDDs/CDDs), which are quantitative indices designed to reflect the
demand for energy needed to heat/cool a home or business. A few studies have
investigated the potential impact of climate change on HDDs/CDDs so as to
estimate energy requirements of residential houses. One such study included five
regional climates varying from cold to hot humid in Australia and used projections
from nine climate models (Wang et al. 2010). They found potentially significant
climate change impacts on heating/cooling energy requirements within the lifespan
of existing housing stock. Such requirements could vary in the range of -26 to
101 % by 2050 and -48 to 350 % by 2100 under mid-to-high range emission
scenarios. ‘‘Reducing the Energy Consumption of Existing, Residential Buildings,
for Climate Change and Scarce Resource Scenarios in 2050’’ also illustrates the
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80 A. Troccoli

http://dx.doi.org/10.1007/978-1-4614-9221-4_23
http://dx.doi.org/10.1007/978-1-4614-9221-4_23


challenge of meeting the comfort conditions in existing houses in a temperate
climate in 2050. Thus, consideration will be needed in the planning of future
energy requirements for buildings in warmer climates.

Precipitation, another meteorological variable amply discussed in the AR4,
displays a mostly zonal response to climate change under the B1 scenario (Fig. 6,
top right panel). Large increases of up to 5 mm day-1 are projected over most of the
tropical regions especially over the oceans, whereas dryer conditions are expected
for most of the subtropics with precipitation reductions of up to -5 mm day-1, with
Central America, Eastern Brazil, the Mediterranean and Southern Africa as the more
notable regions potentially suffering drier conditions. High latitudes are projected to
increase their mean precipitation by up to about 1 mm day-1. It is also worth noting
that, except for the central/eastern tropical Pacific ocean, these projected changes
reflect the observed trends over the recent period (Fig. 3).

Large changes are projected also for solar radiation with values exceeding many
W m-2, both positive and negative, which can be as high as 10 % or more of the
annual mean (Fig. 6, bottom left panel). The pattern of these changes appears highly
correlated with that of precipitation. As it might be expected, wetter areas will have
more cloud cover and therefore less solar radiation will reach the ground; but also
the reverse seems to hold, with dryer areas receiving more solar radiation due to
reduced cloud cover. As a consequence, the solar power industry might benefit by
the projected increase in solar radiation in regions such as Central America, Eastern
Brazil, the Mediterranean, Southern Africa and Eastern Australia.

Considerable positive changes are projected in 10 m wind speed, with increases
of up to 2 m s-1 expected over most of the globe, with even larger changes of up
to 5 m s-1 over the circumpolar current (Fig. 6, bottom left panel). With typical
10 m wind speed over land in the range of 1–5 m s-1, the projected changes could
be as large as 30 % of the current mean values. Unlike the trends in the observed
period which can be either positive or negative (Fig. 3), these projected changes
are all positive. For this 55-year period from now to 2065 (mid of 2050–2079),
these marked changes are equivalent to a constant trend equal to about
0.2–0.3 m s-1 decade-1, and are at the largest end of observed values in the
1981–2010 trends.

4.2 Projected Climatic Variability of Select Meteorological
Variables

Figure 7 shows the expected change in climatic variability computed by means of
the standard deviation for the B1 and A2 emission scenarios (left and right side
respectively) and for the four select variables. In terms of near-surface tempera-
ture, the main changes under the low-range emission scenario, B1, are the
reductions in variability at high latitudes. Under the high-range emission scenario,
A2, however, wide and relatively large areas of positive changes up to 0.5 �C in
variability emerge. Aside from the high latitudes where variability is normally
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large (in excess of 8 �C) these A2 scenario changes in temperature variability
affect predominantly sub-Saharan Africa, the Middle East, Central and northern
South America. Indeed, in these regions where the typical variability is up to
2.5 �C the variability could increase by about 20 %, therefore adding additional
strain to energy systems and/or crop cultivations that may already be under stress.
It would seem appropriate to put in place measures aimed at managing such
expected increased variability, notwithstanding the fact that current interannual
variability may already warrant attention.

Some projected changes in the precipitation variability under the B1 scenario
are shown mainly over the equatorial Pacific and Indian oceans (Fig. 7). However,
given that these are high variability regions, with current standard deviation
ranging between 3 and 5 mm day-1, the projected changes would be less than
10 %. Apart from these oceanic changes, the main land region affected by the
higher projected variability would be parts of South East Asia. Under the higher
emission A2 scenario, the pattern of change in precipitation variability remains
essentially the same, but with magnitudes slightly strengthened.

For global solar radiation, the pattern of projected changes in variability
appears noisy (Fig. 7). Nonetheless, some main features can still be identified such
as the reduction in variability of up to -1 W m-2 in regions that correspond also
to projected increases in annual mean (Fig. 6). Although these changes are rela-
tively small (up to a few percent), a reduction in variability might be beneficial in
the planning of solar power plants in these regions of abundant solar radiation. In
fact, a reduced variability should lead to a reduced uncertainty in the solar radi-
ation estimation and hence power yield. Similarly a reduced variability could lead
to more accurate solar forecasts. As for precipitation, the pattern of solar radiation
variability changes in the A2 scenario remains essentially the same, only with
more pronounced magnitudes.

Variability in the 10 m wind speed is projected to generally increase under the
B1 scenario especially over mid-high latitude regions such as North America and
Europe, southern Africa, southern Australia and central south Asia with changes of
up to 0.2 m s-1 (Fig. 7). Given the relatively low 10 m wind speed variability
over land areas, such changes could be as large as 30 % of the current variability.
Again, as for precipitation and solar radiation, the wind speed variability A2
scenario presents an analogous pattern to the B1 scenario, but with larger mag-
nitudes. It is therefore important to account for possible large changes in energy
system management such as in wind farm operations.

4.3 Projected Changes in Mean Sea Level and Sea Ice

The IPCC AR4 concluded that the projected mean sea-level rise is likely to be
0.26–0.59 m by the 2100 for their highest emissions scenario (Meehl et al. 2007).
New research suggests that the possibility of sea level rise of up to 2 m by 2100
should be given serious consideration (Lowe and Gregory 2010), even if Pfeffer

82 A. Troccoli



Longitude

50

0

−50

−150 −100 −50 50 100 1500

(a)
L

at
it

u
d

e
L

at
it

u
d

e

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(b)

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

Annual St Dev for 2−m Temperature
CMIP3 sresa2 (12) [2050−2079] − CMIP3  (13) [1970−1999]

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(c)

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(d) Annual St Dev for Precipitation
CMIP3 sresa2 (12) [2050−2079] − CMIP3  (14) [1970−1999]

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(e)

L
at

it
u

d
e

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(f) Annual St Dev for Solar Radiation
CMIP3 sresa2 (12) [2050−2079] − CMIP3  (14) [1970−1999]

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(g)

L
at

it
u

d
e

Longitude

50

0

−50

−150 −100 −50 50 100 1500

(h)Annual St Dev for 10−m Wind Speed
CMIP3 sresb1 (11) [2050−2079] − CMIP3  (13) [1970−1999] 

Annual St Dev for 10−m Wind Speed
CMIP3 sresa2 (10) [2050−2079] − CMIP3  (13) [1970−1999]

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

−5
−1.25
−0.5
−0.2
−0.1
−0.05
0.05
0.1
0.2
0.5
1.25
5

Annual St Dev for 2−m Temperature
CMIP3 sresb1 (12) [2050−2079] − CMIP3  (13) [1970−1999] 

Annual St Dev for Precipitation
CMIP3 sresb1 (12) [2050−2079] − CMIP3  (14) [1970−1999]

Annual St Dev for Solar Radiation
CMIP3 sresb1 (13) [2050−2079] − CMIP3  (14) [1970−1999]

−10
−2.5
−1
−0.4
−0.2
−0.1
0.1
0.2
0.4
1
2.5
10

−10
−2.5
−1
−0.4
−0.2
−0.1
0.1
0.2
0.4
1
2.5
10
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et al. (2008) conclude that increases in excess of 2 m are physically untenable.
Although increases of up to 2 m in this century cannot be ruled out, this does not
mean that they are inevitable or even likely. For climate change to produce much
more than 1 m of sea level rise, ice sheets would probably have to contribute
considerably more to the rise than they do now (Lowe and Gregory 2010).

Accurate projections of global mean sea-level rise require a thorough under-
standing of the cause of recent, widespread and intensifying glacier acceleration
along Antarctic ice-sheet coastal margins as well as in terrestrial water storage.
These are currently two of the more poorly understood processes. Indeed, the
extent and magnitude of ice-shelf thickness change, the underlying causes of such
change, and its link to glacier flow rate are so poorly understood that its future
impact on the ice sheets cannot yet be predicted (Pritchard et al. 2012). In addition,
Pokhrel et al. (2012) estimated that 42 % of the observed sea-level rise is due to
terrestrial water storage, which is affected by activities such as reservoir operation
and irrigation. Specifically this component was not properly accounted for in the
IPCC AR4.

Global climate models are currently not capable of producing mean sea-level
projections. Hence, these are obtained by means of statistical approaches which are
loosely based on an understanding of physical processes. The general assumption
is that the relationship between sea level rise and temperature (or forcing) will hold
in the future and for a much greater range of warming than occurred during the
period from which it was calibrated. Therefore, there is no guarantee that such an
assumption will hold in the future (Lowe and Gregory 2010).

It is also important to emphasise that the projected changes are given as global
means. As noted earlier (Fig. 5), changes in sea level have a regional character.
Thus, while most parts of the globe have been experiencing an increase in mean
sea level, there are also areas displaying a negative trend (e.g. many parts of the
western coast of Central and South America). Other parts are also affected by
subsidence and hence the current observed mean sea-level increases may be due to
this phenomenon. There is little doubt that sea level rise is likely to continue, but
that the rise by the year 2100 is almost certain to be below 2 m and that there is
currently very little evidence to suggest that increases at the top of this range are
likely (Lowe and Gregory 2010).

4.4 Projected Changes in Permafrost

As shown in Fig. 6, the surface temperature in the Siberian/Arctic region is pro-
jected to increase by several degrees during the twenty-first century. Such increase
may have serious implications for the evolution of the permafrost extent, partic-
ularly that currently found in near-surface soils. Indeed, this portion is most vul-
nerable to climate change and its degradation has the potential to initiate a number
of feedbacks, mostly positive, in the Arctic and in the global climate system
(McGuire et al. 2006).
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Using the Community Climate System Model (CCSM3), one of the CMIP3
models, Lawrence and Slater (2005) showed that the projected strong Arctic
warming could drive severe degradation of near-surface permafrost during the
twenty-first century. From the simulated present-day permafrost spatial extent of
10.5 million km2, the model projected a reduction by an order of magnitude by
2100, namely as little as 1.0 million km2 of near-surface permafrost would remain.
However, in a new version of the land model component the rate of near-surface
permafrost degradation, in response to the strong Arctic warming (+7.5 �C vs.
land), is slower particularly during the early twenty-first century (81,000 versus
111,000 km2 yr-1, Lawrence et al. 2008). Even though the rates of degradation are
initially depressed, the strong Arctic warming is enough to substantially reduce the
total area containing near-surface permafrost in CCSM3 by 2100. Permafrost
degradation of this magnitude is likely to invoke a number of hydrological, bio-
geochemical and ecological feedbacks in the Arctic system (Lawrence et al. 2008),
including potential release of considerable amount of methane (CH4) which would
provide a positive feedback to global warming. However, it is worth emphasising
that such processes are still highly uncertain, not least because of the scarcity of
observations (Krey et al. 2009).

5 Extreme Weather Events Relevant to Energy

Climatic extremes might not necessarily coincide with extreme events of signifi-
cance to the energy sector. It is therefore essential to focus on the energy sector as
the target when considering weather/climate-driven extremes of importance to this
sector. Perhaps because of the wide relevance of meteorology to many societal
sectors, definition of extreme weather/climate events tend to be meteorologically
focussed, as in the case of the IPCC AR4, in which an extreme event is defined as
an event rare or rarer than the 10th or 90th percentile of the observed probability
density function at a particular space and time of year. In the perceptions of many
an ’extreme’ or ’severe’ weather event is one that causes inconvenience in some
manner, a perspective that bears no necessary relationship to 10th and 90th per-
centiles of a specific meteorological variable. This assertion is especially valid
when anthropogenic factors contribute to increase the potential vulnerability, such
as in the concreting of flood plains or deforestation of mountains.

In attempting to overcome the ambiguity in this definition of extreme events, at
the NATO Advanced Research Workshop for Weather/Climate Risk Management
for the Energy Sector it was suggested an alternative definition: ‘an event on any
timescale that contributes to stresses beyond the operating parameters of a sector’
(Troccoli et al. 2010). This definition formally accepts that severe events cannot be
defined in hydro-meteorological/climate terms alone, and therefore, as implied in
the IPCC definition, they cannot be characterised uniquely using climate models,
as location and economic activities at that location also play roles. As a
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consequence, characterisation of future extreme weather events of relevance for
the energy industry are even more challenging.

There are, however, certain guidelines that might be offered, also based on the
results discussed in this chapter, and assuming that the climate does not pass any
tipping points for rapid change:

• Increasing warmth is almost certain to reduce heating demands but increase
cooling demands overall. However, interannual variability might become more
pronounced and, as a consequence, cold periods will not disappear. Temperature
tolerances of energy sector infrastructure may be tested more regularly, as may
those of cultivated biofuels. Infrastructure on permafrost may also be affected.

• Flooding and droughts will continue, the former certainly being affected addi-
tionally by human activities; contingencies for increased intensities and fre-
quencies of both should be included in risk management, even if it remains
difficult to establish impacts at any specific location and time. Impacts on
infrastructure (including silting of reservoirs), on demand, on the production of
biofuels and on hydro-generation should be considered.

• Mean sea-level rise appears inevitable, and might be accompanied by increased
risk of coastal storm damage even without storms intensifying. Potential issues
include risks to coastal generation and offshore infrastructure, including pro-
duction platforms and wave and tidal generators.

• Increased intensities of some thunderstorms might be expected in a warmer
climate, although the objective scientific evidence for this supposition is weak.
Were this to happen then there might be more frequent localised wind storms,
intense rainfall and more hail. Energy infrastructure therefore requires consid-
eration, as in the case of solar power generators.

• While hurricanes destructiveness has been reported to be increasing (Emmanuel
2005; Webster et al. 2005), a later study found that their global frequency may
be decreasing (Emmanuel et al. 2008). However, Pielke et al. (2008) showed
that the normalised damage associated with U.S. main-land hurricane landfalls
highlights the tremendous importance of societal factors in shaping trends in
damage related to hurricanes. As people continue to flock to the nation’s coasts
and bring with them ever more personal wealth, losses will continue to increase.

6 Summary

Climate risk management requires insights into how the current climate impacts
the energy sector as well as projected climate changes in the next decades. In this
chapter, a selection of climatic variables and some their potential impacts on the
energy sector have been highlighted.

As discussed, there is large uncertainty in climate projections. Likewise, in
poorly observed regions like parts of Africa or Siberia it is difficult to characterise
the current climatic variability. So, how should this information be used? In brief,
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these assessments provide an initial input for the next step in the impact and risk
management chain, particularly in terms of identifying regions/energy sector
segments more vulnerable to potential impacts. Higher spatial and temporal res-
olution analyses would need to be carried out for the identified regions/energy
sector segments. Specific examples of specialised use of weather and climate
information for energy systems are presented in following chapters.

More specifically, from a meteorological point of view, weather and climate
information could provide more readily available input into the energy sector (and
therefore reduce uncertainty in impact estimation) by adopting risk management
options such as:

• Identifying areas requiring specialised monitoring to overcome the deficiencies/
discrepancies in our current knowledge (e.g. that provided by reanalyses) so as
to be able to provide the underpinning meteorological information needed for
energy planning and operations;

• Complementing the information derived from reanalyses and climate models
with meso-scale or micro-scale models (via the so-called dynamical down-
scaling) or by means of statistical down-scaling models so as to provide climate
characteristics at the location and time resolution needed for specific power
generation facilities, transmission/distribution networks, energy demand, etc.;

• Facilitating the engagement between weather and climate information providers
and energy users (possibly at regional level) with the aim to provide early
warning and advisory weather and climate services.
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Renewable Energy and Climate Change
Mitigation: An Overview of the IPCC
Special Report

Ralph E. H. Sims

Abstract Renewable energy systems currently meet only around 7–8 % of the
total global heating, cooling, electricity and transport end-use energy demands
(Traditional biomass provides around 6.3 % of global primary energy and all other
renewables around 6.7 %, but end-use energy is a more useful statistic used in this
context). However, rapid growth in renewable energy has been apparent in recent
years as a result of improved technology performance efficiencies and lower costs
being demonstrated. Given appropriate support policies, renewables have the
economic potential to significantly increase their share of total energy supply over
the next few decades. The IPCC Special Report on this subject released in May
2011, covered cost trends, opportunities and barriers. This chapter summarises the
findings of that report (The author, who was a Co-ordinating Lead Author for
‘‘Integration’’ of this IPCC report and co-author of the Summary for Policy Makers
(SPM) and Technical Summary, acknowledges the inputs from around 150 co-
authors and staff of the IPCC Technical Support Unit who contributed to writing
the report and producing the SPM on which this chapter is largely based. See
http://srren.org for the full report, list of authors, and extensive list of references
that support the assessment). Most renewable energy resources are dependent on
the local climate so there is a risk that they may be impacted by climate change.
The size of the technical potentials of renewable energy resources and their
geographic distribution could be affected, but there remains much uncertainty. The
potential of renewable energy resources, even if significantly reduced, will still far
exceed the projected global demand for primary energy, at least out to 2050. All
mitigation scenarios show that renewable energy could provide a large share of
energy demand in all regions.
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1 Introduction

An assessment was made by the Intergovernmental Panel on Climate Change
(IPCC) on the scientific, technological, environmental, economic and social
aspects of renewable energy (RE) to climate change mitigation (IPCC 2011). The
Special Report (known as ‘‘SRREN’’) had six chapters on each of the main
technologies (bioenergy, solar, hydro, geothermal, ocean and wind1) as well as
cross-cutting chapters on mitigation potentials and costs, integration into present
and future energy systems, sustainable development, and policies and financing.

It is fully appreciated that as well as RE, there are several other options for
reducing greenhouse gas (GHG) emissions arising from the energy system while
still satisfying the demand for energy services. These include energy efficiency and
conservation, fuel switching (for example, between coal and gas), nuclear elec-
tricity and carbon dioxide capture and storage options. In addition, a number of
geo-engineering technologies have been proposed to either remove GHGs from the
atmosphere or manage the incoming solar radiation levels. Each of these mitiga-
tion options can be evaluated in order to assess and compare their mitigation
potential, associated risks, costs and contribution to sustainable development. The
IPCC report findings as presented here focused on RE mitigation opportunities
within a portfolio of mitigation options.2

A wide range of evaluations have consistently found that the global technical
potential3 for RE far exceeds the global energy demand. Solar energy has the
highest potential but all six major RE sources have substantial potential (Table 1).
Even in regions where relatively low levels of technical potential have been
identified using local resources, significant opportunities are normally present for
increased deployment compared to current RE supply levels. In the longer term,
there are limits to some RE sources once their technical potential has been fully
realised (for example, when all the high wind speed sites in a district have been
covered in wind turbines). Factors such as sustainability concerns, public accep-
tance, economic factors and infrastructure constraints may limit future deployment
of some RE technologies. In such cases their socio-economic potential is lower
than their technical potential.

Since the mid-nineteenth century, modern societies have increasingly depended
on the combustion of oil, gas and coal to provide heat, mobility and electricity.
The ever-increasing demand for energy services is projected to continue in order to

1 In order of Chaps. 2 to 7 of the SRREN.
2 An extensive literature list up to early 2011 is given in each chapter of the IPCC report should
further details be required to substantiate any of the points addressed in this chapter.
3 The technical potential is the amount of useful energy that can be obtained by the full
implementation over time when using known technologies and practices relating to that specific
RE resource. It excludes any impacts that competing costs, barriers and policies might have,
though obvious practical constraints (such as the need for solar heated water to be produced in
close proximity to the hot water demand) are normally included.
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meet the basic human needs for welfare, comfort, lighting, cooking, mobility,
communication and health of a growing global population, the aspirations for
development of developing countries, and to drive productive processes. Should
this growing demand continue to be met mainly by fossil fuels, there are concerns
of increasing environmental impacts, both local air pollution and increases in
atmospheric concentrations of GHG, as well as future energy security issues. The
transition to a low-carbon or ‘clean’ energy economy is therefore imperative—but
the promise is difficult to fulfil. The International Energy Agency, in its 2012
Energy Technology Perspectives report (IEA 2012) stated that although rapid
technology change is possible from deploying some renewable technologies,
notably solar PV with 42 % annual average growth over the past decade and on-
shore wind at 27 %, most clean energy technologies will require additional support
if they are to provide a more secure energy system and make the required con-
tribution to reducing GHG emissions.

Current policies will not result in a sufficient increase in global RE shares to
help meet the GHG mitigation ambitions necessary to achieve the 2 �C maximum
global mean temperature rise above pre-industrial levels agreed by all national
negotiating teams at the fifteenth and sixteenth sessions of the Conference of
Parties (held in Copenhagen in 2010 and Cancun in 2011) of the UNFCCC. The
additional benefits of RE should also be considered by policy makers when
assessing their future potentials. If implemented properly, RE deployment can also
contribute to social and economic development, security of energy supplies,
improvements in environmental impacts and health, and provide energy access to
those currently without modern energy services.

2 Trends and Future Scenarios

Renewable energy accounted for almost 13 % of global primary energy in 2008
(IEA 2010) of which around half was traditional solid biomass fuels used, as well
as some coal, for cooking and heating by 2.7 billion people in developing coun-
tries (Fig. 1).

The share of RE is projected to increase significantly by most mitigation sce-
nario analyses (as exemplified by a typical one shown in Fig. 2). This will require
policies (Sect. 7) to stimulate changes in the energy system by improving energy

Table 1 Indicative minimum and maximum technical potentials of primary energy for the main
RE resources can be compared with global primary energy demand in 2008 of 492 EJ

Biomass Direct solar Geothermal Hydropower Ocean Windpower

Minimum (EJ/yr) 50 1,500 250 50 10 100
Maximum (EJ/yr) 500 50,000 2,500 100 500 600

Note The global end-use heat demand in 2008 was 164 EJ, and electricity demand was 61 EJ
All energy data quoted here and in the SRREN is based on the direct equivalent accounting
method which differs slightly from the physical accounting method as used by the IEA
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efficiency in all sectors; attracting the necessary increases in investments in
technologies and infrastructure; and reducing the current dependence on relatively
cheap fossil fuels. This will involve removal of subsidies in many countries which,
in 2010, totalled around $409 billion (IEA 2011).

Wind Energy 0.2%

Geothermal Energy 0.1%

Ocean Energy 0.002%

Direct Solar Energy 0.1%

Gas
22.1%

Coal
28.4%

RE
12.9%

Oil
34.6%

Nuclear 
Energy 2.0%

Hydropower 2.3%

Bioenergy
10.2%

Fig. 1 Shares of total global primary energy (492 EJ) in 2008 with renewable energy at 12.9 %
of which traditional biomass is almost half

2008 2035

Fig. 2 RE shares (green) of primary and final consumption energy in the transport, buildings
(including traditional biomass for cooking and heating), industry and agriculture sectors in 2008
and an indication of the projected increased RE shares needed by 2035 in order to be consistent
with a 450 ppm CO2eq stabilization target. Notes Areas of circles are approximately to scale.
Energy system losses occur during the conversion, refining and distribution of primary energy
sources to produce energy services for final consumption. ‘Non-renewable’ energy (yellow)
includes coal, oil, natural gas (with and without carbon dioxide capture and storage (CCS) by
2035) and nuclear. Data based upon IEA World Energy Outlook 2010 (IEA 2010). Energy
efficiency improvements above the 2008 baseline are included in the 2035 projection
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In the SRREN, 164 mitigation scenarios were assessed. More than 50 % pro-
jected that the levels of global RE deployment by 2050 would more than triple the
2008 level of around 33 EJ of primary energy supply (Fig. 2). The share of RE
could rise from the current 12.9 % (including traditional biomass) to 17 % in 2030
and to 27 % in 2050. The highest RE shares, as projected by one scenario, were
43 % in 2030 and 77 % in 2050.

The lower GHG stabilisation level scenarios tend to have higher RE deploy-
ment compared with their baselines (Fig. 3). As the RE shares increase, CO2

emissions from fossil fuels and industry decline, leading to lower stabilisation
levels. Most baseline scenarios assume continuing demand growth for energy
services this century and show a doubling of the RE share by 2030 due to con-
strained future fossil fuel resource availability and the costs of RE continuing to
decline as a result of improved performance and experience.

The scenarios confirmed that there are many low-carbon supply combinations
possible linked with end-use energy efficiency improvements to produce low GHG
concentration levels, but that in the majority of pathways, RE becomes the
dominant technology alongside nuclear and carbon dioxide capture and storage
(CCS). The range of assumptions made concerning future population growth, rate
of economic development, fossil fuel reserves, policy approaches, carbon prices
and the ability to integrate renewables into energy supply systems (see Sect. 5),
has led to a wide range of RE deployment projections but with the majority
increasing above the current level.

There were good indications that growth in RE will be widespread, and although
distribution of RE deployment between regions varied between the scenarios,
higher growth in the long term is more likely in developing (non-Annex 1)

Fig. 3 Global RE primary energy supply projections of 164 scenarios in 2030 and 2050. Notes
Colour-coding depicts baselines and categories I–IV of atmospheric carbon dioxide stabilisation
concentration levels. Crosses depict the relationship in 2007. Vertical bars show the RE
deployment level range for each category
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countries than in OECD (Annex 1) countries, particularly for bioenergy and direct
solar energy technologies (Fig. 4).

The primary energy shares between each of the RE technologies varies across
the scenarios, and between regions. No single technology is totally dominant,
though geothermal and hydropower gave lower contributions to the total potential
than wind, solar and bioenergy. All of the 164 scenarios confirmed that the
technical potential of RE technologies is not a limiting factor to expanding global
deployment. Based on four selected illustrative scenarios, only 2.5 % of the
overall global RE technical potential would need to be developed by 2050.

The four illustrative scenarios were selected to represent the range. Global
cumulative savings in CO2 emissions were around 70–90 % of the 1,530 Gt CO2

from fossil fuels and industry, as extrapolated from the IEA Reference scenario
(IEA 2010) out to 2050. The attribution of this CO2 reduction to RE technology
uptake varies with assumptions made in each of the scenarios, including the energy
sources displaced by RE, and complex system behaviour.

3 Climate Change Impacts on Renewable Resources

The technical potentials of RE resources, their size and geographic distribution,
could, in many regions, be impacted as climate change becomes more evident.
Research into the possible effects is being undertaken but there remains much
uncertainty. The precise magnitude and nature of such impacts is not well
understood. RE resources are often dependent on the local climate so that future
changes could affect that resource base, whether, for example, it results from an
increase or decrease of wind speeds or precipitation levels.

• Biomass resources. Impacts of climate change on biomass resources are more
difficult to assess than for other RE resources due to the large number of
feedback mechanisms involved. Particularly for purpose-grown energy crops or

Fig. 4 Ranges of RE primary energy supply in 2030 and 2050 for bioenergy, hydropower, wind
power, direct solar and geothermal technologies taken from 164 long-term mitigation scenarios.
Note A1 Annex 1 countries. NA1 non-Annex 1 countries
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crop residues, climate change can impact on crop productivity due to changes in
soil condition and moisture contents, solar irradiation, intensification of the
hydrological cycle and changes in seasonal distribution such as snow melt.
While positive ecophysiological effects on plant growth may result from ele-
vated CO2 concentrations,4 the overall magnitude and pattern of impacts of
climate change on plant growth remain uncertain. Some studies show that a
doubling of atmospheric CO2 concentration levels could increase plant growth
by up to 25 %, but other studies dispute this as, in the long term, the plants may
adapt to accommodate higher levels. In some locations, crop yields might
increase, and in others they might decrease. While positive effects might occur,
detrimental effects that offset these cannot be ruled out.
Changes in precipitation levels can result in extremes (floods or droughts) that
impact on crop production. At warmer temperatures, and particularly under
higher CO2 concentration levels, higher transpiration levels usually occur but,
for some plant species, can be partially offset by greater water use efficiency (by
increased stomatal closure). Semi-arid lands in some regions may therefore be
able to support energy crop production due to this improved water-use effi-
ciency.
Overall, it is considered that, if kept below 2 �C, a global mean temperature
increase would have only a small effect on the technical potential of biomass
production on a global basis. Agricultural management, plant breeding and the
land area available are likely to have a greater impact. However, regional
variations are expected and in tropical areas in particular, temperature increases
above 2 �C may well result in declining crop productivity.

• Solar resources. Changes in the distribution and variability of atmospheric water
vapour, cloud cover, rainfall and turbidity are likely to impact on solar systems in
some locations. Some climate models have shown that, in some regions, variation
in global monthly mean solar irradiance levels at the Earth’s surface do not vary
by more than 1 % due to anthropogenic forcing. There is no current observation
or other evidence to indicate a substantial impact of climate change on global
solar resources. Some research on global dimming and global brightening indi-
cates probable impacts on solar irradiation but to date there is no evidence. If
some regions receive lower solar radiation levels than at present, they may
possibly benefit from a resulting lower demand for cooling services. The overall
effect on the technical potential for solar energy is expected to be small.

• Hydro resources. The resource potential depends upon the volume, variability
and seasonal distribution of water availability (run-off) which varies with
topography and size of water catchment. Run-off could be affected by climate
change due to changes in river-flows as a result of variations in precipitation;
seasonal variations in rainfall and snow melt; glaciers receding; extreme

4 Greenhouse growers often use ‘‘CO2 fertilisation’’ whereby they artificially increase the CO2

levels in the enclosed atmosphere using bottled CO2 or un-flued combustion heating plants, to
enhance crop productivity.
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weather events causing floods and risks to dams; extreme droughts giving risks
to generation system reliability; and sediment loads increasing due to changing
hydrology and extreme events. This could lead to dams silting up, thereby
reducing water storage volumes, and cause turbine blades to wear out faster
from increased abrasion.
Models have projected large-scale changes in water run-off for hydropower
plants this century with probable increases in high latitudes and the wet tropics,
decreases in mid-latitudes and some drier regions of the tropics, uncertainties in
desert regions, and uncertain variations in the monsoon regions at lower lati-
tudes. Many discrepancies exist when comparing outputs from the models which
leads to high uncertainty. Significant seasonal variations are also expected
between regions. An increase in climate variability, even with no change in
average run-off, can lead to reduced hydropower generation unless more storage
capacity is built or the operation of the plant modified to suit the new hydrology.
Indirect effects of water availability on hydropower generation may result from
increased competition for irrigation and drinking due to projected fresh water
deficiencies, but the impacts of this are difficult to assess.
Overall, the impacts through changes to annual precipitation volumes and run-
off are expected to be slightly positive. As one indicator, the total output from all
hydropower plants that were operating worldwide in 2005 (when they generated
2,931 TWh) is likely to be around 1 % higher by 2050. By that time however,
there will probably be substantial regional variations in changes to precipitation,
with most of the increases probably occurring in Asia, decreases expected in
Europe and few other major changes expected elsewhere. Local effects and
variations may be significant, so some hydropower plants may be impacted
more than others, even within the same national borders.

• Wind energy. The distribution, annual variability and quality of the wind
resource could be impacted by climate change but climate models are unable to
confirm the extent (IPCC 2007). Some research suggests that multi-year mean
annual wind speed averages will change by no more than ±25 % this century
over most of North America and Europe, although other studies have shown this
could be as high as ±50 % in northern Europe. The west coast of South America
could experience an increase in mean annual wind speeds of around 15 %. Few
other regions have been analysed and overall, wind resource change projections
for a given location remain uncertain. Wind turbines and their operation could
be impacted by extreme weather effects where more frequent, extremely high,
gale force winds could cause increased stresses and ultimately damage may
occur from structural fatigue.
Changes in seasonal and decadal variations in long-term average wind speeds
could occur. At present, for example, northern Europe and the north-east
Atlantic have higher wind speeds in the winter than the summer. Climate models
are, as yet, unable to reproduce these conditions so future projections cannot be
made with any degree of accuracy. Similarly, any historic changes in near-
surface wind speeds cannot be attributed specifically to climate change as other
factors may have played a role.
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Overall, the global technical potential of wind resources used for power gen-
eration is unlikely to be greatly impacted by climatic change, but changes in the
regional distribution of the wind energy resource may occur. In addition, sea
level rise could impact on the foundation and anchoring costs of future designs
of deep-water, off-shore wind turbines.

• Ocean energy. Several prototype wave technologies have already experienced
damage during extreme weather events. Therefore designing devices that have
greater reliability under such extreme conditions in an already challenging
environment is critical, but they can add significantly to the capital costs. Future
sea level rise should be accounted for when designing tidal range systems or
anchored wave devices. Tidal ranges, ocean currents and ocean thermal systems
are less likely to be impacted by climate change but no detailed analysis has
been conducted to date.

• Geothermal systems. These are unlikely to be affected by climate change
impacts, other than through the possible temperature rise of river water used for
cooling at a power generation plant.

Water availability can influence choice of RE technology as is the similar case
for water-cooled thermal power and nuclear power plants. Such plants could
become vulnerable to changing water supply conditions should climate change add
to water scarcity or average temperatures. Dry cooling systems are already used in
areas where water scarcity is already a concern, so technical solutions are feasible.
Hydropower and bioenergy depend on good water supply availability as do solar
PV and concentrating solar power (CSP) systems for cleaning the panels.

Life cycle analysis (LCA) is a useful tool for assessing the full climate change
mitigation potential of an RE technology. A full LCA also includes other indi-
cators such as water use, materials consumption, levels of local air pollution, etc.
For electricity generation, most LCAs indicate that the GHG emissions from RE
technologies are usually lower than those associated with fossil fuel use, even
when associated with CCS (Fig. 5). Under present climatic conditions, typical
average values for all RE systems range from around 5–50 g CO2-eq/kWh
(excluding land-use change emissions—see Sect. 6) compared with fossil fuel
thermal power generation ranging from 450 to 1,000 g CO2-eq/kWh (gas-fired
being the lower range and coal-fired the higher). Future changes in climatic
conditions could impact on GHG emission levels of RE technologies, but analyses
are yet to be undertaken.

4 Costs

Several scenario studies have shown that if RE deployment is constrained,
achieving targets for low GHG concentrations will be more difficult and the
mitigation costs will increase. By what amount it varies with the assumptions
made in the analyses is uncertain.
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For most RE technologies, their levelised cost of energy (LCOE)5 largely
depends on the availability of local RE resources but often tends to be higher than
the equivalent cost of conventional energy sources (electricity, natural gas, gas-
oline, diesel, LPG, etc.). Energy prices vary widely between countries and states as
do RE prices, so only general comparisons can be made here.

Analysis is needed at the local level to assess whether or not RE options are cost
competitive. Certainly, there are many examples where RE is competitive with
current market energy prices (Fig. 6), usually in regions with favourable RE
resource conditions or where infrastructure is lacking for conventional energy
systems to be supplied (such as national electricity grids not reaching rural areas).
In most regions of the world, policy measures are still essential to ensure rapid
deployment of most RE systems. However, there are exceptions such as New
Zealand where hydro, geothermal, bioenergy and wind produce about 75 % of
total electricity generation with no policy supporting measures in place. Due to

Fig. 5 Estimates of life cycle GHG emissions for a range of electricity generation technologies,
including biopower, natural gas-fired and coal-fired power generation plants linked with CCS.
Notes Biopower and hydropower exclude land-use impacts. Negative GHG emissions from
biopower are due to avoided emissions from organic wastes and landfills, not from GHG removal
from the atmosphere. Linking biopower with CCS can remove CO2 from the atmosphere—see
Sect. 6

5 The LCOE represents the cost of an energy generation system over its assumed lifetime. It is
calculated as the price per unit at which energy from a specific source must be generated in order
to break-even over the project lifetime. It excludes the cost of delivery to the final customer, any
costs of integration, subsidies, tax credits or external environmental costs.
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very good natural resources, RE power-generation can compete in the free market
with gas and coal-fired generation options, even though using national supplies of
natural gas and coal.
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1. Domestic hot water systems in China
2. Water and space heating

Geothermal Heat:
1. Greenhouses
2. Uncovered aquaculture ponds
3. District heating
4. Geothermal heat pumps
5. Geothermal building heating

Biomass:
1. Cofiring
2. Small scale combined heat and power, CHP 
    (Gasification internal combustion engine)
3. Direct dedicated stoker&  CHP
4. Small scale CHP (steam turbine)
5. Small scale CHP (organic Rankine cycle)

Solar Electricity:
1. Concentrating solar power
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3. Commercial rooftop PV
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Notes: Medium values are shown for the following subcategories, sorted in the order as they appear in the respective ranges (from left to right):

The lower range of the levelized cost of energy for each RE technology is based on a combination of the most favourable input- values, whereas the upper range is based on a 
combination of the least favourable input values. Reference ranges in the figure background for non-renewable electricity options are indicative of the levelized cost of centralized 
non-renewable electricity generation. Reference ranges for heat are indicative of recent costs for oil and gas based heat supply options. Reference ranges for transport fuels are 
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Fig. 6 Ranges of levelised costs of energy for selected RE technologies compared with typical
costs of non-renewable electricity, heating using oil or natural gas, and gasoline and diesel
transport fuels. (The wide ranging cost bars result from including the full range of sub-
technologies (e.g. both on- and off-shore wind) and also projects located where poorer RE sources
exist (such as solar thermal water heating in high latitude regions where low solar radiation levels
exist). The lower cost ends of the ranges are based on the most favourable situations, whereas the
upper ends of the ranges are based on a combination of least favourable inputs.) Note Range of
typical non-renewable electricity costs are based on the LCOE of centralised generation plants.
Heating, gasoline and diesel costs are based on oil spot prices between US$ 40–130/barrel
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Possible technological advances may result in lower prices over the next decade
or two, for example from:

• enhanced geothermal systems (originally termed ‘‘hot dry rocks’’),
• improved delivery logistics for biomass feedstocks,
• increased energy crop yields,
• advanced biofuels produced using new processes,
• multi-product bio-refineries,
• advanced solar PV manufacturing technologies,
• CSP systems,
• several emerging ocean energy technologies, and
• off-shore wind deep-water foundations and turbines.

Hydropower technologies are relatively mature but opportunities exist to
upgrade existing turbines with improved designs that have improved technical
performance and to further develop low-head, mini-systems that can operate in a
wide range of locations.

The price of most RE technologies has declined over the last few decades
(Fig. 7) and this trend is expected to continue as a result of greater project
experience, lower labour input intensity, increased mass production, higher market
competition and improved performance from continuing RD&D. Periods of rising
prices, partly due to demand increasing above supply (e.g. wind turbines) or
shortages of materials (e.g. silicon for solar PV cells), have been experienced for a
few technologies, but normally only over short periods.

In addition to technology costs, increased deployment of RE technologies often
requires investment in new infrastructure. Total investment in RE systems to meet
a future low-carbon economy (targeting 450 ppm CO2 atmospheric stabilisation
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Fig. 7 Selected experience curves showing: (a) price reductions (USD/W of installed capacity)
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levels), as estimated from the four scenarios that were selected to cover the wide
range, will need to reach up to around US $5,100 billion between 2011 and 2020,
with an additional US $7,180 billion needed over the following decade. The
annual average of these investments equates to less than 1 % of the world’s gross
domestic product (GDP). Taking the electricity generation sector as an example,
the current global annual investment will need to be increased five times on
average during this 20-year period.

The externality costs of conventional energy systems should be monetized in
order to make RE systems more competitive and for energy supply comparisons to
then be based on what is often termed a 0level playing field0. Increased market
prices also lead to more competitive RE systems. The LCOE is not the only
determinant of the value of RE technologies. Their attractiveness also depends on
broad environmental and social aspects such as their contribution to meeting
specific energy services, helping meet peak electricity demands and any ancillary
costs imposed on the overall energy supply system, such as the additional costs
relating to maintaining system stability in order to integrate high shares of variable
RE electricity generation systems (wind, solar PV, waves).

5 Integration

Various RE resources have already been successfully integrated into some energy
supply systems and end-use sectors at relatively high shares (Fig. 8). Integrating
RE into most existing energy supply systems and end-use sectors is

Fig. 8 In order to contribute towards providing energy services to consumers, RE integration can
be either indirect into existing energy supply systems or direct when used on-site by the end-use
sectors

Renewable Energy and Climate Change Mitigation 103



technologically feasible, even at a greatly accelerated rate above the present rate.
At higher shares of RE, additional challenges will result, whether for including
integration directly into the end-use sectors or indirectly into supply systems.
Whether RE is used for electricity, heating, cooling, gaseous fuels or liquid fuels,
the integration challenges are contextual, site specific and can include the need for
adjustments to existing energy supply systems.

The characteristics of a specific RE resource can influence the degree of dif-
ficulty for successful integration. Although most RE resources are widely dis-
tributed geographically, others, such as large hydro or geothermal, can be more
centralized so that integration options are constrained by geographic location.
Wind, wave and solar resources are variable with limited predictability. Biomass
resources tend to have lower physical energy densities and their technical speci-
fications differ from fossil fuels. These sorts of characteristics can constrain the
ease of integration of RE and result in additional costs of the system, particularly
when reaching higher shares of RE. The costs associated with RE integration are
often difficult to determine. They may include costs for additional network
infrastructure investment, system operation, and losses and other adjustments to
the existing energy supply systems as needed. Research on the costs of RE inte-
gration has been sparse and accurate cost estimates are lacking.

The costs and challenges of integrating increasing shares of RE into an existing
energy supply system depend on the current share of RE, the availability and
characteristics of RE resources, the system characteristics and how the system
might evolve and develop in the future.

Electricity systems. RE can be integrated into all system types, ranging from
large, inter-connected continental-scale grids down to small, stand-alone autono-
mous systems on individual buildings. System characteristics of relevance include
the generation mix and its flexibility, network infrastructure, energy market
designs and institutional rules, location of energy demand, demand profiles, and
control and communication capability. Wind, solar PV and CSP without storage
can be more difficult to integrate than hydropower, bioenergy or CSP with storage
and geothermal energy that are deemed to be dispatchable.6

As the shares of variable RE sources increase, maintaining system reliability
may become more challenging for the electricity supply system operator and also
involve additional supply costs. Means of reducing the risks and costs of variable
RE integration include:

• having a portfolio of RE technologies;
• developing more flexible operation of existing systems;
• building complementary flexible generation;

6 Power generation plants, such as reservoir-hydro, geothermal or biopower that can be
scheduled to generate electricity as and when required are classed as dispatchable. CSP plants are
classified as dispatchable only when some of the heat is stored for use at night or during periods
of low sunshine. Variable RE technologies such as wind, solar or wavepower are deemed as
partially dispatchable since generation can occur only when the RE resource is available.
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• improving short-term weather forecasting;
• having better operation of the system using advanced planning tools;
• identifying electricity demands that can respond to supply availability;
• developing energy storage technologies (including pumped hydro and reservoir-

based hydropower);
• and modifying institutional arrangements.

Strengthening and extending the electricity network transmission and/or dis-
tribution infrastructure (including inter-connections between large systems) may
be necessary because of the fixed geographical distribution and remote locations of
many RE resources.

District heating. Such systems can use low-temperature, RE heat inputs from
solar thermal, geothermal and biomass combustion, including biomass sources
with few competing uses such as refuse-derived fuels and municipal solid waste
(MSW). The provision of thermal storage capability and flexible combined heat
and power cogeneration can help to overcome the challenges of supply and
demand variability for heating systems as well as provide a demand response
service for electricity systems.

District cooling. Not yet commonly deployed, this technology can make use of
any local, cold natural waterway. Where a district heating network exists, this
same network can be used to distribute the cold water.

Gas distribution grids. Biomethane (resulting from cleaning biogas or landfill
gas) and, in the future, RE-derived hydrogen and synthetic natural gas, can be
injected into natural gas pipelines and then used for a range of applications.
Successful integration requires that appropriate gas quality standards are met and
pipelines upgraded where necessary.

Liquid fuel systems. Transport fuel distribution systems already successfully
integrate biofuels for transport applications. Pure (100 %) biofuels, or more usu-
ally, biofuels blended at lower proportions with petroleum-based fuels, usually
need to meet technical standards consistent with vehicle engine fuel specifications.
Some liquid biofuels can also be used for cooking and heating applications, for
example, in the form of ethanol gels.

The ease of RE integration across end-use sectors depends on the region, the
desired RE characteristics specific to each sector and the technology. There are
multiple pathways for increasing the shares of RE in a sector.

Transport sector. Liquid and gaseous biofuels are already commonly integrated
into the fuel supply systems in a growing number of countries and this is expected
to continue. Other integration options for transport fuels include centralized pro-
duction of RE hydrogen for fuel cell vehicles and RE electricity for rail and
electric vehicles. Future progress of these options will depend on the required
infrastructure and vehicle technology developments. Decentralized, on-site pro-
duction of biofuels, hydrogen or electricity for local transport vehicle use may be
feasible. Future uptake of electric vehicles could support the development of
flexible, distributed, electricity generation systems by providing energy storage
services in the batteries.
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Building sector. RE technologies can be integrated into both new and existing
building structures to produce electricity, heating and cooling services for the
building users at both the commercial and domestic scales. Production of energy
surplus to demand may be possible, particularly for energy efficient building
designs, and the surplus can then be exported to the grid and sold to provide
revenue. In developing countries, the integration of RE supply systems is feasible
for even modest dwellings.

Industry sector. Agriculture, as well as food and fibre process industries
including wood processing, often use biomass to meet direct heat and power
demands on-site. They can also be net exporters of surplus fuels, heat and elec-
tricity to adjacent supply systems (FAO 2011). Increasing the integration of RE for
use by industries is an option in several sub-sectors, for example through electro-
thermal technologies or, in the longer term, by using RE hydrogen.

Energy systems will need to evolve and be adapted in order to accommodate
high RE shares. Long-term integration efforts could include investment in enabling
infrastructure; modification of institutional and governance frameworks; attention
to social aspects, markets and planning; and capacity building in anticipation of
RE growth. Integration of less mature technologies, including advanced biofuels,
fuels generated from solar energy, solar cooling, ocean energy technologies, fuel
cells and electric vehicles, will require continuing investments in RD&D as well as
capacity building and other supporting measures.

Electricity is expected to attain higher shares of RE earlier than either the heat
or transport fuel sectors at the global level. Parallel developments in electric
vehicles, increased heating and cooling using electrical heat pumps, flexible
demand response services including the use of smart meters, energy storage and
other technologies could become associated with this trend.

Overall, in spite of the complexities, in locations where suitable RE resources
exist or can be supplied and infrastructure can be developed, there are few, if any,
fundamental technological limitations to integrating a portfolio of RE technologies
into an energy supply system to meet a majority share of total energy demand. The
actual rate of integration and the resulting shares of RE will be influenced by
future costs, policies, environmental issues and social aspects.

6 Sustainable Development

Economic development has historically depended on fossil fuel consumption
leading to high GHG emissions. RE has the potential to reduce this dependence
and contribute to future sustainable development. For developing countries, this
will help the achievement of the Millennium Development Goals (although RE is
not specifically mentioned).

In poor rural areas whose residents lack access to centralised energy systems,
small RE systems can help provide heat and electricity cost-effectively. This can
be in the simple forms of:
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• domestic biogas plants using human, animal and crop wastes;
• ethanol gels used as cooking fuels to displace fuelwood and dung;
• windmills for water pumping or solar PV-powered water pumps;
• solar hot water technologies;
• solar crop-drying; and
• solar PV and small wind home power generation systems.

At the larger scale, solar, wind, hydro or biogas can provide electricity for
community-scale mini-grids, and liquid biofuels can also be produced commer-
cially at the small- to medium-scales for local use to enhance mobility. This could
have positive impacts on job creation, improved access to markets and be a
stimulus for capacity building, skills development and education.

RE deployment can also help reduce expenditure on imported fuels, produce
greater energy security by diversifying energy resources, and reduce vulnerability
to supply disruptions. To ensure electricity supply reliability however, the vari-
ability of wind and solar systems requires technical and institutional measures
appropriate to local conditions. In OECD countries, the expectations are that
electricity will always be available at the flick of a switch and transport fuels will
always be available to purchase from a service station 24 h each and every day. In
many non-OECD countries, especially in rural areas, such expectations do not
exist and residents accept that energy services are supplied with a far lower degree
of reliability. Indeed, for the 1.4 billion without access to electricity, as well as the
additional 1.3 billion with some modern energy access but still dependent on
traditional biomass for heating and cooking, any means of improving their current
energy access is welcomed.

Bioenergy deployment can lead to lowering GHG emissions resulting from
organic waste disposal in landfills when the gas produced (mainly methane) is
collected and used, often in combined heat and power plants. Carbon dioxide is
produced during combustion of the methane gas, but this has a far lower green-
house potential than the methane that would otherwise have been released into the
atmosphere.

A combination of bioenergy projects combined with CCS technologies could
lead to reductions in atmospheric levels of CO2. Where energy crops are sus-
tainably grown, harvested, combusted and linked with CCS, if the crops are
replanted after each harvest, then the crop plants continue to absorb CO2 during
the photosynthetic process and therefore act as a ‘‘pump’’ to move carbon from the
atmosphere to a permanent store (Fig. 9). In order to stabilise atmospheric levels
of GHG around 450 ppm, models show that annual global GHG emissions will
need to become negative by the end of this century. Therefore bioenergy/CCS will
increase in R&D priorities since the process is one of the few practical ways of
atmospheric CO2 removal, though the economics have yet to be determined.

The sustainability of biomass production is influenced by land use and man-
agement practices. However, the GHG implications of land-use management and
land-use changes in carbon stocks are not yet well understood. Changes in pro-
ductive land and forest use or management can have direct or indirect effects on
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terrestrial carbon stocks that can be either negative or positive. Examples of
negative impacts include the deforestation of peat lands to produce oil palm crops
and the increase of the land area under corn crops for biofuels resulting in other
crops such as soybean having to be grown elsewhere, at times necessitating further
deforestation. Where marginal land is utilised for energy crop production, or
biochar (IBI 2012) is incorporated into the crop production cycle, soil carbon
contents can be increased and carbon, as part of the carbon cycle, is removed from
the atmosphere. This concept could become a key mitigation option, although
since it is difficult to measure or model soil carbon uptake and retention over a
long term, a large degree of uncertainty remains.

Policies can be implemented for land use, zoning, choice of biomass production
systems and minimising any adverse impacts that biomass production might make
on biodiversity. They can be designed to ensure that rural development,
improvements to agricultural management and climate change mitigation can be
realised, though their effectiveness in this regard has not been evaluated.

7 Co-Benefits, Barriers and Policies

In addition to climate change mitigation, RE technologies can provide other benefits.
Maximising these benefits depends on the specific technology and site characteristics
for each specific RE project. RE systems, in both OECD and non-OECD countries,
can contribute to social and economic development, energy access, energy security
and a reduction of negative impacts on health and the natural environment, so long as

Fig. 9 Energy crops, if grown sustainably and replanted after every harvest, can continually
absorb CO2 from the atmosphere which can then be sequestered after conversion of the biomass to
useful bioenergy carriers, thereby, over time, lowering the atmospheric CO2 concentration level
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their deployment is carefully implemented. For most countries, increasing the
present share of RE in the total energy mix will require policies to stimulate changes
in the conventional energy system and also to attract the necessary increases in
investment for both technologies and the related infrastructure.

Other than higher costs, a variety of technology-specific challenges are barriers
to the significant up-scaling of RE, thereby constraining its potential contribution
to climate change mitigation. Some examples are given below.

• Sustainable production and use of biomass requires the proper design, imple-
mentation and monitoring of frameworks to minimise the negative impacts. This
can also help to maximise the benefits relating to social, economic and envi-
ronmental issues.

• Regulatory and institutional barriers can impede the deployment of solar PV
systems as can power supply system integration and electricity transmission and
distribution issues.

• Solar thermal systems for heating water can also be constrained by local
planning regulations governing building consents needed for any renovations.

• Geothermal systems, including enhanced systems, need careful design in some
locations to avoid land subsidence or even small earthquakes.

• Newly proposed large hydropower projects have been widely constrained in
recent years due to ecological and social impacts, cross boundary water supply
restrictions as well as remoteness from load requiring costly transmission lines
to be constructed. Power lines in themselves usually require planning consents
to be approved. These barriers tend to be site specific. They could possibly be
overcome by sustainability assessment tools and by early collaboration between
multiple parties, such as all water-users along a waterway. Local developments
of small, mini- and micro-projects may circumvent some of these barriers.

• Emerging ocean energy technologies require higher investments in R&D as well
as demonstrations than is presently the case, with dedicated policies and regu-
lations needed to encourage early developments of these immature technologies.

• Wind energy projects often need to overcome technical and institutional solu-
tions to transmission constraints and allay concerns about integration into
electricity systems when high shares (around 10–20 % of total system genera-
tion or above) are reached. Public acceptance has also proved to be an issue,
especially as installed capacities increase in a locality.

8 Conclusions

There is strong agreement and much evidence that RE systems will have a greater
role to play in meeting the ever-growing demands for energy services in the future.
This will be in association with energy efficiency measures, as well as in parallel
with other low-carbon technology options such as nuclear power and fossil fuels
linked with CCS.
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The more recent Global Energy Assessment (Johansson et al. 2012) confirmed
the findings of the SRREN by stating that ‘renewable energies are abundant,
widely available, and increasingly cost effective’. This report also concluded that
most RE technologies are already commercially available and will be necessary in
order to meet a range of pathway objectives that aim to give the desired energy
transition to support a sustainable future.

The many proven co-benefits of RE deployment will help to encourage a faster
deployment than has been the case to date, even though growth of some tech-
nologies has been high. This will be aided by on-going cost reductions for RE
technologies that are now more competitive with conventional energy systems
than a decade ago. Both centralised scales of large electricity and heat generation
plants and decentralised community and domestic scales with numerous small
generating plants, can be economically viable in locations where RE resources are
good.

The risk of the present RE resource availability declining in the future as a
result of climate change is worth considering when developing a specific project in
a given location. However, based on the present knowledge of possible regional
climate change impacts, overall global RE resources will be affected to a minimal
degree, if at all.
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Part II
How is the Energy Industry

Meteorology-Proofing Itself?



Improving Resilience Challenges
and Linkages of the Energy Industry
in Changing Climate

Shanti Majithia

Abstract Over the next 50 years changes to temperatures, rainfall patterns, sea
levels and more extreme weather are expected globally. The UK energy industry
must prepare its infrastructure for the challenges ahead. The Government is
investing GBP 200 billion over the next 5–10 years to build a low carbon society.
The challenge lies in using this funding to build a climate resilient infrastructure
through national strategic planning. This will ensure best value for adaptation and
long-term sustainability that supports the transition. The UK Energy companies
have taken a sector lead, combining existing and new infrastructure assets with
long operational lifetimes to increase the sector’s resilience to climate change.

1 Introduction

The UK Government’s vision is to implement: (HM Government 2012) An
infrastructure network that is resilient to today’s natural hazards and prepare for
the future changing climate.

Evidence that the Earth’s climate is warming is unequivocal and some of these
recent changes have been attributed to the influences of man-made greenhouse
gases. Even if all man-made emissions ceased immediately, the influence of gases
already in the atmosphere is likely to result in increasing temperatures, changing
rainfall patterns, rising sea levels and more extreme weather throughout the world
over the next 50 years. The UK energy industry needs to ensure that its infra-
structure can meet the challenges ahead.

A large part of the energy industry infrastructure is highly interconnected with
transport, water and information and communication technologies (ICT). These
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interdependencies could lead to much greater impacts due to a potential cascade of
failures. There is, therefore, an urgent need to ensure that the interdependencies are
fully understood and considered as part of a business risk process, and that
planning strategy is at the top of the companies’ risk register. The UK energy
sector is already at an advanced stage in dealing with some of the issues by
working in partnership with UK climate scientists.

Any future resilience planning must be considered in tandem with UK Gov-
ernment policy addressing both mitigation and adaptation to climate change.
Government policies relating to the energy sector are summarised below.

• The Stern Review on the economics of climate change (HM Treasury Cabinet
Office 2006) presents an authoritative report on the economic consequences
of climate change and the need for adaptation.

• The Climate Change Act 2008 (Committee on Climate Change 2012)—The
UK is unique in being the only country in the world that has introduced a
long-term, legally binding framework to tackle the dangers of climate
change. This Act provides a legal framework for ensuring that the Govern-
ment both mitigates and adapts to climate change. The Act requires that
emissions are reduced by at least 80 % by 2050, compared to 1990 levels and
by at least 34 % by 2020. The Act also introduces legally binding carbon
budgets, which sets a ceiling on the levels of greenhouse gases that can be
emitted into the atmosphere to deliver the emissions reductions required to
achieve the 2020 and 2050 targets.

• In addition, the Climate Change Act 2008 sets the legal framework for
building the UK’s ability to adapt to climate change by carrying out a UK-
wide Climate Change Risk Assessment (CCRA) (Department for Environ-
ment Food and Rural Health 2012a) every 5 years and requiring statutory
undertakers such as utility companies to report on how they have assessed the
risks of climate change to their work, and what they are doing to address
these risks under the Adaptation Reporting Power (Department for Envi-
ronment Food and Rural Health 2012b).

• A national strategy to deliver emissions cuts was delivered in the UK Carbon
Plan 2011, which sets out the transition of the UK to a low carbon economy.
Key targets that impact the energy sector include a 15 % target for renewable
energy contribution towards total energy demand for 2020, a move to zero-
carbon new homes by 2016 and transforming transport by sourcing 10 % of
UK transport energy from sustainable renewable sources by 2020. The policy
framework for transforming the energy sector to meet these targets is set out
in the Energy Act 2008, 2010 and 2011 (Department of Energy and Climate
Change 2008), the Planning Act 2008 and Climate Change Act 2008
ensuring that the legislation underpins a long-term energy and climate
change strategy of sustainability, affordability and security of supply to meet
the low carbon economy.
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Preparedness is the key to ensuring that energy infrastructure can meet the
challenges that lie ahead. Energy infrastructure assets have long operational lifetimes
(up to 60–80 years). The impact of climate change presents a long-term problem and
both existing and new infrastructure will need to adapt to ensure the industry is
prepared for this challenge. Assets are sensitive not only to the existing climate at the
time of their construction, but also to climate variations over the decades. For
example, a substantial proportion of infrastructure built in the next 10–20 years will
still be in use long after 2050/2080. The energy companies in collaboration with the
UK climate scientists have started an evolutionary knowledge-sharing journey to
increase the resilience of both new and existing infrastructure.

This chapter describes some significant steps that have been taken to date to
achieve a more climate resilient infrastructure. This chapter will also cover the
initiatives that the energy sector has made in this climate change journey to
address some of the key resilience issues for infrastructure in the coming years. A
summary is also provided of the current results from ground-breaking work with
UK scientists and the challenges that the energy industry faces to decarbonise.

2 Energy

The energy sector in the UK comprises a number of infrastructure components
divided into electricity, gas, oil, renewable and nuclear. The National Infrastruc-
ture Plan (NIP) (HM Treasury and Infrastructure UK National Infrastructure Plan
2011) 2011 sets out the investment and strategy needed to fund and replace current
ageing infrastructure and states the reasons why resilient infrastructure is imper-
ative for the UK economy:

The standard and resilience of infrastructure in the UK has a direct relationship to the
growth and competitiveness of UK economy, our quality of life and our ability to meet the
climate change objectives and commitments.

The current reliability of the energy sector is high and major investments are
anticipated in generation, transmission and distribution equipment in order to meet
UK greenhouse gas (GHG) and energy reduction targets while maintaining
reliability.

The energy industry in the UK has pooled resources to assess the risk of climate
change to its sector and incorporate this information into adaptation plans. The risk
assessment has been undertaken using UKCP09 (Met Office UK 2012) (the most
up-to-date set of climate projections for the UK) and also from tailored collabo-
rative research carried out with UK climate scientists.

This risk assessment has indicated that overall energy industry assets and
processes are resilient to the climate change that is projected to occur. Within this
assessment there are some assets which require further analysis using more refined
data. This is an ongoing process which is incorporated in industry risk manage-
ment assessments.
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It is important to note that even where an asset is at a potential risk in this
worst-case scenario model, the risk is localised to the asset and the process it
supports.

Future investment to upgrade the energy systems is driven by predicted growth
in demand and the development of so-called ’smart’’ networks.

‘‘Smart’’ networks present a parallel challenge for electricity network compa-
nies over the coming decades. These initiatives are planned to support the
requirement that renewable distributed generation and low carbon (high efficiency)
loads can be connected to networks in large numbers, as part of the programme to
meet the 2020/2050 carbon reduction targets (National Grid 2011) whilst still
maintaining supplies to customers in a cost-effective and reliable manner (more
details in Sect. 7).

Overall, this transformation of the network will provide an opportunity to
accommodate adaptation to climate change as well.

The energy industry acknowledges that climate adaptation is an evolving sci-
ence and it is envisaged that the flexible approach that has been adopted will allow
for risks to be reassessed as further information becomes available. Gaps in cli-
mate science have been identified as part of this study and are described in Sect. 6.

Energy infrastructure (National Grid, Climate Change Adaptation Report 2010)
is designed to international standards and the same standards allow infrastructure
to operate around the world in varying climatic conditions, including the projected
climate conditions for the UK. Climate adaptation reports such as EP1 (Energy
Phase 1), EP2 (Energy Phase 2) and ETR 138 (Department for Environment Food
and Rural Health 2011) found that there is currently no justification to support
adjusting network or asset design standards and except for potential consideration
of thermal ratings of equipment and apparatus. The risks posed by fluvial (river)
and tidal flooding are well understood and managed on an ongoing basis. The issue
of thermal de-rating with increasing temperature needs further investigation.
However, it is important to view any potential de-ratings against the response to
growth of electricity demand on the transmission network, anticipated to be 0.2 %
p.a. (1.4 % p.a. High Growth Scenario) until 2016/2017 (National Grid 7-year
statement 2010).

2.1 Energy Delivery in the UK

In general in the UK, energy is transported from the generator or gas import
terminal through electricity or gas transmission networks to regional electricity or
gas distribution networks that then delivered to energy consumers on behalf of
suppliers. This is shown in Fig. 1. Certain end users, primarily large industrial
consumers, receive electricity or gas directly from the relevant transmission net-
work, rather than through a distribution network (not shown in diagram).

National Grid Electricity Transmission plc is the owner and operator of the high
voltage electricity transmission network in England and Wales; operator, but not

116 S. Majithia



owner, of the two electricity transmission networks in Scotland; and owner and
operator of the national gas transmission system and of four of the eight regional
gas distribution networks in Great Britain. National Grid charges electricity and
gas suppliers, electricity generators and gas shippers for its services. There are 14
electricity distribution networks in the UK, owned by seven different companies.

2.2 Details of the Electricity Network

The electricity network comprises a mixture of overhead lines and underground
cables. In addition there are points on the system, called substations, where voltage
transformation takes place and switching and control equipment are located. The
interface between the electricity transmission network and the Distribution Net-
work Operators (DNOs) takes place within these grid substations normally at
132 kV as shown in Fig. 2.

These networks are designed to achieve the right balance between cost and
reliability. Network planning and design also takes account of normal load growth
which has historically been around 1.5–2 % per annum.

3 Infrastructure Components

The individual infrastructure components and their connectivity to the Grid system
are described below.

High voltage power lines 
and high pressure gas pipes 
for bulk long distance 
transport

Electricity is generated and 
gas is brought onshore

Lower voltage wires and 
lower pressure gas pipes for 
local distribution to end 
users

Electricity Generation
Electricity 

Transmission
Electricity 

Distribution
Electricity Supply

Gas Importation Terminal Gas Transmission Gas Distribution Gas Supply

Fig. 1 How the energy industry operates
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3.1 Overhead Lines

(OHL) in the UK transmission networks are constructed using steel towers to
support the conductors; these are often referred to as (‘‘pylons’’)—see Fig. 3.
Conductors are suspended from transmission towers using insulators. The con-
ductors are usually aluminium with steel cores and sometimes copper. Different
conductor sizes provide different current carrying capabilities. These OHLs nor-
mally connect one large substation to another, with no intermediate connections,
and are referred to as ‘routes’. These routes connect the network together from
generators at grid supply points to the grid supply substations, then to the elec-
tricity distribution networks which in turn, at lower voltage, radiate out feeding
individual customers or small communities/businesses along the route.

3.2 Cables

In the UK, electricity cables are installed and operated at all the common voltages
used on the electricity network from low voltage (400/230 v) to high voltage
(400 kV).

Fig. 2 Electricity transportation process and voltage transformation
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3.3 Substations

A transmission substation connects two or more transmission lines. The simplest
case is where all transmission lines have the same voltage. In such cases, the
substation contains high-voltage switches that allow lines to be connected or
isolated for fault clearance or maintenance.

3.4 Transformers

Transformers are used to transform voltage from one level to another. Within the
transmission systems the most common transformation steps are 400–275 kV and
275–132 kV, which then supplies the distribution networks for further voltage
reduction for customer usage.

A large part of the electricity infrastructure is exposed to weather conditions as
shown in Fig. 3.

4 Potential Risk to the Infrastructure

There are some significant long-term risks for infrastructure vulnerability (URS
2010) both from extreme weather and gradual climate change in the UK and
worldwide. We have already seen major disruption to infrastructure associated

Fig. 3 Overhead line
transmission tower
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with climate events from extreme weather with significant economic consequences
[see flooding example Fig. 8]. Some of the key weather and climate sensitivities
for the energy industry and their potential impacts are described below. The energy
industry experiences a more significant impact from the combination of different
weather parameters:

Temperature/heat waves—impact on equipment ratings (e.g. switchgear and
transformers) at substations, tunnels, underground cable routes, cable bridges,
overhead power lines and towers; overhead lines affected by reduced ground
clearance; underground cables affected by increased ground temperatures; heat
effects on transformers exacerbated by the urban heat island effect, potential
impact on the equipment ratings of control centre systems; increased summer loads
reducing the opportunity for planned outages and network reinforcement to enable
maintenance—all potentially leading to a possible reduction in the flexibility and
capacity of the network; increased air conditioning demand. The load carrying
capability of the transformer is primarily dictated by the maximum temperature at
which the windings and insulation can be operated without causing damage or
faults. The greater the external ambient temperature, the less heating can be
permitted from the windings, and consequently the lower the rating. The pattern of
demand loading during the day also has an impact because of heat storage, referred
to as thermal inertia.

• Summer drought—overhead line structures and underground cable systems
affected by summer drought and consequent ground movement; reduction in
the maximum current rating of cables as thermal conductivity of the ground
is reduced.

• Flooding and heavy rainfall/extreme events—pluvial and fluvial flooding
running the risk that due to extreme flooding a site may be lost or unable to
function leading to reduced system security of supply and resilience; flooding
of cable bridges; inundation or washaway of overhead towers or routes; risk
to substations from flash flooding due to severe rainfall; risk to substations
from dam bursts.

• Sea level rise/tidal surges—Combined with higher wind speeds, more
coastal assets will be exposed to saltwater spray, which due to corrosion will
lower asset lifetime. Flooding and inundation leading to the risk of sites
being unable to function or lost as a result of extreme flooding; potentially
leading to a loss of system resilience or a loss of supply; risk to communi-
cations and control infrastructure.

• Coastal erosion—risk to infrastructure, including substations, overhead lines
and towers, cable bridges, tunnels and underground cable routes.

• River erosion—towers, cable bridges and cable routes are at risk of failure if
foundations are exposed or weakened, or soil stability is reduced, with routes
potentially becoming nonoperational, leading to a loss of system resilience or
supply.

• Vegetation changes—overhead lines are affected by interference from
vegetation, with the risk potentially increasing if growing seasons increase in
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the future and there are changes in the growth of vegetation species that are
sensitive to climate change.

• Lightning—overhead lines and transformers are affected by lightning
activity (causing power outages).

• Atmospheric moisture—there is the potential for increased rime-icing
events if atmospheric moisture increases.

• Wind storms—can result in widespread damage caused by trees and wind-
blown debris or the exceedance of mechanical load capacity causing tower
failures and disruption.

• Ice storms—ice accretion potentially causing sag/damage to overhead lines
and can cause longer disruption than wind storms.

• Combined events—transformers affected by the urban heat island effect
coinciding with an increase in air conditioning demand could lead to over-
loading in summer months; combinations of adverse weather, such as severe
wind and lightning events; conditions suitable for ice loading on lines
coinciding with higher wind speeds.

5 Business Preparedness: Infrastructure and Corporate
Resilience

The Pitt Review (UK Environment Agency 2009) following the flooding in 2007
stated that

the driver for business continuity and wider organisational resilience should be in the long-
term interests of stakeholders and all those who depend on the organisation in some way.

This has progressed to the Infrastructure and Corporate Resilience Programme
(Cabinet Office Infrastructure and Corporate Resilience 2012), led by the Civil
Contingencies Secretariat, established in March 2011 to enable public and private
sector organisations, of all sizes, to build the resilience of their infrastructure,
supply and distribution systems to disruption from all risks (hazards and threats).

The resulting guide has been drawn up in consultation with government
departments, agencies, infrastructure owners and operators, trade and professional
associations and regulators. It provides a model of resilience that does not depend
on additional regulation or standard-setting, but shares best practice and advice to
enable owners and operators of the UK’s infrastructure to improve the security and
resilience of their assets, with support from the regulators where relevant.

5.1 UK Energy Partnership

Energy companies in the UK have worked alongside climate scientists at the Met
Office Hadley Centre over the past 5 years on research to better understand and
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prepare for the wider impacts of climate change on UK electricity and gas assets
and business operations. This engagement and a number of initiatives related to
climate change impacts and the journey taken so far have been summarised in
Fig. 4.

5.2 Energy Phases 1 and 2

The project was split into Energy Phase 1 (EP1)—customer requirements and
scoping, which facilitated Energy Phase 2 (EP2)—assessing the risk of climate
change on the UK’s energy industry’s infrastructure and business. EP2 was carried
out with industry experts working in partnership (see Fig. 5 below) with a view to
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bring the science closer to practical business application for planning and
investment purposes.

EP2 was vital for the industry because of the need to be able to plan
15–40 years ahead for any current and future asset investment. The EP2 project
has given the energy industry some of the tools needed for future planning. Energy
infrastructure is costly and can have a lifespan of 60–80 years, therefore, the
energy industry took the expert advice of the Met Office on climate change. This
has helped anticipate the potential impacts of climate change and allowed the
industry to future climate proof what it builds in the coming years.

EP2 investigated a number of issues including soil conditions and their impact
on cables; how the urban heat island effect might change so the distribution
industry can plan city infrastructure; relationship between electricity network
resilience and weather; creating a tool to predict sea surges at sites of interest and
wind projections.

Potential changes in demand are another key factor as higher temperatures
could increase electricity requirements during the summer, as air-conditioning
units become more widely used. However, this is balanced by expected lower
demand in the winter.

The project covered the following areas:

• Developed innovative new techniques that apply climate models to energy
systems applications so that the industry is better placed to adapt to climate
change;

• Investigated future wind resources, enabling the industry to understand the
continued uncertainty of future wind power. This will assist risk management
and investment decisions;

• Modelled future soil conditions and their impact on cables so that companies
can understand the cost and benefits of installing cables for a more resilient
future network;

• Deliver a tool to enable the energy industry to assess if rising sea levels
should be considered in more detail;

• Investigated how the urban heat island effect may change in the future so that
networks can develop plans for their infrastructure in cities;

• Produced guidance to help make best use of public domain information on
climate change such as the United Kingdom Climate Impacts Programme
new scenarios of climate change (UKCP09);

• Delivered new site-specific climatologies of temperature, wind speed and
solar radiation that account for climate change so that decisions can be based
on realistic climate expectations;

• Examined the relationship between historic weather patterns and network
fault performance with a view to developing a tool to predict future network
resilience.
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The EP2 project found that because of climate change:

• With a few exceptions, such as the thermal ratings of equipment and appa-
ratus, there is currently no evidence to support adjusting network design
standards. For example, existing design standards for overhead line con-
ductors do not require change;

• The risk profile for distribution transformers will be affected. Design
thresholds of temperature will be exceeded more often and there will be more
hot nights in the cities;

• Soil conditions will change; higher temperatures and seasonal differences in
soil moisture are expected. Future conditions could be included in cable
rating studies by increasing average summer soil temperatures in the models
by approximately 0.5 �C per decade;

• Wind resource is uncertain and understanding future resource represents a
significant challenge for both investors in wind generation to understand how
Climate Change affect their investments (20-year asset should not be affected
much) and more extreme wind events impact on electricity network assets
which have a much longer time horizon.

5.3 Climate Risk Assessment on Future Network Resilience

Following on from EP2, further work was carried out to carry out a climate risk
assessment of the UK electricity networks (McColl et al. 2012). Transmission and
distribution networks are susceptible to localised faults caused by weather such as
lightning, snow and high winds. The objective of this project was to investigate
whether the networks’ risk to weather-related faults may change in the future as a
result of climate change. Present-day resilience of the networks to weather was
assessed by examining past data for weather-related faults. These assessments
were then used in conjunction with the Met Office’s regional climate model to
assess the potential hazard to the network from weather-related faults in the future.
The vulnerability of the network to these types of faults is likely to be affected by a
number of factors: the age of equipment, the demand on the system and the timing
of maintenance schedules. Regional differences in vulnerability are also apparent
and can be attributed to many factors; for example, the length of the network in a
licence area, the number of customers and the ratio of underground to overground
equipment are all likely to contribute to these differences, the age of equipment,
timing of maintenance schedules and demand on the network. Detailed informa-
tion to analyse these differences was not available, but alternatively the average
number of customer interruptions caused by a type of weather-related fault is
known. This metric is used as an indicator of vulnerability as it summarised the
impact of a fault and is likely to be influenced by the factors described above. The
headline results were:
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• In the majority of areas the network is currently at greatest risk from light-
ning, wind and gale followed by snow. This is because although wind and
gale faults occur more frequently, the network is more vulnerable to light-
ning faults.

• The risk of wind and gale may remain the same, or increase/decrease by a
small amount.

Combining projections of future faults with the vulnerability metric, it was
found that:

• Wind and gale faults occur frequently; due to the uncertainty associated with
future climate projections of wind, we cannot quantify how this risk may change
in the future. This is shown for distribution and transmission in the four charts of
Fig. 6.

• The risk of lightning faults to the network is projected to increase in the
future by up to 40 % as a consequence of more days of higher convection.
This percentage changes in the lightning faults relative to the baseline
(1990–2009) for each 10-year period up to 2080 in one licence area is shown
in Fig. 7 below.

• Snow faults may decrease in the future due to fewer days of snow, but when
it does snow the intensity of the event may be the same or may increase.

Fig. 6 Annual totals of weather-related fault types on both the distribution (top) and
transmission (middle) networks. The bottom plots are of the average number of weather-related
faults to occur each season for the distribution (left) and transmission (right) networks

Improving Resilience Challenges and Linkages of the Energy Industry 125



5.4 Resilience of Flooding of Grid and Primary Substations

The serious incidents of flooding in UK (in the Carlisle, South Midlands and South
Yorkshire, Gloucestershire areas) during the summer of 2005, 2007 and 2008

Fig. 7 The percentage changes in future to 2080 in the lightning faults. The black crosses
represent each of the 11 model variants and the diamond the mean

Fig. 8 Example of flooding in Gloucestershire, UK 400 kV substation
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highlighted the potential vulnerability of electricity substations to major flood
incidents from current levels of flooding, see Fig. 8 of a substation being flooded.

In the absence of any specific guidance on the level of acceptable flood risk or
regulatory impact assessment, it was recognised that the extent of the responsi-
bility has been unclear. This facilitated the development of an industry Engi-
neering Technical Report, ETR 138, setting out a common approach to the
assessment of flood risk (inclusive of allowances for climate change and sea level
rise) and the development of target mitigation levels that are subject to cost benefit
assessment. Some parts of the energy industry are preparing:

• a scheme to undertake flood mitigation work at all sites at risk of a 1:100 year
fluvial and tidal flood event

• undertake the next phase of detailed site surveys for sites indicated at risk
from a 1:200 year flood event inclusive of climate change

• undertake assessments to understand the risks posed to substations from other
sources of flooding, e.g. pluvial (extreme rainfall), and erosion risks.

As a consequence of large flooding events, the electricity transmission and
distribution industry has set out target levels (standards) of resilience for different
assets within their sector, which includes a risk-based target of the 1 in 1,000
(0.1 %) annual probability flood for the highest priority assets defined as ‘‘Critical
National Infrastructure’’. Other measures to improve resilience include the
capacity to reconnect or provide an alternative energy supply to consumers. This
model of co-operation in the development of standards is being rolled out further
to evaluate other hazards in the energy sector.

6 Information Gap Analysis in Climate Science

The energy industry has identified gaps in the climate science knowledge to enable
better assessments of the risks going forward. Specifically, the following limita-
tions have been identified which the climate community will need to address in the
near future:

• There is no information on future changes in frequency and intensity of wind
and gales, including the combined probability of low wind speed (dead calm)
events with high ambient temperatures. There are probabilistic projections of
wind speed, but they are associated with large uncertainty.

• There is no information on future changes in the frequency and intensity of
lightning;

• There is no information on future changes in frequency and intensity of
snow, sleet, blizzard, ice and freezing fog.

For the energy industry to better manage its business risks, the scientific
community will need to fill the knowledge gaps noted above.
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7 Market Mitigation 2020/2050

There is a parallel challenge for electricity network companies, over the coming
decades, in the ‘‘Smart’’ networks in addition to climate change. This initiative is
planned to support the requirement that renewable distributed generation and low
carbon loads can be connected to networks in large numbers, as part of the pro-
gramme to meet the 2020/2050 Carbon Reduction targets mentioned at the
beginning of this chapter, whilst still maintaining supplies to customers in a cost-
effective and reliable manner. This will mean that networks are likely to undergo
considerable change at the same time that work may need to be carried out to
improve resilience to climate change impacts.

The scale of the change to ‘‘smart’’ networks is likely to be very large—the
resultant upgrade may be far larger than required to accommodate potential
adaptation requirements. Therefore, although it is essential to research fully the
potential effects of climate change in order to understand the potential impacts and
mitigations, it is probable that the scale of any network upgrades will be dictated
by the drive to low carbon networks.

The energy industry, as part of Electricity Network Strategy Report (ENSG)
(Energy and Utilities 2012), has developed pathways for electricity generation and
demand scenarios consistent with the EU targets for 15 % of UK energy to be
produced from renewable sources by 2020 and greenhouse emissions targets for
2020 and beyond. The challenge is to meet targets and energy objectives in a
timely manner as set out in Fig. 9. This figure illustrates the importance of syn-
chronising government targets and energy policy objectives, in a timely manner,
whilst making best use of up-to-date skills in climate science.

Targets Energy policy objectives

15% of all energy to come 
from renewable sources by 

2020

80% reduction in CO2
emissions by 2050

Sustainability

Secure energy supplies

Affordability

The challenge is to meet all the targets and the policy objectives
simultaneously, in a timely way

Fig. 9 Targets and energy policy objectives
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8 Linking Meteorology, Climate and Energy

As has been seen throughout this chapter, there is a strong link between meteo-
rology, climate and energy which is demonstrated in the diagram in Fig. 10. It
shows how temperature, rainfall and extreme events could impact energy usage,
infrastructure and transmission, and how these are linked. This linkage is vital for
both the scientific and engineering community to understand and work together in
the future to produce practical solutions to cope with the challenges of a changing
future climate.

9 Conclusion

This chapter has given a high-level view of how the UK is keeping the climate
change challenge agenda in the forefront for the energy sector by embedding the
regulatory requirements in its national legislative framework.

The progress so far has been demonstrated by working in partnership with UK
climate scientists. Through this work and other related case studies the energy

Fig. 10 Meteorology, climate and energy linkages
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industry has been able to assess the challenges posed by climate change and
identify how best to climate proof and develop resilient infrastructure to meet
those as well as related technology changes. The importance of filling the gaps in
climate science knowledge to meet energy industry requirements is key to pro-
gress. Some practical examples have shared the potential of future work to aid this
progress as well as providing tools and processes for other sectors that may not yet
have embarked upon their climate resilient process.
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Combining Meteorological and Electrical
Engineering Expertise to Solve Energy
Management Problems

Giovanni Pirovano, Paola Faggian, Paolo Bonelli, Matteo Lacavalla,
Pietro Marcacci and Dario Ronzio

Abstract This chapter describes some activities carried out in Italy dealing with
the impact of climatic and meteorological variability on the Italian Electric Sys-
tem. Every item presented attends to a real problem coming from the interaction
between atmosphere and energy system. In particular the activities described are
relevant to the evaluation of climate change impact on the energy system, the
prediction of solar and wind energy production, the monitoring and forecasting of
risks for the power system coming from the weather due to insulators surface
pollution, ice and snow loads on overhead lines, storms and lightning phenomena.

1 Introduction

Meteorological events and climate changes can have serious impacts over energy
sources. Hydropower generation, for example, is the energy source that is likely to
be most directly affected by meteorological events in a wide range of time and
space scales. Moreover, drought periods may have serious impacts even on ther-
mal power plants operations where water is normally used as coolant fluid.

A different problem comes from the variability over short time periods (hourly
and sub-hourly) of solar and wind energy sources that affects the grid management
and the energy market, when the percentage of these renewable resources is sig-
nificant. On the other hand, the knowledge of variability over longer time horizons
(inter- and intra-annual variability) of the same sources is used for planning energy
investments. For these reasons, in many countries, electrical utilities involved in
power production and grid management ask for meteorological products to their
local National Meteorological Services or private weather companies.
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This chapter describes some cross-disciplinary activities carried out in RSE1

dealing with the impacts of climatic and meteorological variability on the Italian
Electric System. Every item presented in this paper is linked to a real problem
coming from the interaction between atmospheric events and the power system.
The proposed solutions originate from the dialogue and cooperation between
different expertises working in the same company.

2 The Meteorological Demand from Energy Community

An important issue, influencing data and expertise sharing between Meteorological
and Energy community, is the kind of relationship that can arise among different
enterprises operating in these fields. This issue was one of the main arguments
discussed in the ICEM 2011 (Troccoli et al. 2012).

Public and private meteorological services strive to develop new products
addressed to the energy companies, but the dialogue among them is not always
easy and synergetic. As an example, the energy data availability for meteorologists
sometimes is a crucial problem: i.e., energy companies are often stingy in pro-
viding their data and weather forecast services are restricted in customizing
applications.

Furthermore, only major meteorological institutions (National Weather Ser-
vices and Universities) can have sufficient public funds for the research activity
directed to new weather tools and application procedures. In European Union,
public funds are allocated for Energy-Meteorology research, treated by con-
sortiums of universities and private companies. In this frame, some important
projects have been carried out for the short-term wind power forecast, as ANE-
MOS,2 or for the solar radiance retrieval from satellite, as HELIOSAT.3

In the context of renewable energy production, the need for short range weather
forecast at local scale represents a new challenge for scientific institutes and
meteorological services.

At RSE, a public research company funded by the Government, different ex-
pertises are engaged for dealing with interdisciplinary projects like those of
energy-meteorology. In this company, atmospheric scientists work together with
electrical engineers in order to study the interactions of weather with the energy
sector and develop tools for an optimized management of the electrical system. In

1 RSE Spa—Ricerca sul Sistema Energetico—is a joint stock company, whose unique
shareholder is GSE SpA, which develops research in electro-energy, with particular focus to
the strategic national projects of general public interest, financed by the Research Fund for the
Italian Electrical System under the Contract Agreement between RSE and the Ministry of
Economic Development.
2 ANEMOS-PLUS Project, (http://www.anemos-plus.eu/).
3 Heliosat—3 Project, (http://cordis.europa.eu/search/index.cfm?fuseaction=proj.printdocument
&PJ_RCN=4938509).
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such a way, some problems, dealing with data availability or electric technical
aspects, can be overcome. Some items, carried out at RSE, are described in the
following.

3 Climate Change Impact on the Electric System

The Italian energy system is strongly linked to local climatic conditions. Tem-
perature and precipitation changes are likely to affect both energy use and energy
production. Some of their possible impacts are rather obvious: in warming con-
ditions less heating will be needed for industrial, commercial, and residential
buildings, while cooling demand will increase, with changes varying by region and
by season. Climate change could affect the energy sector in regions depending on
water supplies for hydropower and/or thermal power plant if the availability of
cooling water was to be reduced at some locations because of climate-related
decrease or seasonal shifts in river runoff. Moreover higher maximum temperature
may have negative effects on electric line efficiency.

The climate system is global and it is characterized by a broad range of spatial
and time scales. Global climate models (GCMs) are fundamental research tools for
the understanding of climate. GCMs can effectively address large-scale climate
features such as general circulation of the atmosphere and ocean and large-scale
patterns of temperature and precipitation but they cannot capture regional and
local climate aspects, because of their low resolution (about 100 km for the best),
limited by computational costs.

As energy demand and production require information about climate changes at
regional/local scales, downscaling methods are required to generate information
below the grid scale of GCMs. There are two main approaches, statistical and
dynamical. The first involves finding robust statistical relationships between large-
scale climate variables (typically mean sea level pressure) and local ones (as
temperature and precipitation). The second uses regional circulation models
(RCMs) nested in GCMs: the boundary conditions, coming from a GCM, ‘‘drive’’
the RCM simulation over a limited area that, because of its limited dimension, may
have a high spatial resolution, without overly increasing computational costs. High
resolution improves the representation of landscape feature such as mountains,
valleys, lakes, as well as other surface morphologies. For this reason, it is possible
to describe local and regional circulation and precipitation features as well as
temperature patterns, wind structures, and so on.

Several regional models have been developed in different international research
projects. In particular, in the framework of the European Project ENSEMBLES
(http://www.ensembles-eu.org) an ensemble prediction system for climate change
based on state-of-art, high resolution, global and regional Earth system models has
been developed for Europe and validated against a quality-controlled, high reso-
lution gridded dataset E-OBS (http://eca.knmi.nl). E-OBS is a daily observational
dataset for Europe developed for precipitation, minimum, mean, and maximum
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surface temperature for the period from 1950 and it is updated constantly (Haylock
et al. 2008).

Using observation data from E-OBS together with ten RCMs selected from
ENSEMBLES dataset, a modeling analysis has been done to elaborate climate
change projections in the next few decades over Italy, to support policy makers
dealing with Italian energetic sector.

The models used are listed in Table 1.
The ENSEMBLES simulations from 1961 to 2050 have been analyzed at

horizontal resolution of 25 km, at daily and monthly scale, under the SRES A1B
emission scenario (Nakicenovic et al. 2000) over the area shown in Fig. 1.

Considering as reference the 30 years period 1961–1990, climate projections
have been done for the period 2011–2040.

The performance analysis has been focused on some subareas of the domain,
particularly interesting for energy demand and production in Italy. They are: the
Po Basin, two Alpine Regions, and the Po Valley (Fig. 2).

Climate changes at regional scale are very difficult to predict because of the
great spread among models: Fig. 3 shows RCMs estimates of annual surface air
temperature (tas) in comparison with E-OBS data for the Po Valley.

As the maximum values of energy consumption in the mediterranean region are
related to cold winter conditions (for heating) and hot summer conditions (for
cooling), a preliminary investigation about the performances of the ten RCMs in
describing the present climate has been done at seasonal scale.

The model performances in the period 1961–2010 have been evaluated through
the bias index defined as follows:

BIASRCM ¼ VALRCM � VALEOBS

Table 1 List of RCMs used in this study, ordered according to the Research Institute

Institute Driving GCM RCM Run

CNRMa ARPEGE_RM5.1 Aladin CNRM-RM5.1_ARPEGE (C&A)
DMIb ARPEGE HIRHAM5 DMI-HIRHAM5_ARPEGE (D&A)
DMI BCM HIRHAM5 DMI-HIRHAM5_BCM (D&B)
ETHZc HadCM3Q0 CLM ETHZ-CLM_HadCM3Q0 (E&H)
ICTPd ECHAM5-r3 ICTP-REGCM3 ICTP-REGCM3_ECHAM5 (I&E)
KNMIe ECHAM5-r3 RACMO KNMI-RACMO2_ECHAM5 (K&E)
HCf HadCM3Q0 HadRM3Q0 METO-HC_HadCM3Q0 (M&H)
SMHIg HadCM3Q0 RCA SMHIRCA_HadCM3Q3 (S&H)
SMHI ECHAM5-r3 RCA SMHIRCA_ECHAM5 (S&E)
SMHI BCM RCA SMHIRCA_BCM (S&B)
a Météo-France (CNRM)
b Danish Meteorological Institute (DMI)
c Swiss Institute of Technology (ETHZ)
d The Abdus- Salam International Centre for Theoretical Physics (ICTP)
e The Royal Netherlands Meteorological Institute (KNMI)
f UK Met Office, Hadley Centre for Climate Prediction and Research (HC)
g Swedish Meteorological and Hydrological Institute (SMHI)
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where VALEOBS is the mean seasonal value of the meteorological variable gath-
ered from E-OBS data-set, VALRCM is the seasonal estimate from the RCM.
(Tables 2 and 3) report season bias errors respectively for temperature and pre-
cipitation for each sub-area.

International scientific papers recommend the use of ensemble means to reduce
the uncertainty and to give a variability range in the projections (Christensen et al.
2007; Prein et al. 2011; Kjellström et al. 2011; Faggian and Giorgi 2009). Fol-
lowing this suggestion, future climate scenarios have been elaborated computing
an ensemble mean (ENS), in which only the models with the best performances in
the description of past century climate characteristics over Italian Region have
been used. They are: ICTP-REGCM3_ECHAM5 (I&E), KNMI-RAC-
MO2_ECHAM5 (K&E), CNRM-RM5.1_ARPEGE (C&A); METO-HC_Had-
CM3Q0 (M&H). Though this ensemble mean gives a better description of the
current climate, significant bias still remain if compared with observations.

To reduce errors, bias correction techniques have been implemented, according
to international methodologies used in impact studies (Dosio and Paruolo 2011;
Piani et al. 2010).

Considering the period 1961–1990, the probability distribution function (PDF),
for each grid point, of RCMs daily temperature simulation values has been ana-
lyzed in comparison with the PDF of E-OBS data. Then transfer functions were
derived to fit the PDF model data to the reference PDF.

Averaging the model PDFs, a new temperature distribution (COR PDF) was
obtained and the accordance with the observed data was verified for the 20-year
period 1991–2010 (not shown).

Fig. 1 Analysis Domain and
Orography description
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These methodologies were applied to give some information about future
change in energy demand.The energy demand depends closely on surface tem-
perature variability, with maximum energy requirements correlated to temperature
extreme values. According to Giannakopulus et al. (2009), the temperature
impacts on energy demand have been analyzed using two degree-day indexes, to
characterize the heating (hdd) and cooling (cdd) energy request:

Fig. 2 Sub-regions of particular interest for energetic sector in Italy

Fig. 3 Annual temperature values from 1961 to 2010 gathered from E-OBS data-set (black line)
and RCMs outputs (coloured lines)

Table 2 Tas: seasonal mean E-OBS values and RCM Bias for the period 1961–2010, in green
the smallest errors, in red the worse ones
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heating degree day hdd ¼ maxðT� � Ti;0:Þ
cooling degree days cdd ¼ maxðTi � T��; 0:Þ

where T* = 15 �C, T** = 25 �C are respectively the base temperature4 for hdd
and cdd.

Focusing over cdd patterns in summer season (Fig. 4), a good accordance
between reference values (MOD E-OBS) and computed values (COR PDF) was
obtained in the reference period. The future scenarios are characterized by an
increase of about 1 �C (last diagram of Fig. 4) and by an increasing of 20–25 % of
hot cases (not shown). As a cold bias of about 0.5 �C was found over Po Valley in
the verification period 1991–2000 (not shown), the future projections likely
underestimate the actual increase in peak energy demand for cooling in the next
decades over Italy.

4 Forecasting ‘‘Weather Energy’’

The analysis of climate scenarios for the next decades provides fundamental
information in planning solar and wind farms. Over the short-term, weather
forecasting might help utilities in integrating into the grid the power produced by
the farms. The most popular renewable energies, solar and wind, are fluctuating
energies, in the sense that they are characterized by intermittency due basically to
local weather conditions. The skill to harness these energy sources is a challenging
effort and this can be performed by using empirical models, such as autoregressive,
neural networks, or advanced Numerical Weather Prediction (NWP) models, or a
mix of them. The formers may be used for few hours ahead, because their pre-
dictive capabilities rely on the presence of persistent trends, whilst the latter ones

Table 3 Pr: seasonal mean E-OBS values and RCM Bias (%) for the period 1961–2010, in
green the smallest errors, in red the worse ones

4 The temperature where the consumption is at its minimum
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allow forecasts up to three days ahead. Forecasts have to be tailored for use by
utilities, and more and more accurate predictions are continuously requested (see
also George 2013; Renné 2013; Gryning et al. 2013; Haupt et al. 2013; Katzfey
2013; Dubus 2013; Kay et al. 2013; Lorenz et al. 2013).

Despite of well-known astronomical parameters, solar resource depends on
microphysics and aerosols content in the atmosphere nearby the site of interest.
Performing a good forecast of solar irradiation by means of a NWP implies an
efficient parameterization of all the processes involving clouds both in space and in
time.

Different surface irradiation components, evaluated by means of a NWP model,
are fundamental information required by different typologies of solar power plants.
In particular, photovoltaic plants need global irradiation, while concentrating solar
systems are very sensitive to the Direct Normal Irradiation. In the former situation,
it is possible to extract some energy even in cloudy conditions, because of the
diffuse component scattered by clouds. In the latter a small cloud may reduce
sharply the power production; for this reason reliable higher frequency forecasts
would be desirable.

It is possible either to use directly the NWP radiative outputs or an off-line
Radiative Transfer Model (RTM). The convenience of using an off-line model lies
in the potentiality of managing different radiative schemes or including some site-
depending parameterizations, but usually these models don’t describe micro-
physics processes, rather they depend on a non-complete description of clouds
furnished by the NWP.

Forecasts have to be verified against measurements. In RSE experiments, the
NWP Regional Atmospheric Modeling System (RAMS) (Pielke et al. 1992) is
applied with horizontal resolution of 5 km and its output feeds a RTM that is a
modified version of the Harrington scheme (Gabriel et al. 1997). Measurements
come from three certified solar stations located in Northern, Central, and Southern
Italy. In this manner, it is possible to examine the RTM or NWP behavior in
different climatic conditions. The forecast duration is 3 days ahead and generally
there is a little degradation in the performances with the forecast horizon (about
5 %). In Fig. 5 hourly forecasted and measured global, diffuse and direct normal

Fig. 4 cdd gathered from E-OBS data in reference period (left diagram), cdd estimated from
COR PDF in reference period (central diagram) and cdd projections for the scenario 2011–2040
(right diagram)
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irradiation in Milan are shown for a 4-days period. In clear sky conditions, the
accordance between model evaluations and measurements is very high, especially
for the global irradiation. Regarding the hourly data in Milan for the whole year
2011, the correlation is about 0.82 (Fig. 6).

The wind power forecast system used at RSE is based on the output of RAMS,
but a Model Output Statistic (MOS) correction is applied to reduce systematic
errors caused, for instance, by a wrong model representation of topography or
surface roughness. The MOS technique is based on a Neural Network, and so
measurements for the training are needed. Further research is focused on the
ECMWF Ensemble Prediction System (EPS) in order to predict the accuracy of a
deterministic forecast. Positive results have been obtained in calibrating the
forecasted wind spread with local observations

Fig. 5 Hourly solar global (top), diffuse (middle) and direct normal (bottom) irradiance forecast
during a clear (first day) and cloudy days in Milan (12–16th April 2012); black dots ground
measurements, red lines RAMS since 12–16th April 2011
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5 Weather Risks for the Power System

Some extreme weather events threaten the continuity of power supply. Floods,
hurricanes, thunderstorms, and snowstorm put a strain on power grids at a time
when the energy supply is fundamental to the operation of relief, telecommuni-
cations, hospitals, and there is the need to limit the damage and casualties. The
effects of natural disasters increase their severity in the most densely populated and
urbanized regions of the world, regardless to the development’s level of the
country. In Italy, the electricity distribution and the transmission systems are
vulnerable to natural events such as thunderstorms, salt deposits, and heavy
snowfalls. Appropriate forecasting systems allow optimal dispatching solutions
aimed at containing the effects of such events.

5.1 Pollution Deposit on Insulator

Pollution deposits (marine salt, industrial and agricultural pollutants), in the
presence of elevated humidity levels, greatly increase the surface conductivity of
lines and substations insulators and can lead to surface discharges and electrical
short-circuits. The persistence of these conditions poses a threat to the continuity
of service of the electrical grid and may produce extended blackouts in large areas
of the network (the last blackout phenomena due to pollution interested the whole

Fig. 6 Forecasted versus
measured horizontal global
irradiance in Milan using
only cloudy hourly data for
the whole 2011

142 G. Pirovano et al.



island of Sardinia, and required an extensive washing of the insulators of lines and
substations before restoring the electrical grid into service).

In order to know in advance the possible occurrence of critical contamination
deposits conditions and to properly plan washing operations of the insulators, a
system for monitoring pollution insulator level was planned and realized.

The acronym of the system is AMICO (Artificially Moistened Insulator for
Cleaning Organization) (Rizzi et al. 2007) and it carries out the measurement of
the degree of pollution of insulators by means of a probe insulator placed in the
monitoring zone and subject to the same pollution as the insulators that need to be
monitored (Fig. 7).

The level of contamination is detected by applying a voltage to the insulator
probe and measuring its conductivity. The particularity of the operation is that the
measurement is carried out under controlled humidified surface conditions: the
temperature of the probe is in fact taken below the dew point by a coolant liquid
inside the insulator. In this way, it is possible to monitor the pollution deposits also
during dry periods, in which the ambient humidity is not able to produce any
conductivity of the contamination layer, but in which salt, carried usually by
strong winds coming from the sea, may accumulate at a high rate on the insulators.

Fig. 7 View of the AMICO system and of its insulator probe
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Five AMICO units are installed inside TERNA (the Italian TSO5) substations,
chosen among those subject to higher pollution levels. The places of installations
are indicated in the map (Fig. 8) that reports the insulation pollution severity over
the Italian territory.

Fig. 8 Map of the insulation pollution severity of the Italian territory

5 Transmission System Operator.
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When the measured conductivity values are greater than given threshold values
(Fig. 9) an alert information is sent to the TSO to allow the adoption of adequate
operations.

The AMICO systems are also equipped with a meteorological station for the
acquisition of wind speed and direction, temperature, relative humidity, and
rainfall.

Analyses of meteorological conditions associated with pollution events are
regularly carried out: as above indicated critical conditions often coincide with
long periods with the absence of rain and with strong winds coming from the sea.

Another system for monitoring insulator pollution (always by measuring sur-
face conductivity) is illustrated in Fig. 10 (Pirovano et al. 2011). In this case, the
system is installed directly on High Voltage lines insulators chains.

The system (called ILCMS6) performs measurements of leakage current of
insulator under line voltage and under actual meteorological conditions, so in this
case we measure the current when there actually is humidification and pollution.
The two systems perform complementary measurements.

One AMICO and one ILCMS units are also installed in the experimental station
for natural pollution of insulators of EDF R&D in Martigues (close to Marseille), a
location characterized by exceptional values of pollution levels.

In this station, measurements are carried out on insulators of different types
(glass, silicon, glass covered by silicon) in order to test the material and make
performance comparison and evaluation of expected useful life. The direct com-
parison of different insulator solutions installed in a very severe natural

Fig. 9 Graph with site conductivity measurements

6 Insulator Leakage Current Monitor System.
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environment, is of particular importance for the selection of the insulators to install
on overhead lines and substations.

In addition to insulator conductivity monitoring, the level of pollution of the
environment is also evaluated by the measurement of soluble (mainly marine salt)
and nonsoluble pollutants, contained in samples of deposits removed from dif-
ferent types of insulators, installed on suitable poles placed in the vicinity of the
AMICO systems (Fig. 11).

These measurements, together with other from tests carried out in laboratory,
where insulator pollution can be reproduced (by applying salt fog or by humidi-
fying a layer of salt and kaolin on the insulators), are used for the definition of
threshold values for the different types of insulators of the Italian grid.

In order to verify the possibility to extend the pollution monitoring to other
places than those of AMICO systems, and to experiment the feasibility of fore-
casting the saline contamination, studies were carried out for setting up an
empirical model of contamination levels using meteorological variables.

Taking into account air humidity, wind strength, and direction, precipitation
amount measured on a coastal site, it was possible to set up a threshold model
based on the number of dry days, length of windy periods from the sea and the
final humidity conditions. Preliminary positive verifications of this model have
been carried out with reference to periods characterized by meteorological con-
ditions favorable to salt contamination and to relevant conductivity measurements
(from AMICO systems) for some sites along the Italian shores. Feeding the
empirical model with the above-mentioned variables, produced by a numerical

Fig. 10 System for monitoring pollution on overhead line insulators
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meteorological model, will make it possible to forecast the critical contamination
days and give warnings to grid people.

5.2 Ice and Snow Accretion on Overhead Lines

The overload of snow on OverHead Lines (OHL) leads to a decrease of the quality
of transmission service and, in some cases, it can also cause serious security
problems in the performance of that activity. Where anti-icing and de-icing
technologies cannot be applied, as in Italy, dispatching solution based on particular
weather prediction systems remains the only approach applicable to the entire
High Voltage network. The phenomenon of icing formation on power lines as
shown in Fig. 12, is known internationally as ‘‘Wet-snow accretion on OHL’’
(Sakamoto 2000). The overload of ice on conductors may cause the breakage of
the wire itself or even the fall of the lattice.

The impacts of these phenomena on various human activities have been treated
by the International scientific community through the action COST 727 (Fikke
et al. 2007), funded by the EU, which had the objective to exchange experiences
between experts from various European countries. About the effects of icing on
power lines, there are the recommendations of International Electrotechnical
Commission (IEC 1997) and International Council on Large Electric Systems
(CIGRE 2005) dealing with methods of measurement and modeling the phe-
nomena. The IWAIS (International Workshop on Atmospheric Icing of Structures)
is another important initiative.

An activity research has been undertaken in order to investigate the physics of
‘‘wet snow’’, consisting either in the analysis of historical meteorological series or
in new observational activities. In fact, the lack of experimental data, due to the
difficulties in reproducing wet-snow in the laboratory, and the interest in the

Fig. 11 View of high voltage insulators for salt deposit measurements and for laboratory tests
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weather conditions at the base of these events, justify carrying out experimental
campaigns necessary to collect unconventional weather data and ice accretion
parameters.

5.3 Atmospheric Icing Phenomenon

Investigations on the winter electrical outbreaks in Italy show that they are mainly
caused by the particular characteristics of snowfall. In the international literature
(Admirat and Sakamoto 1988; Farzaneh 2008), this phenomenon is called ‘‘wet-
snow icing’’ and it is different from the other phenomenon ‘‘in-cloud icing’’ more
frequent in Northern Europe and Canada. Wet-snow is a precipitation icing that
occurs when the surface air temperature is close to the freezing point. There is not
an exact temperature range for wet-snow conditions, but the most well-known
interval, supported by many observations in different countries, is within the range
of 0–2 �C. In this atmospheric layer with positive temperature, the snowflakes can
partially melt and increase their liquid water content. Under these conditions, the
snowflakes settle on the conductor and join together, not only by the mechanism of
collision, but also because of the strong coalescence due to the presence of liquid
water promoting the growth of a sleeve around the cable. The typical duration of
wet snow events is 18–24 h, producing snow sleeves till 15 cm in diameter and
causing an extra load on conductors up to 8–10 kg/m. This overload can produce
serious damages to Overhead Lines, exceeding the mechanical resistance of lattice
tower supports. In some cases, the conductor undergoes an extra load due to the
intense wind blowing after the accretion event.

Fig. 12 Wet-snow accretion
on overhead line during a
heavy snowfall in the Alps
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5.4 WOLF (Wet-Snow Overload aLert and Forecasting)

At RSE a forecast and an alert system, named WOLF (Wet snow Overload aLert
and Forecasting), has been developed and tested with the aims to identify every
day the forecasted weather conditions favorable to the overload of snow over the
entire national high voltage network and to provide an estimate of the mass of ice
on conductors. WOLF can automatically send alert messages via SMS to those
responsible for network maintenance who can take appropriate solutions. The
system integrates a wet-snow accretion model (Makkonen 2000; ISO 12494-
2000), an interface for the forecasted data and a GIS-display system. The forecast
weather data, coming from the nonhydrostatic model RAMS,7 are filtered with
appropriate selection criteria for the wet-snow identification. Every day RAMS
provides the principal meteorological variables on a regular grid with a mesh of
about 5 km, with a forecast horizon of 78 h. The outputs of the NWP feed the
‘‘Makkonen model,’’ assuming a conservative growth of the sleeve on a cylindrical
conductor. The grid of the meteorological model has been intersected with the path
of the Italian transmission lines to obtain for each point of the model, the char-
acteristics of power lines.

The WOLF output, presented to the user on a WEB-GIS, allows to display the
alert points on several specific thematic layers (Fig. 13). WOLF provides, for each
grid-point, a chart where the time evolution of the principal weather forecasted
variables (as air temperature, precipitation amount, wind intensity, and direction)
are shown. The ice-sleeve growth on conductors, in terms of ice load and thick-
ness, are depicted too. The WOLF system has been verified considering an archive
of electric interruption messages reported by the Italian Transmission System
Operator, mainly due to the load of ice and snow on the components occurred
between October 2010 and April 2011.

5.5 Storms and Lighting Phenomena

Severe thunderstorms may become a serious risk during warm seasons in Italy. In
particular, the region between the Po Valley and the Alps experiences one of the
highest thunderstorm frequencies in Italy. Most events are caused by high intensity
convective cells that may develop and vanish in a few hours producing their effects
in a small area, less than 10 km wide. The associated deep convection causes
severe weather such as hail, gusty winds, tornadoes, and heavy rain.

Due to the high urbanization of Lombardy (about 450 inhab. per sq. km.), any
severe thunderstorm can damage house roofs, scaffolds, and old trees; road signs
often fly away breaking down electric overhead lines; large hailstones damage cars

7 ‘‘Regional Atmospheric Modelling System’’, developed by Colorado State University,
division: ASTER Research Corporation Mission and ATMET.
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and windows. Furthermore, short but heavy rain causes flooding of underpasses,
flash floods or landslides.

Overhead power lines undergo these severe weather situations without the
possibility to avoid damages and electric outages. In fact, the lines damages are
often caused by objects thrown on them by the strong wind or by lightning falling
close to them. Electric companies may only repair the damage as soon as possible,
in order to re-enable the power supply. In this context, a thunderstorm alert system
based on radar and satellite monitoring can help company rescue teams to work
better and faster.

Since 1993 the Mount Lema radar, managed by MeteoSwiss (Switzerland
Meteorological Service) and located close to the Italian boundary, provides useful
data on the whole Lombardy region.

With the project ST-AR (STorm—ARchive), an archive has been built in which
the ground effects of severe convective storms that happened in the Po Basin have
been assessed: the severity of a thunderstorm has been classified by computing the
index ‘‘Probability of Damage’’ (PD) (Collino et al. 2009), the radar and satellite
data are stored together with damages reports from newspapers.

Fig. 13 WOLF outputs on the active-GIS desktop for the Piedmont wet-snow event
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5.6 STAF (Storm Track Alert and Forecast)

Since 2006, in the frame of the research on the interaction between severe weather
and the electrical grid, RSE is collaborating with Lombardy Region Authority of
Civil Protection Office to develop and test a severe thunderstorms detection and
nowcasting system, called STAF (Bonelli et al. 2011).

STAF is an information system able to locate and track severe storms cells, to
calculate their dangerousness, the vector motion, to forecast their position in half
an hour. The system is able to send alert messages to user’s service by using GSM-
SMS network when heavy thunderstorm comes into a target area. STAF is pro-
vided by a WEB GIS Interface (Fig. 14) that allows to track cells in real time over
different GIS layers, such as overhead power lines map, physical and road maps,
geo-hydrological maps with different boundaries. Through the same interface, it is
possible to reanalyse past events for diagnostic purposes.

Every 5 min, the system acquires and elaborates a volumetric scan of radar
reflectivity and infrared radiances, detected from the geostationary satellite ME-
TEOSAT, in order to obtain the cloud top temperature (Fig. 15). The volumetric
scan of reflectivity is composed by 12 layers, from 1 to 12 km height, and it is used
to reconstruct the thunderstorm area, through the vertical projection of the max-
imum reflectivity over each radar pixel (VMI—Vertical Maximum Intensity). In
this projection, radar information changes from 3D to 2D making easier the tra-
jectory analysis. The thunderstorm intensity is derived from the number of points

Fig. 14 Web GIS interface of STAF with an overhead power lines map
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over the vertical of each pixel having reflectivity greater than 44 dBZ.8 This value
is mentioned in literature as marker of the deep convection and presence of hail
(Hering et al. 2007).

STAF may process lightning strikes too, in order to associate a number of
strikes to every thunderstorm cell, even if it is not verified that they are closely
related to its intensity.

STAF provides information about the storms intensity, motion, and the asso-
ciated damage probability (PD) to the urbanized terrain. The PD index has been
verified during summer 2009, when STAF was applied in a field test, involving a
group of Civil Protection observers and users in order to register independent
observations of damage collected during the test.

6 Conclusion

This chapter describes the activities carried out in Italy within the frame of grid
management and risk reduction associated to climate changes and adverse mete-
orological events.

Renewable energies, especially wind and solar, are strongly dependent on
highly variable weather processes and the increased penetration of these sources
leads to strong fluctuations in power flows on the electrical grid. Accurate power
forecasting, intelligent grid management, and increased flexible storage capacity
are mandatory for the efficient development of the future energy policies in
Europe.

Moreover the setting up of warning systems, based on weather analyses and
forecast, are fundamental for a timely response in case of adverse weather

Fig. 15 Radar volumetric reflectivity and thermal infrared 10.8 l MSG channel

8 Decibel of equivalent reflectivity.
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phenomena such as strong snowfall, thunderstorms and wind gusts, which may
endanger the safety and availability of the electric grid.

In order to increase the resilience of the energy system, it is also necessary to
take into account climate change impacts by the introduction of more adequate
design and construction criteria for new electric infrastructures.

Renewable energy production, reliability of overhead power lines, and defini-
tion of future climate scenarios are some of the items covered by the multiannual
research program currently underway at RSE, where an effective collaboration has
been established in order to guarantee a good match between the meteorological
knowledge and the energy industry needs.
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Weather and Climate Impacts
on Australia’s National Electricity Market
(NEM)

Tim George and Magnus Hindsberger

Abstract This chapter presents information on weather and climate effects in the
Australian National Electricity Market (NEM). The effects are considered in two
classifications: Operational effects and impacts, representing the short- to medium-
term effects and responses and how these are managed by power system operators.
Planning impacts, representing the longer term considerations that must be given
to power system planning and development in order to accommodate increasing
renewable energy generation and climatic changes. The main focus is on wind and
solar power, both of which are already present in the NEM and both of which are
forecast to increase significantly over the coming decade. Solar and wind vari-
ability and diversity are key characteristics for both operational and planning
purposes and existing and proposed approaches are discussed.

1 Introduction

With the recent growth in renewable generation, the Australian energy markets are
becoming increasingly influenced by weather. As a result, forecasting capability,
taking weather into account, is becoming more important for the energy industry
and is an area of increased research.

The Australian Energy Market Operator (AEMO) plays a key role as it is the
operator of the electricity system and market operator for the gas and electricity
markets in the Eastern and Southern states of Australia. AEMO is also the national
transmission planner, a function that requires it to take a long-term view on
developments within the industry.
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This chapter deals with:

• Operational aspects, which tend to be weather driven and
• Planning aspects that are influenced by longer term climate considerations.

In an operational context, the most significant impact of weather has histori-
cally been on electrical and gas demands, because of the dependency on energy-
intensive air conditioning (electricity) and space heating (both gas and electricity).
Operational demand forecasting tools have been developed over time to improve
intra-day and short-term demand forecasting. Over the past decade, however,
development of wind generation has added to the weather impacts on the power
system and led to the development of the Australian Wind Energy Forecasting
System (AWEFS). This national forecasting system plays an important role in
mitigating the effects of intermittency in the NEM. An increase in solar generation
will require a similar focus on forecasting to facilitate operation of the power
system.

In the planning context, the energy markets will need to adapt to a range of
climate-related issues and emerging weather-dependent generation technologies,
among others, in order to deliver a secure and reliable energy supply.

On the technology side, AEMO must:

• Plan for managing the increasing level of wind generation that is expected as a
result of the incentives provided by the Australian Government’s Large-scale
Renewable Energy Target (LRET).

• Monitor and plan for large-scale introduction of solar technologies including
increased uptake of distributed or large-scale photo-voltaic (PV) and solar
thermal generation.

In relation to climate change, AEMO should take into account the potential
impacts on:

• Demand for electricity and gas due to changes in average and peak
temperatures.

• Generation of electricity from wind-, solar- and hydro-based resources.
• Transmission capability due to changes in temperatures (line ratings).
• System risks due to more extreme and widespread events such as bushfires,

floods and storms.

The chapter will discuss the key aspects of power system operation and plan-
ning as affected by weather and climate.

This chapter first considers the drivers affecting the power system that make
considerations of weather and climate more important. This is followed by an
overview of the characteristics of weather-dependent generation technologies.

The next two sections then discuss, respectively, the considerations made by
AEMO in the operational horizon (real-time to 2 years) and planning horizon
(beyond 2 years). Lastly, the key findings will be summarised.
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2 Setting the Scene

Traditionally, the major impact from weather and climate on the energy system has
been on demand. The temperature-sensitive component of the electrical demand is
expected to continue to grow, as reliance on air conditioners increases. There is
also the possibility of fuel switching in the colder states like Victoria and possibly
South Australia as air conditioners may increasingly be used for winter heating in
preference to gas.

But increasingly, weather and climate is affecting power generation. The
drought in the first decade of the millennium both led to reduced hydro generation
levels in the NEM but also reduced output from some large thermal units due to
restricted supply of cooling water. Increasing wind generation, particularly in
South Australia and Tasmania, have changed generation patterns in those states.
Looking into the future, apart from wind power, the impact of solar generation is
expected to be significant.

In its 2010 National Transmission Network Development Plan (NTNDP), the
AEMO identified the need for investment in generation of $40–120 billion over
the next 20 years and a further investment of some $4–9 billion in the transmission
networks (AEMO 2010). The studies considered five market development sce-
narios and, for each scenario, two different carbon price trajectories, giving a total
of 10 cases that were studied. The carbon price trajectories were selected from a
set of four, namely zero, low, medium and high (over $100/t in 2030), with the last
three based broadly on estimates published in 2008 by the Commonwealth of
Australia Treasury (Australian Government 2008).

AEMO’s analysis of the scenarios comprised modelling of market outcomes
and the development of a generation expansion plan. For each of the five scenarios,
and each of the two carbon price outcomes in each scenario, a generation
investment schedule was developed. Based on this schedule, transmission network
requirements were assessed and options developed.

Key outcomes of relevance to this chapter include the impact of the Australian
Government’s LRET policy, which seeks to provide incentives for investment in
renewable energy. AEMO’s analysis found that in all scenarios with a carbon
price, the energy targets in the LRET were met. Critically, this resulted in the
investment of, in some cases, more than 6,000 MW of new wind generation in the
NEM before 2020.

Separately, almost 1,000 MW of rooftop solar was installed in the NEM power
system by the end of 2011 in response to various state and Commonwealth gov-
ernment incentive schemes (AEMO 2012c). Although many of these schemes have
been modified to reduce the incentives, media coverage suggests further invest-
ment is expected as the cost of PV solar energy is decreasing rapidly and could
break even with retail energy costs within a small number of years.

There is also considerable development in the solar thermal arena with
1,100 MW installed globally by 2011 (ITP 2012). The Commonwealth Govern-
ment’s ‘Solar Flagships’ programme may see the first solar thermal technologies
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introduced to the NEM. The key attraction of solar thermal technologies is the
ability to store energy (sometimes in the form of molten salts) and have the
capability to continue to generate energy, at least for a while, when the sun is not
shining. Furthermore, it may be possible for these energy storage systems to
mitigate variability in wind generation output and generation from solar technol-
ogies without storage.

3 Characteristics of Weather-Dependent Generation

This section describes how wind, solar and hydro generation are affected by
weather and climate in Australia.

3.1 Wind Generation Characteristics

South Australia has one of the highest levels of wind generation in the world and,
as a region, is second to the Iberian Peninsula and similar to Ireland (ECAR
Energy 2011). Wind energy now provides 20 % of the annual energy production in
the state. As at the end of 2011, there was 1,150 MW of installed wind generation
capacity with several thousand more MW being considered in a number of projects
(AEMO 2011a). The maximum demand (MD) reached in 2011 in South Australia
was 3,433 MW when the temperature was 43 �C. At the time of the peak demand,
the output of all of the wind generation was only *60 MW. So wind contributed
with just *5 % of its installed capacity. But, on the contrary, wind generation at
times of low demand can be significant and prices in South Australia have been
observed to go negative at times of high wind and low demand. This market signal
indicates an oversupply of generation and encourages generation to reduce or
disconnect.

Broadly speaking, the wind generation in South Australia:

• Is affected by the same weather systems—when the wind does blow, all the
generators in the state operate, increasing supply and dropping South Australian
prices. The wind in South Australia is also quite closely correlated with that in
neighbouring Victoria, which tends to put further downward pressure on inter-
state prices.

• Achieves capacity factors in the 30–40 % range1 (AEMO 2011a), although
these can be quite variable year on year.

1 The lower number is typical for earlier wind farms, in particular those with environmental
constraints or transmission bottlenecks. Newer wind farms at favourable sites can achieve
capacity factors of around 40 %.
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• May only have limited availability during high demand periods as some wind
turbines shut off because they exceed their design operating temperatures. Also,
while the hottest days are often associated with a relative strong northerly
breeze, very hot days with almost no wind occasionally occurs.

• Is potentially limited from significant further expansion because remote, wind-
rich regions are not well connected to the transmission system, nor is there much
‘spare’ capacity to transmit, at times, all of the South Australia generation into
the rest of the NEM.

• Is becoming adversely affected by marginal loss factors, which devalue energy
produced in generation rich and remote areas because of the higher losses
associated with transfers to load centres.

There is significant interest in wind generation in Victoria, which had almost
500 MW of committed capacity at the end of 2011 with investor interest in several
thousand more MW (AEMO 2011a). Generation in the western parts of Victoria is
exposed to similar weather patterns to those of South Australia. Recent changes to
the development approvals framework, which restricts where wind turbines can be
located, will make some of the planned projects less likely to proceed in this state.

An important aspect of wind integration is the degree to which there is diversity
between wind patterns across the geography of the NEM. The higher the diversity,
the less will be the overall variability. To illustrate this, wind patterns across South
Australia, Victoria and New South Wales have been analysed over the period
2002–2008 based on synthetic wind generation data.

Figure 1 shows the correlation of South Australian and Victorian wind gener-
ation. Figure 2 shows the correlation between South Australia and New South
Wales. Closer alignment to the diagonal from the bottom left to the top right
indicates high correlation, and hence lower diversity. As seen, wind generation in

Fig. 1 Hourly wind diversity between South Australia and Victoria
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South Australia is more correlated with wind generation in Victoria compared with
New South Wales wind generation.

The clustering of points in the lower left of the diagrams represents periods
where the wind is low in both locations, something that must be taken into con-
sideration when operating and planning the power system.

The correlation of wind across Australian states is discussed further in
Sect. 5.2.

Table 1 gives the AEMO calculated contributions from wind generation at the
time of peak demand (MW) for each of the NEM states except Queensland, where
insufficient data was available (AEMO 2011a). The table refers to the maximum
demand (MD), which is the highest demand in MW averaged over a half-hour
period in the season indicated.

A longer term picture can be estimated using the synthetic 2002–2008 data and
assessing wind strengths at times of peak demand. This provides potential con-
tributions factors over a longer period of time but caution is still required in relying
on these synthetic figures as they are not using real wind farm data and will not
capture reduced output as result of network congestion and tripping of turbines due
to extreme heat. Also, this assumes a dispersed development of wind generation

Fig. 2 Hourly wind diversity between South Australia and New South Wales

Table 1 Wind contribution factors

Region Average capacity factor
(2010–2011) (%)

Contribution factor
Summer MD (%)

Contribution factor
Winter MD (%)

New South Wales 25.6 9.2 0.4
Victoria 29.2 7.7 3.9
South Australia 32.6 5.0 3.5
Tasmania 39.2 1.0 1.0
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within the state, which increases the diversity of wind output compared to his-
torical development, which is currently concentrated in a few areas. The resulting
wind contribution factors to summer MD are shown in Fig. 3 (AEMO 2012a).

The key message from the contribution data is that at times of peak demand, the
output from wind farms can realistically only achieve around 10 % of the installed
capacity. This provides a need for operational strategies or new technologies to
manage peak demands. Increased flexibility on the demand side and storage
technologies are examples of possible mitigation strategies.

3.2 Characteristics of Solar Generation

The two key solar technologies are photovoltaic (PV) and concentrated solar
thermal (CST). The rapid uptake of domestic PV and the evident reduction in costs
of this technology are stimulating interest in how to manage even larger market
share of PV, including with utility scale projects.

CST, particularly if coupled with salt or other thermal storage facilities, is better
understood and less subject to rapid variation as insolation changes with cloud
cover (or nightfall!).

PV has a very rapid response to changes in insolation but, on a large scale, this
may not cause the same degrees of variability as wind generation because of the
widely distributed nature of the installations (except for utility size systems con-
centrated in a specific area). At a more local level (within an area fed by one
distribution substation), the effects may be more pronounced and could require
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Fig. 3 Estimated state-based wind contributions to peak demand periods using 2002–2008 wind
hourly data (synthetic)

Weather and Climate Impacts 161



investment in additional plant to allow for the rapid variations in power flow as
rooftop PV systems are affected by cloud shadows.

Figure 4 shows the assumed contribution of rooftop PV to the demand a typical
summer and winter day for some of the states. The analysis assumes PV capacity
for each state is installed to a level equivalent to 10 % of the peak demand. Curves
are then plotted for each state to show the effect of this level of solar penetration
compared to the case without any solar. The contribution from the installed solar
can then be seen at various times of day for both winter and summer. These curves
show how solar is quite closely correlated with high (summer) demand periods and
can actually reduce the capacity required to meet peak demands reliably.

Figure 5 shows the less rosy picture of rooftop PV contributions to demand on a
sunny winter day. In the NEM, states like New South Wales and Queensland do
not have the same degree of difference between winter and summer peak demands
as the southern (mainland) states where gas space heating is prevalent. It is con-
ceivable, therefore, that winter peak demands may grow relative to summer peaks
and that some states might even revert to winter peaking.

Fig. 4 Indicative impact of 10 % solar PV penetration by state on a sunny summer day (source
AEMO)
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3.3 Hydro Generation Characteristics

There are three classes of hydro generation that are of interest:

• Storage hydro with dams that can store significant amounts of water (or energy).
• Run of river hydro where output is dependent on river flow or a cascade of

power stations on a river system.
• Pumped storage hydro where energy can be pumped into a reservoir at times

when energy prices are low and used to generate energy when prices are high.

In terms of climate impact, increasing periods of low rainfall can restrict hydro
potential and cooling water supply to thermal generators and this is an obvious
climate change concern. This particularly affects storage and run of river hydro
and should be taken into account in the longer term system planning.

Pumped storage hydro is an important means of mitigating wind variability but
is costly and dependent on the availability of suitable sites. Prolonged droughts can
also affect the availability of pumped storage (as can floods!).

Fig. 5 Indicative impact of 10 % solar PV penetration by state on a sunny winter day (source
AEMO)
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4 Operational Considerations

The operational outlook is typically from real-time to 2 years. It is unlikely that
any significant investment can be achieved within the 2-year period; so operational
strategies are developed to manage security and reliability with existing and
committed assets.

4.1 Operational Forecasting of Demand

As previously discussed, weather—in particular temperature—is a key driver of
electricity demand given the reliance of electricity for both cooling and heating.

For operational use, AEMO uses a state-of-the-art Demand Forecasting System
(DFS)2 that uses statistical models to automatically generate short-term forecasts
every half-hour for all NEM regions including sub-regions that can have a sig-
nificant impact on transmission network constraints.

The major factors considered in the statistical models are;

• Temperature profile.
• Weather season.
• Week day/weekend.
• Unusual conditions (school/public holidays/daylight savings).

4.2 Operational Treatment of Wind Generation

Operationally there are a number of issues that must be managed as the degree of
wind penetration increases. Focusing only on the weather related issues, we have:

• Intermittency or variability—supplies must be dispatched to exactly meet
demand and variability must be accounted for by other generation or the
modulation of demand. Important metrics are:

– The size of the maximum change over a variety of operations forecast peri-
ods, ranging from 5 min to 40 h.

– The peak output and the minimum output.

• The need to forecast wind speed, and through an energy conversion model, the
generated output.

• The need to prevent, where possible, rapid changes in wind generation output
(see discussion on ‘semi-scheduled’ generation in the next section).

2 This system was introduced in late 2011, see AEMO press release: http://www.aemo.com.au/
electricityops/0140-0055.html.
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4.2.1 Market Design

The design of the NEM is well suited to integrate generation from intermittent
resources such as wind power. One reason is the 5-min dispatch instructions where
other markets tend to have half-hourly or hourly dispatch decisions. Another
advantage comes from the late market gate closure in the NEM where market
participants can change volumes (but not prices) right up to the dispatch interval
for physical delivery. As the forecasting uncertainty increases the further out you
forecast (see discussion around Fig. 6 in Sect. 4.2.2), this is much preferred over
day-ahead type markets, where bids and offers are typically fixed 12–36 h before
physical delivery.

Another interesting market design characteristic of the NEM is the classifica-
tion of ‘semi-scheduled’ status to wind generators. This means that the output of a
wind farm through the central dispatch system can be constrained down to prevent
transmission networks becoming overloaded because wind output is too high (or
demand too low, etc.). Of course, being semi-scheduled does not help rapid
declines in output because the wind drops. This type of change, however, can be
far better accommodated if it can be forecast in advance, even by as little as 5 min.

Fig. 6 Indicative forecast performance, in MW error (forecast vs. actual), of AWEFS over a
number of time frames (source AEMO)
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4.2.2 The Australian Wind Energy Forecasting System

The AWEFS project was established in response to the growth in intermittent
generation in the NEM and the increasing impact this growth is having on NEM
forecasting process. The project was financed through the Australian Common-
wealth Department of Resources, Energy and Tourism (DRET). This project
provides a vehicle for improving the research, development and application for
forecasting of intermittent energy.

AWEFS integrates seamlessly with the DFS discussed previously. The essential
characteristics of the AWEFS system are:

• Each wind farm provides current wind information to AWEFS.
• The European ANEMOS system provides wide area wind forecasts.

The system will produce generation forecasts for all NEM wind farms
(C30 MW) for all NEM forecasting time frames as follows:

• Dispatch (5 min ahead)
• 5-Minute pre-dispatch (5 min resolution, 1 h ahead)
• Pre-dispatch (30 min resolution, up to 40 h ahead)
• ST PASA3 (30 min resolution, up to 7 days ahead)
• MT PASA4 (daily resolution, 2 up to years ahead).

Other generators, based on coal, gas, hydro, etc., can view these forecasts and
review the quantities they will offer into the market at what prices.

Market efficiency will improve if forecasts (both of wind and demand) are
accurate.

The accuracy of the AWEFS system over various time frames is shown in
Fig. 6, which shows the normalised mean absolute error of the forecast wind
generation output against the actual observed output. The impact of variability can
be greatly mitigated by predictability of the changes. This is clearly illustrated by
the ease with which power systems can manage large, rapid and sustained changes
in demand, primarily because the changes are predicted by forecasts and operators
and market participants have sufficient time to plan for the changes. As seen, the
forecasting accuracy of the AWEFS system is generally very good 5 min ahead
(similar to the market gate closure), but also reasonable 4 h ahead giving operators
of thermal plants a good indication of whether they need to ramp up or down the
output from these plants.

3 Short-Term Projected Assessment of System Adequacy—a measure of the available generation
to meet demand, covering the next 7 days.
4 Medium-Term Projected Assessment of System Adequacy, covering a 2-year outlook period.
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4.3 Operational Considerations of Solar Power

As was the case for wind, it is important for the market to have good estimates of
solar generation for the full range of operational time frames. In the case of PV, the
key variables are location, time of day and cloud cover. The impact of cloud cover

Fig. 7 Solar generation during a sunny day—7 April 2012 (source UQ)

Fig. 8 Solar generation during a cloudy day—11 April 2012 (source UQ)
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in particular is shown in Figs. 7 and 8, which are based on solar generation data
available from a 1.2 MW solar PV installation at University of Queensland.5

As seen, the variability of output from single systems can be very high espe-
cially on partly cloudy days where shadows from clouds will move over the PV
panels and cause rapid reductions in output. The temperature de-rating effect can
also be seen from the peak output on a cloudy day (lower temperature) against a
hot sunny day.

A dispersed system made up of many, smaller systems, such as residential
rooftop solar PV systems, will have lower variability on partly cloudy days
because the output is averaged over a wide area. This aggregation over distributed
systems will reduce the impacts of rapid changes but the power system will still be
affected by variability caused by large-scale weather events such as storm fronts.
Solar eclipses are rare and predictable but could also have major impacts.

Some thought is being given to developing a forecasting system equivalent to
AWEFS, or an add-on component that could possibly be integrated into AWEFS,
to provide solar forecasts (ASI 2012).

With respect to CST with storage, the forecasting system is likely to be based on
the same principles but the energy conversion model will need to consider the
specifics of the plant, with the heat input effectively being integrated over the day
and drawn down when the solar incidence reduces below the aggregate output. The
slower response time of CST and the use of synchronous generators as the energy
conversion device make these systems easier to integrate into the power system than
the asynchronous PV (and wind) systems, which effectively have little or no inertia.

4.4 Operational Consideration of Rainfall

To assess system security under different rainfall scenarios, AEMO in each quarter
is undertaking a probabilistic (Monte-Carlo) assessment of energy adequacy under
different rainfall scenarios. This study, with the name Energy Adequacy Assess-
ment Projection (EAAP) has an outlook horizon of 2 years.6

5 Planning for the Longer Term

Within the 2–20 years planning horizon, predicting weather outcomes become
impossible and the key issue is to understand and utilise information about weather
behaviour—such as averages and not least distribution of outcomes.

5 Data available from: http://www.uqld.smartersoft.com.au/user/reportEnergy.php.
6 See: http://www.aemo.com.au/AEMO%20Home/Electricity/Resources/Reports%20and%20
Documents/EAAP.
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5.1 Demand Forecasting within the Planning Horizon

An important future consideration for the characteristics of the demand side arises
from new technologies. These technologies include:

• The ability to control demand by switching off non-essential loads using
advanced communication and metering systems (some of these technologies and
techniques fall into the so-called SMART grid basket).

• The take-up of new technologies like electric vehicles and fuel switching that
will act to increase demands.

• Impacts of energy efficiency measures that will reduce demands, such as
improved electric motor efficiencies and better thermal insulation.

• The further development of distributed generation systems, like solar PV on
rooftops, that can materially change demand patterns during the day.

• Development of small-scale energy storage systems, such as the use of batteries
from electric vehicles, that will allow local demand to better match output
variable energy sources like wind and solar.

One thing is certain: new technologies and increasing costs of energy will
change consumption characteristics (quantity, time of day). These changes must be
considered by power system planners and investors alike.

AEMO is undertaking significant work in the area of longer term forecasting. In
particular, AEMO is working on creating consistent forecasts for all states across
the NEM from 2012. Previously the state forecasts were done by different
organisations and collated by AEMO. This is known as the National Electricity
Forecasting Report (NEFR).7 Also, AEMO (2011b) discussed how the load shape
might change in the future due to uptake of Solar PV and electric vehicles.

5.2 Considering Wind Power within the Planning Horizon

Adding over 6,000 MW of wind generation over the next 7 years accentuates the
operational efforts that will be required to predict the output from NEM wind
farms. Further developments of wind generator technology are seeing lower wind
strength sites becoming more attractive than previously. For example, in 2010,
AEMO was aware of some 2,500 MW of interest in wind farm developments in
New South Wales. In 2011, this rose to 6,500 MW (AEMO 2011a).

The siting of wind farms depends on a range of factors but, as part of its
planning, AEMO must be able to characterise individual and aggregated contri-
butions from all wind farms, as the dispatch process is national and considers all
generators in the NEM.

7 Further information is available from: http://aemo.com.au/forecasting/forecasting.html.
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As part of the wind integration work summarised in AEMO (2011b), AEMO
has obtained wind data for a period of 8 years and matched this with demand data
across the NEM. This has allowed the analysis of diversity of wind energy within
and between NEM regions. Figures 3 and 4 were based on this analysis. Table 2
summarises the correlation between NEM states.

A high degree of diversity is desirable, as this typically would mean that there
would be, at a given time, a high probability of some wind in some of the states.
Similarly, it would reduce the risk of spilling surplus wind power, as it would be
unlikely that all wind farms generate at maximum at one point in time in a high
diversity system. However, if there are transmission limitations, this may prevent
the sharing of wind energy across the NEM, reducing the potential benefits of
diversity.

It takes 5–10 years to build a transmission line and trends are for this lead-time
to increase. Transmission infrastructure is costly and investors and consumers who
have to pay for transmission investments are reluctant to invest on the off-chance
that generation investors will turn up after a line is built. Similarly, generation
investors are reluctant to build billion dollar projects where there is inadequate (or
no) transmission capacity to get their product to market. Building a wind farm is
also considerably quicker than building a transmission line. Transmission planners
and policy makers in the energy industry hence need to address the disparities in
build-times and the need for some degree of certainty around the transmission
capacity available to new generation investments.

Technology is also playing a role in where and when investors choose to locate
their power stations. Improvements in lower speed turbines have seen new loca-
tions, close to transmission lines, become favoured development sites. There may
well be cumulative inefficiencies that arise from this trend but, in a competitive
generation market, it is not a trivial matter to capture benefits of scale across
several competing investments.

Understanding what drives investors is critical for transmission planners to
provide adequate transmission capacity. In the past few years it appears that
investors have changed their focus from raw wind strength to factors such as:

• Knowledge of the wind conditions.
• Correlation of wind strength with high demand periods.
• Congestion on the transmission network.
• Marginal loss factors.

The first two bullet points are directly relevant to forecasters while the latter are
likely to have a strong influence on the selection of preferred development sites.

Internationally, several market and transmission system operators have been
incentivised to build transmission into areas considered having attractive resources
ahead of commitments by generators to invest at those locations. In essence, this
transfers the asset stranding risk to transmission customers but provides an upside
that potentially more efficient generation investments may occur, providing
downward pressure on energy costs. Examples include the Competitive Renewable
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Energy Zones (CREZ) in Texas8 and transmission developments in New Zealand
(Transpower 2010), where new transmission has been justified on the basis that it
opens up (selected) resource rich areas.

Another key consideration is just how much wind generation can be accom-
modated on a power system. Modern wind generators are asynchronous and can
operate over a fairly broad range of power frequency. Conventional generation is
synchronous, and all synchronous generators in an AC power system must operate
at exactly the same average speed.

While the level of wind penetration is relatively low, the power system behaves
in a predictable way (synchronously, like it has in the past). As the level of wind
generation increases, the characteristics of the power system change and new
operational issues are introduced. In the Irish power system, for example, it is
considered that the instantaneous wind penetration should be restricted to 50 % of
the system demand with the existing structure of the power system for reliability
reasons (Ecar 2011). Beyond this level of penetration, there may be additional
investments required (in control systems, rotating plant, demand flexibility, stor-
age, etc.) for the power system to remain secure and reliable and it is planned to
increase this limit as the various countermeasures are deployed. Studies suggest
(DigSILENT 2010) an upper achievable limit of 75 %.

In NEM terms, the 50 % threshold alone would allow for up to around
20,000 MW of wind generation! Should this level of wind generation be achieved,
the importance of understanding and forecasting variables, asynchronous genera-
tion, such as wind and solar, cannot be overstated.

5.3 Considering Impacts of Solar Generation
within the Planning Horizon

Due to increasing solar generation, particularly distributed rooftop systems, the
summer peak demands may be reduced and shortened in duration. Typically, in
New South Wales the peak summer demand occurs around 16:30 each day—a
time when rooftop solar could be generating *20–30 % of its rated output (as per

Table 2 Correlation in wind energy production between states

State SA (%) QLD (%) NSW (%) TAS (%)

QLD 0
NSW 38 7
TAS 32 1 35
VIC 69 0 50 64

8 More information on CREZ is available from: http://www.texascrezprojects.com/ or see Ecar
Energy (2011).
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Fig. 4). These impacts, coupled with the possibility of fuel switching, could result
in peak demands switching from summer to winter in some states.

The reduced duration of peak demands as a result of PV contributions is also
expected to reduce the need for network investment, provided an economic
approach is adopted. Under an economic planning framework, investments only
proceed when benefits exceed the costs. Shorter duration peaks will reduce benefits
from investments and thus defer the timing of investments. This represents
material savings in network investments.

As result, understanding the impact from rooftop solar PV developments on the
electricity demand from households will be very important from a planning per-
spective. AEMO released its first NEM solar PV uptake forecast in May 2012 as
part of its National Electricity Forecasting Report discussed in Sect. 5.1.

5.4 Taking Climate Change into Account

One of the major factors to consider is temperature.
Most power system equipment is fundamentally limited by absolute tempera-

tures. For example, a power line must not be operated above its design tempera-
ture. Many transmission lines are constrained by legacy design decisions that limit
conductor temperature to as low as 50 �C. If the outdoor temperature is 40 �C,
much less power can be sent through the lines before they reach 50 �C. If a line is
operated above its design temperature, the lines start to sag and this may cause
minimum clearance distances to be violated, causing public safety risk from
flashovers—and on hot day this could trigger bush fires.

An upper end temperature for conventional conductors is of the order of 120 �C
and new transmission line designs tend to have their limits much closer to that
maximum. Operating a line above its maximum conductor temperature can irre-
versibly damage the conductor through annealing.

As a second example, transformers have insulation that degrades under high
temperatures. Output is limited to avoid the hottest part of the transformer from
exceeding design temperatures.

For both lines and transformers, the operating temperature is the result of an
equilibrium of the heat producing and heat dissipating elements of the transformers
or lines. The heat producing elements are (mainly) the resistive losses while the
heat dissipation is due to flow of coolant (including air). Higher ambient tem-
peratures reduce the cooling ability and, therefore, reduce the amount of heat that
can be generated by energy transfers. Effectively, higher ambient temperatures
reduce the rating of the assets.

With all mainland NEM states summer peaking (driven by air conditioners to a
large degree), the transmission assets must carry peak loads at the time when their
rating is at its lowest.

Transmission planning considers the likely maximum temperatures as part of
the design and rating process. The data used in these processes are based on
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historical observations. If global and regional temperatures increase, and partic-
ularly if heat waves become more severe or prolonged, some of the underlying
analysis supporting transmission line ratings will need revisiting. Lower ratings of
existing transmission assets will drive the need for earlier new investments to
maintain the ability to meet demands. These investments need not be new trans-
mission assets but could be, for example, in control systems to reduce peak flows
following contingencies or in demand side participation to lower peak demand.

Coupled with the reduction of capability as temperatures rise is the temperature
sensitivity of demand. Planning is currently based on 10 % probabilities of
exceedance (POE)—those temperature and load conditions that are expected to be
achieved 1 year in 10. Higher temperatures—say a 5 % POE—will not only result
in lower asset ratings but also higher than forecast peak demands.

Other extreme weather impacts should also be considered.
If climate change drives more extreme weather events—storms, wind gusts,

droughts—the security of the power system may be affected through physical
impacts. Many aspects of the power system design are weather dependent and
based on observed historical extremes.

Transmission lines, for example, have towers designed to withstand extreme
wind gusts and are shielded and insulated to provide levels of protection from
lightning strikes. Significant increases in these parameters could result in increased
mechanical and electrical faults, reducing, for periods, the transmission capacity
available to supply consumers or connect generators to load centres.

Some of these risk factors can be mitigated—for example, by reinforcing
towers with more steel—but others, like lightning shielding, are perhaps too costly
to address.

Bushfires and flooding are also potentially significant influencers of reliability
and security. As an example, Fig. 9 shows Kerang Substation in Victoria which
was close to being flooded in January 2011. Only extraordinary effort by volun-
teers building sandbag walls prevented this.

Remediation is possibly too costly for existing infrastructure but, from a
planning perspective, analysis of the consequences and probabilities of high-
impact low-probability events are increasingly required to determine whether
additional costs to provide physical diversity across infrastructure are justified.
Examples include having different routes for transmission lines rather than con-
centrating many assets in a single corridor.

A key aspect of climate change and the ability to accommodate its effects in
infrastructure planning is getting a good understanding of the probabilities of
occurrence, and for that a key input will be from meteorologists.

Defensive approaches that AEMO is already adopting include:

• Consideration in some analyses of 5 % POE demands and temperature condi-
tions (for asset ratings).

• Improved techniques to assess benefits arising from the avoidance of high-
impact low-probability (HILP) events, so that greater diversity can be provided
where economically justified.
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• Adoption of real-time line rating systems that make use of direct weather
measurements to calculate conductor temperature, avoiding inadvertent over-
loading or damage to lines.

6 Conclusions

The nature of power systems, including the NEM, is changing materially because
of the introduction of increasing levels of renewable energy, particularly wind and
solar, and the changing characteristics of the demand for electrical energy.

Weather, particularly wind and solar insolation, affects renewable energy
generation and also has a material impact on the electrical demand through energy-
intensive devices such as air conditioners.

Power systems are currently robust enough to handle large and rapid changes in
demand as a result of good demand forecasting and the nature of synchronous
power systems. In order to maintain similar levels of reliability to those experi-
enced at present, additional tools will be required to forecast and manage both the
supply and the demand side. Many of the forecasting tools will need to incorporate
a greater degree of meteorological forecasting to account for weather effects.

Increasing levels of variable generation and changing demand characteristics
are revising the planner’s paradigm and introducing significantly higher levels of
uncertainty, and therefore risk, than previously observed. An important means of

Fig. 9 Aerial photo of Kerang Substation in Victoria in January 2011
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mitigating these risks will be the development of improved forecasting tools for
both the supply and the demand side.

In addition to this, climate change has the potential to reduce the rating of
existing assets as temperatures rise and may also affect the availability of assets if
the severity of wind gusts and storm intensities, for example, increase.

Overall, the planning processes require, ultimately, a trade-off between the
environmental footprint of generation (increasingly favouring renewables), reli-
ability and cost.

Increased penetration of weather-dependent technologies and climate change
impacts are affecting:

• Reliability, which is affected by:

– Increased reliance on variable renewable energy sources like wind and solar,
which may not be available to generate when needed;

– Reduced network ratings as temperatures increase and
– Plant availability as affected by storms and other weather events.

• Costs, which are affected by:

– Higher capital costs of (most) renewable energy generators;
– Storage or other support systems to manage variability of (some) renewable

technologies and
– Reduced availability of transmission network equipment during large envi-

ronmental events.

Power system engineers and meteorologists clearly need to work together!
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Bioenergy, Weather and Climate Change
in Africa: Leading Issues and Policy
Options

Mersie Ejigu

Abstract The impact of weather on the generation, transmission, distribution and
use of energy is wide and severe in Africa, where 80 % of the population relies on
traditional biomass (solid wood, twigs, and cow dung) energy. Achieving quick
transition from traditional to modern energy sources and increasing access to clean
and affordable energy services are among the key objectives of energy strategies of
many African countries and the New Partnership for Africa’s Development
(NEPAD)—the blueprint for Africa’s development. In this endeavor, modern
bioenergy, particularly the production and processing of its liquid form, biofuels,
has ascended to the top of the energy development agenda. This chapter explores
the two way connection between bioenergy and weather/climate change to shed
light on the extent of vulnerabilities of the bioenergy sector to weather and how
climate change is impacted by developments in the sector. The chapter caps its
analysis by proposing measures to better adapt to and mitigate climate change
while improving energy production and efficiency.

1 Introduction

Africa has the lowest energy consumption level in the world and accounts for
3.5 % of global consumption in 2009 (IEA 2010). Of the total energy Africa
consumes, about 58 % is derived from traditional biomass (solid wood, twigs, and
cow dung), electricity 9 %, petroleum 25 %, and coal and gas each 4 % (IEA
2010). The consumption pattern shows two extremes: a rural sector highly
dependent on traditional biomass energy and a modern sector largely dependent on
fossil fuels.
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Over the past decade, interest in bioenergy has been gathering momentum.
Among the key drivers are: growing interest in energy security; the desire of
countries to produce own energy, and improve energy access; and priority
importance given to the transition from traditional biomass to modern sources of
energy (UNECA and AU 2011). The EU targets for replacing fossil fuels by
biofuels have also triggered large investments in African countries.

Bioenergy, as used here, refers to modern bioenergy. It represents the sustainable
and more efficient production of energy derived from plants and agricultural crops,
which almost all countries can easily grow. It has, thus, the potential to empower
countries to produce own energy and reduce dependence on the highly volatile and
expensive fossil fuels. Bioenergy helps also reduce greenhouse gas emissions as it
burns off less carbon with negligible emissions of sulfur dioxide and nitrate, which
are urban pollutants. The carbon dioxide emitted during burning is absorbed by the
new plants and recycled, rather than fully released into the atmosphere like fossil
fuels.

There is a wide range of plants and crops that can be used as feedstocks. Much
of the bioenergy feedstock research, however, is largely work in progress. With its
tropical climate and soil conditions, Africa has the potential to grow almost all
types of feedstocks. With advances in second and third generation bioenergy
technologies that tend to favor Africa, the extensive development of bioenergy is
both necessary and inevitable.

The biofuels investment momentum has cooled down in recent years. Among
the reasons mentioned are study findings and wide media reports that show:
(i) adverse socio-economic impacts including: higher food prices; (ii) widespread
land grabs and crowding out of small farmers by biofuels large-scale investments;
and (iii) monocultures that result in net increase of GHG emissions. While these
predicaments are undisputed, the economic, social, and environmental benefits and
costs depend, however, on the type of feedstock used, how and where it is pro-
duced and processed. In turn, the how and where these feedstocks are produced,
are largely determined by weather.

The following sections discuss briefly Africa’s energy profile, vulnerability to
climate change, the benefits and risks of bioenergy and the way forward to manage
the impact of weather.

2 Africa’s Energy Profile and Vulnerability to Climate
Change

2.1 Energy Production, Use, and Efficiency

Today, over seven out of ten Africans (57 % urban and 88 % rural population)
have no access to electricity (IEA IEA 2010). With a projected annual growth of
over 20 % in Africa’s electrification rate, there will be 698 million people without
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access to electricity by 2030, an increase of 111 million in 2030 from the level
today (IEA 2010), Table 1.

In addition to demographic pressure, higher economic growth rates of recent
years have significantly increased the demand for electricity. Economic growth in
Sub-Saharan Africa (SSA) in 2011 was higher than in other regions estimated at
4.9 % GDP growth; closer to the pre-crisis (2003–2008) level of 5 %’’ (World
Bank 2012).

Frequent power outages are common in many African cities. To cope with this,
containerized mobile diesel units have been introduced for emergency power
generation at ‘‘a cost of about US$0.35/KWh, with lease payment absorbing more
than 1 % of GDP in many cases’’ (UNECA and AU 2011). This is in addition to a
loss of 0.1 % in per capita income growth equivalent to a 1.9 % GDP growth
attributed to Africa’s deficient power infrastructure. It is estimated that Africa
loses 10–40 % of its primary energy input (Kirai 2006).

Indoor air pollution causes an estimated 2 million excess death per year, or 5 %
of the global burden of disease (IEA 2010). In Asia, such exposure accounts for
between half and one million excess deaths every year. In sub-Saharan Africa the
estimate is 300,000–500,000 excess deaths (WHO 2012). As a cause of death and
illness, indoor air pollution is a larger problem than tuberculosis, AIDS, or malaria.
The economic burden of this pollution is estimated at 0.5–2.5 % of the world
GNP, some $150–750 billion per year (EIA 2000).

Improving efficiency and access to affordable and clean energy are among the
leading objectives of energy policies of countries as well as NEPAD. To meet
NEPAD goals, for example, the African power sector requires a total of USD
40.8 billion a year in investments. Hydropower claims most of this investment.
Among Africa’s planned large-scale hydropower investments are: the Grand Inga
Dam1 in the Democratic Republic of Congo (39,000 MW) and the Grand

Table 1 Total final consumption of energy (Mtoe)

1990 2007 Share (%) 2015 2030
2007

Biomass & waste 169 261 56 287
Electricity 21 43 9 57
Other renewables 0 0 0 0
Oil 70 112 24 122
Gas 9 29 6 34
Coal 19 17 4 16
Heat 0 0 0 0
Total final consumption 289 463 100 516
Pop. dependent on biomass (million) 608 765

Source IEA 2010

1 Africa: The Grand Inga Dam—Can It Really Happen? By Simon Allison, 16 November 2011
http://allafrica.com/stories/201111160521.html.
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Ethiopian Renaissance Dam (5,250 MWs)2 While the Arab Maghreb Union
(UMA) countries are grouped within COMELEC (Comité Maghrebin de
l’Electricité), countries south of the Sahara (Eastern, Southern, West, and Central
Africa) have established sub-regional power pools to facilitate electricity power
sharing, promote trade, which are expected to contribute to regional stability and
integration. Clearly, weather plays a critical role in the success of the hydropower
sector (see discussion in Sect. 2.2 below).

Africa’s total investments in renewable energy, which modern bioenergy is a
part of, rose from $750 million in 2004 to $3.6 billion in 2011,3 although the
forecast for 2012 is way below 1 billion dollars. Apart from ‘‘Morocco’s
1.12 billion USD, Africa’s investment in renewable energy, excluding large
hydropower, remains low compared to the rest of the world’’ (UNEP 2012).

2.2 Vulnerability to Weather and Climate Change

A majority of the African population are highly vulnerable to climate risks.
Among the factors behind this vulnerability are: heavy dependence on subsistence
rain-fed agriculture, geography (where the physical effects of climate variability
and change are very severe), extensive pastoral-based livestock farming, excessive
reliance on traditional biomass energy, low adaptive capacity and weak gover-
nance. The most recent drought crisis (2011) in the Horn of Africa, for example,
threatened the lives of about 13 million people (AADP August 2012). Traditional
sources of energy are getting scarce too requiring women, who bear the primary
responsibility for household energy to walk long distances, leaving their children
unattended and increasingly rely on cow dung depriving the soil fertility.

Reading of long-term weather variables and community perceptions indicate:
(i) increasing mean temperatures (the climate is warming up); (ii) downward
trends in long-term rainfall; (iii) increased year-to-year rainfall variability but
more on the downside; (iv) poor temporal rainfall distribution within a year—early
or late onset of rainfall and dry spells in critical crop growth cycle (seasonal
distribution); and (v) recurrence of droughts has increased over time notably in
arid and semi-arid areas but also extending to the most productive highlands of the
country.

For example, meteorological observations in Eastern Africa and the Sahel, see
below, show extreme variability help explain the degree of exposure to climate
stress and risk Charts 1, 2, 3, and 4.

The impact of climate change and variability is felt in all development sectors
and at all levels. For example, if we consider three levels for analytical purposes:

2 http://grandmillenniumdam.net/
3 http://allafrica.com/stories/201112230448.html
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national or aggregate; market level; and household/farm level, the likely impacts
can be summarized as follows.

National or aggregate level impacts of climate change include: lower economic
growth and increased poverty; declining labor productivity and worsening food
insecurity often leading to increased human and livestock mortality rates; women
walking long distances for fuel wood, thus reducing care for their children; lower
water availability, declining water tables, drying of hydropower dams, hydropower

Chart 1 Rainfall anomalies (mms) Nakuru, Kenya Station. Source Ogallo (2009)

Chart 2 Sahel rainfall (mms). Source Ogallo (2009)
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stations operating below capacity, and long-term reduction of hydropower
potential; heightened ethnic tensions and political instability. For example,
UNEP’s reports show a 30 % decline of rainfall in Darfur during the past 80 years,
with a projected decline of 70 % in the years to come (UNEP 2007). The graphs
below show strong correlation between rainfall and maize yield as well as between
rainfall and GDP.

Arumeru 1982- 1998 (Corr = 0.70 for rainfall and
maize yield)
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Chart 3 GDP and rainfall correlations. Source von Braun et al. (1998)

Chart 4 Rainfall, GDP, and agricultural GDP correlation: the case of Ethiopia. Source World
Bank (2005, 2006)
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The impact of rainfall variability on crop production as well as sectoral and
aggregate output (GDP) is severe and wide spread. Rainfall explains 94 % of the
variance in GDP (IMF 2004).

Market level impacts of climate change include: disintegration of markets
(especially remote local markets), with increased power outages due to reduced
capacity of hydropower, shift from electricity to charcoal in urban areas with
upward pressure on charcoal prices, which in turn aggravates deforestation,
increased use of diesel generators, hence increase in GHG emissions, volatility of
agricultural production and exports resulting in low foreign exchange earnings.

Household/farm level impacts of climate change include: decreased pasture,
water, and fuel wood; changes in production and employment—distorted tradi-
tional planting season and disrupted crop cycle; inadequate moisture for crop
growing and heightened moisture stress in traditionally good crop growing and
grazing areas, and lowering food consumption—declining level and changes in
diet and food culture. The level and magnitude of household vulnerability to
climate change varies from one country to the other as the map below shows.

The significance of bioenergy and the impacts on weather need to be seen in
relation to other renewable energy resources. The development of the bioenergy
sector is neither a standalone initiative nor is perceived as a solution to Africa’s
energy problems. Opportunities and challenges in other sectors, e.g., hydropower,
geothermal, solar and wind greatly influence the magnitude of investment and
priority accorded to bioenergy, hence a brief discussion below.

Source Busby et al. (2010)

3 Bioenergy Vis-à-Vis Other Renewables: The Significance
of Weather

Africa is hugely endowed with hydropower, solar, wind and geothermal resources.
In the area of hydropower, which is and continues to be the primary source of
electricity, Africa has developed only less than 10 % of the potential. The sector,
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however, is adversely impacted by: (i) recurrent drought and consequent drying of
dams; (ii) high up-front investment requirements; and, (iii) high risks (technical,
economic, commercial, environmental, and social) arising from the investment and
management of large hydropower investments, in particular, including population
displacement, biodiversity loss, ecosystem disturbance). These constraints high-
light the need to work out the optimum energy mix on short-, medium-, and long-
term basis and the potential role of bioenergy in this mix.

Because of its proximity to the Equator, Africa has the world’s highest yearly
average amount of solar radiation with about 95 % of the daily global sunshine
above 6.5 kWh/m2 falling on Africa during winter (UNECA and AU 2011). High
initial investment costs and the lack of capacity to maintain solar panels at the
village level have impeded wider adoption. Today, solar energy use in Africa is
mostly at the household level and small-scale applications.

Despite Africa’s enormous unexploited wind energy resources, particularly
along some coastal and specific inland areas, wind energy development is at its
infancy and is not widely used. Africa’s total wind turbines installed capacity
stood at 906 MW in 2010 (0.5 % of the worldwide capacity) (UNECA Biofuels
Technology Options 2011). Of this total, 169 MW were added in the year 2009), in
three countries, Egypt, Morocco and South Africa with Egypt, Morocco, and
Tunisia accounting for 890 MW out of Africa’s total of 906 MW.

Geothermal power is the other key renewable energy source estimated at
14,000 MW, but only 0.6 % of this potential has been commercially used with
Kenya’s (127 MW) and Ethiopia (7 MW) (UNIDO 2009). The entire rift valley,
stretching from northeastern Ethiopia to Mozambique, shows strong indications of
geothermal potential. East Africa alone has the potential to generate 2,500 MW of
geothermal power. High initial investment cost is a major constraint.

4 Bioenergy: Climate Opportunities and Risks

4.1 Bioenergy Forms and Uses

Bioenergy refers to renewable energy derived from biomass (biological materials)
and can be used for household purposes, i.e., cooking, heating, lighting as well as
for industrial or manufacturing processes. It is produced in solid, liquid and gas
forms: (i) solid fuelschips, pellets, briquettes, logs used for household uses
including cooking, heating, lighting as well as for industrial or manufacturing
processes; (ii) ethanol gel—used for cooking in traditional African cooking stoves;
(iii) conventional ethanol: produced by the conversion of starchy and sugar crops
(sugarcane, wheat, cassava, sorghum, maize, etc.) into alcohol through fermen-
tation and distillation; (iv) conventional biodiesel: produced from oilseeds (rape-
seed, oil palm, soybean, sunflower seed, coconut, linseed, cotton seed, ground
nuts, castor, sesame seed, corn, jatropha as well as animal fats: beef tallow, pig
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lard, poultry fats, used cooking oils and oil extracted from algae; (v) biogas:
involves converting biomass (plants, wood including waste) into biogas through
anaerobic digestion; (vi) producer gas: generated when wood, charcoal or coal is
gasified with a limited supply of air; (vi) bio-hydrogen: hydrogen (H2) obtained
from biomass (plants and organic waste) through biological process for use by
industries (many refineries, coal gasification industries, diesel desulfurization)
with huge potential to run transport engines; (vii) lignocellulosic ethanol pro-
duction: involves extracting fermentable sugar, which can then be converted into
alcohol from the lignocellulosic material found in plant stalks and waste seed
husks through biological enzymatic process; (viii) algal biodiesel and ethanol—
often referred to as the third generation biofuel, algal fuel (biodiesel and ethanol
derived from algae) and involves strain selection, culture media, algae growing,
and harvesting.

Currently, however, modern bioenergy is dominated by the production of
conventional bioethanol and biodiesel dominated by two countries: Brazil (sugar-
cane) and the United States (corn). Sugar cane remains the primary feedstock for
bioethanol while rape seeds and palm are the primary feedstock for biodiesel.

4.2 The Benefits: GHG Emissions Reduction and Beyond

Bioenergy has wide-ranging economic, social, and environmental benefits, which
include: (i) improved household and commercial access to cleaner fuel; (ii)
enhancing the development of the agriculture sector by offering opportunities for
investment and infrastructure development; (ii) diversification of renewable
energy sources; (iii) broad-based development and greater multiplier effects as
bioenergy creates the possibility to engage a large segment of the farming popu-
lation in feedstock production; and (iv) reducing carbon dioxide emissions as new
plants absorb the carbon dioxide released upon burning thus recycling it without
any net carbon dioxide released into the atmosphere.

The realization of the benefits stated above depends on the type of feedstock
used, how and where the bioenergy is produced. Nevertheless, given its climatic
conditions, in particular tropical climate suitable for fast plant growth, Africa has
the potential to grow all types of bioenergy feedstocks including second and third
generation cellulosic biofuels.

4.3 Bioenergy Risks

One of the main risks of bioenergy, biofuels in particular, is competition with food
production. Most bioenergy feedstock crops (e.g., sweet sorghum, corn, and ra-
peseeds), used today, are staple food for a majority of the African population. Any
use of these crops to produce biofuels may reduce food availability production and
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raise prices. In countries where these crops are used either directly or indirectly as
animal feed, the livestock sector would be adversely affected too. Given the
current low level of agricultural technologies, land tenure problems, and poor
agricultural management practices, it may also be hard for farmers to produce food
and fuel simultaneously.

Depending upon the biofuels feedstock, greenhouse gas emissions is also an
issue of grave concern. The main biofuels feedstocks, sugarcane and oil palm, in
particular, grow well and perform best in high rainfall and warm areas—the same
areas which host Africa’s remaining tropical forests. If the production of the
feedstock involves the conversion of natural habitats and ecosystems such as peat
lands, forests, and grasslands, the climate benefits that accrue to bioenergy will not
only be eroded but result in net emissions ‘‘as much as 10 times more carbon
dioxide than conventional fuel, depending on the type of land used… palm oil
produced on converted rainforest land produces 55 times more carbon emissions
than palm oil produced on previously cleared land’’ (Hileman et al. 2010).

In addition to the adverse environmental impacts of monocultures, which is
widely documented, there is also the risk of accelerated rainforest clearance and
ecosystem destruction as investors hunt for good soils and rainfall. Biofuels
investment has seriously threatened Africa’s rather small forest reserve, the con-
tinent’s richest concentrations of biodiversity. Investment firms continue to insist
on grabbing the best and most fertile land. In a continent where environmental
governance is weak, the likelihood of increasing destruction of rainforest and
biodiversity loss is high.

Large land acquisitions and consequent crowding out of farmers to give space
to big business is the other major risk. Most bioenergy crops are produced in large
commercial farms while many African households remain on small farms. These
large commercial farms either bring new land into production or convert degraded,
abandoned land, or land that is considered marginal to productive use. Although
much of the biofuels’ promise was the latter, the former has been the dominant
strategy. Further, the notion of huge uncultivated land resonates in many political
circles with many people espousing bioenergy that offers opportunities to convert
the uncultivated area into energy wealth. Nevertheless, current ‘‘estimates greatly
exaggerate the land available, by over-estimating cultivable land, under-estimating
present cultivation, and failing to take sufficient account of other essential uses for
land’’ (Young 1999). The notion of cultivable land includes mountains, forests,
bushes, lakes, wetlands, gorges, national parks, and protected areas. Thus, the
actual cultivable area is much smaller than the figures suggest. Further, ‘‘in Africa
16 % of all soils are classified as having low nutrient reserves while in Asia the
equivalent figure is only 4 %.’’

As Table 2 shows, Sudan has given out the largest land area of close to
4 million hectares. A recent publication, shows that Ethiopia has placed
3,589,678 hectares for lease under the Federal Land Bank in five regions of the
country: Amhara 420,000 (not yet confirmed); Afar 409,678; BeniShangul
(691,984); Gambella (829,199); Oromia (1,057,866), and SNNP (180,625)
(Dessalegn 2011). The same publication shows that the land is being leased out at
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‘‘ridiculously’’ low rent that ranges between 14.1 birr (less than one US dollar) and
135 birr (about USD 8) (Dessalegn 2011).

Information is lacking to analyze the social and environmental implications of
these investments. As Table 2 above shows, in Sudan 78 % of the investment is
locally owned (domestic share) compared to Liberia’s 7 %. However, there is no
empirical evidence suggesting that local investors will be more socially and
environmentally responsible than foreign investors.

5 The Direct and Indirect Impacts of Weather/Climate
Change

Climate change and variability impact the choice of feedstock, level of production,
costs, where it is produced, and how it is produced (rain fed or irrigated). These
impacts take several forms:

(i) Impact on Africa’s Bioenergy Potential: The availability of adequate
moisture is an important factor for plant growth. For example, the main biofuels
feedstocks: sugarcane and oil palm are high water requiring and growing them
under rainfed conditions can only be done in Central Africa and some parts of
West Africa which threatens Africa’s small remaining tropical forest belt. Other
feedstocks like sweet sorghum maize, jatropha, and soybean do not provide
optimum yields under conditions of moisture stress. The amount of rainfall in
Africa varies considerably from 0 mm of annual rainfall in the Sahara and Kal-
ahari deserts to 4,500 mm in Central Africa. In general, Africa’s rainfall is char-
acterized by the following:

• Uneven rainfall distribution. Central Africa gets most of Africa’s rainfall. The
concentration of precipitation in a rather small part of the continent means less
potential for large, rain-fed commercial farms. Further, Central Africa includes
what remains of Africa’s tropical rainforest, which must be conserved to
maintain the ecosystem integrity of the entire continent.

• Rainfall variability within the same region. In addition to the rainfall variability
between, for example, Southern Africa and Central Africa, or between the Sahel
countries (Mali, Niger, etc.) and the Gulf of Guinea (Liberia, Sierra Leone, etc.),

Table 2 Land acquired for biofuels production in selected African countries

Country Projects Area (‘000) hectare Median size (hectare) Domestic share
%

Ethiopia 406 1,190 700 49
Liberia 17 1,602 59,324 7
Mozambique 405 2,670 2,225 53
Nigeria 115 793 1,500 97
Sudan 132 3,965 7,980 78

Source Deininger et al. (2011); World Bank (2011)
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there is a marked difference in the amount of rainfall within the same region.
Extreme variability of the local rainfall would require adoption of wide-ranging
varieties of bioenergy crops, which could limit the size of commercial farming.

• Recurrent drought and flooding. Since the 1970s, the Horn of Africa, the Sahel
countries, and Southern Africa have experienced recurrent drought much more
frequently than previously observed. The Horn of Africa in particular has been
hit hard with a resulting famine of apocalyptic proportions. In Ethiopia and
Somalia, the severe drought in 2006 was followed by flooding.

• Erratic rainfall. Several African countries receive annual rainfall during certain
months of the year, with some months being completely dry. This rainfall
pattern reduces the potential for growing crops with a long growing season.

(ii) Choice of Feedstock, Productivity, and Cost: The range of plants and
crops used as biofuels feedstocks is rather limited. Table 3 shows energy yields of
the main feedstocks. Accordingly, sugarcane is the most efficient crop for the
production of bioethanol and the highest energy-yielding crop. Sweet sorghum is
second, but provides only 56 % of the ethanol that sugarcane produces. The
biofuel yield of maize is far lower than sweet sorghum.

On the biodiesel side, palm oil is the best performer in terms of biofuel and
energy yield. Jatropha, with a biofuel yield of 700 l per hectare is rather low,
although it stands as having the second best potential after palm oil.

Based on current technologies, below is a brief analysis of each crop:

• Sugarcane: Sugarcane requires adequate annual rainfall (1,400–1,800 mm) and
warm temperature (22–38 �C). The plant performs well under a long growing
season (15–16 months) on soils with pH in the range of 5–8.5. Sugarcane
productivity is highly influenced by climatic conditions and productivity ranges
from 50–100 t/ha (weight of wet stem). Productivity in some African countries,
particularly Zambia and Zimbabwe, reaching 140 t/ha in place (UNECA and
AU 2011). Today, much of Africa’s sugar is produced under irrigation. For
rain-fed sugarcane production, which is least cost, availability of adequate and
well-distributed rainfall throughout the growing period is necessary for maxi-
mum yields. The minimum temperature for active growth is approximately
20 �C. Accordingly, the most suitable areas for rain-fed sugarcane are Central
Africa, some parts of West Africa and Madagascar, which house Africa’s
remaining small tropical forest. Meteorology has, thus, severely limited Africa’s
potential in rain-fed sugarcane production.

• Maize/Corn: Maize is widely grown in Africa under rain-fed conditions. It is a
staple food crop in many countries and a backyard crop. It is used also for
making traditional alcoholic beverages. As a result, its use as a biofuels feed-
stock is banned in many countries, including South Africa.

• Sweet Sorghum: Widely grown in many parts of Africa under rain-fed condi-
tions, sweet sorghum is known for its resistance to drought and tolerance for
heat. It is a staple food crop for many Africans and is also used to produce
alcoholic beverages.
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• Palm Oil: Palm is an important energy crop, the most efficient among the
biodiesel crops. The Central Africa region, which is also a tropical rainforest
area, is most suitable for rain-fed oil palm. Indeed, large-scale oil palm plan-
tations are almost all established in large forest areas and involve forest clear-
ance. Oil palm monocultures are also associated with soil nutrient depletion and
erosion. Oil palm production, unlike other crops, is unamenable for smallholder
agricultural scheme. Therefore, in many parts of Africa the benefits of saving
Africa’s rainforest and maintaining hydrological functions and services pro-
vided by ecosystems far outweighs energy benefits that accrue from palm-based
biodiesel. Large-scale production of rain-fed oil palm appears limited or will
result in high climate debt.

• Jatropha: Jatropha grows well in low-altitude areas with annual rainfall
between 300 and 1,000 mm per year. This makes many parts of Africa suitable
for jatropha production. Jatropha allows intercropping with yams, pulses, grain,
or legumes, while the oil cake is used as an organic fertilizer. It, thus, con-
tributes to increasing food production while reducing soil nutrient loss. More-
over, jatropha can be harvested three times a year. It can also do without much
irrigation and does not require much pesticides or fertilizers. Jatropha gives
about one-fourth of the biofuel yield of palm oil, but the climate benefits could
outweigh energy benefits. However, knowledge about this plant is generally
limited to corroborate the view that it is a miracle crop.

• Soybean: Soybean is one of the most promising food and energy crops. It is a
soil-enriching crop that performs well with annual rainfall between 450 and
700 mm.4 Although its biofuel yield is about 500 l/ha, it requires far less fer-
tilizer and pesticides compared to, for example, maize. Soybean grows well in
many parts of Africa and its contribution to greenhouse gas reduction is more
substantial compared to maize.

• Castor Oil: Castor grows throughout Africa, but generally as a wild plant. Castor
is believed to have enormous potential for biodiesel production and appears to be
superior given its economic and ecological benefits, which include: no competi-
tion with the food sector; belongs to the bean family—soil-enriching not depleting
like maize and palm; castor oil maintains its fluidity at extremely high and low
temperatures; and, variety of medicinal and other values too. Further, perhaps
more importantly, the castor oil plant is easy to grow and drought resistant, which
makes it an ideal crop for the semi-arid and arid regions of Africa.

• Cassava: Cassava is common in many African countries and is a staple food
crop. It grows under a variety of moisture and soil conditions. Cassava is pro-
duced manually at the small-scale or household level. Cassava has ‘‘one of the
highest rates of CO2 fixation and sucrose synthesis for any C3 plant.’’ Cassava
performs well in pockets of tropical, high rainfall, and humid areas of Africa,
where expansion will be constrained because of the high priority given to
conservation of tropical forests.

4 http://www.fao.org/docrep/u3160e/u3160e04.htm
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(iii) Length of Growing Period: For plant growth, particularly crops like
sugarcane that have a long growing period (LPG), it is not the amount of rain but
its distribution that is more important. LPG is defined as ‘‘the period (in days)
during the year when soil moisture supply is greater than half potential evapo-
transpiration (PET)’’ (www.fao.org/ landsuitability maps). Accordingly, FAO puts
LPG into four categories: (i) arid: LGP less than 75 days; (ii) semi-arid: LGP in
the range 75–180 days—agriculture areas compete with livestock; (iii) sub-humid:
LGP in the range 180–270 days; and (iv) humid: LGP greater than 270 days. Any
area that has a growing period of less than 75 days is considered unreliable and
unsuitable for rain-fed agriculture, although in the southern part of the Sahara
desert, the eastern part of the Horn of Africa, and southwest Africa bordering the
Kalahari desert, there could be livestock and limited farming activity through
the use of boreholes and artificial dams. Here again, Central Africa and the
surrounding countries have a longer growing period consistent with the amount of
rainfall they receive, limiting Africa’s potential in the production of the main
biofuels feedstock: sugarcane and oil palm.

In sum, weather has considerably diminished Africa’s potential in conventional
biofuels feedstock’s (sugar cane, oil palm, etc.) in addition to the limited avail-
ability of suitable land. Still, with rapid advances in research in developed
countries that brought new energy crops into production, llignocellulosic and algae
technologies, Africa continues to possess huge potential given its tropical climate
suitable for fast growth of almost all types of crops and plants all year round.

6 Main Policy Issues and Options

Climatic conditions determine what, where, and how bioenergy is produced and
processed. In addition, macroeconomic policies and developments in the agri-
culture, natural resources, industry, water resources sectors influence bioenergy.
Bioenergy development, in turn, impacts food, environment, natural resource,
industry, and infrastructure sectors. A bioenergy policy should, thus, be seen as an
integral part of a country’s national development strategies that requires consid-
eration of economic, social, environmental, political, and cultural factors as well as
social organization, sub-regional and global trade and investment relations.

In Africa, bioenergy policy development is at an early stage. Today, only about
ten African countries have some kind of national policy related to biofuels (UNECA
and AU 2011). The experience of these countries and others in the processing of
developing a bioenergy policy is characterized by: (i) the tendency to overlook
potential negative impacts of biofuels and a rush toward concluding investment deals
without carefully examining environmental and social impacts; (ii) the promotion of
foreign investment without analyzing strong backward and forward linkages to the
economy; and (iii) limited consideration of the entire life cycle of bioenergy
production and process of the investment (Ejigu 2011).
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Among the critical policy issues are:

(a) Land use planning. Agroecological zonation and land use planning are vital for
the sustainable production of bioenergy feedstocks. The land use plan con-
siders the type and location of the plant species to be grown for biofuel
feedstock, socio-economic and environmental viability, farming and harvest-
ing systems involved in their production, transportation to refineries, the type
and location of the production facilities, and transportation of the fuel to
market. Decisions regarding how crops are grown and managed will determine
their effects on carbon sequestration, native plant diversity, competition with
food crops, greenhouse gas emissions, water quantity, and water and air
quality.

What is woefully inadequate is local level weather data over a long period
required for planning and policy development. Meteorological stations in many
countries are few and too widely spread to capture the wide variation in local climate,
particularly in arid and semi-arid areas. It is also hard to access weather-related data
from Met offices in almost all cases, even if the data exists because weather data is
often seen as a national security issue. Thus, there is a need to strengthen the capacity
of Met offices in a holistic manner. With the growing importance of climate issue in
national development policy, there is need for sector wide recognition that the old
model of Met offices—a modest scientific weather bureau—would not enable them
meet today’s expectation in the context of climate change. There is need to set up a
properly budgeted, staffed, and trained public information section.

(b) Choice of feedstock supply and use. The type of feedstock used, how and
where it is produced determine the extent of economic, social, and environ-
mental benefits of bioenergy. The life cycle assessment (LCA) of different
biofuel crops reveals large differences in yields, climatic requirements, energy
balances, and water and carbon footprints. Under existing production patterns
and technological conditions, the use of staple food crops for bioenergy should
be avoided. The opening up of a new window of consumption, i.e., energy for
these crops, will drive food prices up, which will make food expensive and
inaccessible. Even if a government introduces food subsidies, which actually
is unwarranted and imposes financial burden beyond the capacity of most
African countries to bear, the higher prices could trigger land use changes as
investors acquire large tracts of for feedstock production. The supply of the
displaced food and feed commodities subsequently decline, leading to higher
prices for those commodities. The land use conversion may result in unde-
sirable social and environmental changes that need to be factored in.

(c) Scale of operations. The scale of operations, i.e., small producers, medium, and/
or large-scale plantations matters in the choice of feedstocks. Most feedstock
crops can be economically viable and more so environmentally sustainable in
small-scale and community-based production and processing schemes. Large-,
medium-, and small-scale production and processing can be complementary
and have different impacts on development. There are areas where large-scale
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production of bioenergy could have high returns and advantages of economic
scale, while small- and medium-scale enterprises have greater potential to
create backward, forward, and lateral linkages to the economy. Further, large-
scale and small producers can target different markets. For example, while
large-scale producers aim at producing, say high quality bioethanol for the
transport sector, small- and medium-scale producers can cater for household
uses, i.e., heating, cooking, and lighting. A sustainable bioenergy policy should
be designed in a manner that will make small producers and low income groups
(which constitute a large segment of the population) central (both as producers
and consumers) to transition toward higher agricultural income growth and
agro-industrial processing.

(d) Subsidies and government support. One of the distinguishing features of the
energy sector is subsidies to both nonrenewable and renewable energy pro-
duction and consumption. IEA estimates subsidies at the global level at
37 billion for electricity and 20 billion for biofuels in 2009 (IEA 2010).
Indeed, the bioenergy development in the now successful countries (e.g.,
Brazil, U.S., Europe, China, and India is characterized by heavy government
subsidy. For example, EU subsidizes farmers at the rate of Euros 45 per
hectare while the U.S. subsidizes ethanol production by 51 cents per gallon
(Harder, Science News 2006). Current policies designed to promote bioenergy
development include production subsidies and incentives for local processing
subsidies as well as tariff and non-tariff barriers with the view to encouraging
individual and corporate investors to move into production with minimal risks
and also give them time to establish the industries. While such policies could
be justified on economic, social, and environmental, and even in some cases,
national security grounds, they have the potential to distort national, and in
some cases global, markets. However, the pace and viability of the bioenergy
sector will continue to be determined by dynamics in the petroleum industry,
which is also a highly subsidized sector (IEA 2010). Thus, a well-strategized
government support is critical to bioenergy development and inevitably. While
government subsidy is unlikely in the African context, subsidies given to
biofuels producers in countries outside Africa is bound to put heavy pressure
on production and processing of feedstock in Africa, which African countries
have to respond to make biofuels competitive in the global market.

(e) Production and processing. With its largely tropical climate suitable for fast
growth and diverse ecological conditions, Africa has the potential to grow
almost all types of feedstock in a cost-effective manner. However, Africa has
little to gain as a raw material producer. Much of the value addition and
backward and forward linkages to the rest of the economy are realized at the
processing stage. As feedstock suppliers, countries will forego considerable
economic benefits (higher prices per unit of output, markets created for inputs at
the processing stage, transfer of skills, etc.), social benefits (employment
opportunities both at the installation and operational stages), and even envi-
ronmental benefits (use of the waste products as fertilizers). Further, meeting the
energy requirements of the local population and supplying fuel to local markets
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including meeting blending targets presents huge investment opportunity. Thus,
there is need to shift the bioenergy decision-making process from a supply push
(an effort to accommodate investors) to a demand-driven program that aims to
meet a country’s energy demand based on own feedstock and in-country pro-
cessing (refining) capacity. A sustainable bioenergy policy requires bioenergy
investments to combine feedstock production and processing (refineries) and
guarantees local markets.

(f) Price competitiveness with oil. Bioenergy costs and benefits are always
expressed in relation to petroleum prices. When petroleum prices rise, bio-
energy investments become lucrative. But when petroleum prices fall, bioen-
ergy becomes a losing undertaking. The breakeven price for biofuels, today, is
believed to be between $35 and $60 per barrel of oil equivalent, with Brazil‘s
ethanol estimated to break even at $35 compared to around $45–55 in US and
EU, which reflects the high costs of biofuels production. Biofuels will continue
to be expensive, hence the need for subsidies in the short to the medium term,
which will be a heavy burden to governments, particularly in the African
setting. To enhance the competitiveness of bioenergy, bioenergy development
should be grounded on a large production base that embraces small holder
production and processing scheme, environmental and social benefits, in
addition to the backward, vertical, and lateral linkages to the wider economy.
This will certainly help lay the foundation for rural transformation and a
country’s industrialization.

(g) Managing the Food, Fuel, and Feed Competition. The biofuel feedstocks
currently commonly used (e.g., corn, rapeseeds, lentils, etc.) are staple food/
feed crops to most Africans. While it is possible for technological changes in
fuel crop production to give impetus to food production growth with the net
result being higher food supply, social, political, and environmental factors,
even economics, are dictating the shift from food crops to non-food crops and
from large-scale plantations to greater involvement of small-scale producers.
Even here, although the decision of how much to produce for fuel or food is
likely to be based on the household’s economic and social needs, higher prices
of feedstock are bound to heavily influence these decisions in their favor.
However, there is wide range of crops and plants that can be used for
bioenergy; and with technological advances that made it possible to grow
energy crops in areas deemed unsafe for consumable crops, such as beside
roads, next to polluting industry or on contaminated land, or being irrigated by
treated waste water, or even on marginal lands assuming economics hold, it is
possible to produce enough food while increasing the bioenergy supply. A
sustainable bioenergy policy is founded on an integrated and balanced pursuit
of economic, social, and environmental objectives and avoiding the food, feed,
and fuel competition.

(h) Land tenure policy and property rights. Tenure insecurity that prevails in many
African countries has become a constraint to increasing agricultural produc-
tion, conserving soil and water resources, and planting trees. Investment in
energy crops also requires long-term commitment and secured land holdings.
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The Framework and Guidelines on Land Policy in Africa (AU, UNECA and
ADfB 2010), while calling for clarification of property rights in agriculture
and sustainable land management, highlights ‘‘serious concerns about land
needs’’ for energy development and questions ‘‘the capacity of many countries
to meet their internal agricultural requirements as land is taken out and the
ecological trade-offs involved in the scramble by foreign investors for land’’ to
grow biofuels feedstock. While some countries have already established
programs and policies to improve land tenure, other countries that have not
done so need to critically consider land tenure and property rights issues
improvements in their bioenergy policy formulation process.

(i) Bioenergy and biodiversity. Halting environmental/land degradation while
expanding bioenergy production is a critical element of a sustainable bioenergy
policy. Very few African countries can take pride in their environmental
policies of the past decade. Deforestation and land degradation have continued
unabated. The rate of replanting has been woefully inadequate to offset the
effects of deforestation. As current biofuels feedstocks, sugarcane, palm oil,
corn, etc. are high moisture requiring and soil fertility depleting, sustainable
management of natural resources under fast-growing bioenergy production is a
daunting task. Moreover, and much seriously, planting some of the highly
productive biofuels feedstocks, such as palm oil, required clearing tropical
forest opening wide the scope for a large-scale, massive deforestation. One
source of hope is the collective position taken and political commitment made
to fighting climate change through effective climate adaptation and mitigation.
Through strategic choices of biofuel feedstocks, gradually developing those
that enrich soils and do not require much water to grow and further moving to
lignocellulosic and algae based biofuels, a sustainable bioenergy policy ensures
the protection of the environment including Africa’s fast dwindling forest
resources as well as and the maintenance of ecosystem integrity and diversity.

(j) Bioenergy markets and trade. Bioenergy trade is an issue of global interest and
perhaps one of the fastest growing sectors worldwide. Today, there are many
foreign investors interested in the production and processing of certain
bioenergy products with the view to supplying a foreign market. Issues of
economic, social, and environmental sustainability, subsidies, tariff and non-
tariff barriers, fair-trade practices, and certification are key agenda items of an
ongoing debate.

(k) Bioenergy governance: Governance, here, refers to institutions, policies,
customs, relational networks, laws and regulations, property rights, stake-
holders’ participation in policy development, access to knowledge, finance,
information, and education that foster the sustainable development of bioen-
ergy. Indeed, bioenergy development is a multisectoral and multilevel
undertaking that requires the active engagement of the government, the private
sector, civil society, and institutions of higher learning.

There are four possible areas of intervention: (i) knowledge development and
capacity building of Met Offices. Filling existing climate knowledge gap on CC
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impact through generating sub-national climate data and systematic assessment of
vulnerable areas and populations and threatened ecosystems strengthening the
capacity of Met offices in a comprehensive manner; (ii) Preparing disaster
preparedness and risk management action plans as integral part of a national
development strategy; (iii) Promote and expand collaborative, adaptive, and
multidisciplinary research through, among others, twinning arrangements between
developed and African countries; (iv) Improved access to research results on new
biofuels feedstocks including perennials, lignocellulosic and microalgae.

7 Conclusion

The connection between bioenergy and weather/climate is strong, multifaceted,
and nonlinear. The sustainable development of bioenergy has the potential to
contribute substantially to improving access to affordable and clean energy and
also to raising living standards. However, how bioenergy development is designed,
the kind of feedstock used, how it is produced, and where it is processed are
critical elements of a sustainable bioenergy program. There is clearly strong need
for vigorous investment in developing the local climate knowledge base and also
improving the coverage, reliability, and timeliness of meteorological data.
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Part III
What can Meteorology Offer

to the Energy Industry?



Weather and Climate Information
Delivery within National
and International Frameworks

John W. Zillman

Abstract Weather and climate information plays an important role in decision-
making in the energy sector. Energy-specific meteorological services are based
heavily on the national and international meteorological infrastructure put in place
to provide information, forecasting, warning and advisory services to all weather-
and climate-sensitive sectors of society. Recent advances in atmospheric, oceanic
and hydrological observation, data collection, modelling, forecasting and warning
systems, and in national and international arrangements for service provision, offer
many opportunities for increased benefit for the energy industry from effective
application of meteorological and related science and services.

1 Introduction

Meteorology serves the energy industry through research into atmospheric influ-
ences on energy demand, generation, distribution, supply and use and through
provision of a wide range of weather and climate services to inform decision-
making in the energy sector (Maunder 1986; Price-Budgen 1990; World Meteo-
rological Organization 2007).

Most of the weather and climate services used by the energy sector are purpose-
and user-specific but essentially all such energy-focussed services are based,
ultimately, on the integrated national and international infrastructure for meteo-
rological and related observation, research, modelling and service provision
operated by countries to meet the information needs of all weather- and climate-
sensitive sectors of their national economies (Zillman 1999, 2003a).

Meteorological services deliver public and private benefit by enabling improved
decision-making which leads to greater (financial and other) gains in virtually all
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sectors of the economy and reduced loss of life, livelihood and property from haz-
ardous meteorological phenomena (Fig. 1). Energy is one of the most weather- and
climate-sensitive sectors of society and the energy industry can benefit greatly from
informed use of meteorological information (Page 1990; Dubus and Parry 2012).

By way of introduction to the many established and emerging sector-specific
meteorological services for the energy industry, this chapter briefly:

• explains the nature and mechanisms of weather and climate;
• describes the origin and scope of meteorological and related services;
• introduces the concept of a national meteorological service system;
• outlines the international framework through which nations work together in the

provision of meteorological services; and
• identifies some recent international initiatives which will influence the future of

weather and climate information delivery for the energy sector.

2 The Nature of Weather and Climate

Almost every aspect of human activity is influenced by the state and behaviour of
the atmosphere around us—its temperature, humidity, cloudiness, wind, rainfall
and so on. All of these are determined, more or less directly, by the incoming energy
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forecast, warning and other information which enables better decisions than would otherwise be
possible resulting in increased gains and reduced losses relative to the baseline impacts and
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from the sun incident on the spherical rotating earth driving the global circulation of
the atmosphere and ocean and generating cyclones and anticyclones and all the
other familiar phenomena of weather and climate (Bureau of Meteorology 2003).

Meteorology is the science of weather and climate. Weather is a description of
the state of the atmosphere over minutes, hours, days and weeks. Climate is a
statistical description (in terms of means, variability and extremes) of its behaviour
over longer timescales, usually years, decades or centuries, in one sense ‘average’
weather. The characteristic time and spacescales of some of the important phe-
nomena of weather and climate are shown schematically in Fig. 2.

In order to map the patterns of weather and climate over the earth’s surface, to
build up a historical description of their behaviour in the past and to provide the
starting point for prediction of how they will evolve in the coming days, weeks,
months, years and decades, it is essential to maintain long-term in situ and space-
based observing networks and systems over the globe. The total annual cost of
global weather and climate observing networks, including the expensive meteo-
rological satellite systems, is around US$5–7 billion (Zillman 1999; Global Cli-
mate Observing System 2010).

Because the behaviour of the atmosphere and ocean are governed by the well-
established laws of physics, it is possible to simulate the processes and phenomena
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shown in Fig. 2 through sophisticated mathematical models run on powerful
computers with three-dimensional grids over the earth’s surface.

These numerical models enable meteorologists to assimilate all the observa-
tions into an internally consistent three-dimensional description of the state of the
atmosphere and ocean and to run the model forward in time much faster than the
real atmosphere to provide:

• analyses and reanalyses of the patterns of weather and climate over the globe;
• weather forecasts out to the 2 weeks (approx.) limit of predictability of indi-

vidual weather systems;
• climate predictions for months and seasons out to a few years with experimental

predictions for a decade or more; and
• climate change projections resulting from human interference with the global

climate system.

There are many different ways of characterising the ‘predictability’ of future
weather and climate and the level of confidence attached to projections of human-
induced climate change including the use of ‘ensembles’ of model runs whose
scatter provides an indication of the probability of a range of possible outcomes.
The approximate limits of predictability of weather and climate and the level of
scientific confidence in model projections of human-induced climate change are
summarised schematically in the lower part of Fig. 2.

3 Meteorological and Related Services

Meteorological service provision has a long history (Davies 1990). In the broadest
sense, humans have made use of weather and climate information to guide their
decisions on where to live, what to grow, when to harvest and how to organise
their daily lives for thousands, and probably tens of thousands, of years. But it is
only over the last few hundred years that systematic meteorological observations
have provided a reliable description of past and present weather and climate and
dramatic progress in understanding of the atmosphere and ocean has provided a
scientific basis for societally useful forecasts of their future evolution. Nowadays,
meteorological services are routinely used in decision-making in almost every
sector of society (World Meteorological Organization 2007).

Historically, meteorological services were regarded as including the provision
of basic data and information on the state of the land and ocean surface as well as
on all aspects of the atmosphere but, with the emergence of operational ocean-
ography and hydrology, it has become appropriate to recognise the existence of
separate categories of oceanographic and hydrological services and to view
meteorological services as the weather, climate and air quality subset of a broad
suite of Earth system science services providing information on:
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• the past behaviour of the various domains (ocean, atmosphere, land) of the Earth
system;

• the current (physical, chemical and biological) state of the atmosphere, ocean
and land surface;

• their expected future behaviour, including both forecasts of the various envi-
ronmental variables and warnings of specific hazardous phenomena and con-
ditions; as well as

• advice on the implications and applications of oceanic, atmospheric and ter-
restrial science; and

• conduct of investigations of specific oceanographic, meteorological and
hydrological problems;as shown schematically in Fig. 3.

The five basic types of meteorological service shown in Fig. 3 can be further
categorised in many ways, including in terms of:

• the meteorological variables on which information is provided;
• the phenomenon (especially hazardous phenomena) involved;
• the method of service delivery;
• the economic characteristics of the service provided; and, most importantly:
• the user communities served.

Almost every meteorological element impacts on society in some way and there
are specific meteorological services focussed on the provision of information on
past, present and future values, including both categorical and probabilistically
forecast values, of all the standard meteorological variables including:
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• solar (direct and diffuse) and infrared radiation;
• temperature (mean, maximum and minimum surface air temperatures as well as

vertical temperature profiles and soil and ocean temperatures) and humidity;
• wind speed and direction near the surface and their variation with height;
• cloudiness (including type, height and thickness of cloud layers), rainfall and

evaporation; and
• atmospheric composition, turbidity and visibility;as well as such derived quanti-

ties as moisture and heat fluxes and atmospheric stability, all of which can be
determined from measurements or calculated from the output of numerical models.

Meteorological services are also often described and organised in terms of the
specific weather or climate phenomenon involved. Highest priority is usually
given to detection, forecasting and warning of dangerous phenomena and condi-
tions. These embrace a wide range of meteorological and related oceanographic
and hydrological hazards and give rise to specific services focussed on warning of:

• severe weather phenomena (thunderstorms, hail, lightning, tornadoes, tropical
cyclones, gales, blizzards,…);

• other hazardous weather conditions (heat waves, fire weather conditions, cold
snaps, fog, icing, freezing rain, …);

• air quality hazards (urban air pollution, smoke haze, acid rain, volcanic ash,..);
• climatic hazards (drought, pest infestations, disease outbreaks, crop failures,…);
• marine hazards (waves, currents, storm surges, tsunamis, icebergs, marine

pollution, algal blooms …); and
• hydrological hazards (riverine and flash flooding, erosion, landslides, …).

Service categorisation by method of delivery recognises the vital role of the
various print, broadcast and other electronic communications media as well as the
more personally interactive forms of service provision, giving rise, for example, to
source-based meteorological service categories such as:

• TV weather services (including both weather segments on news and other
channels and dedicated services such as ‘The Weather Channel’);

• Radio weather services (providing local temperatures and forecasts and imme-
diate broadcasts of severe weather warnings and the like);

• Newspaper weather services (synoptic maps, satellite photos, rainfall lists,
prognoses and city, town and district forecasts);

• Recorded telephone services (latest temperatures, forecasts, warnings) and SMS
messaging systems (e.g. for storm, hail and lightning warning);

• Internet-based weather services (everything);
• Publications (observational data, scientific papers, reports, bulletins); and
• Consultative services (usually involving personal interaction and report

preparation).

It is important in the design of both general and sector-specific meteorological
services and in determining the appropriate basis for their provision to take
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account of the economic characteristics of the services, according to their rivalry
in consumption and excludability. This leads to the important categorisation of
meteorological services either as public goods which, in general, are most effi-
ciently provided by government through taxation, or private goods which are most
efficiently provided through the operation of market processes (Gunasekera 2004).
In some countries, especially those in which cost recovery and commercialisation
policies have been introduced into meteorological service provision, it has proved
useful to recognise a public versus private goods-based distinction between what
are referred to as ‘basic’ and ‘special’ services (Zillman and Freebairn 2001) and
to view national meteorological service provision, in the broadest sense, as
involving the provision of:

• basic infrastructure, data and products: the basic national meteorological
infrastructure which underpins the provision of the full range of services and
may itself be recognised as the provision of a ‘basic service’ to present and
future generations;

• basic service: those services provided at public expense to discharge the gov-
ernments’ sovereign responsibilities for protection of life and property, for the
general safety and well-being of the national community and for provision for
the essential information needs of future generations; and

• special services: those services beyond the basic service aimed at meeting the
needs of specific users and user groups and which may include provision of
specialised data and publications, their interpretation, distribution and
dissemination.

The users of meteorological services include virtually every person on the
planet. The total user community is often broken down into the ‘general public’
embracing individuals, households and a wide range of government and non-
government organisations on the one hand; and specific users and user sectors, on
the other. The main specialist user communities for whom specific user-focussed
services are provided in most parts of the world include:

• agriculture;
• aviation;
• defence;
• construction;
• emergency management;
• energy;
• health;
• natural resource management (including especially water resources);
• shipping; and
• tourism.

The energy sector (planning, construction, generation, trading, transmission,
distribution and use) is one of the major users and beneficiaries of meteorological
services in both developed and developing countries and, in some countries, it is
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the most significant user (Dutton 2002; Spiegler 2007). The information needed by
the energy sector includes:

• climatological information and studies of wind profiles, plume dispersal and the
like for conventional electricity generation plant siting and design;

• daily weather information, especially temperature, wind and cloudiness, both
forecast and actual, local and distant, for generation and grid load management,
financial decision-making and the like;

• the full range of agrometeorological (weather and climate) services in support of
biomass-based fuel production;

• seasonal and longer term outlooks for demand assessment, hydropower opera-
tional planning, financial risk management (e.g. through weather derivatives)
and so on;

• climate change assessments and projections for input to long-term energy policy
and greenhouse gas abatement strategy development;

• detailed measurement and modelling of solar, wind, wave and tidal energy
potential for renewable energy system planning; and

• scientific and socio-economic data for investigation of new energy supply and
transmission systems.

The renewable energy sector is especially dependent on reliable meteorological
information, as elaborated in following chapters, including information for:

• variable resource assessment;
• wind and solar power forecasting, both for day-ahead trading and for real-time

grid integration to improve the economics and reliability of using renewables in
the energy mix;

• planning, operation and maintenance of wind farms and solar arrays; and
• designing wind turbines and solar collectors that can withstand the environments

in which they are sited.

Energy generators, traders, suppliers and consumers make use of both widely
available basic weather and climate services accessed through the media
(including especially meteorological websites) and special services provided either
externally or internally, focussed on both short-term and long-term operational and
business decision-making.

4 The National Meteorological Service System

The provision of meteorological services, such as those described and categorised
above, within individual countries depends on the establishment and operation of
an integrated national meteorological service system.

Almost every country has some form of ‘end-to-end’ national meteorological
service system involving four basic components: a national observation network; a
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research and development effort; a data management and modelling/prediction/
archival centre; and a service provision system; with each of these focussed pri-
marily on the atmospheric domain but including, also, to varying degree, the ocean
and land surface, especially the lakes and rivers (including river flow forecasting,
flood warning and other hydrological service provision), as illustrated schemati-
cally in Fig. 4.

There is usually substantial overlap between the national meteorological service
system and the (normally, far less well developed) national oceanographic and
hydrological service systems. In many countries, all four components of the sys-
tem, but especially the service provision arrangements, reflect the now somewhat
arbitrary historical separation of meteorological services into ‘weather’ and ‘cli-
mate’, as shown in the upper part of Fig. 4.

The national meteorological service system in essentially all countries is based on
the operations of the National Meteorological Service (NMS), the agency, usually
primarily government funded, responsible for the operation of the basic national
meteorological observation and data processing infrastructure, provision of the basic
service and fulfilment of the government’s obligation for international meteoro-
logical cooperation through the World Meteorological Organization (WMO).
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Fig. 4 The four main components (observation, research, data management, service provision)
of an integrated end-to-end (in this representation, bottom-to-top) national meteorological service
system
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The NMS is an essential component of the basic infrastructure of every country
(Zillman 1999). Though the detailed roles and responsibilities of NMSs vary from
country to country, most are charged with a five-fold mission of:

• observation and monitoring of meteorological and related variables over their
national territory;

• research aimed at improved understanding of their countries’ weather and
climate;

• assembly and custodianship of the national climate record and modelling and
prediction of the national weather and climate;

• service provision, including especially public forecast and warning, to their
national communities; and

• meeting their governments’ responsibilities for international cooperation in
meteorological data collection, exchange and service provision.

The ultimate goals of the NMS also vary from country to country but, in most
countries, they focus primarily on:

• protection of life and property;
• reduction of the impact of natural disasters;
• safety and efficiency of transportation;
• national economic development;
• national security;
• community health, welfare and quality of life;
• environmental quality;
• advancement of knowledge;
• efficient planning and management of government and community affairs; and
• meeting the environmental information needs of future generations.

An overview of the role and operation of NMSs is provided in a series of
statements from the Executive Council of WMO (e.g. World Meteorological
Organization 1999). Zillman (2003b) provides a summary of the early twenty-first
century state of NMSs around the world and a recent WMO Executive Council
Statement (World Meteorological Organization 2011a) provides a detailed listing
of contemporary NMS functions and services.

The four other major players in the national meteorological service system
whose roles complement that of the NMS are:

• the mass media who play a key role in the delivery of services, especially the
basic service, to the community at large (e.g. Leep 1996);

• private sector service providers who provide a range of special services, usually
on a commercial basis, to individual clients, customers and user groups (e.g.
Spiegler 2007);

• the academic/research sector who contribute to the advancement of the science
and, to varying degree, engage in data collection and certain niche categories of
service provision (e.g. National Research Council 2003); and
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• other service providers, often government agencies or other publicly funded
operations, focussed on specific government functions or user communities, and
including in-house services provided in some major public sector organizations
and business enterprises (e.g. National Research Council 2010).

5 The Global Framework for Meteorological Service
Provision

The essential overall international framework for provision of meteorological
services is provided by the World Meteorological Organization (WMO).

The World Meteorological Organization is a Specialised Agency of the United
Nations with 189 Member States and Territories and a Convention which provides
for global cooperation in;

• establishment of observing networks and systems and collection and exchange
of meteorological and related data;

• meteorological and related research;
• establishment of world/global and regional centres for the provision of meteo-

rological products and services;
• application of meteorological information and services for the benefit of inter-

national shipping and aviation and of all sectors of the national communities of
its Members; and

• training and capacity building in meteorological science and services.

Although NMSs usually take the lead in their governments’ implementation of
the WMO Convention, WMO is an organisation of countries, not of NMSs, and
WMO programmes are intended to embrace the total global effort in meteorology,
including that of the media and the private and academic meteorological sectors of
Member countries—not just the work of the NMSs. In doing this, WMO works
closely, at the international institutional level, with other UN organisations with
related responsibilities such as the Intergovernmental Oceanographic Commission
(IOC) of UNESCO for the ocean and the non-governmental International Council
for Science (ICSU) on meteorological and related research.

The World Meteorological Organization has traditionally carried out its role
through its Members’ contribution to a set of Major Programmes corresponding to
its major responsibilities under the Convention. Over recent decades, it has carried
out its work through:

• the World Weather Watch Programme as the global framework for meteoro-
logical observation, data collection and processing, and product preparation in
support of the full range of weather and climate services at global, regional and
national levels. Historically, the World Weather Watch was regarded as con-
sisting of the Global Observing System (GOS), Global Telecommunications
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System (GTS) and Global Data Processing and Forecasting System (GDPFS). In
recent years, these have been substantially integrated into what are now known
as the WMO Integrated Global Observing System (WIGOS) and the WMO
Information System (WIS);

• the World Weather Research Programme (WWRP) and World Climate
Research Programme (WCRP), the latter in collaboration with ICSU and the
IOC, to advance the underpinning science of weather and climate prediction;

• a set of service programmes (grouped together as the Applications of Meteo-
rology Programme (AMP)) focussed both on the community at large (Public
Weather Services Programme (PWS)) and several individual major sectors
(especially aviation, agriculture and marine) and including both general infor-
mation and forecasting services and a range of specific warning services (e.g. for
tropical cyclones); and

• the World Climate Programme (WCP), especially its components focussed on
data and monitoring (WCDMP) and applications and services (WCASP) which
was established following the 1979 First World Climate Conference and suc-
cessively restructured following the 1990 Second World Climate Conference
and the 2009 Third World Climate Conference to provide an overall interna-
tional framework for assisting countries in using climate science and services for
the benefit of their national communities;along with a number of supporting
capacity building and related programmes which, together, provide the overall
global framework for meteorological service provision as shown schematically
in Fig. 5.

It is important to stress that, just as at the national level, the operation of the
overall global framework for meteorological service provision is totally dependent
on the underpinning observing and research programmes and the global opera-
tional infrastructure for data processing and modelling provided through a network
of World/Global and Regional/Specialised Meteorological Centres. While, his-
torically, the WWW GOS, GTS and GDPFS were envisaged as supporting the full
spectrum of ‘weather’ and ‘climate’ services, the 1979 establishment of the WCP
(Zillman 1980) sought to address the hitherto somewhat under-emphasised chal-
lenges of climate variability and change and the burgeoning societal need for
climate information and prediction services.

Within the international planning and coordination mechanisms of WMO, as
well as at the national level within its Member countries, the weather and climate
service and applications programmes include specific components focussed on the
energy sector. The initial focus of the WCP and many of its achievements over its
early decades were concentrated in four priority applications sectors, including
energy (Bruce 1991), as follows: WCP—Energy; WCP—Food; WCP—Water; and
WCP—Urban and Building.

WMO’s mechanisms for international capacity building, information sharing
and, where necessary, coordination amongst countries, involve both formal
intergovernmental specialised bodies (e.g. expert intergovernmental ‘technical
commissions’) and less formal scientific and operational conferences, workshops
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and groups of experts. Integrated international planning and guidance over the
period 1983–2007 was provided through a detailed programme-based ‘WMO
Long-term Plan’ which provided guidance both to the WMO Secretary General in
the use of the WMO Regular Budget in support of programme implementation and
to individual NMSs for the planning and development of the corresponding
activities at the national level. More recently, the overall international planning
framework has been provided by a WMO Congress-approved ‘WMO Strategic
Plan 2012–2015’ focussed on five ‘Strategic Thrusts’ (World Meteorological
Organization 2011a):

        Application                           Adaptation                               Mitigation

User               sectors               and                countries

  GOOS                              WIGOS(GOS/GAW)                       GTOS

AMP

WWRP

GCOS

UNFCCC

WCRP

IPCC
WIS

WCSP
(WCDMP/
WCASP)

Fig. 5 The global framework for meteorological services provided through the major
programmes of WMO and its international partner organisations. In addition to the acronyms
explained in the text: GOOS is the IOC-led Global Ocean Observing System; WIGOS is the
WMO Integrated Global Observing System encompassing both GOS and GAW and WMO-
related parts of the co-sponsored GOOS and GTOS; GOS is the World Weather Watch Global
Observing System; GAW is the WMO Global Atmosphere Watch (for atmospheric chemistry);
GTOS is the FAO (Food and Agriculture Organization)-led Global Terrestrial Observing System;
GCOS is the WMO-IOC-UNEP-ICSU Global Climate Observing System which is built on
GOOS, WIGOS and GTOS; IPCC is the Intergovernmental Panel on Climate Change; UNFCCC
is the UN Framework Convention on Climate Change; WCSP is the World Climate Services
Programme based on a consolidation of the former WCDMP and WCASP; WIS is the WMO
Information System; AMP is the WMO Applications of Meteorology Programme
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• Improving service quality and service delivery;
• Advancing scientific research and applications as well as development and

implementation of technology;
• Strengthening capacity building;
• Building and enhancing partnerships of cooperation; and
• Strengthening good governance.

Much of the coordination and information flow within the international mete-
orological system is facilitated by the NMSs whose Directors normally serve as
Permanent Representatives of their countries with WMO but important roles are
also played by international coordination mechanisms such as the International
Association of Broadcast Meteorology (IABM) and similar groups of equipment
providers (Association of Hydrometeorological Equipment Industry (HMEI)) and
commercial meteorological service providers.

6 Future Directions

Five important recent initiatives on the international meteorological scene warrant
special mention in terms of their potential influence on future arrangements for
weather and climate information delivery to the energy sector. They are:

• the Intergovernmental Panel on Climate Change (IPCC);
• the Global Earth Observation System of Systems (GEOSS);
• the Madrid Action Plan on social and economic benefits of weather, climate and

water services;
• the Third World Climate Conference and the Global Framework for Climate

Services (GFCS); and
• the WMO Strategy for Service Delivery.

The 1988 establishment of the IPCC by WMO and the United Nations Envi-
ronment Programme (UNEP) set in train a remarkable international scientific
assessment process with profound consequences for international and national
energy policy (Houghton 2005). The successive IPCC Assessment Reports and
Special Reports including its recent Special Report on renewable energy (Inter-
governmental Panel on Climate Change 2012), have provided authoritative advice
to the global community generally on the threat of human-induced climate change
resulting from carbon dioxide emissions, especially from the stationary energy
sector, and on a range of other issues at the interface of energy and human-induced
climate change. The IPCC assessment process and the interpretation and appli-
cation of the findings in its assessment reports provide the most authoritative
source of advice on most aspects of the science and implications of human-induced
climate change. The international response to the findings of the 2014 IPCC Fifth
Assessment Report must be expected to have major implications for the energy
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industry worldwide and require extensive collaboration between the climate and
energy communities.

In 2005, an initially ad hoc intergovernmental Group on Earth Observations
(GEO) agreed on a 10-year Implementation Plan for GEOSS aimed at providing
all the in situ and space-based earth observations needed for effective application
in nine key Societal Benefit Areas (SBAs), three of which were weather, climate
and energy (Zillman 2005). Though initially focussed on enhancing collaboration
amongst the various national agencies and international programmes and organi-
sations engaged in in situ and space-based observation of the different Earth
system domains, the 88 countries and 64 ‘participating organisations’ now
engaged in the GEO mechanism have increasingly focussed their attention on
delivery of user-focused information to the various SBAs. It is envisaged that
GEOSS outcomes in the energy sector will support environmentally responsible
and equitable energy management, better matching of energy supply and demand,
reduction of risks to energy infrastructure, more accurate inventories of green-
house gases and pollutants and a better understanding of renewable energy
potential. The overall architecture of GEOSS is still evolving. But it is clear that
the major part of the GEOSS contribution to the energy (and other) sectors will
continue to be based on the established weather and climate observation and
service provision framework of the UN System as shown schematically in Fig. 6.

Agriculture
Bio-

diversity
Disasters Energy Ecosystems Health Water

GOSGOOS   GAW  GTOS
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Weather Climate

Fig. 6 The provision of weather and climate observations and information to the energy (and
other) Societal Benefit Areas (SBAs) within the framework of GEOSS. The acronyms for the
various domain-based global observing systems contributing to GCOS and GEOSS are as given
in the caption to Fig. 5.
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The 2007 Madrid Conference on ‘Secure and Sustainable Living’ (World
Meteorological Organization 2009a) provided a detailed assessment of the nature
and value of meteorological and related services in six major weather- and cli-
mate-sensitive sectors including ‘Energy, transport and communications’. It
reviewed the energy sector’s requirements for services and the extent to which the
information available is capable of meeting current and expected future needs. The
Conference developed a ‘Madrid Action Plan’, subsequently endorsed by the 2007
WMO Congress, which set out a 15-point agenda for accelerated action on
improving the quality and user value of weather, climate and water services.
Through its ‘Forum on Social and Economic Applications and Benefits of
Weather, Climate and Water Services’ and other mechanisms, WMO is pro-
gressing many of the specific proposals from the Madrid Conference including the
development of new energy-needs-specific observing, data collection and model-
ling systems in support of new wind, solar, wave, tidal and other alternative energy
generation systems (World Meteorological Organization 2011a).

The Ministerial Third World Climate Conference (WCC-3) held in Geneva in
August–September 2009, undertook a detailed assessment of the achievements of
the World Climate Programme (including WCP-Energy) over the previous three
decades and agreed to establish a new GFCS to improve the provision and
application of climate services in all the key climate-sensitive sectors worldwide.
The Expert Segment of the Conference issued a detailed Conference Statement
which provided a set of specific conclusions and recommendations for each
individual sector. For the energy sector, the climate and energy experts at WCC-3
concluded (World Meteorological Organization 2009b) that:

Climate information is essential for ensuring the most efficient production and con-
sumption of essentially all traditional forms of energy including coal and gas-fired gen-
eration and the distribution and utilization of electricity, and is especially important for the
design and operation of infrastructure and facilities for renewable energy sources such as
hydro, wind, solar, tidal and bio-energy. Season to multi-decadal climate variations give
rise to changes in energy demand but also in energy availability and supply. Primary
energy is traded globally and often delivered within complex energy grids. In particular,
the generation of renewable energies is often itself climate dependent. Energy prices may
also be affected by climate variations. The discussions on sustainable energy highlighted
the climate information that is currently available, the extent to which it is already being
used and the current and future needs of climate information from the energy sector’’.

The WCC-3 energy experts went on to stress the need for:

• Historical and quality observations. Historical and high quality weather and
climate observations are needed for the energy sector especially in developing
countries;

• Seamless predictions. Seamless predictions from global climate models
(monthly to seasonal to decadal timescales) with much improved resolution are
needed;

• Updated reanalysis. There is need for quality reanalysis of meteorological data
that is regularly updated;
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• Reliable access. Reliable access to climate information using readily available
servers and grid technology is important;

• Joint partnerships. Establishment of joint partnerships between the energy
sector and climate service providers is desirable;

• Mainstreaming climate information. It is vital to mainstream climate informa-
tion into long-tem development plans, in particular for the energy sector;

• Vulnerability assessments. Assessments of the vulnerability to severe weather
and extreme climatic events are needed for energy infrastructures including
generation, transmission, transformation, processing, distribution and extraction;

• Strengthening partnerships. Partnerships should be strengthened between the
energy sector and the climate service community;

• Active participation. Active participation by civil society is needed to improve
decision-making in issues linking climate services and energy; and

• Capacity-building and technical cooperation. The transfer of energy and cli-
mate technology between developed and developing countries requires capacity
building and technical cooperation.

Following the WCC-3 decision to establish the GFCS, a major intergovern-
mental and interagency process was put in place to advance its design. A High-
level Task Force (World Meteorological Organization 2011b) agreed on an overall
structure for the GFCS which served as the basis for development of a detailed
implementation plan for intergovernmental approval in October 2012. Many
individual climate services enhancement initiatives are already underway in sup-
port of the GFCS, including the Climate Services Partnership (CSP) established by
the October 2011 First International Conference on Climate Services (ICCS-1) at
Columbia University, New York City.

At the same time as it approved its overall strategy for 2012–2015 and the
development of a GFCS Implementation Plan, the 2011 WMO Congress, (the
four-yearly intergovernmental session of Principal Delegates from its 189 Member
countries) approved a detailed ‘Strategy for Service Delivery’ (World Meteoro-
logical Organization 2011a) aimed at guiding all the players in both the interna-
tional and national meteorological service provision system on ways of improving
the effectiveness of service delivery and application by end users. The six ‘strategy
elements’ which provide the overall framework for the Strategy are:

• Evaluate user needs and decisions;
• Link service development and delivery to user needs;
• Evaluate and monitor service performance and outcomes;
• Sustain improved service delivery;
• Develop skills needed to sustain service delivery; and
• Share best practice and knowledge.

The WMO Service Delivery Strategy is seen as an important initiative in
support of the implementation of the Madrid Action Plan, the WMO Strategic Plan
and the GFCS Implementation Plan and can be expected to reinforce the
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international focus on new and enhanced meteorological services for the energy
industry over the coming decades.

7 Conclusion

The various national and international institutions of meteorology recognise the
importance of further strengthening the energy-meteorology partnership in
implementing the many new and innovative weather and climate services that will
be needed to support major enhancements in the global energy system over the
coming decades. This will require:

• New and improved meteorological observing networks and models that are
better focussed on the needs of the energy sector;

• Better training of the meteorological community in the provision of weather and
climate information for the energy sector;

• Continued research into all aspects of the use of meteorological information for
improved energy efficiency;

• Stronger mechanisms for ensuring essential data and information exchange
between the energy and meteorological communities; and

• An enhanced energy focus in the further planning and implementation of the
GFCS.

Most of all, however, it will require increased professional interaction and
dialogue between the energy and meteorology communities around the world.
There is a long history of collaboration to provide the basis for confidence that the
global meteorological service provider community will embrace the opportunity to
play their part.
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Meteorology and the Energy Sector

Geoff Love, Neil Plummer, Ian Muirhead, Ian Grant
and Clinton Rakich

Abstract The energy sector has a diverse requirement for meteorological services
to support decision-making for both day-to-day operations and for longer term
strategic planning. This requirement is driven in part by the natural climate vari-
ability (including extreme weather events) and increasingly by climate change as
manifested through the physical climate and through policy responses to the issue.
The meteorological services required for decision-making in this sector can be
broadly categorised into two ways: (i) those that support decision-making con-
cerning the implementation and operation of new technologies for energy produc-
tion, and (ii) those that support decision-making for maintaining service and
reducing emissions by existing energy sector infrastructure. This chapter focuses on
the electricity production sector and examines the types of services that are currently
available, and also those that are likely to be needed in the future. The chapter
concludes with a discussion of the likely climate and weather service provision
mechanisms that will best meet the energy sector’s needs, and the role that the Global
Framework for Climate Services could be expected to play in meeting these needs.

1 Introduction

Meteorology is the science of the atmosphere, and as such it encompasses the
science of both weather and climate. This chapter addresses the issues surrounding
the availability, supply and use of meteorological services in the energy sector, and
so as to limit the scope of the chapter, to that part of the sector responsible for
the production of electricity and, in particular, examines the challenges and
opportunities meteorological services will increasingly assist in addressing.
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2 Factors Affecting Electricity Production

The energy sector’s requirement for meteorological services clearly needs to be
addressed within the context of climate change, but this is certainly not the only, and
possibly not even the dominant, driver of change for the energy sector in the decades
ahead (see ‘‘Improving Resilience Challenges and Linkages of the Energy Industry
in Changing Climate’’ by Majithia, ‘‘Combining Meteorological and Electrical
Engineering Expertise to Solve Energy Management Problems’’ by Pirovano et al.,
‘‘Weather and climate impacts on Australia’s National Electricity Market (NEM)’’
by George and Hindsberger and ‘‘Weather & climate and the power sector: Needs,
recent developments and challenges’’ by Dubus). The economics of the industry will
always be fundamental, and evolution and revolution in the cost of the various
energy production technologies, whether determined through government policy or
by new scientific and technological developments, will be the key driver. However,
the demographics of the market (size and location of the energy consumers) for
energy will continue to be an important driver in the overall market.

Starting with the last of these three, demographics, it is clear that rising pop-
ulation, particularly in the urban centres is increasing the demand for energy, with
peak demand in many countries now occurring in summer as the total capacity of
installed air-conditioning systems continues to grow. Added to this is the demand
for reliable, high quality electricity supply as an ever increasing number of
business and homes rely on, or at least expect continuity of access to computing
resources. The aggregate sensitivity of demand for electricity to the meteorological
conditions by nations can be reflected by the use of the measure of degree-days.1 A
relatively benign climate is one for which the sum of the annual average number of
Heating degree-days and Cooling degree-days is relatively small (say less than
2,000), but of course national averages may hide important regional variations for
large countries (Baumert and Selman 2003). It must also be noted that the energy
industry must be scaled to accommodate the extremes, not just the annual mean
values of heating and cooling degree-days, now and in the future. Another way of
quantifying the dependence of power consumption on temperature is by defining a
temperature gradient per megawatt, as in Dubus (see ‘‘Weather and Climate and
the Power Sector: Needs, Recent Developments and Challenges’’ in this volume).

Technological change is also occurring at a rapid pace. For countries with access to
reserves of coal, it is clear that large-scale, coal-fired plants are the most cost-effective
way to generate electricity, particularly if the infrastructure to deliver this electricity
has been established and is a ‘‘sunk cost’’ already met by the electricity users.
However, the price competitiveness of energy production systems whose efficiency
is affected by meteorological conditions, such as wind and solar, is increasing.

1 Unit for estimating the demand for energy required for heating or cooling. In the US, the
typical standard indoor temperature is 65 �F (18.3 �C). For each 1 �F decrease or increase from
this standard in the average outside temperature for each day this occurs, one heating or cooling
degree-day is recorded. Source http://www.BusinessDictionary.com

222 G. Love et al.

http://dx.doi.org/10.1007/978-1-4614-9221-4_5
http://dx.doi.org/10.1007/978-1-4614-9221-4_5
http://dx.doi.org/10.1007/978-1-4614-9221-4_6
http://dx.doi.org/10.1007/978-1-4614-9221-4_6
http://dx.doi.org/10.1007/978-1-4614-9221-4_7
http://dx.doi.org/10.1007/978-1-4614-9221-4_18
http://dx.doi.org/10.1007/978-1-4614-9221-4_18
http://dx.doi.org/10.1007/978-1-4614-9221-4_18
http://dx.doi.org/10.1007/978-1-4614-9221-4_18
http://www.BusinessDictionary.com


Meteorological conditions not only affect demand for electricity but also pro-
duction and distribution. Extreme events such as the floods that occurred in
Queensland, Australia in December 2010 through to early 2011 caused widespread
disruption as open-cut coal mines in that State were flooded (Fig. 1) and electricity
distribution interrupted (QFCOI 2012). For the producers of hydroelectricity the
occurrence or otherwise of rainfall is a major determinant on their ability to gen-
erate electricity. For solar producers the key is sunshine hours while for wind farms
the variable used to assess the productivity of sites is the mean wind speed at the
height of the hub of the wind generating propeller, with a mean wind speed
exceeding 8 m�s-1 considered excellent sites and 7 m�s-1 good. From Table 1 it

Fig. 1 A flooded open-cut coal mine at Babinda, Queensland, Australia, January 2011 (Lyndon
Mechielson, Newspix)

Table 1 Wind field for an 80,000 km2 test area, from Coppin et al. (2003), in the vicinity of the
Great Dividing Range in Eastern NSW, Australia, showing the percentage of the non-woodland
area, and actual area, where specified mean wind thresholds are exceeded

Lower threshold
of mean annual
wind speed (m�s-1)

Percentage of land area at or
above threshold mean wind
speed (excluding woodland) (%)

Land
area (km2)

9 0.02 19
8.5 0.08 71
8 0.16 134
7.5 0.54 460
7 3.07 2,635
6.5 12.13 10,396
6 28.60 24,500
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can be seen that the area of land suitable for wind farms increases exponentially as
the efficiency of the wind generation technologies improves, making them eco-
nomically viable at lower speeds. Regardless of technology efficiency, however, the
number of viable sites will always be limited by competing land-use requirements.

3 The Energy Sector’s Requirement for Meteorological
Services

In this section, an attempt is made to take a user perspective on the demand for
meteorological services to the sector of the economy responsible for electricity
generation and distribution. To further limit the scope of the analysis, the chapter
considers a subset of five classes of decision-makers who might conceivably use
meteorological information to make decisions relating to the electricity supply
sector. These are: the public, electricity grid managers, policy makers, energy
sector investors and energy traders (see Table 2). The information requirements of
these different classes of decision-makers differ markedly, and have the potential
to conflict in some areas.

3.1 The Public

The public generally expects their electricity supply to work effectively day-in,
day-out. The times when meteorological factors work towards threatening supply
will most likely be those when severe weather is likely, including those times of
sustained hot and cold spells. If a severe storm or bushfire during a heat wave
threatens supply, the public has a reasonable expectation of forewarning. Similarly,
if high demand for electricity during a heat wave is likely to lead to ‘‘brown outs’’
or electricity rationing, again the public expects forewarning. In the lead up to, and
during such events, products and services that combine weather information from
the meteorological community integrated with information relating to infrastruc-
ture vulnerability and likely demand are required from the electricity sector. There
may also be interest in the climatology, or likelihood of the occurrence, of such
events. Public meteorological services have been found to be most effective when
simple products are delivered on a routine basis.

3.2 Electricity Grid Management

Electricity providers manage the grid supplying consumers (households and
industry) by manipulating the mix of electricity sources and distribution of elec-
tricity between regions. The variability in consumer demand will be driven by a
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Table 2 The demand for a number of different types of meteorological information for a subset of
five ‘‘classes’’ of decision-makers with an interest in the electricity segment of the energy sector

Coloured shading provides a subjective assessment of the importance of three types of meteoro-
logical products
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number of factors; for example, is it a weekend, public holiday or normal working
day, and will it be a high heating or cooling degree-day for some part of the grid?
Variability of supply is also important; has rainfall been high enough to support a
good level of peak hydroelectricity supply, will the peak demand have to be
accommodated with a high level of electricity from gas generation, and, as the
newer sources such as wind and solar become significant, how will their avail-
ability impact supply? Of growing importance in a number of countries is the need
to manage the increase in generation capacity of distributed small photovoltaic
power systems. To help assess these and other factors the electricity grid manager
needs real-time temperature, wind, solar radiation and rainfall data as inputs to
relatively sophisticated supply and demand models, the output from which is
an input to the overall decision-making process. It is likely that historical clima-
tological information would not be highly important to the grid manager for
day-to-day operations. However, multi-week forecasts and seasonal outlooks can
provide valuable guidance when assessing future load demands or scheduling
maintenance outages.

3.3 Policy Makers

Policy makers have two timescales of interest. They are keenly interested in
extreme weather events that impact negatively on supply of electricity (and con-
sequently the consumer). They will expect detailed warnings of the likelihood of
these events that are integrated with information describing the vulnerability of the
supply to the event. During extreme weather events policy makers require frequent
updates during the lifetimes of such events. The policy makers will also be crit-
ically interested in the timescales of the investments in infrastructure in the
industry, typically 40–50 years. On the longer timescales, they would expect cli-
matological scenarios reflecting the multi-decadal variability of the climate to be
integrated with sophisticated modelling of energy demand. Policy makers would
expect to be supplied with a mixture of ‘‘in-confidence’’ advice from the model
analysis as well as products and information that was tailored for public release.

3.4 Energy Sector Investors

Investors (as distinct from energy traders) are likely to be less interested in the
short-term outlook for the energy sector than that of the medium to long term on
the scale of years. It is considered here that the investor has the intention of
investing in some aspect of electricity generation for the medium to long term
through the commitment of funds to electricity by way of equity or debt mecha-
nisms. The investor will most probably require access to sophisticated modelling
that would underpin decision-making if the scale of investment were to be
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significant. For example, at the level of state and national governments multidis-
ciplinary analysis bringing together the known climatology of extremes, some
assessment of their possible changes under climate change, and evolutions in
electricity generating technologies, changing population and industry demo-
graphics would all need to be brought together in an integrated assessment of the
financial viability of the investment. Smaller scale investment, and one-off
investment decision would be unlikely to command such detailed (and expensive)
analyses.

3.5 Traders

From the meteorological sector, energy traders require good forecasts of likely
disruptions to supply along with forecasts of heating and cooling degree-days,
preferably ones that are not available to their fellow traders until they have made
their trades. To obtain a market edge high volume, traders would likely seek
priority access to a model—often developed ‘‘in-house’’—that uses real-time
meteorological inputs and provides the trader with forecasts of likely demand,
together with wind and solar energy production where markets exist for these.

4 Overview: Uses of Meteorological Information
in the Energy Sector

The provision of basic real-time meteorological data, including observations of
temperature, wind velocity, rainfall, solar radiation, radar and satellite imagery is a
valuable service needed to underpin decision-making in this sector. The users of
climate services also require high quality forecasts of these parameters (where
scientifically possible) and, if possible, access to the climatological norms for key
parameters used for decision-making. The real-time observations and short-term
forecasts need to be authoritative, quality controlled and reliably and routinely
available if decision-making is to be properly informed. In the slightly longer time
frame, seasonal outlooks (Fig. 2) can provide guidance to assist with scheduling
construction and maintenance activities. Efficient markets for electricity con-
sumption, and for investment in supply, must provide all decision-makers access,
at least in principle, to the same data. That is, for the market for electricity to be
efficient the buyers and sellers in that market place must have access to meteo-
rological data services.

It should be emphasized that real-time, routine short-term forecasts of tem-
perature, wind and rain are generated by sophisticated numerical weather pre-
diction systems, with the highest quality forecasts produced by a small number of
very advanced forecasting centres operating massive supercomputer installations
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and supported by hundreds of technical experts. The data outputs from these
centres are freely exchanged around the world by the meteorological community
and are available for integration into bespoke energy sector forecast systems. It is
clear that the greatest return on the investment in these systems, in global terms, is
achieved by the most widespread use of the resultant data in decision-making
processes across a wide variety of industry sectors and in the maximum number of
countries.

With the possible exception of the public, which requires access to robust but
simple analyses and forecasts, all user sectors have a high demand for integrated,
multidisciplinary analyses that make the most effective use of meteorological
information relevant to their decision-making. The integration of different data
types into sophisticated, user specific analyses and forecast systems is a specialist
skill requiring multidisciplinary inputs, including from climate scientists. Even in
developed countries the pool of such expertise is relatively small; one of the
challenges in the provision of improving climate services is to build this skill pool.
A second challenge is that while the basic data and forecasts are clearly a public
good, the bespoke forecasting systems serving a specific user are clearly in the
commercial domain.

To assist the private investor and companies investing in solar or wind elec-
tricity generation technologies, governments in developed countries may produce
national or regional climatologies of parameters such as measures of the available
solar energy for domestic hot water production or conversion to electricity for the
country (Fig. 3). Governments may also collaborate with the private sector to
generate more detailed products. An example of such a product is the regional
scale maps of mean wind speed at a typical wind generator hub height (Fig. 4),
where the location of transmission lines available to collect electricity generated
using wind power have been added to assist with site ‘‘prospecting’’.

Fig. 2 Seasonal climate outlooks can provide valuable guidance on the likely conditions to
occur in the months ahead. This information can be used to provide advanced estimates of
generating capacity, energy demand and the likelihood of favourable conditions for construction
or maintenance. In this example, the regions identified as having a greater than 50 % chance of
exceeding median rainfall correlate well with the observed rainfall pattern.Source Australian
Bureau of Meteorology
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5 An Energy Sector Case Study: Solar Resource
Assessment

Assessment of the solar resource available for solar power generation is an
example of a growing application that is driving creation of new data services
related to weather and climate. This industry needs data on the variation of solar
radiation in space and time, both on climate timescales for planning and weather
timescales for operation. Ground-based and satellite-based measurements provide
complementary historical and present observations, and numerical weather pre-
diction (NWP) has a role in solar forecasting.

Historical solar data are needed to support the planning and financing of solar
power stations. The data required at a potential location for a power station project
include not only mean radiation amounts but also the variability at a range of
timescales from minutes to years, together with knowledge of the extremes.
Moreover, to have the ‘‘bankability’’ needed to support financing decisions these
data must be accompanied by uncertainty estimates that can be translated into a

Fig. 3 Concentrating solar potential for the USA (Units kWh/m2/day). Source US EPA—http://
www.nrel.gov/gis/images/map_csp_us_10km_annual_feb2009.jpg. The U.S. Department of
Energy’s National Renewable Energy Laboratory (NREL) developed the Concentrating Solar
Resource model. Specific information about this model can be found in Maxwell et al. (1998) and
George and Maxwell (1999)
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level of confidence in, for instance, projections of the potential year-to-year
variation in project revenues. The accurate assessment of interannual variability
and extremes requires data record lengths of at least a decade and preferably
several decades. Well-maintained ground-based measurements provide the data
with the smallest uncertainties, and a number provide high resolution spectral data
to assist with photovoltaic systems design, but current networks of suitable stations
are spatially sparse. The imagery from the geostationary meteorological satellites
yields detailed spatio-temporal information on the presence and characteristics of
the cloud that critically controls radiation amounts; data that can be analysed to
estimate surface radiation parameters. These satellite-based estimates, while being
indirect and having larger uncertainties and generally lower temporal resolution
than ground-based measurements, have the advantages of being spatially complete
with a multi-decadal observation record.

Composite observing systems can combine surface and satellite observations
to draw on the best of both platforms: the spatially extensive satellite data can be
calibrated and validated by the sparse but more accurate surface data. Public
good services include the support of long-term surface observation networks and
provision of basic data products, such as spatial products derived from com-
bining satellite and surface data, for preliminary solar prospecting. An example
of such a public project is the Solar Energy Resource Mapping Project being
undertaken by the Australian Bureau of Meteorology and Geoscience Australia

Fig. 4 Regional wind power resources. Source http://www.windpoweringamerica.gov/

230 G. Love et al.

http://www.windpoweringamerica.gov/


(Geoscience Australia 2013). Customised high-value products, such as the col-
lection of short-term surface observations at a location of interest and their
integration with longer term, more spatially comprehensive satellite data, are
often produced as a commercial activity by private meteorological services.

To maximise their value solar resource data need to be easily accessible.
Meteorological Data Services must provide data at a resolution and in formats that
suit users with a variety of needs and levels of data handling capability. For
instance, the Australian Bureau of Meteorology makes the data from its surface
radiation network available at daily, half-hourly and one-minute resolutions.
Accessibility becomes more challenging with the large data volumes associated
with time series of spatial data such as are derived from satellite observations.
Advanced data service technologies such as Web Map Services and server-side
processing, customisable by the user, promise a capability in the near future to
meet user requirements. Further, the need for meteorological and related data other
than solar radiation to support solar power plant operation, such as air temperature
and water availability, will motivate the development of data services that package
diverse data streams.

International coordination in the production and dissemination of solar resource
data is important to maximise impact, minimise the burden of provision and access,
and minimise the confusion of users when presented with diverse and fragmented
sources of data. An example of coordination is the International Energy Agency’s
Solar Heating and Cooling program’s Task 36 on solar resource knowledge man-
agement. This five-year programme brought together technical experts to, amongst
other objectives, standardise the formatting and benchmarking of international solar
resource datasets to ensure worldwide intercompatibility and improve accessibility.
One outcome was the associated European MESoR project to harmonise
pre-existing solar resource datasets for Europe in a single, open source, prototype
Web portal (http://project.mesor.net/web/guest/unifying). Figure 5 shows an
example of time series solar resource data extracted for a point location through the
Web map interface.

The demand for solar forecasting services will increase as the deployment of
solar electricity generation increases. Forecasts over the full weather range of
minutes to days are increasingly needed in a variety of applications including
optimising the operation of large power stations, balancing the electricity grid in
the face of variable supply from rooftop photovoltaics and operating the energy
market. On the climate timescale, seasonal and yearly outlook time frames assist in
scheduling maintenance and assessing cycles in the demand for energy. Longer
term trends in the solar resource are needed for planning the performance and
financing of solar power stations that may have a lifetime of several decades.

Numerical weather prediction is the key solar forecasting tool on timescales of
hours to days, although the cloud and radiation schemes in these models typically
are not currently adequate for solar energy applications. Satellite-based solar
forecasting, whereby clouds are tracked in image sequences and their motion
projected forward in time, has an important contribution to make on the scale of
minutes to hours. The latest generation of geostationary meteorological satellites is
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contributing to improvements in forecasting and monitoring, with an imaging
period of 10 or 15 min or less, and a greater number of spectral bands targeted to
detailed characterisation of the state of the atmosphere and clouds.

6 A New Global Information Service

There are many potential weather and climate services that will be of great use for
the electricity production and distribution sector. The UN System, with leadership
from the WMO, is now engaged in putting in place a Global Framework for
Climate Services (WMO 2011). This Framework is aimed at making available
globally the best possible climate information, which will inevitably also provide
access to a growing array of real-time (weather timescale) data, structured in a way
that will feed decision support systems.

While many countries have an effective climate service assisting with reducing
risks and maximising opportunities dependant on the climate, there more broadly
remains a significant gap between the supply of climate services and the needs of
users. This is particularly the case in developing and least developed countries,
which are also the most vulnerable to the impacts of climate variability and
change.

To be useful, climate information must be tailored to meet the needs of users
and be derived from high quality observations across the entire range of climate
parameters and of relevant socio-economic variables. It must also be supported by
basic and applied research to improve our understanding of, and ability to

Fig. 5 The MESoR prototype Web portal, shown here giving access to the Solar Energy Mining
(SOLEMI) satellite-based solar radiation dataset and a spreadsheet showing data extracted at a
location. Source MESoR web site
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communicate information about climate and weather systems. Further effort is also
needed by governments and others to overcome the currently significant restric-
tions concerning sharing of, and access to, climate and other relevant data.

Efforts to provide effective climate services globally will only be successful if
capacity is systematically built to enable all countries to manage climate risk
effectively. Current capacity building activities to support climate services need to
be scaled up and better coordinated within and between nations. A comprehensive
capacity building initiative is needed to strengthen existing capabilities in the areas
of governance, management, human resources development, leadership, partner-
ship creation, science communication, service delivery and resource mobilisation.

7 Components of the Global Framework
for Climate Services

The components of the Framework that are now being implemented by the WMO
and other UN-System partners are as follows (Fig. 6):

1. The User Interface Platform will provide a means for users, user representa-
tives, climate researchers and climate service providers to interact, thereby
maximising the usefulness of climate services and helping develop new and
improved applications of climate information.

Fig. 6 A schematic of the components of the Global Framework for Climate Services with
capacity building occurring within, and between all other components
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2. The Climate Services Information System is the system needed to protect and
distribute climate data and information according to the needs of users and
according to the procedures agreed by governments and other data providers.

3. The Observations and Monitoring component will ensure that climate obser-
vations are generated at a quality and frequency necessary to meet the needs of
climate services.

4. The Research, Modelling and Prediction component will assess and promote
the needs of climate services within research agendas.

5. The Capacity Building component will support systematic development of the
necessary institutions, infrastructure and human resources to provide effective
climate services.

Many of the foundational capabilities and infrastructure that make up these
components already exist or are being established, but they require coordination
and strengthened focus on user needs. The role of the Framework should, there-
fore, be to facilitate and strengthen, not to duplicate.

8 Some Concluding Remarks

The energy sector is sensitive to meteorological events on all timescales, partic-
ularly in relation to climatological extremes impacting both consumer demand for
energy and the capacity and security of transmission infrastructure. While the
sector has been utilising meteorological information in its most basic form for
many decades, it is only in recent times that it has become part of integrated design
and decision support systems. Further, opportunities abound for new and improved
meteorological services to the energy sector. Necessary ingredients are good data
and good science, combined with close and effective engagement between mete-
orological service users and providers.

At present, industry relevant meteorological consultants are a rare breed, and
there are relatively few operational weather and climate services tailored to
maximise the effectiveness of decision-making in the private sector. A key out-
come of the implementation of the Global Framework for Climate Services would
be the building of this sector throughout the world (WMO 2012).
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Earth Observation in Support
of the Energy Sector

Pierre-Philippe Mathieu

Abstract This chapter briefly describes how Earth Observation (EO) from
space—in particular from satellite missions of the European Space Agency
(ESA)—can support the energy sector by delivering accurate, consistent, and
timely information on the state of the environment and natural resources. Some
examples are presented of EO demonstration pilot projects performed in part-
nership with leading industrial players in Oil and Gas and Renewable Energy
sector within the framework of the ESA Earth Observation Market Development
(EOMD) program. The benefits and limitations of EO-based information services
in supporting the whole life cycle of energy production, from technical and
investment feasibility study up to the distribution and trading of electricity are
highlighted and discussed.

1 The View from Space: A Unique Perspective to Help
the Energy Sector

Today, most of the energy processes—ranging from exploration of natural
resources up to their exploitation, distribution (supply), and consumption
(demand)—are heavily affected by environmental and climatic conditions (e.g.,
amount of renewable resources, supply infrastructure, and demand.

Hence, reliable information about the state of our environment is increasingly
needed by energy managers to assist them in optimizing energy extraction from
natural resources while minimizing their cost and impact on the environment
(Ebinger and Vergara 2011). This includes measurements of a wealth of meteo-
rological, climate, and environmental parameters, at all scales in space—from local
to global—and time—from minutes up to decades (Troccoli et al. 2010, 2013).
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The measurements needed, and their associated requirements—in terms of spatial
resolution, temporal sampling, availability, reliability, accuracy, and stability—are
heavily dependent on the specific energy sector as well as the type of application as
reflected in Table 1. For example, exploration, assessment, design of power plants
generally require ‘‘long-term’’ time series, while operation and trading would need
(quasi) ‘‘real-time’’ information and short-term forecast. Also, requirements on
accuracy can dramatically change according to whether users need to have a first
look at energy potential resources to the region of exploration or analyze accurately
the conditions to support design. Not all users always need the highest resolution
and accuracy of products, in particular for a quick assessment.

Earth Observation satellites in orbit around the Earth can help energy managers
addressing this measurement challenge. By remotely sensing radiation, EO
satellites are able to infer in a consistent manner some of the parameters needed
to support energy activities, ranging from weather and climatic conditions up to
vegetation health and chemical composition of the atmosphere. This capability
goes well beyond simple pretty pictures (being already very useful) to become a
powerful quantitative tool. Using the unique vantage point of space, satellites
deliver global data, covering even in the most remote places where no survey data
exist or are possible to obtain. The ability to retrieve historical data from the
satellite archive is also a key advantage to allow users to detect changes in the
environment. These unique characteristics of wide-area mapping of EO data make

Table 1 Examples of geophysical parameters needed to support decision-making in a variety of
energy applications, ranging from exploration, resource analysis, design, siting, operation and
distribution

Some Essential Variables of Interest for the Renewable Energy Sector

Solar energy Global horizontal irradiance, direct normal irradiance,
aerosol optical depth, dust content, cloud cover

Wind energy Wind speed/wind magnitude (at hub height), surface roughness
Bio energy Biomass, vegetation indices, net primary production, topography,

soil moisture
Geothermal energy Land surface temperature, surface deformation
Hydropower Run-off, snow extent, snow water equivalent, rainfall rate, lake height

Some Essential Variables of Interest for the Oil & Gas Sector

Off-shore
exploitation

Sea-level, ocean currents, met-ocean state, bathymetry

On-shore
exploitation

Land cover type, topography, ground motion, geological characteristics

Arctic
exploration

Sea ice extent, ice thickness, ice motion, iceberg

These parameters can be to some extent measured from space with EO satellites. They represent a
limited subset of the needs and no order of priority has been assigned in the list. Traditional
meteorological parameters, such as air temperature and surface pressure, are also required but are
not detailed here. Requirements on sampling and accuracy are defined in more detail within the
GEO energy task documents (sbageotask.larc.nasa.gov) and GEO energy community of practices
(www.geoss-ecp.org)
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them particularly useful to complement—but not supplement—traditional in situ
measurements, which are typically point based, sparsely distributed, or simply
completely missing in remote or difficult to access areas (e.g., mountains, polar
regions).

Today, a wealth of EO satellites, carrying multiple radar and optical instru-
ments, are continuously monitoring the state of our planet, providing scientists
with a continuous stream of data on the state of the ocean, atmosphere, ice sheets,
and vegetation. Some of the present and future missions built by the European
Space Agency ESA are shown in Fig. 1 and described in more detail in Table 2.
For more information on the satellite missions worldwide and their applications,
see the recent handbook of the Committee on Earth Observation Satellites (CEOS)
prepared for Rio ? 20 (eohandbook.com).

International efforts by space agencies worldwide under the auspice of CEOS
are also actively ongoing to contribute to the Global Climate Observing System
(GCOS) by combining remote sensing information derived from various satellites
to derive long-term climate quality data sets of the Essential Climate Variables
(ECVs) (GCOS-154 2011) needed by the United Nations Framework Convention
on Climate Change (UNFCCC) (article 4.1 g). Given that the majority of satellites
contributing to the GCOS have not been designed specifically for monitoring
climate, it can create problems of continuity of data sets (e.g., jumps or offset due
to changes in observing systems), and is therefore necessary to continuously
re-process the data archive in the context of new knowledge (e.g., new geoid from
gravity missions like the Gravity field and steady-state Ocean Circulation Explorer
(GOCE), new algorithms and atmospheric correction) to achieve the climate
quality, accuracy, and stability required by GCOS.

The existing fleet of EO missions creates a large volume of data, leading to a
series of challenges in terms of access, discovery, distribution, integration, mining
and exploitation of this ‘‘Big Data.’’ One of the key challenges is to convert the
raw data measured by space sensors into information deemed useful for the user, in
a similar way as the process of refining crude oil to make it usable. This data-to-
information conversion process is not an easy task and depends on the type of

Fig. 1 The ESA Earth Observation Programme
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Table 2 Expanding European Observing Capability from Space, describing in more details some
of the EO missions built by ESA

The Sentinel Family: Operational monitoring missions supporting the European copernicus
initiative

Sentinel-1 mission is series of satellites dedicated to land and ocean services. It will provide
Copernicus users with data from imaging radar with high revisit time (1–3 days over Europe).
It includes a pair of polar-orbiting, all-weather, day-and-night C-band Synthetic Aperture
Radar (SAR) missions operating in several modes with different resolution and coverage,
including a main Interferometric Wide Swath Mode (swath of 250 km and ground resolution
of 5x20 m), a Wave Mode, a Strip Map Mode and an Extra-Wide-Swath Mode

Sentinel-2 mission is series of satellites dedicated to land monitoring and emergency services. It
will address the issue of data continuity for landsat and SPOT-5 data. It includes a pair of
polar-orbiting, multispectral (13 bands), high-resolution imaging missions (e.g. 10 m, 20 m,
60 m), monitoring vegetation, soil and water cover, inland waterways, and coastal areas with
high revisit (every 5 days at equator for two satellite units)

Sentinel-3 mission is a series of satellites dedicated to land and ocean services. It will address the
issue of data continuity of Envisat data. This includes polar-orbiting, multi-instrument mission
to measure variables such as sea surface topography, sea and land surface temperature, ocean
colour and land vegetation with high-end accuracy and reliability. It includes a variety of
sensors including the Ocean and Land Colour Instrument (OLCI), the Sea and Land Surface
Temperature Radiometer (SLSTR), the Sentinel-3 Ku/C Radar Altimeter (SRAL), the
MicroWave Radiometer (MWR), and the Precise Orbit Determination (POD)

Sentinel-4 mission is dedicated to atmospheric monitoring is a payload that will be embarked
upon a Meteosat Third Generation-Sounder (MTG-S) satellite in geostationary orbit

Sentinel-5 mission is dedicated to atmospheric monitoring is a payload that will be embarked on
a MetOp Second Generation satellite, also known as Post-EPS. In order to fill the data gap
between Envisat Schiamachy and Sentinel-5, a Precursor satellite mission, including the
TROPOMI spectrometer will be launched around 2015

The Earth Explorer Research missions dedicated to study the Earth System

GOCE ESA’s Gravity field and steady-state Ocean Circulation Explorer (GOCE) mission
(launched on 17 March 2009, completed on 11 Nov 2013) dedicated to measuring details in
Earth’s gravity and modeling the ‘‘geoid’’ — the surface of a hypothetical global ocean at rest
— with unprecedented accuracy and spatial resolution. A precise knowledge of the geoid is
crucial to advance our understanding of ocean circulation and sea-level change, both of which
are influenced by climate. The data will improve our knowledge of processes occurring inside
Earth. The satellite employs a state-of-the-art gravity gradiometer incorporating six highly
sensitive accelerometers that measure gravity gradients in three dimensions. The mission is
determining gravity field variations with an accuracy of 1 mGal (10-5 m/s2) and the geoid
with an accuracy of 1–2 cm, both with a spatial resolution of better than 100 km

SMOS (Soil Moisture and Ocean Salinity) is ESA’s water mission (launched 2 Nov 2009)
dedicated to making global observations of soil moisture over land and salinity over oceans.
By consistently mapping these two variables, the mission will not only advance our
understanding of the exchange processes between Earth’s surface and atmosphere, but will
also help to improve weather and climate models. The satellite carries a novel interferometric
radiometer operating in the L-band microwave range to capture brightness temperature
images

(continued)
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Table 2 (continued)

The Sentinel Family: Operational monitoring missions supporting the European copernicus
initiative

Cryo Sat-2 is ESA’s ice mission (launched 8 April 2010) dedicated to monitoring cm-scale
changes in the thickness of ice floating in the oceans and in the thickness of the vast ice sheets
that blanket Greenland and Antarctica. Together with satellite information on ice extent, these
measurements will show how the volume of Earth’s ice is changing and lead to a better
understanding of the relationship between ice and climate. Optimized for measuring icy
surfaces, the satellite’s high-spatial resolution radar altimeter is the first of its kind. It uses
different modes to measure the height of sea ice above the waterline and to target the steeply
sloping coastal terrain of ice sheets where the most dramatic changes are happening. Reaching
latitudes of 88�, CryoSat-2 provides greater polar coverage than earlier missions

Swarm is ESA’s magnetic field mission (launched 22 November 2013), comprising a
constellation of three satellites, dedicated to precisely measuring the magnetic signals that
stem from the magnetosphere, ionosphere, Earth’s core, mantle, crust, and the oceans. This
sampling, in both space and time, will lead to an improved understanding of the processes that
drive Earth’s dynamo, which appears to be weakening. Swarm also aims to provide a better
insight into Earth’s crust and mantle. The Swarm mission takes advantage of a new generation
of magnetometers, enabling measurements to be taken over different regions of Earth
simultaneously. GPS receivers, combined with an accelerometer, and an electric field
instrument will deliver supplementary information to study the interaction of Earth’s
magnetic field with solar winds, electric currents and radiation, and their effect on the Earth
system

ADM-Aeolus is ESA’s wind mission will be the first space mission to acquire profiles of the
wind on a global scale. These near-realtime observations will improve the accuracy of
numerical weather and climate prediction, advancing our understanding of tropical dynamics
and processes relevant to climate variability. Aeolus carries an innovative Doppler wind lidar
to probe the atmosphere and acquire global wind profiles up to an altitude of 30 km. By
demonstrating new laser technology, Aeolus will pave the way for future operational missions
to measure wind

Earth CARE is ESA’s cloud and aerosol mission dedicated to advance our understanding of the
role that clouds and aerosols play in reflecting incident solar radiation back into space and
trapping infrared radiation emitted from Earth’s surface. The mission will acquire vertical
profiles of clouds and aerosols, as well as the radiances at the top of the atmosphere to
improve our understanding of Earth’s radiative balance. These observations will lead to more
reliable climate predictions and better weather forecasts. Developed in cooperation with the
Japan Aerospace Exploration Agency (JAXA), the mission carries a high-spectral resolution
atmospheric lidar, a radar instrument with Doppler measurement capability to provide cloud
profiles, a multispectral imager, and a broadband radiometer

Biomass is ESA’s forest mission will provide crucial information about the state of our forests,
using for the first time from space P-band SAR measurements to determine the amount of
biomass and carbon stored in forests. The data will be used to further our knowledge of the
role forests play in the carbon cycle. The mission was selected as ESA’s seventh Earth
Explorer in May 2013
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applications. Many barriers (e.g., lack of awareness from the user about EO
technologies and capabilities, poor understanding of real user needs, and
requirements by the data providers) and challenges exist to make this conversion
valuable, moving toward usable products. Delivering the right information often
requires integration of EO data with ancillary data (e.g., traditional knowledge,
model output) and in situ data (anyway needed to validate satellite data) into a
Geographical Information System (GIS). It also requires putting the information in
the right format to be used as input to decision-making process (e.g., input to an
energy demand or supply model). This sounds trivial but is often a key hurdle to
achieve interoperability and usability.

The transformation of raw data into usable information is at the heart of
‘‘Environmental Information Services.’’ One example is the so-called ‘‘Climate
Services1’’ developed within the framework of the Global Framework for Climate
Services (GFCS) established during the third World Climate Conference (WCC-3)
in 2009. A variety of international initiatives contribute to generate the data being
the foundation of such services (WMO Bulletin 2011). For example, in Europe, the
ESA Climate Change Initiative (CCI) (www.cci-esa.org) aims to generate long-
term consistent global satellite data sets of a wealth of ECVs by reprocessing the
archive of ESA EO missions providing climate quality and a detailed character-
ization of the uncertainty. Such climate data sets constitute the building blocks and
pre-requisite to support both climate science (e.g., understanding the Earth Sys-
tem) and services (e.g., verifying compliance of international treaties, supporting
the energy sector). It is interesting to note some strong commonalities between the
ECVs required by GCOS and the parameters needed by the energy sector
(Table 1). In fact, the ECVs are to some extent simply ‘‘Essential Variables,’’ not
only useful for climate monitoring, but also supporting a wide spectrum of
applications. Other examples of EO-based environmental and climate services are
provided within the next section.

2 EO Demonstration Pilot Projects in Support
of the Energy Sector

Within this section, we provide a few examples of environmental and climate
information services addressing the issue of energy production, exploration,
transport, and operations of power plant covering both the ‘‘Oil and Gas’’ and
‘‘Renewable Energy’’ sectors. This (limited) set of EO demonstration pilot projects
has been defined in partnership with industrial players such as Shell, BP, AGIP,
Vestas, Verbund, BMT, Statkraft, Enel, AMEC Western Geco, and Fugro. The pilot

1 Climate services consist of the generation and provision of a wide range of information on past,
present and future climate and its impacts on natural and human systems, and the application of
that information for decision-making at all levels of society.

242 P.-P. Mathieu

http://www.cci-esa.org


projects have been supported by the ESA Earth Observation Market Development
(EOMD) programe (www.vae.esa.int) and make use of EO data in particular from
ESA missions Envisat and ERS. The limited set of examples presented here aims to
cover the major service domains addressing the Atmosphere, Cryosphere, Ocean,
and Solid Earth but is not comprehensive (e.g., monitoring of biomass, wave
energy, and transport are not addressed). Some of these prototype information
services have now been consolidated further as ‘‘pre-commercial’’ services within
the framework of the Copernicus Downstream services (copernicus.eu).

2.1 Quantifying Renewable Energy Resources from Space

Wind energy is experiencing one of the fastest growths across the whole Renewable
energy industry. The financial success of wind farms is strongly bound to the wind
resources available over the plant lifetime (hence the revenue) but also to other
factors affecting the initial investment such as the impact on environment, access to
turbines for maintenance, and connection to the grid network for distribution (hence
the cost). Quantifying these factors is critical to perform technical and financial
feasibility studies of prospective sites but also to secure long-term investment.

The traditional way to assess the potential energy yield of a prospective wind
farm is by using data from a meteorological mast, which is very expensive in terms
of installation and maintenance. Although this approach is very accurate, it can only
provide point-measurement data for a short period of time (typically 1 year), while
the wind field is generally highly variable in space and time (Hasager et al. 2006).
This issue is further compounded for offshore farms, as the amount of wind offshore
is sometimes estimated from on-shore measurements. Using local data can,
therefore, be an issue to assess effectively the ‘‘bankability’’ of prospective farms.

In contrast, satellites can indirectly measure wind—but only over sea—through
active sensors, like scatterometers, altimeters, and Synthetic Aperture Radar
(SAR). EO data thereby provides a more comprehensive and spatially resolved
view of the ocean wind climatology and the entire probability distribution (Fig. 2).
The new generation of algorithms is now able to extract more information on wind
magnitude and direction from the radar Doppler signal (Wergeland et al. 2011;
Mouche et al. 2011).

EO missions such as Envisat that carry imaging radar sensor have provided users
with information on coastal wind availability, the state of ocean (e.g., wind/wave
met-ocean conditions), and land (e.g. roughness, vegetation cover). Within the next
decades, the Sentinel missions will ensure continuity of such data streams for several
decades, with high revisit time over Europe. This information will be critical to assist
decision-making regarding operability and availability of wind turbines.

Other operational user-driven missions, like the Meteosat family in geosta-
tionary orbit, are delivering a wealth of information on availability of natural
resources including a variety of renewable energy resources such as solar power
(Cogliana et al. 2008). For example, MSG satellites deliver global maps of
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irradiance up to 1 km resolution every 15 min. By combining EO-based irradiance
maps with other EO products, such as Digital Elevation Model (DEM) and cloud
cover/aerosols maps, it is possible to estimate the solar energy yield expected from

Fig. 2 Coastal wind in Horns Rev as inferred by Envisat ASAR sensor. Wind measured from
space by the imaging radar instrument ASAR onboard the ENVISAT satellite around Denmark
on 14-11-2005 (the location of the Horns Rev wind farm is indicated by a red star). The
magnitude and variability of coastal wind resources can be assessed by using complementary EO
sources of ocean wind data, including global data from scatterometers at about 25 km resolution,
which provide a suitable temporal sampling, and regional data from SAR at about 100 m
resolution, which provide the spatial details at the coast. The data set can also be used to study the
shadow effect of mountains and the wake created by turbines. Courtesy ESA for ASAR data,
BOOST technologies for processing with SARTool
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a solar energy power plant. The ability to go back in time in the archive of
Meteosat data—spanning several decades—provides the long-term time series and
statistics of direct/diffuse solar irradiance together with cloud conditions necessary
to quantify solar resources. This information forms the basis of a portfolio of
climate services supporting solar energy managers in siting, designing, and
assessing performances of solar plants, such as the Copernicus downstream ser-
vices developed within the framework of ENDORSE (www.endorse-fp7.eu). The
future generation of meteorological missions such as MTG to be launched in 2020
will further improve these services by providing decision-makers with enhanced
sampling capability in space, time, and spectral range.

2.2 Assessing Environmental Impact of Hydropower Plants

The energy of moving water has been harnessed for millennia for a variety of
purposes, ranging from powering mills to produce flour from grain or pumping
water into irrigation networks. Today, hydropower is mainly used to generate
electricity, supplying up to 20 % the global production of the world electricity,
mainly through large dams.

One key advantage of hydropower, over other types of ‘‘intermittent’’ Renew-
able Energy, is its ability to store energy and, therefore, to manage peak load
demand. In northern countries and mountainous areas, a large portion of the
‘‘potentially available water’’ is stored in the seasonal snow pack and provides
‘‘fuel’’ to the hydropower reservoir during the snow melt period. One example in
Europe is Norway where the vast majority of energy is derived from hydropower.
Precise information on the snow reserves, amount of precipitation, and accurate
predictions of the onset of snowmelt are, therefore, required to optimize hydro-
power production. Satellite data—from optical and radar sensors—can assist in this
process by providing timely measurements of key hydrological parameters (e.g.,
precipitation, snow cover, and temperature) and terrain conditions (e.g., DEM, land
cover) affecting the river run-off. EO-based climate information services for snow
monitoring (Fig. 3) are currently being used by hydropower companies such as
Enel, Statkraft, and Verbund to initialize, validate, and constrain run-off models.
See Copernicus downstream services CryoLand (www.cryoland.eu).

Another important role of EO for the hydropower sector is to assess the
potential and effective environmental impact of dams. Indeed, a major drawback
of large dams is often their impact on the environment (e.g., creation of large
flooding areas, damaging of aquatic and forest ecosystem, fragmentation of
wildlife habitat) and local communities (e.g., displacement of population). This
makes the construction of some dams a very controversial issue, as some stake-
holders question, whether their positive effects (e.g., electricity, availability of
water, control of floods) outweigh their negative social and environmental impacts.
To address this question, it is important to assess objectively the integrated impact
(negative and positive) of large hydropower infrastructures resulting from the
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damming of the river and the production of electricity. Traditionally, an Envi-
ronment Impact Assessment (EIA) study is always performed prior to construction
of any hydropower plant, in order to obtain a building permit. However, this is
only part of the picture, as dams and their environment are not static, and their real
cumulative impact tends to be revealed only several years after the construction.
In order to address this issue and need for continuous impact assessment of
developments around the dam during operations, a pilot project has been set up in
Cana Brava (Brazil) in partnership with GDF Suez, Tractebel Engineering, and
Tractebel Energia to design an EO-based tool accurately and objectively
measuring the cumulative impact of the Cana Brava dam with auditable and
transparent results.

Fig. 3 Snow cover measured from space by Envisat MERIS sensor. Optical remote sensing
allows detection of snow extent. By processing the product (cloud masking) and combining it
with ground measurement of snow thickness, it is possible to estimate the ‘‘Snow Water
Equivalent’’ (SWE), which approximates the potential hydropower fuel stored in snow. The new
generation of microwave EO missions aims to directly infer the snow water equivalent from
space. Courtesy ESA
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Hence, the idea here is to develop ‘‘Sustainability Indicators’’ which help
companies to report on their corporate sustainable development performances
along the ‘‘triple bottom line’’ (economic, social, environmental). Such reporting is
becoming increasingly important to offer guarantees of transparency and
accountability of companies to their stakeholders. Based on a preliminary study
gathering user requirements and assessing feasibility of quantifying from space
proxy parameters of sustainability, four indicators have been measured addressing
issues of land-used change, biodiversity, socio-economic dynamics, and risk of
erosion. A map of land-use change has been generated by processing two SPOT5
images from 2004 and 2007, and validated by field measurements. Indicators were
then derived from the map by combining different measurements (e.g., fragmen-
tation of habitat, anthropogenic use) associated with land classes. The methodol-
ogy of derivation of indices—from the quality, radiometry correction of images to
photo interpretation and classification—was also clearly described in order to
ensure reproducibility of results and transparency to stakeholders. An illustration
of the EO data and derived indicator is shown in Fig. 4. These environmental and
socio-economic indicators were shown to be quite useful in understanding changes
induced by the dam, revealing new regions of economic development (inducing
land-use changes) where people have been displaced or where people were
attracted. One key advantage of using EO imagery for sustainability reporting for a
large group like GDF Suez operating globally is the enhanced objectivity and
comparability of indices across different regions of the world. Future Sentinel
missions, like Sentinel-2 carrying a high-resolution optical sensor, will provide
free high-resolution data on land on an operational basis with a high revisit
ensuring continuity of Spot like missions for the next 20 years.

Tony Moens de Hase, Sustainable Development Officer at Tractebel Engineer-
ing, part of the Suez group explains: There are two main reasons why we want to
explore the potential of EO in the monitoring of hydroelectricity infrastructure. One
is technical accessibility: large reservoirs have a big area of influence and you do
not have any other way to survey it all. Second is objective data over time: there is a
demand for spatially and temporally homogeneous data on all infrastructures
owned by the company to form a sound basis for reporting on sustainable devel-
opment actions, not influenced by local contingencies.

2.3 Weather and Marine Forecasting in Support of Offshore
Oil and Gas Operations

The ability to perform accurate weather and marine forecasts is of critical
importance to achieve cost-effective management of energy activities. For
example, small error in weather forecast can lead to bigger errors in load forecast,
which can in turn lead to significant economic impact on the price of electricity
through trading, and even to enhanced risk of grid-failures (e.g., the Aug 14th 2003
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Black-out in U.S, see also ‘‘Weather and Climate and the Power Sector: Needs,
Recent Developments and Challenges’’ by Dubus and ‘‘Weather and Climate
Impacts on Australia’s National Electricity Market (NEM)’’ by George and
Hindsberger in this book).

Over the last decades, rapid progress in observing technology, modeling, data
assimilation, and computing power, have enabled meteorologists to improve sig-
nificantly their forecasting system, resulting in current 7-day forecasts being as

Fig. 4 Development around the Cana Brava dam in Brazil as seen from space. Color composite
from SPOT5 data with an overlay of map of the biodiversity index illustrating the changes in the
site between 2007 and 2003. Service providers are CAP CONSEIL, KEYOBS, and NADAR.
Courtesy Spot image
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skillful as 5-day forecasts were 20 years ago. By the only virtue of being global,
EO data have played a key role in this improvement, filling gaps in the observing
system, in particular in remote or difficult to access regions like the Southern
Ocean and polar regions. Today, Numerical Weather Prediction (NWP) is per-
formed by routinely assimilating several millions data from EO satellites in their
pure form as radiances (true observable) in forecast models. For example, at the
European Centre for Medium-Range Forecasting (ECMWF), several million
radiances from more than 30 satellites representing about 90 % of the total data
volume are routinely assimilated within the analysis system. EO has, therefore,
now become the single most important component of the global observing network
for NWP. Making effective use of EO data, however, took several decades, as
early satellite soundings were treated, not as radiances, but as though they were
atmospheric profiles from radio-sondes, thereby introducing new sources of errors
related to retrieval and contamination (e.g., using the same information as prior for
inversion and for initialization of forecast).

Similarly to meteorology, rapid progress in numerical ocean modeling and
observations from orbiting, floating, or gliding sensors have enabled oceanogra-
pher to better quantify the past, present, and future state of the global ocean. This
contributed to the emergence of a new and now mature discipline referred to as
‘‘Operational Oceanography’’ and an international Global Ocean Data Assimila-
tion Experiment (GODAE) community guided by a common vision
(www.godae.org). This new discipline has also paved the way toward the foun-
dation of ‘‘Marine Services’’ of immense social value, to support management of
maritime resources (e.g., fishery), maritime safety (e.g. oil spill detection), offshore
operations, and decadal prediction supporting the climate change adaptation in
coastal cities.

High-precision satellite altimetry, such as from Topex, Jason, Envisat, has
played a key role in this endeavor as it has provided modelers with synoptic
measurements of the height of the ocean along the satellite path with a few
centimeters accuracy. This capability is today complemented by ice thickness
measurements from the ‘‘Cryosat’’ radar mission, which provides sea ice modelers
with unique data to constrain their models. More recently, the Soil Moisture and
Ocean Salinity (SMOS) satellite, carrying a novel microwave radiometer mea-
suring ‘‘brightness temperature,’’ has provided oceanographers for the first time
with global map of salinity, which is key to modeling and understanding of the
thermohaline circulation. Also gravity missions like GOCE and GRACE provide
unique insight into the geoid, which ultimately improves our understanding and
modeling of the global ocean circulation.

Such forecasting capability of weather and marine events provide energy
managers with an ‘‘Early Warning’’ system to support operations of power plants,
in particular offshore. One example is the exploitation of offshore rig platforms in
the Gulf of Mexico, which are subject to the passage of hurricanes, as well as their
marine equivalent ocean eddies. These extreme events can significantly disrupt
offshore exploration, development construction, and production operations. In
2003, an eddy with strong currents called ‘‘Sargassum’’ (named after the Sargasso
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Sea), spinning off from a large oceanic river called the ‘‘loop’’ current,2 traveled
through a heavily exploited sector and caused major disruptions (Fig. 5). In 2005,
hurricane ‘‘Katrina,’’ one of the strongest and most destructive Atlantic hurricane,
created a dramatic impact on the US causing severe destruction along the Gulf
coast from central Florida to Texas, and also in regions of offshore exploitation. By
using the forecasting/nowcasting capability underpinned by sophisticated models
and observations—in particular from EO satellites, energy operators are able to
anticipate—although not mitigate—some of the impact of these extreme events.
For example, SMOS data over Hurricane Igor, which reached category five in the

Fig. 5 Loop current in the Gulf of Mexico as seen from space. Satellite altimetry is a
sophisticated technique that can infer the height of the ocean by measuring the time taken by a
radar pulse to travel from the satellite antenna to the water surface and back to the satellite
receiver. By combining such information with precise satellite location data and adjusting for the
atmospheric effect, it is possible to compute the sea surface height anomalies within millimeters
and also derive the associated absolute current velocities. Above is a high-resolution chart of sea
surface height obtained by aggregating altimeter measurements from multiple satellite passes
(e.g., Jason, ERS, Topex) in order to increase the spatial and temporal resolution. Regions of high
gradient correspond to high current velocity. Source: Courtesy of CLS and Fugro

2 The loop current is formed when warm water from the Caribbean Sea enters the Gulf of
Mexico through the Yucatan Straits and ‘‘loops’’ clockwise through the basin before exiting
through the Florida Straits to merge with the Gulf Stream.
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North Atlantic in 2010 (Reul et al. 2012), have shown that salinity in the surface
waters can influence to some extent the strength of hurricane. This is the first time
that such changes have been detected from space.

2.4 Supporting Sustainable Mining Operations
and Rehabilitation

Due to increasing pressure of stakeholders, many large mining companies are now
trying to limit their impact on the environment not only during but also after
operations. Hence, these companies now undertake to rehabilitate sites when they
are no longer used, either by regenerating habitats of the original site (e.g.,
growing forest and vegetation) or by transforming the site appropriately to support
local communities (e.g., creation of recreational areas or protected park).

In this context, several pilot projects have been performed in partnership with
two global mining companies: Rio Tinto Alcan for aluminum production and
Lafarge for cement production. The pilot addresses several sites in Africa and
Australia and the US operated by the mining groups. For each site, the project
aimed to deliver a variety of EO products (e.g., land cover, biodiversity and
watershed conditions, topography) in order to (i) assess conformity of mining
operations with engagement and environmental rules and (ii) check progress of
rehabilitation activities.

The results were quite positive and showed real value for operations and
rehabilitation, in particular in regions like Africa where very few in situ data were
available. The EO products from Radarsat and IKONOS helped companies to
manage operation and also to provide data for reporting on sustainability.

Ms. Sharon Lee, Corporate Technical Services of Lafarge (Canada), says: EO
solutions show all-in-one spatial information of impacts and how they are man-
aged. Elevation data and the incorporation of other multidisciplinary information
ease interpretation. So, the use of EO solutions is undoubtedly time effective.

EO also demonstrated its value as a tool of communication to support dialog
with stakeholders about sustainable mining operations. For example, 3D virtual
rendering of the ‘‘current’’ mining and ‘‘rehabilitation plan’’ at the Awaso site in
Ghana based on EO, was used by Rio Tinto Alcan, both internally to support
operations of the mine, and externally to foster dialog with local communities.

Mr. Mark Annandale, Community Relations Manager at Rio Tinto Alcan
(Australia), says: EO solutions provide essential tools to share views among
multidisciplinary stakeholders and to communicate on social responsibility efforts
and achievements. It helps to visualize a site evolution in a very realistic and
reliable way and to detect anomalies to be further analyzed on the ground.
Through this complementary vision, it complements traditional methods. Also, EO
solutions ease stakeholders’ dialogue as they allow visualizing of several thematic
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layers on a sole 3D topography map. Multidisciplinary experts get to exchange on
a shared basis all together, to determine the best solution through dialogue
(www.esa.int/eomd).

2.5 Monitoring Ground Motion to Support Carbon Capture
and Storage

Carbon Capture and Storage (CCS) refers to the technology attempting to prevent
the release of carbon dioxide into the atmosphere released from fossil fuel com-
bustion by capturing, transporting, and ultimately pumping it into underground
geologic formations, such as saline aquifers, for long-term storage. Today, CCS is
considered a potential means of mitigating the contribution of fossil fuel emissions
to global warming. The Intergovernmental Panel on Climate Change (IPCC)
estimates that the economic potential of CCS could be between 10 and 55 % of the
total carbon mitigation effort until year 2100 but the risks associated with the
technique are not well quantified.

Hence, a growing number of regulatory and policy frameworks are put in place
to promote and control CCS activities, thereby requiring continuous monitoring of
CCS sites. EO can assist such monitoring in different ways. In particular, one way
is through use of powerful techniques, such as Interferometry of Synthetic
Aperture Radar (InSAR) or Permanent Scatterer Interferometry (PSI), which
enable well engineers to remotely monitor ground deformation within sub-centi-
meter accuracy in some specific conditions (e.g., need for temporal consistency of
the target). Such EO-based information is of critical importance to identify sub-
sidence or uplift risks associated with carbon dioxide injection activities, which
can in turn lead to leakages.

Traditionally, engineers of wells rely on GPS surveys (using the differential
GPS technique) to monitor ground deformation of sequestration sites. However,
although very accurate, this method is resource intensive (e.g., data processing)
and can only provide an incomplete point-based picture of the ground motion
issue. The InSAR technique provides a better synoptic view, which helps engi-
neers to identify ‘‘hot spots’’ where enhanced in situ monitoring is required,
providing them with an ‘‘optimal sampling’’ strategy for on-site surveys. It also
provides the advantage of being noninvasive and nonvisible and, therefore, does
not disturb inhabitants or create environmental concerns.

The method has been tested at different CCS on-shore sites with different levels
of performance and applicability. In Algeria, at the In Salah injection site in a deep
saline aquifer in Algeria, the PSI method based on high-resolution radar such as
TerraSAR-X has been quite successful, capturing the hot spot regions experiencing
ground motion associated with carbon injection and sequestration (Mathiesen et al.
2008; Fokker et al. 2011). Combination with ASAR data has also improved the
results due to increase PSI density. However, this case was quite ideal as it was
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located in a desert area presenting a strong temporal consistency. The method has
also been tested in Southern Germany, where the application of the technique is
more challenging due to the presence of heterogeneous land conditions (e.g.,
forest, agricultural areas, small settlements). The method, however, manages to
capture small displacements (Fig. 6) associated with nonlinear movement of the
ground (Petrat et al. 2010). Hence, the EO information is a promising piece of
information to complement the traditional in situ surveys. The Sentinel missions
like Sentinel-1 designed to support interferometry with high revisit frequency will
provide a useful tool to quantify ground motion on a weekly basis.

3 Conclusions

EO satellites orbiting hundreds of kilometers above the planet can deliver
invaluable information to the energy industry. High-level observational products
and the predictions which are based on them, form the foundation of ‘‘Information
Services,’’ which can help energy managers in a variety of applications, ranging
from exploration, extraction, and transport of natural energy resources in a more
effective way up to mitigation of hazards, with enormous benefits for our society.

EO data provide the energy sector with timely information that is not available
any other way. Satellite data is needed to initialize, validate, and constrain forecast
models used within the industry. It also helps engineers to make a ‘‘virtual field
trip’’ to any prospective site, even located in the most remote regions, without
leaving their office, at a cost much cheaper than traveling to the site. The power of

Fig. 6 Subsidence monitoring in gas site. Application of radar interferometry with TerraSAR-X
in a natural gas storage site in Germany, selected to be representative of future CO2 storage sites
in Central Europe. The ‘‘Persistent Scatterer Interferometry’’ (PSI) technique has been applied to
quantify subsidence induced by gas pumping. The distribution of 61594 PSI points is displayed
along with a time series of displacements (relative) of one specific PSI point versus relative gas
storage site pressure (correlation = 0.79) illustrating the good correlation. Courtesy Infoterra
Gmbh
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wide-area observation from satellites lies in its ability to assess objectively and
consistently the environmental footprint of business activities at the global scale,
thereby providing stakeholders with a rapid ‘‘third party’’ check on sustainability
of business operations even in the most remote or difficult to access regions.
Finally, satellite imagery provides a powerful communication tool to support
dialog with stakeholders by putting their environmental issues in a spatial context.

However, EO data are and will remain only part of the solution as in situ
measurements are and will always be required for validation of remote-sensing
data. EO data are often not as accurate as traditional measurements based on
expansive field surveys, but what they lack in precision can be made up for in
coverage. As such EO data help one to ‘‘spatialise’’ in situ data, complementing
the traditional approach, and thereby providing a useful additional information
input to energy models for demand and load.

The potential of space-based remote sensing to assist decision-making in the
energy sector is already substantial and is likely to grow significantly with the new
generation of satellite missions providing enhanced spectral, temporal, and spatial
capabilities. In particular, the availability of operational services will be improved
through the ‘‘Sentinel missions’’ (Table 2) to be launched from 2014 ? under the
European Copernicus initiative and guided by a full and open data policy. The
availability of large volume of EO data is likely to herald a new era of global and
timely environmental information. Realizing the full potential of this data,
however, remains a challenge requiring further collaboration between users and
providers of the technology.
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Emerging Meteorological Requirements
to Support High Penetrations of Variable
Renewable Energy Sources: Solar Energy

David S. Renné

Abstract With the emergence of favorable policies and effective financing
schemes to allow for large penetrations of variable renewable energy resources
tied into the electricity grid, there are increasing R&D efforts underway to
understand and predict how this variability can best be managed in grid operations.
Weather variability is key to the cause of solar and wind energy output variability;
in turn, as variable renewable energy (VRE) resource penetrations increase, their
impact on grid reliability, stability, and energy quality also increase. A key
challenge for utility and system operators is the ability to forecast this variability
over time periods of a few minutes to several days in the future. R&D programs on
weather-driven energy resource variability and the ability to forecast this vari-
ability have been undertaken in the U.S. and elsewhere. These programs include
special field measurement campaigns, data processing techniques, and modeling
schemes devised to quantify and forecast the characteristics of this variability in
the electricity grid. After introducing the challenge of high penetrations of VRE in
a transmission or distribution system, this chapter highlights some key studies
underway or completed, with special emphasis on characterizing and predicting
solar system output variability associated with rapid cloud passages or changing
weather patterns. Some of these studies have been undertaken as a significant
international collaboration established under the International Energy Agency’s
(IEA’s) Solar Heating and Cooling (SHC) Implementing Agreement’s Task 36
‘‘Solar Resource Knowledge Management,’’ and a new Task 46 currently under-
way titled ‘‘Solar Resource Assessment and Forecasting.’’
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1 Introduction

Installation of PV systems around the world has been growing exponentially over
the past few years, and a significant percentage of this growth is in the emergence
of 1 MW or larger grid-tied ‘‘Central Station’’ PV facilities. Due to changing
weather patterns and even to the continuous changes in cloud patterns and
amounts, these facilities are seen as variable renewable energy (VRE) resources to
the utility industry, and pose unique challenges in planning and operating large
penetrations of these systems. Some of these challenges are already being
addressed with the large-scale penetration of wind energy into utility systems.
However, the emergence of large-scale PV and the potential for large penetrations
of Concentrating Solar Power (CSP) projects has created new demands on the
solar resource assessment community with requirements for sophisticated solar
resource data sets and products that were not envisaged even just a few years ago.
This chapter addresses the emergence of new weather data products to address
VRE incorporated into a utility system, with a specific emphasis on solar, and
especially PV, technologies. After introducing the challenges of VRE to utility and
system operators, this chapter provides a review of recent R&D efforts and results,
including work by an international collaboration of researchers involved in the
International Energy Agency’s (IEA’s) Solar Heating and Cooling (SHC) Imple-
menting Agreement’s Task 36 ‘‘Solar Resource Knowledge Management,’’ which
was in place from 2005 to 2011, and a follow-up ongoing Task 46 ‘‘Solar Resource
Assessment and Forecasting.’’

2 Global Trends in PV Development

At the time of the International Conference Energy and Meteorology (ICEM) in the
Gold Coast, Australia in November 2011, we reported that a total of 40 GW of PV
systems had been installed globally. These were the most recent figures available,
and were published in the REN-21 Global Status Report (GSR 2011). Since then
REN-21 produced an update (GSR 2012) showing a global total of 70 GW by the
end of 2011, and (GSR 2013) shows 100 GW of installed capacity by the end of
2012. Despite the global economic recession, PV production nearly doubled in the
year 2010, and increased again by around 75 % in 2011. Overall, by the end of 2012
global PV capacity will be nearly 10-fold higher than it was just 6 years earlier. Of
significant importance is that, by the end of 2010, there were nearly 5,000 grid-tied
‘‘central station’’ PV systems installed around the world, each at least 1 MW in
size, and this number grew substantially in 2011. In fact, virtually all of the PV
installed in the past 2 years has been grid-connected; according to GSR (2012) only
2 % of PV installed in 2011 was for off-grid applications.

The IEA, in its recent Solar PV Technology Roadmap Report (IEA 2010),
further indicates that all major applications of PV (commercial and residential as
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well as utility grid-tied systems along with off-grid applications) will continue into
the foreseeable future. The report estimates that by 2030 PV could be providing as
much as 5 % of the global electricity supply, and 11 % by 2050. A major driver of
this growth is the government policy initiatives around the world; GSR (2012)
reports that at least 118 countries, many of them developing countries, now have
renewable energy targets that include solar.

The scale of these grid-tied projects also increases substantially each year.
There is now a [1 GW central station PV facility in Germany, and a nearly
0.5 GW facility under construction in the U.S., along with facilities nearly this size
in place or planned in Spain, China, and elsewhere. Especially in China, with the
recent creation of a Feed-in Tariff (FiT), its current 5-year plan envisions an
installed capacity in the country of 40–50 GW by 2015. Although installed
capacity is still a relatively small percentage of the world’s total electricity supply
(about 1.3 % according to the GSR 2012), PV is now a $100 Billion USD/year
industry, and PV continues to remain by far the fastest growing renewable energy
technology. Thus, the penetration of PV into many electricity systems, both
through central station facilities as well as distributed generation programs such as
roof top solar, requires careful operational planning to take maximum advantage of
these clean yet variable resources.

The growth of these systems has created increasing demands on the quality of
solar resource information available to properly site, size, and operate these systems.
Although historically it was possible to use most available solar resource data, either
interpolated from existing ground networks or derived through modeling efforts

Fig. 1 A typical large-scale project development sequence, showing the four basic phases of a
project from concept to operations. Chapters refer to the chapters in the report by Stoffel et al.
(2010): CSP best practices handbook for the collection and use of solar resource data
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such as the use of satellites to estimate the solar resource over large areas, the scale
and cost of current systems requires a new level of sophistication in the quality,
completeness, and type of solar resource information. We now often hear the term
‘‘data bankability’’ which implies the degree to which the financing community can
rely on available data sets for financing large-scale grid-tied systems. Figure 1,
taken from Stoffel et al. (2010) shows how different levels of data accuracy and
completeness are needed for different stages of project design, development, and
operations. The remainder of this chapter focuses on the type of solar and other
weather data requirements that are emerging as a result of this growing industry.

3 Perspectives from the Utility Industry

With the growth of grid-tied PV systems into utility systems, occurring both as
central station systems as well as large-scale distributed systems (such as com-
mercial and residential rooftop solar), a number of studies have been launched to
better understand how to operate these systems. The goal of many of these studies is
to maximize the value of the clean energy benefits offered by VRE resources such as
PV and to minimize impacts associated with their variability of output. The IEA, in
response to estimates that VRE can comprise anywhere from 18 to 31 % of total
electricity supply by 2050, has recently released a report titled ‘‘Harnessing Variable
Renewables: A Guide to the Balancing Challenge’’ (IEA 2011). The main theme of
the report is to help utility systems identify the degree of flexibility their system has
to respond to VRE resources and still meet fluctuating loads without relying sig-
nificantly on back-up power stations. For example, the report shows that it is easier
to predict fluctuations in demand than to predict variations in VRE supply, and that
some utilities are better than others to manage large penetrations of VRE.

From the perspective of solar resources, the most critical time frame of concern
to utilities in managing VRE is over the minutes to days timescale (Fig. 2, taken
from IEA (2011)), where utilities can use their balancing authority to meet fluc-
tuating loads that are further impacted by VRE resources within their system. This
is further exemplified in Fig. 3, also from the IEA (2011) report. Figure 3 shows
fluctuations for a typical week in total load, or demand (top curve), and that part of
the total load or demand that is not being met by the wind and solar resources
installed in the system (bottom curve). The bottom curve is labeled the ‘‘net load,’’
and indicates that other energy resources, which can be ramped up and down rather
quickly, or power sources from other balancing regions, must be available to meet
that portion of the load not being met by wind and solar. Without this balancing,
grid quality, including voltage and frequency fluctuations, will be compromised.
From the example in Fig. 3 it is clear that there are even times when the wind and
solar resources actually exceed the load, and must be curtailed in some way.

Figure 3 also shows the emerging importance of the ability to forecast when the
solar and wind resources may not be available, or when they may need to be
curtailed. For example, the ability to forecast the high wind and solar resources that
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occur at a time when the overall demand is dropping, such as seen on 15 April in the
figure, allows the utility to curtail other more expensive energy resources that
would normally be quickly brought online, and therefore make better use of the
cleaner solar and wind resources. On the other hand, there are periods around 12
April where wind and solar resources are relatively low, and yet demand remains
high. Knowing this in advance allows the utility to ramp up other mid-merit or peak
load power plants quickly to meet the net load, or to exercise its balancing authority
to purchase power from adjacent regions to meet the rapid increase in net load that
the solar and wind resources are unable to meet.

Fig. 2 System integration challenges occur over a spectrum of time frames, but VRE in the
minutes to days time frame poses significant new utility balancing challenges (from IEA 2011)

Fig. 3 Variability in demand (upper line) and net load (lower line) for a challenging week that
occasionally showed high penetration of VRE (wind and solar) resources. The additional
variability in net load can pose significant additional challenges to utilities. From IEA (2011),
adapted from an earlier report by GE (2010)
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Principles such as these were applied by GE (2010) to evaluate the capability of
the existing transmission and distribution system in the western U.S., to handle
large penetrations of VRE (up to 30 % wind and 5 % solar, split between CSP, and
PV technologies). The report shows that it is operationally feasible to incorporate
this amount of VRE into the western U.S. grid under current conditions, although a
number of key steps need to be taken to assure that this level of penetration can be
managed, such as increasing the balancing area and enabling coordinated dispatch
over wider regions, building new transmission facilities to accommodate renew-
able energy while also taking more advantage of the existing transmission system,
committing additional operating reserves, and increasing the use of sub-hourly
scheduling. But among the most important conclusions is to incorporate state-of-
the-art resource forecasting at various timescales (sub-hourly, hour-ahead, day-
ahead) to effectively dispatch VRE supply as part of the grid operations.

A recent study published by Marquis et al. (2011) took an even closer look at
the importance of wind resource forecasting to improve the value of high pene-
trations of wind in the electricity grid. This article concluded that while VRE
resources are currently viewed as ‘‘non-dispatchable’’ from the perspective that
wind resources can be curtailed, they are in effect ‘‘dispatchable’’ in the downward
direction (that is, when the wind resource drops to the point that the installed wind
systems drop off the grid). What is more, improved forecasting can give wind
resources some dispatchability in the upward direction (when resources increase,
bringing wind power back on-line), and at the same time reduce VRE integration
costs by reducing integration charges and curtailments. The article shows that it is
important for system operators to have improved forecasts of wind energy ramp
events, and in particular ‘‘downramps’’ when other resources will need to be
quickly brought online.

These as well as numerous other studies that have come out these past few years
indicate the level of sophistication now required of the solar and wind resource
assessment communities not only for providing bankable data to support large-
scale projects costing (many of which now cost upwards of USD 1 Billion), but
also for providing key information on resource variability and predictability that
support cost-effective and efficient operation of VRE in a utility system. The rest
of this chapter focuses on recent studies and findings addressing some of these
resource characterization issues.

4 Challenges for the Solar Resource Community

4.1 Short-Term Resource Variability

There are a multitude of scales of motion and relevant time frames in the atmo-
sphere, as shown in Fig. 4. The key scales of motion that are relevant to utilities in
operating VRE in the grid are primarily in the hours-to-days time range. As shown
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in the figure, this means that critical atmospheric processes to be considered
include minute-by-minute cloud passages over large arrays (microscale), sudden
changes in cloud cover associated with mesoscale weather systems such as squall
lines and frontal passages (mesoscale), and changes in general cloud characteris-
tics associated with synoptic-scale high- and low-pressure patterns.

An example of the kind of variability that could impact utility operations of
large-scale solar arrays is shown in Fig. 5a and b, taken from Kankiewicz et al.
(2010). Here we see fair weather cumulus clouds passing across a 25-MW PV
array in Central Florida. These conditions result in some portions, or ‘‘containers’’
within the array to shut down momentarily due to the passage of cloud shadows,
while other containers are still providing power into the substation. Thus, even
though the full array is not producing full power, the ramps observed from the full
array output would not be as extreme as would those seen by individual containers.
The inset in Fig. 5b demonstrates this phenomenon, showing that portions of the
array are always in direct sunlight, which results in the magnitude of the 10-s ramp
rate becoming smaller and smaller as the array gets larger and larger.

Similar results were obtained from a field study conducted near the Kalealoa
general aviation airport on the southwest corner of the island of Oahu (HI). A
variable mesh of 17 fast-responding (1-s) solar sensors, all measuring global
horizontal irradiance (GHI) with the output of all sensors time-syncronized, was
installed near to and within the airport location. An additional Rotating Shad-
owband Radiometer (RSR) was also installed to provide not only GHI, but also
Direct Normal Irradiance (DNI) and Diffuse Irradiance measurements at 3 s
intervals. Figure 6 shows the layout of the measurement array.

In a study by Hinkelman (2013), data from the network were analyzed to
determine cloud decorrelation factors for various-sized arrays. The data obtained

Fig. 4 Examples of atmospheric scales of motion, indicating the region important to
understanding VRE impacts on the grid
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during daylight hours were averaged into 10-, 20-, 30-, 60-, 90-, 180-, and 300 s
values, and then the ramps, or differences between two consecutive values were
calculated. Finally, the ramp time series for various station pairs, ranging in
separations from 100 to 800 m were calculated. In their study, the data were sorted
based on along-wind and cross-wind station pairs.

Figure 7 provides the results of 28 days of broken cloud analysis in 2010. The
figure shows that the cross-correlation of ramp values drops off significantly over

Fig. 5 a Fair weather cumulus passing over a 25 MW PV system in DeSoto, Florida and b a case
study example of the power output characteristics for various combinations of ‘‘strings’’ over 10 s
intervals. From Kankiewicz et al. (2010)
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relatively small distances, so that from one end of the array to the other the corre-
lations approach 0. These results suggest that as array sizes increase in conditions of
fast-moving broken clouds, the overall ramp rates of the full array should decrease
considerable. The studies also show that for longer ramp periods the correlations
tend to be higher, so that the smoothing of ramp rates is more noticeable for very
short ramp periods compared with the longer averaging periods. The studies by
Hinkelman (2013) further show that, for the 60 s ramp data, correlations drop more

Fig. 6 Pyranometer array at the Kalealoa Airport in southwestern Oahu (Hawaii, USA). Circles
represent locations of 1 s GHI sensors, and the square represents the location of the RSR 3 s
sensor. Although the distance between stations is variable, the east-west extent of the array is
approximately 900 m, and the north-south extent is approximately 800 m, and the shortest
distance between two stations is *100 m

Fig. 7 Correlation of 60 s
ramp rates as a function of
distance derived from the
Kalealoa Airport (Oahu,
Hawaii, USA) high frequency
18-station irradiance network
(Hinkelman 2013)
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rapidly in the along-wind rather than the cross-wind direction, suggesting that the
manner in which arrays are installed and strung together to take advantage of this
phenomenon can serve to further mitigate output variability associated with ramps
caused by rapid cloud movements across the array.

A number of studies using station pair data obtained from a variety of locations,
as well as simulated and actual PV output data for various PV array configurations,
have been conducted recently, all with the same general conclusions that vari-
ability, especially in the magnitude of the ramp rates, is significantly reduced for
larger arrays. A comprehensive survey of these studies is beyond the scope of this
chapter. However, one significant study worthy of mention here is one conducted
by Hoff and Perez (2010), which undertakes a comprehensive analysis of the
reduction in variability obtained from various configurations of fleets of PV sys-
tems. The authors adopt the concept of a Dispersion Factor, which is a variable
that captures the configuration of the PV fleet, the transit speed of clouds, and the
time interval over which variability is calculated. They test this concept with
actual irradiance data obtained from the U.S. Department of Energy’s Atmospheric
Radiation Measurement Program site in central Oklahoma. Using the single station
data they create a ‘‘Virtual Network’’ which simulates the irradiance that would be
expected over a fleet based on the solar irradiance variability and cloud motion
velocities determined at a single station. The reduction in variability that can occur
in this virtual network is exemplified in Fig. 8, which compares the irradiance (left
side) and 20 s ramps (right side) at a single station with a virtual network con-
sisting of 16 locations.

A key outcome of the work by Hoff and Perez (2010) is that utilities can
undertake strategic measures for minimizing variability by understanding local
cloud motion conditions and the manner in which different configurations of PV

Fig. 8 Left side irradiance measured at a single location (gray line) and at a virtual network of 16
locations (red line). Right side 20 s changes in irradiance in a single location (gray line) and at a
virtual network of 16 locations (red line). From Hoff and Perez (2010)
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fleets respond to this critical variable. For example, they demonstrate how the
output variability decreases as the size of the fleet increases, so that the output
variability of a dispersed array of 1,000 MW of 4 kW rooftop solar home systems
is a small fraction of the variability that would occur if the 1,000 MW were all
installed at a single location. They tested this concept with data from an actual
5 MW PV array in the southwest U.S. to show how variability from the system
could have been decreased if the 5 MW had been installed in five 1 MW facilities
scattered over the area available to the utility rather than having all 5 MW installed
at a single centralized location.

4.2 Forecasting Solar Variability

In order to meet ever-fluctuating load demands, utilities must be able to predict at a
high degree of accuracy when and to what extent the loads will change, so that
they can take action to increase or decrease the supply of electricity to meet these
changes. The bulk of the power supplied to a grid typically comes from base load
power plants, traditionally plants that provide large quantities of electricity
through steam generation systems or large hydro plants. As the load increases,
utilities must bring in additional power sources from facilities that can be started
up quickly, such as mid-merit or peaking plants. In some cases, such as where the
peaking facilities are not available, or for economic reasons, it may be more cost-
effective to purchase excess power from neighboring, or even distant utilities. In
addition, for large grid systems, balancing strategies may be required to ensure
uniform power flows that match variations in regional loads.

As noted in Sect. 3, introducing VRE into the grid adds a new dimension of
complexity to utility and system operators striving to maintain uniform and high
quality electricity flows during changing load conditions. VRE resources normally
cannot be dispatched in the same way as base load, mid-merit and peaking plants,
because VRE resources are only available when weather conditions allow. Fur-
thermore, the VRE supply is constantly changing, but not necessarily in correlation
with load changes. In order to make maximum use of these VRE resources, the
utilities must also be able to predict very accurately when these resources are
available to the grid in time frames that allow the utility to dispatch these resources
to meet loads. Thus, accurate solar and wind resource forecasting has become a
key topic for energy meteorologists; these forecasts can have a significant impact
on how utilities manage VRE in terms of keeping traditional ‘‘spinning reserves’’
available, and in the infrastructure investments required to add VRE to the existing
grid system.

Extensive research is currently underway within both the wind and solar com-
munities to develop reliable forecasts over key timescales that can be used by utility
and system operators to manage loads with VRE resources on the grid. For example,
the NREL Western Wind and Solar Integration Study (GE 2010) highlights a key
finding that large penetrations of VRE can be incorporated into the existing western

Emerging Meteorological Requirements to Support High Penetrations 267



U.S. grid infrastructure, provided that a number of key steps are taken; one of the
most important of these steps is to incorporate the state-of-the-art resource fore-
casting tools that allow utilities to manage loads more effectively with VRE.

An international group of experts is currently working through the IEA’s SHC
Program to examine the state-of-the-art forecasting capabilities for various fore-
casting time frames. This group began its work in 2005 under Task 36 ‘‘Solar
Resource Knowledge Management,’’ and recently extended this work in a new
Task 46 titled ‘‘Solar Resource Assessment and Forecasting’’ (http://task46.iea-
shc.org). Within this task a variety of solar resource forecasting methodologies,
ranging from on-site all sky camera technologies to satellite-derived cloud motion
vectors (CMV) and global and mesoscale numerical weather prediction (NWP)
models are being investigated in ways that provide guidance to the industry as to
which combination of approaches results in the lowest risk to utilities in terms of
relying on these forecasts to manage VRE in their grid. Although the utility
ultimately requires forecasts of system output characteristics from minute-ahead to
day-ahead time frames, the foundation behind such forecasts is the weather pre-
diction tools that simulate cloud motions and cloud formation and dissipation
patterns to provide solar resource forecasts that are used as input to system per-
formance models.

Table 1 is a useful way of summarizing our current knowledge and R&D
priorities regarding best practices in solar resource forecasting over various
timescales. Very short-term forecasts (\1-h) are important to utilities for load-
following; hours- to day-ahead forecasts are required for dispatch and balancing,
and longer term forecasts can be useful for longer term scheduling of system
operations and system maintenance planning. The next subsections summarize key
research underway, and reported through Task 46 activities, in each of the three
timescales shown in the Table.

4.2.1 Sub-Hourly Forecasting

Current research efforts for providing sub-hourly solar forecasts, which are needed
by utilities to address load-following strategies using VRE resources on the grid,
focus on ground-based real-time observations, such as radiometric networks or sky
imagers in the vicinity of large-scale PV or CSP systems. By providing obser-
vations at a high frequency, trends observed from these systems can be projected
forward to alert system operators of impending changes in solar resources. For
example, the University of California at San Diego (UCSD) is using both digitized
cloud images captured by Total Sky Imagers (TSI) as well as arrays of radiometric
observations to develop forecast tools for predicting immediate changes that can
be expected in the solar resource at a given location. Ghonima et al. (2012) show
successful use of total sky imagers for accurately classifying clear and thick
clouds, and for improving detection of thin clouds, which is required for accurate
short-term irradiance forecasting. Bosch et al. (2013) have presented two methods
for estimating cloud speed from an array of eight radiometric stations, showing
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that the high variability expected under partly cloudy conditions can be detected
using this method for use in short-term PV power system forecasting.

MINES ParisTech, located in Sophia Antipolis in southern France, is working
in collaboration with the energy company EDF on a prototype of a low-cost
fisheye camera developed and set up by EDF’s R&D group (Fig. 9). This approach
is meant to provide an alternative to total sky imagers for local and very short-term
solar forecasting. Their preliminary results demonstrate a very important pre-
requisite for using fisheye cameras for solar forecasting purposes: establishing a
relationship between the hemispheric sky images obtained by the imagers and the
different components (global, diffuse, and direct) of the surface solar irradiance.
This study has been carried out with high quality radiometric data and hemispheric
sky images from an EDF R&D test site on Reunion Island, in the Indian Ocean.
This experimental study leads to very conclusive and promising results on sub-
hourly estimation of diffuse, direct, and global irradiance from sky images pro-
vided by the fisheye camera (Gauchet et al. 2012).

Table 1 Current state of solar forecasting across timescales, and key development challenges

Forecasting
timescale

Source of information/
methodology

Development challenges

Sub-hourly Ground-based observations TSI based cloud advection models
• Radiometers
• TSI
• Visual observations Statistical models based on high-resolution

surface measurements
1–6 h CMV from satellites

Numerical Weather Prediction
(NWP) models

NWP model wind profiles for better cloud
advection

• Global Statistical cloud formation and dissipation
models derived from easily measured
parameters (e.g. humidity, temperature
etc.)

- National Digital Forecast
Database (NDFD)

- GFS
- European Centre for Medium-

Range Weather Forecasting
(ECMWF)

• Regional
- Rapid Update Cycle (RUC)
- GEM
- North American Model (NAM)

• Mesoscale: Weather Research
and Forecasting (WRF) model

1–3 days Solar Forecasts not directly
available, but can be derived
from NWPs

Capability to assimilate surface radiation into
mesoscale model runs (MOS)

• NWP plus WRF Improved cloud formation and dissipation
physics• HRRR

• MOS
• ANN
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4.2.2 One- to Six-Hour Forecasting

Geostationary weather satellites provide high-resolution visible channel images
every 15–30 min that allow users to develop CMVs. CMVs are derived by
interpolating the cloud images collected at each observation period down to 1 min
values. These CMVs can then be extrapolated or projected out into the future to
predict where clouds will occur for up to 6 h or more. These projected images can
then be converted into ground-level solar resource forecasts. Descriptions of this
approach can be found in Lorenz et al. (2007) and Perez et al. (2010).

4.2.3 One- to Three-Day Ahead Forecasting

For longer term forecasts it is generally found that the accuracy of the CMV
scheme drops off to the point where, after 6 h, NWP models are typically more
accurate in providing solar resource forecasts. There are several types of NWP
models: global models, such as those provided by the European Centre for
Medium-Range Weather Forecasts (ECMWF) and the U.S. Global Forecast Sys-
tem (GFS), regional or country-specific models such as the Global Environmental

Fig. 9 Examples of clouds/clear sky segmentation result (right) for two hemispheric sky images
(left). From Gauchet et al. 2012
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Multiscale (GEM) model in Canada and the High-Resolution Rapid Refresh
(HRRR) Model in the U.S., and Mesoscale Models such as the Weather Research
and Forecasting (WRF) model. These models can be run in a variety of configu-
rations, and can also be coupled with ground observational data to produce Model
Output Statistics (MOS). Besides these modeling approaches, several research
institutions are developing methods using Artificial Neural Networks (ANN) and
other machine-learning techniques.

Under IEA/SHC Tasks 36 and 46 a number of collaborative studies have been
undertaken by researchers in Germany, Switzerland, Spain, Canada, and the U.S.
on the accuracy and validity of forecasts derived from CMVs when compared
against longer term NWP models. The general conclusions coming out of these
studies is that CMVs can actually provide more reliable forecasts out to about
4–6 h into the future when compared with NWP models. Furthermore, Perez et al.
(2010) have shown that the performance of the ECMWF model appears to be
somewhat better (in terms of reducing RMSE when compared with ground-based
high quality SURFRAD solar measurements in the U.S.) than the GFS for fore-
casting solar irradiance. Recent work at the University of Oldenburg (Lorenz et al.
2012) further indicates that there is an approximately 10 % improvement (as
measured by reduction in RMSE) in solar forecasts when the basic ECMWF model
runs are enhanced by a mesoscale numerical model. However, as shown in Fig. 10,
which summarizes the reliability of solar forecasts in Germany, even by enhancing
global models such as ECMWF with mesoscale models, the CMV approach still
appears to be superior out to about 4 h.

Fig. 10 RMSE of ECMWF based, CMV and combined forecasts in comparison to persistence in
dependence on the forecast horizon. For the ECMWF-based forecast, the 12:00 UTC run of the
previous day is evaluated independent of the forecast horizon and variations of the RMSE with
the forecast horizon are due to the horizon-dependent data sets. Left single sites, right German
mean (from Lorenz et al. 2012)
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5 Summary and Conclusions

The goal of any renewable energy target is to substantially increase the share of
renewable energy supply in a transmission system. However, wind and solar
energy resources, because of their dependence on weather phenomena, are variable
in nature, adding complexities to utility and system operators in optimizing their
use in the system. This chapter first demonstrates the challenges that VRE sources
can create when grid operators are trying to meet changing load demands. Just as
variations in loads themselves must be accurately predicted by system operators to
ensure that they are met in a timely manner and in a way that minimizes degra-
dation in energy quality or reliability, the output of VREs operating within the
system must also be predicted in order to optimize their use and to avoid disruption
of grid operations. Some utility systems have more flexibility than others to
manage VRE, depending on the availability of mid-level or peaking power stations
that can be quickly brought on-line in case VREs should suddenly drop off.

However, when one investigates the meteorological characteristics associated
with large amounts of VRE operating in a grid, several key mitigating factors are
observed that help to reduce potential disruptions to grid operations. First, it is well
demonstrated that variability (or ramp) characteristics are mitigated with larger or
distributed systems, due to the rapid drop off in cross-correlations of resource
levels with distance for solar resources. In some circumstances, such as in a
subtropical environment characterized by trade wind cumulus clouds, solar ramp
rates can be mitigated even for power stations spaced less than 500 m apart, due to
the nature of the cloud decorrelation statistics. This is good news for utilities
adopting a distributed generation philosophy, or even when operating large, multi-
megawatt central station wind and solar plants.

Second, the impacts of VRE on grid operations can be further mitigated if the
variability can be accurately predicted over timescales ranging from minutes to a
day ahead. Recently, great progress has been made in producing forecasts that
could ultimately be of sufficient accuracy to allow utilities to dispatch VRE in
order to meet fluctuating loads. In the case of solar forecasting, the use of ground
observations (e.g., all sky cameras, total sky imagers, and radiometer networks)
appears to be a very promising approach for providing system operators with sub-
hourly forecasts. Out to about a 6-h forecasting period, CMV derived from time
series of geostationary weather satellite observations in the visible channel appears
to be a promising tool. Beyond the 4–6 h forecasting timeline, NWP models are
the most promising approach. To further reduce the uncertainty in the forecasts,
regional or global-scale NWP models can be downscaled with mesoscale model
outputs. Model outputs can be further improved by incorporating ground mea-
surements to produce MOS, or by adopting the use of ANN. These concepts and
techniques are explained in more detail in the chapter by Lorenz et al.

Nevertheless, historically solar resources have not been an explicit output of
NWP models. Although the technology for using NWPs in wind forecasts has
advanced considerably in the past few years, further research is required to

272 D. S. Renné



improve cloud characterization, and therefore solar radiation estimates, in the solar
forecasting tools. These are some of the highest priority R&D efforts underway by
energy meteorologists.
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Current Status and Challenges in Wind
Energy Assessment

Sven-Erik Gryning, Jake Badger, Andrea N. Hahmann
and Ekaterina Batchvarova

Abstract Here we discuss the status and challenges in the development of atlases
for the assessment of the regional and global wind resources. The text more
specifically describes a methodology that is under development at DTU Wind
Energy in Denmark. As the wind assessment is based on mesoscale modelling,
some of the specific challenges in mesoscale modelling for wind energy purposes
are discussed such as wind profiles and long-term statistics of the wind speed time
series. Solutions to these challenges will help secure an economic and effective
deployment of wind energy.
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ESA European Space Agency
FDDA Four-dimensional data assimilation (nudging)
FINO German Research Platform in the North and East Sea (For-

schungsplattformen in Nord- und Ostsee)
FINO1 FINO platform 1 (German North Sea)
FINO2 FINO platform 2 (German Baltic Sea)
FNL NCEP Final Analysis
FROGFOOT Program for WAsP calculations over large areas
GEOS5 NASA Goddard Earth Observing System Model, Version 5
GFS NOAA Global Forecast System
HRSST High-resolution SST
LCCS Land cover classification system
MERRA Modern Era Retrospective Analysis for Research and Applications
MM5 Mesoscale Model Version 5 (predecessor of WRF)
MYJ Mellor-Yamada-Janjic PBL scheme
MYNN2 Mellor-Yamada-Nakanishi-Niino Level 2 PBL scheme
MYNN3 Mellor-Yamada-Nakanishi-Niino Level 3 PBL scheme
NASA National Space Administration (USA)
NCAR National Center for Atmospheric Research (USA)
NCEP NOAA National Center for Environmental Prediction (USA)

1 Introduction

This chapter is split into two parts. The first part addresses the pressing need to
improve the assessment of the global wind resource. These challenges encompass
many aspects of wind energy modelling. The solutions will place wind energy
more strategically in the global energy picture for the future. The text describes a
methodology for the Global Wind Atlas.

The second part addresses specific challenges in mesoscale modelling for wind
energy purposes. This aspect is of particular importance for an accurate assessment
of national and site wind resource.

For a general textbook like description of the basics of, e.g. wind structure near
the surface, impact of stability, diurnal and spatial variability as well as the effect
of averaging time, the reader is referred to Stull (1998) for general and Emeis
(2012) for wind energy specific descriptions.

2 Global Wind Resources

The current status and coverage of wind assessment around the world is a collection
of more or less ad hoc studies, using a broad range of methods, and in turn pro-
viding resource products with different specifications and types. The incomplete
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coverage is natural enough, as wind resource assessments—usually made on a
country-wide scale or smaller—have followed needs and motivations on a country-
by-country basis, and these are very much dependent on each individual case. The
broad range of methods and product types is the result of the number of research
centres and companies that are engaged in wind energy assessment, and the rapid
development of new methods. Furthermore, the degree to which wind assessment
data are open and freely available, as well as the extent to which the methodology is
transparent and subject to scrutiny by the wind resource assessment community, is
also disparate.

Because of the incomplete assessment of wind resource over the world, policy
makers and energy planners have been forced into using coarse resolution global
reanalysis data to estimate wind resources. This has a very serious drawback as
hills and ridges are better resolved at higher resolutions giving rise to increased
wind speeds. Consequently, coarse resolution leads to an erroneous negative bias
in the wind resource.

Consequently, the role of wind energy in the future energy mix may be
downplayed, with grave implications for modelling approaches to climate change
mitigation.

2.1 Wind Resource Assessment

The term, wind resource assessment covers a very broad range of methods and
many kinds of data. For example, the assessment can be based on in situ mea-
surements and as such pertain to the measurement location and height only, unless
some kind of treatment of the measured winds is carried out in order to extend its
validity spatially. At the other end of the range, the assessment may be based on
modelling, giving wind resource in three dimensions. However, the value of such
model-derived assessment is limited without some kind of verification against
measurements.

Therefore, the most valued wind resource assessment will feature a combina-
tion of measurement and modelling. For example, the European Wind Atlas
(Troen and Petersen 1989) developed a pioneering method to analyse in situ
measurements in such a way that the information obtained from the measurements
can be applied away from the measurement location. The analysis is done by
modelling the effects due to local changes in terrain elevation, local surface
roughness changes, and obstacles, each of which impacts the measured winds. The
result of the analysis is a generalised wind climate. To predict the wind resource at
a new site requires the application of the same aforementioned models (calculating
effects due to local changes in terrain elevation, local surface roughness changes
and obstacles) on a generalised wind climate. This method comprises the workings
of the Wind Atlas Analysis and Application Program (WAsP, www.wasp.dk)
software developed by DTU Wind Energy and now used by over 10,000 users
worldwide.
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Wind resource assessment of the kind outlined above required a dense network
of high quality and long-term measurements. This is because a generalised wind
climate is only valid for a limited area. Where good quality measurement data is
missing, which is more often the case, numerical wind atlas methodologies are
used. The conventional numerical wind atlas uses long-term, but coarse resolution,
atmospheric datasets (e.g. reanalysis from NCEP/NCAR, Kalnay et al. 1996) to
force mesoscale models, capable of modelling the atmospheric flow at scales
ranging approximately from 100 to 5 km. This comprises a so-called downscaling
technique. From the mesoscale model simulations, maps of wind resource can be
created. In the method developed at DTU Wind Energy, post-processing of the
simulations results in a grid of generalised wind climates, which can be used in
WAsP. The huge advantage of creating the generalised wind climates is that these
can be compared to generalised wind climates derived from measurements in the
region of interest. Even if there is a limit to the number of high quality mea-
surements, this comparison of model and measurement derived climate allows for
a verification of model results. A proper verification adds tremendous value to a
wind resource assessment.

So far, the methods outlined above have been used in numerous locations
around the world; most recently in India, northeastern China, and South Africa.
However, up to this point, no single unified wind resource assessment has been
performed for the whole world, and it is important to note the objective is not to
perform a global version of these country-specific studies. A new method is
required to generate the Global Wind Atlas, making it efficient to create, and
suitable for the needs of the policy makers and energy planners. This is only now
becoming a possibility due to developments in global reanalysis datasets, global
topographical datasets and microscale modelling tools.

The method underway (within the Danish Energy Agency funded Wind Atlas
project) to create the improved global assessment of wind is made up of a chain of
processes in which global reanalysis datasets are the meteorological input data and
high-resolution wind climate statistics, suitable for analysis and mapping, are the
output data.

Global reanalysis datasets with a spatial resolution of around 50 km are now
available, see Table 1. These datasets are at a much higher resolution than pre-
viously available, compared to, for example NCEP/NCAR reanalysis of
*2.5� 9 *2.5� (Kalnay et al. 1996), and thus give new possibility for their
exploitation for wind resource assessment. A number of reanalysis datasets can be
used to investigate the range of wind climates that a set provides. The reanalysis
datasets are not wholly independent as the same observational data network is
available for assimilation; however, the manner in which assimilation is performed
is different, as are the models underlying the reanalysis. For example, there will be
differences in the physical parameterizations modelling sub-grid scale processes
and surface processes, as well as the description of the surfaces.

Because of their different characteristics, the reanalysis datasets tend to com-
plement each other in providing the best description of the wind climatology
within the boundary layer. Because of its higher resolution, CFDDA will probably
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represent the mesoscale processes best. The high vertical resolution of MERRA is
a plus for resolving the low-level wind structure, and its long record is a plus to
accurately represent inter-annual variations in regional wind climate. Finally,
because of the assimilation of a large amount of data, ERA Interim is potentially
best in depicting the overall atmospheric circulation. Employing several reanalysis
datasets as input can give ensembles of surface wind climates and may lead to a
better resource estimates and provide an indicator of uncertainty.

Surface winds given by the reanalysis datasets should not themselves be used
directly to estimate global wind resources because the spatial resolution is still too
coarse. Spatial variance of wind climates at scales smaller than that resolved in the
reanalysis data will contribute significantly to the wind resource. The small-scale
spatial variance of wind speeds can be modelled by microscale models. Running
microscale models requires that the reanalysis surface winds are treated in such a
way to make them generalised winds. Differences in surfaces winds given by three
reanalysis datasets can in part be explained by differences in the surface roughness
lengths used in each reanalysis model. The objective of generalising the surface
winds is to remove the influences of model dependent surface description. Gen-
eralised wind climate statistics give the wind conditions for a standard set of
heights above the surface and surface roughness lengths. Global generalised wind
climate grids will be created, containing sector-wise (directional) frequency dis-
tribution and sector-wise (directional) wind speed distributions.

Microscale modelling over large extents is now possible using the generalised
wind climate statistics generated from the reanalysis datasets. A new functionality
within the WAsP system, called FROGFOOT, allows resource calculation over a
large, high-resolution grid to be performed, see Fig. 1. Each resource calculation
uses generalised wind climate statistics from the nearest reanalysis grid points. For
WAsP to calculate the local flow at high resolution, high-resolution data of terrain
elevation and surface roughness length are also needed.

Table 1 Description of reanalysis datasets (see also http://reanalyses.org)

Product Model system Horizontal
resolution

Period
covered

Temporal
resolution

ECMWF/ERA
interim

T255, 60 vertical levels, 4DVar 78 km 1989–present 3/6-hourly

NASA/
MERRA

GEOS5 data assimilation system
(incremental analysis updates),
72 levels

0.5� 9 0.67� 1979–present 3-hourly

NCAR/CFDDA NCAR/PSU MM5 (regional
model) ? FDDA

*40 km 1985–2005 hourly

NOAA/CFSR NCEP GFS, *38 km (T358)
with 64 vertical levels

0.5� 9 0.5� 1979–2010
and
updating

hourly
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2.2 Topographical Datasets

Modelling of the wind resource on sub-kilometre scales (say, 100–500 m) requires
detailed information on the terrain elevation, water body distribution and land
cover of the terrain. Several global or near-global datasets are available that could
be used for this purpose:

• Elevation—Shuttle Radar Topography Mission (SRTM), version 2.1, released
2009: SRTM data are available as grid point spot heights with a resolution of 1
arc-second (continental USA) and three arc-seconds (from 56�S to 60�N, 80 %
of the Earth’s land surface). Derivative datasets exist, where data voids have
been filled. The SRTM datasets are used extensively for wind resource
assessment already and they are easy to download, process and transform (e.g.
to height contour maps).

• Elevation—ASTER Global Digital Elevation Model (ASTER GDEM), version 1,
released 2009: ASTER data are available as grid point spot heights with a
resolution of one arc-second from 83�S to 83�N (99 % of the Earths land sur-
face). Less experience exists using ASTER data for wind resource assessment
but they are in principle easy to download, process and transform. Version 1 of
the ASTER GDEM is still viewed as ‘‘experimental’’ or ‘‘research grade’’.

Fig. 1 Cape Verde numerical wind atlas in FROGFOOT. Each orange dot represents a data
point with details sector-wise generalised wind climates statistics. FROGFOOT allows wind
resources at high resolution to be calculated in WAsP using the coarser grid of generalised wind
climate data points. Only part of Cape Verde is shown here
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• Coastline contours—SRTM Water Body Data (SWBD): Version 2 of SRTM also
contains the vector coastline mask derived by NGA during the editing, called the
SWBD, in GIS Shapefile format. SWBD data cover the Earth’s surface between
56 �S and 60 �N; the rest of the world is available at lower resolution through
the Coastline Extractor hosted by NOAA.

• Land cover—ESA GlobCover, version 2.1, released 2008: GlobCover is the
highest resolution (300 m) global land cover product ever produced and it is
made available to the public by the European Space Agency (ESA). The
GlobCover land cover map is compatible with the UN Land Cover Classification
System (LCCS).

• Land cover—regional databases: Several regional and national land cover
datasets exist which may be more detailed and sometimes more readily appli-
cable to microscale flow modelling. As an example, the European Environ-
mental Agency (EEA) has produced vector and raster land cover databases—
CORINE—for the 25 EU Member States and other European countries.

2.3 Importance of Resolution

Figure 2 shows the effect of modelling the wind power density at a height of 50 m
for a 50 9 50 km area at four different resolutions, namely 10, 5, 2.5 km and
100 m. As the resolution increases features in the terrain become better resolved.
Resolved hills and ridges give rise to increased wind speeds. As wind power
density is a function of wind speed to the power 3, the impact of the resolved
terrain features is significant.

For the 50 9 50 km area, the mean wind power density is estimated to be
around 320 Wm-2 for the resolutions of 10, 5 and 2.5 km. For the 100 m reso-
lution, the mean power density is around 505 Wm-2, i.e. an increase of 50 %
compared to the lower resolution estimates.

The comparison becomes more striking when the distribution of the wind power
density is considered. Consider this: we split the 50 9 50 km into two areas, the
first area where the wind power density is below the median value and the second
area where the wind power density is above the median value. Next, we calculate
the mean wind power density in the second higher wind area, we get for the 10, 5,
2.5 km resolution estimates 380 Wm-2, whereas for the 100 m resolution we get
640 Wm-2, an increase of nearly 70 %. The impact gets stronger as we look at the
even windier areas. As wind turbines will be deployed at the favourable sites, it is
important to be able to capture the distribution of wind power density due to
terrain features, and this is only possible by consideration of high-resolution
effects.

Even for rather simple terrain, such as in Denmark, the effect of resolution is
important. A similar 50 9 50 km area showed an increase of wind power density
of around 25 % for the windiest 5-percentile (windiest 1/20th of the area).
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2.4 Verification

The Global Wind Atlas is not a substitute for the detailed country wind resource
assessments. Therefore, it is not expected that the Global Wind Atlas result will
correspond exactly to the detailed country studies. However, the Global Wind
Atlas result will be a wind resource estimate and an uncertainty estimate, and thus
comparison with dedicated country studies should show agreement subject to the
margins given by the uncertainty estimates.

Validation of the Global Wind Atlas offshore will be possible via wind data
derived by remote sensing techniques applied on satellite images of oceans.
Various products are available for this purpose ranging from the now discontinued
QuikSCAT, to current Synthetic Aperture Radar (SAR) platforms. Risø DTU has

Fig. 2 Wind power density calculated at a height of 50 m for a 50 9 50 km area at four different
resolutions. Top-left 10 km, top-right 5 km, bottom-left 2.5 km mesoscale modelling and bottom-
right microscale modelling at 100 m. The colour scale is the same in all the maps

282 S.-E. Gryning et al.



extensive experience in generating wind climate statistics from satellite-derived
winds. The manner in which the verification is carried out is open to development,
however one possibility is to perform two sets of verification; one global at low
resolution using QuikSCAT, the other at selected coastal regions at high resolution
using the new satellite image derived wind products. As in the comparison with
detailed country wind resource assessments, an agreement within the uncertainty
estimate is sought.

3 Dynamical Downscaling for Wind Applications Using
Meteorological Models

From the foregoing chapter on the mapping of the global wind energy resources, it
is clear that the performance of mesoscale models is the backbone of all wind
energy assessment studies. Here, we discuss some aspects of mesoscale modelling
of the wind profile and the Weibull distribution of the long-term wind time series,
the sensitivity of the driving reanalysis, the Planetary Boundary Layer schemes
(PBL) by showing examples of data comparison with simulations performed with
limited area Numerical Weather Prediction (NWP) models, which are now being
widely used to estimate wind energy resources in areas with inadequate obser-
vational coverage. In principle, these models have been optimised to obtain skilful
weather prediction of fields such as temperature and precipitation in the short
(0–72 h) term. In addition, models such as the Weather Research and Forecasting
(WRF) model (Skamarock et al. 2008) contain what appears to be an infinite set of
model configuration options that need to be set by the user and which can
sometimes alter dramatically the behaviour of the model solution. With this in
mind, how skilful these models are in simulating the full spectrum of atmospheric
motion necessary to describe the regional wind climate is still a topic of active
research. Here, we provide examples of the use of WRF model output for gen-
erating wind resource atlases and point out how a few configuration options can
alter the end result of the dynamical downscaling. The model simulations are
compared to basically two experimental datasets and the corresponding simula-
tions, one deals with offshore and coastal wind profiles up to 100 m and the other
is drawn from measurements of the wind profile up to 600 m performed in a
coastal site with a long-range wind lidar.

For estimating wind energy resources, the mesoscale model simulations are not
conducted in the same way as weather forecasting, and special considerations are
required for the model spin-up. The large-scale reanalysis drives the downscaling,
we use the mesoscale models to resolve smaller scales not present in the reanal-
ysis. The chosen model set ups are based on these assumptions, which are
described in Hahmann et al. (2010).
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3.1 OffShore and Coastal Wind Profiles, Case Study 1

For this study, measurements are drawn from two offshore research platforms,
FINO 1 (N 54� 010, E 06� 350) and FINO 2 (N 55� 00, E 13� 090) located in the
North Sea and Baltic Sea, respectively, as well from a coastal site at Høvsøre
(N 56� 30, E 08� 090) at the west coast of Denmark.

3.1.1 Model Setup

The model grids are 15 km 9 15 km (D1); 5 km 9 5 km (D2) grid spacing, and
uses WRF version 3.2.1. The model is configured with 41 vertical levels with
model top at 50 hPa; 12 of these levels are within 1,000 m of the surface; the first
level is located at *14 m AGL. The simulations are forced by the USA NOAA
reanalysis (CFSR; Saha et al. 2010) at 0.5� 9 0.5� horizontal grid spacing; a
separate file containing SST and sea-ice fractions is used and comes from the
dataset NCEP Version 2.0 global SST (OISST; Reynolds et al. 2002) with
0.25� 9 0.25� resolution, and are updated daily. A map of the model setup
location is shown in Fig. 3.

The control simulation is 5-years long (2006–2010) and it is run in 11-day long
overlapping runs, with the first day discarded. The simulation uses grid nudging

Fig. 3 WRF model configuration and surface elevation (meters) used in the simulations. The
inner square shows the location of domain 2 (D2, 5 km grid spacing)
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which continuously relaxes the model solution towards the gridded reanalysis but
this is done only on D1 and above the boundary layer (level 10 from the surface) to
allow for the mesoscale processes near the surface to develop freely. We compare
next the wind climate generated by various model configurations.

3.1.2 Driving Reanalysis and Sea Surface Temperatures

To examine the wind climate sensitivity to the driving reanalysis, we repeated the
control simulation using the ERA Interim reanalysis (Dee et al. 2011). The extra
simulation was carried out during 2010. Figure 4 (top) shows the relative differ-
ence in annual mean wind speed between the two simulations. Differences are
small in most areas with the largest of the order of ±3 % especially around the
edges of the domain, where the influence of the reanalysis is expected to be the
strongest.

The sensitivity to the lower boundary conditions used in the simulations was
examined by conducting extra simulations where the OISST is replaced by the
daily, high-resolution, real-time, global, sea surface temperature (RTG_SST)
available at a horizontal grid spacing of 1/12�. In this area, the largest differences
in SST (not shown) are seen along the west coast of Denmark and Sweden, with
warmer (up to 2 �C in the annual mean) SSTs in the RTG_SST dataset. These are
the same areas where the annual mean winds show the largest differences in the
middle and bottom panels of Fig. 4.

Annual wind speeds are larger (negative areas) in the climatology generated
from annually averaged warmer SSTs. But, it is interesting to see that the response
in the wind speed to the different SSTs depends on the reanalysis used. The
differences are larger for the ERA interim compared to the CFSR. In addition, it is
expected that in areas where the wind regime is driven by sthermal contrast the
sensitivity could be stronger.

3.1.3 Planetary Boundary Layer Parameterisation

Figure 5 shows the wind speed averaged over the period 1–30 June 2009 as a
function of height for six PBL schemes available in WRF version 3.2.1 (see
Table 2) and the observations at the offshore masts of FINO1 (German North Sea),
FINO2 (Baltic sea) and the tall mast at Høvsøre (West coast of Denmark). The
spread among PBL schemes is, as expected, lower for the two offshore sites than
for Høvsøre, which is located over land. Differences between the model-derived
wind speeds and the observations are of the order of 0.5 ms-1 at FINO1 and
FINO2, but much larger (*1.5 m s-1) at Høvsøre. When considering the ‘‘slope’’
and ‘‘shape’’ of the wind profile simulated by the models and compared to the
observations, at FINO1 YSU performs best, at FINO2 MYJ is perhaps the best, and
at Høvsøre the MYNN3 seems to outperform the others. Therefore, there is no
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single choice of PBL scheme that is best both at sea and land sites. In addition,
when examining other wind-related parameters such as vertical shear between
models and the observations, the conclusion might be different.

Fig. 4 Differences in mean
wind speed (percentage) at
100 m during 2010 between
various model configurations:
ERA Interim—CFSR (top),
HRSST—OISST under
CFSR (middle) and
HRSST—OISST under ERA
Interim (bottom)
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Maps of the differences in wind speed from climatologies using different PBL
schemes (not shown) show much larger values than those derived from using
different driving reanalysis or SSTs. In particular, since the behaviour is different
over land and ocean, systemic and distinct differences are seen over these areas.

3.2 Weibull Distribution at a Coastal Site, Case Study 2

For wind energy assessment, the distribution of the long-term wind speed is very
important because the wind power density, approximately, is a function of the
wind speed cubed and thus a large fraction of the wind energy will come from
the high end of the wind speed distribution, which has a relative low probability.
The two parameter Weibull distribution reveals this feature and therefore, is often
used for the description of the long-term frequency distribution of the horizontal
wind speed. This distribution has received considerable attention in relation to
assessment of wind energy from meteorological observations.

Fig. 5 Vertical profiles of wind speed (ms-1) simulated by WRF using the six PBL
parameterisations in Table 2 compared to measurements (black dots) at FINO1, FINO2 and
Høvsøre. Profiles represent the average for the period 1–30 October 2009. Wind speeds whose
directions are affected by wind farm wake (Høvsøre) or mast booms (FINO1 and FINO2) have
been removed from both observations and models

Table 2 Description of the
WRF PBL schemes used in
the simulations

Scheme Reference

YSU Yonsei University scheme
MYJ Mellor-Yamada-Janjic scheme
QNSE Quasi-Normal Scale Elimination PBL
MYNN2 Nakanishi and Niino level 2.5
MYNN3 Nakanishi and Niino level 3
BouLac BouLac PBL
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3.2.1 Site and Measurements

Detailed studies of the wind field at the Høvsøre site have already been reported by
Floors et al. (2011, 2013) and Peña et al. (2009). Here, we focus on the statistical
distribution of the long-term (annual) wind speed and its Weibull distribution. The
measurements were carried out at the Danish National Test Station of Wind
Turbines at Høvsøre, which is located at the western coast of Jutland, Fig. 6.
Except for the presence of the North Sea to the west, the terrain is flat and
homogeneous consisting of grass, various agricultural crops and a few shrubs. The
intensively instrumented 116.5 m high reference meteorological mast is located
about 1.8 km east of the coastline. Wind speed is measured at 10, 40, 60, 80, 100,
116.5 m with cup anemometers.

In addition, a pulsed wind lidar (WLS70) has been operating near the meteo-
rological mast between April 2010 and March 2011. The wind lidars Doppler shift-
based measurements of the wind are available measures from 100 m above the
ground and every 50 m up till 1 to 2 km height dependent on the attainable 10-min
averaged Carrier to Noise (CNR) ratio.

3.2.2 Numerical Modelling

Ten minutes wind profiles for the period 23 April 2010 to 31 March 2011 were
predicted based on the WRF ARW model version 3.2.1. The physical options of
model setup include the Noah land surface scheme (Skamarock et al. 2008) and the
Thompson microphysics scheme (Thompson et al. 2004). The WRF model cal-
culates the meteorological parameters at 41 vertical levels from the surface to
pressure level 100 hPa. Eight of these levels are within the height range of 600 m
that is analysed in this study and the first model level is at 14 m.

Fig. 6 Geographical
location of the Høvsøre site
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The model is run in analysis mode. It uses the NCEP Final Analysis (FNL)
global boundary conditions that are available every 6 h on a 1� 9 1� grid. Two
domains with a horizontal grid size of 18 and 6 km, respectively, are used. The
simulations are initialised every 10 days at 12:00 and after a spin up of 24 h a time
series of 10-min simulated meteorological forecast data from 25 to 264 h is
generated. In order to prevent the model from drifting away from the large-scale
features of the flow, the model is nudged towards the FNL analysis. Nudging is
applied for the wind, temperature and humidity above the 10th model level, which
approximately corresponds to 1,400 m, on the outermost model domain during the
whole simulation period.

3.2.3 Weibull Distribution

The Weibull distribution of the horizontal wind speed can be expressed as:

f uð Þ¼ k

A

u

A

� �k�1
exp � u

A

� �k
� �

; ð1Þ

where f uð Þ is the frequency of occurrence of the wind speed u. In the Weibull
distribution the scale parameter A has units of the wind speed. It is proportional to
the average wind speed uh i for the entire distribution. It is related to the wind
speed through:

uh i ¼ AC 1þ 1=k

� �
; ð2Þ

where C represents the gamma function and k is the shape parameter in the
Weibull distribution: for typical wind speed distributions over homogeneous ter-
rain k is in the range 2–3. For decreasing kthe mode of the distribution shifts
towards lower values of the wind speed at the same time as the probability for
higher wind speeds increases.

From the measurements and simulations of the wind speed, the A and
k parameters in the Weibull distribution were derived by use of the Climate
Analyst which is a part of the Wind Atlas Analysis and Application Program
(WAsP).

3.2.4 Scale Parameter

The comparison of the modelled A parameter with measurements shows similar-
ities with the wind speed. Below 60 m the WRF model predicts well the A
parameter. Above 60 m the simulated scale parameter underestimates the mea-
sured one with the difference increasing with height, Fig. 7.
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3.2.5 Shape Parameter

Contrary to the scale parameter, which has a rather smooth vertical profile, the
shape parameter k has a very distinct form. Investigations over land (Hellmann
1917 and Wieringa 1989) have revealed that k is controlled by two regimes of the
atmosphere, the large-scale wind climate and the local boundary layer. This results
in a characteristic vertical profile of the shape parameter. It increases from its
value near the ground up to a maximum located at around 100–200 m height,
depending on the balance between the diurnal variation of the local meteorological
conditions and the variability of the synoptic conditions prevailing in the region.
The height of the maximum in the k-profile is associated with the height of the
stable boundary layer as well as the reversal of the wind regime that occur on
stable nights where the diffusion of momentum is inhibited, resulting in low near-
surface winds while the wind speed above the stable boundary-layer increases. The
range of k is not well investigated; typical values reported in the literature are
between 1 and 4. Smaller values of k correspond to higher variability of the wind
speed.

It is found that the WRF simulations agree well with the measurements up to
100 m, while above that height the model generally underestimates the k param-
eter (Fig. 8). The height of the maximum in the k-profile from measurements is
about 200 m while it is lower for the model simulations, being about 120 m.
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4 Summary and Outlook

The current practice of global energy modellers is to use coarse resolution
reanalysis datasets. This has the serious shortcoming that the wind energy resource
is underestimated, as small-scale variability of winds is missing. This missing
variability is responsible for a large part of the wind resource, which is not cap-
tured by the reanalyses. A Global Wind Atlas could provide data at high resolution
for the whole world, using a unified and transparent methodology, and an uncer-
tainty estimate based on use of a number of input reanalysis datasets and meth-
odologies. Crucially, the method should employ microscale flow modelling to
calculate the small-scale variability of winds, and thus capture the sizable wind
resource missed by the current methods.

The performance of the mesoscale models, such as the WRF model, is the
backbone of all wind energy assessment studies at different scales. It is shown that
the choices of driving reanalysis for the WRF model results in a difference in wind
speed of maximum 3 %. Using different lower boundary conditions, results in
differences of 1–2 % in the mesoscale wind climate. Using different PBL schemes,
results in larger differences in the predicted wind speed compared to the driving
and lower boundary conditions. Furthermore, none of the most common param-
eterisations provides the best solution for both ocean and land conditions. The 1.5
order closure MYNN PBL scheme used in the simulation of the Weibull distri-
bution of the long-term wind speed predicts the general profile of the scale and
shape parameters quite well although it underestimates their values.
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Wind Power Forecasting

Sue Ellen Haupt, William P. Mahoney and Keith Parks

Abstract The National Center for Atmospheric Research (NCAR) has configured
a Wind Power Forecasting System for Xcel Energy that integrates high resolution
and ensemble modeling with artificial intelligence methods. This state-of-the-
science forecasting system includes specific technologies for short-term detection
of wind power ramps, including a Variational Doppler Radar Analysis System and
an expert system. This chapter describes this forecasting system and how wind
power forecasting can significantly improve grid integration by improving reli-
ability in a manner that can minimize costs. Errors in forecasts become opportunity
costs in the energy market; thus, more accurate forecasts have the potential to save
substantial amounts of money for the utilities and their ratepayers. As renewable
energy expands, it becomes more important to provide high-quality forecasts so
that renewable energy can carve out its place in the energy mix.

1 The Need for Renewable Energy Power Forecasts

Because wind and solar resources are highly variable, it is important to be able to
forecast them in order to effectively and economically integrate them into the
electrical power grid. Although the details of how utilities and power grids inte-
grate these variable resources vary throughout the world, there is a critical need to
predict the timing and magnitude of the power output from these variable gen-
eration systems. This chapter focuses on wind energy forecasting technologies as
well as the benefits to electrical utilities of utilizing advanced forecasting
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capabilities. In particular, this chapter describes a collaboration between the U.S.
National Center for Atmospheric Research (NCAR) and Xcel Energy Services,
Inc. (Xcel Energy) to conduct research to develop and deploy a state-of-the-
science wind power forecasting system that was required for Xcel Energy to
effectively integrate and balance an increasing capacity of wind power into its
operations. The details of the usage of the system by Xcel Energy may be more
applicable to utilities and authorities in the United States, but the design of the
system can be generalized, based on best practices in the literature, and is appli-
cable over a wide variety of geographical, market, and utility operating scenarios.

A wind power forecasting system must address the utility and independent
system operator (ISO) needs to have a high-quality forecast of power generation
on several temporal and spatial scales. For wind energy, this means being able to
first predict the wind resource, and then being able to convert the wind speed
prediction to estimated power output. The problem, of course, is that wind energy
availability depends on the current and future state of the atmosphere. Although
there are standard prediction methods for atmospheric flow, those predictions are,
by nature, uncertain. It is widely accepted in the meteorological community that
the atmosphere is inherently chaotic, particularly at the smallest spatial scales, and
that a limit exists to predictability, as the expected accuracy degrades in time
(Lorenz 1963; Wyngaard 2010). This does not imply that the power output cannot
be predicted, but rather that in addition to providing a best deterministic estimate,
it is also important to quantify the uncertainty of the forecast (Buizza et al. 2009).

The motivation for Xcel Energy to become a leader in implementing wind
power forecasting is that it was the first utility in the United States to push its wind
energy capacity past 10 % of total operating capacity and has plans to more than
double that amount. As the wind capacity of a utility grows, it becomes more
difficult to effectively integrate this variable resource into the power mix. Xcel
Energy had reached the wind capacity threshold (*8 %) where it was economi-
cally beneficial to invest in developing advanced wind energy forecasting tech-
nologies to reduce the forecast error, and hence, lower the cost of integrating wind
into the power grid. Wind power forecasting can significantly improve that inte-
gration by predicting the expected available power, which improves system reli-
ability in a manner that can also minimize costs (Ela and Kemper 2009). An
accurate wind energy forecasting system enhances the ability of a utility to predict
the wind resource, supporting day-ahead unit commitment, and power trading, as
well as decision-making related to load balancing, selection of alternative gener-
ation units, and transmission capacity.

The meteorological research community has developed numerical weather
prediction (NWP) systems and statistical forecasting technologies to benefit the
public good, concentrating primarily on optimizing the prediction of temperature
and precipitation. Those NWP forecasts provide useful input for wind power
prediction but those models are not usually tuned to optimize wind forecasts in the
lower atmospheric boundary layer, which represents the lowest kilometer or so
during the day and collapsing down to around a couple 100 m at night. Thus, it is
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important for wind energy prediction to incorporate additional technologies
designed to optimize wind speed.

The remainder of this chapter provides a basic overview of how these tech-
nologies have been blended into the NCAR/Xcel Energy wind prediction system. A
more technical description of the system appears in Mahoney et al. (2012) and
Parks et al. (2011). Although discussion focuses on wind power forecasting as
designed for the Xcel Energy System in the USA, the general approach is similar to
many other successful wind power forecast systems (Giebel and Kariniotakis 2007;
Monteiro et al. 2009). Section 2 provides more detail on the technologies and
approaches used in the system, and Sect. 3 provides a brief treatment of numerical
weather prediction capabilities employed in the Xcel Energy system. Section 4
discusses the statistical post processing techniques while short-term nowcasting is
discussed in Sect. 5. Grid integration from a utility’s point of view is discussed in
Sect. 6. Areas of further research and conclusions are presented in Sect. 7.

2 A System’s Approach to Forecasting

The most important step in designing any decision support system is understanding
the needs and requirements of the end user. The goal of the NCAR/Xcel Energy
Wind Power Forecasting System was to provide necessary information to both
energy traders and the grid operators to optimize the economics of variable gen-
eration integration while providing an essential element of reliability. The grid
operators require information on the time scales of minutes to hours while the
traders have traditionally operated on a day-ahead schedule.1 Longer term plan-
ning for operations and maintenance can also benefit from longer lead forecasts.
Currently, no single weather forecasting technology is able to optimally perform
across temporal scales that range from tens of minutes to several days. Statistical
prediction and very short-term forecasting, also known as nowcasting, techniques
may be most beneficial for the very short term, say less than 3 h, but NWP will
best predict the weather, and thus, wind at times beyond a few hours. Spatial scales
are also an issue to consider when designing a forecast system. A wind plant
operator may be most interested in very local-scale phenomena, and thus, need a
system tuned for a particular wind farm, or even at the turbine level. The balancing
authority, on the other hand, may take the larger view of considering wind energy
availability from all wind plants and utilities in their service area.

To meet all of these needs, a best practices approach to predicting the power
output combines what is known about the physics and dynamics of the atmosphere
with statistical methods that utilize local and regional weather observations and

1 Note that some energy markets, including the U.S. Midwest System Operator (MISO) that
integrates Xcel Energy’s power in the Northern States Power region, now allow economic
dispatch in 5 min increments and also dispatches wind energy.
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power generation data. Different approaches are preferable for differing time
frames and it is important to blend the technologies in a manner to produce the best
forecast for each time period and spatial scale. The overarching goal is to build a
decision support system that leverages the best technologies for each spatial and
temporal scale. Figure 1 illustrates where along the forecasting period various
weather prediction techniques have demonstrated optimal performance. It is a
useful diagram for assessing how one might consider which technologies to use for
the specific time periods based on knowledge of the physics of the system, the
strengths and weaknesses of each system component, and how to blend the
technologies to optimize the forecast skill. At the shortest time scales, it is cur-
rently difficult to beat a persistence forecast; that is, 5 min from now, the wind
speed is likely to be much like now. Thus, it is appropriate to predict no change at
these very short timescales if real-time observations are available.2 However, as
we get further out in forecast lead time (beyond about an hour), one would expect
changes to occur; thus implementing predictive models becomes essential. For the
shorter modeled scales (1 to 3 h), it is most important to blend real-time obser-
vational data with predictive models. These ‘‘nowcasting’’ models assimilate local
data and use known dynamics and physics relationships to intelligently extrapolate
the solution forward in time according to the local weather conditions. A bit
further along in time, around 3 h, high-resolution NWP becomes the prediction
technology of choice. Typically NWP models require time to spin-up or come to a
balanced state, but with the utilization of local data, using dynamic data assimi-
lation methods such as the real-time four-dimensional data assimilation
(RTFDDA) method described below, the spin-up period can be significantly
shortened resulting in skillful predictions in the 3–12 h time range. Beyond about
6 h, more distant weather phenomena and patterns play a larger role on the local
weather conditions. Therefore, many NWP modelers choose to use data assimi-
lation methods that leverage spatial correlations over larger spatial scales so that
observational data and atmospheric boundary conditions derived from global

Fig. 1 A system’s approach
to wind power forecasting
that emphasizes blending
various technologies at
appropriate time scales.
FDDA Four-dimensional data
assimilation, 3DVar Three-
dimensional variational
methods, NWP Numerical
weather prediction

2 Note, however, that various statistical techniques are now being investigated to provide 5-min
forecasts.
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weather models further away begin to influence the NWP model solution. Addi-
tionally, it is expedient to blend the results of multiple NWP models where
available. Typically, this ‘‘ensemble’’ approach to prediction produces a better
forecast than any single model. It is important, of course, to consider how best to
blend the information from the various models, which is the topic of Sect. 4.

System components that comprise the NCAR/Xcel Energy Wind Power Fore-
casting System are shown in Fig. 2. The system ingests external, publically
available weather model data and observations. In order to provide information
specific to Xcel Energy’s region, high-resolution NWP simulations assimilate
specific local weather observations. The weather observations range from routine
meteorological surface and upper air data to data from the wind farms, including
wind speed data from the Nacelle anemometers. An ensemble of somewhat coarser
NWP runs provides an additional best estimate of wind speed and also includes
uncertainty information. Finally, to optimize estimates of short-term changes in
wind power requires nowcasting technologies such as the Variational Doppler
Radar Analysis System (VDRAS) and an Expert System.

The strength of the wind power forecasting system lies in blending the various
components to produce a power forecast that can be used by Xcel Energy grid
operators and energy traders. That blending is accomplished with the Dynamical
Integrated Forecast (DICast) System. The wind speeds predicted by DICast must
then be translated into power using NCAR’s empirical power conversion algo-
rithms. Each of these system components is described in more detail below.

Fig. 2 Flowchart of NCAR’s Xcel Energy power prediction system
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3 Numerical Weather Prediction

NWP is based on the Navier–Stokes equations of fluid flow (Dutton 1976; Vallis
2006), includes the physics that provide the forcing functions, and in modern
application, assimilates observations to initialize the flow to begin with a best
initial state (Warner 2010). At a basic level, standard operational NWP models run
at national centers can provide an estimate of expected changes in weather, and
thus wind speed, due to large-scale forcings. Customized NWP, however, allows
prediction of the wind or solar resource that is tuned to the specific application and
location of the wind or solar plant and also provides an opportunity to assimilate
specialized local observations in and around the power plant.

As applied to the NCAR/Xcel Energy Wind Power Forecasting System, both
standard operational and customized NWP models play important roles. The
integration of the standard operational forecasts from the national centers is treated
in Sect. 4. Here we describe the customized application of the Weather Research
and Forecasting (WRF) model. WRF has been primarily developed and maintained
at NCAR and is an accepted forefront NWP model (Skamarock et al. 2005a, b,
2008) with over 10,000 users across the world. It includes many options for
physics packages and uses state-of-the-science numerics and can be configured to
run over small or large domains. The physics schemes chosen for use in this
deterministic system include the Lin microphysics package3, Rapid Radiative
Transfer Model (RRTM) for longwave radiation, Dudhia shortwave radiation
model, Grell-Devenyi ensemble cumulus parameterization, Noah land surface
model, Monin–Obukhov surface layer scheme, and the Yonsei University (YSU)
planetary boundary layer model.

To provide a best possible forecast requires that we know the initial state of the
atmosphere, that we provide the model with up-to-date boundary conditions from
the global models, and that we continually assimilate real-time observations. To
that end, WRF is initialized with the U.S. National Centers for Environmental
Prediction (NCEP) Global Forecasting System (GFS) initial and boundary con-
ditions. Observations are assimilated into the model using the RTFDDA system
(Liu et al. 2006, 2008a, b, 2011). This system employs a Newtonian Relaxation
method to continually ‘‘nudge’’ the model solution toward the observations (Hoke
and Anthes 1976; Stauffer and Seamon 1990, 1994). This nudging approach adds
an additional forcing term to the momentum equations that, when tuned with
optimal weighting factors and spread spatially and temporally, can produce a
solution that is grounded in the truth of the observations yet maintains the smooth
solution faithful to the fluid equations of motion. The observations that are
assimilated include standard meteorological observations as well as specialized
wind farm specific observations, satellite data fields, lidar data, measurements
obtained from regional aircraft, local sensor data, and others. Figure 3a shows the
deterministic model domains.

3 The microphysics package was recently changed to the Thompson microphysics scheme.
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In addition, an ensemble of NWP runs was also included in the Xcel Energy
Wind Power Forecasting System. The rationale for including an ensemble is due to
the atmosphere’s chaotic sensitivity to initial conditions; its predictability degrades
time, and theoretically, any of a number of possible realizations become likely
scenarios (Buizza et al. 2009). Thus, it makes sense to define the probability density
function (pdf) of likely scenarios. The mean (or median) of that pdf is typically a
better prediction than any consistent single member. In addition, the standard
deviation of the pdf provides information regarding the uncertainty of the forecast
(Grimit and Mass 2007; Kolczynski et al. 2009, 2011; Lee et al. 2009, 2012).

To provide this probabilistic forecast, NCAR configured a 30 member ensemble
system to both improve forecast accuracy and to indicate forecast uncertainty. This
system includes 15 WRF members and 15 members produced by the Penn State/
NCAR Mesoscale Model (MM5). These members use initial and boundary con-
ditions from both the GFS and North American Model (NAM), include multiple
boundary layer physics schemes, include differing nudging radius values, and
include realistic initial condition phase perturbations in some members. That
system is run on the outer two nests at 30 and 10-km resolutions (Fig. 3b).

Fig. 3 Domains for the a deterministic WRF (30, 10, and 3.3 km grid spacing) and b ensemble
system (30 and 10 km grid spacing). Panel c indicates Xcel Energy’s service areas
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The output of the models can then be calibrated and postprocessed to improve
upon the probabilistic forecasts (Fig. 4). This postprocessing relies on a substantial
amount (on the order of a year or more) of historical data of matched prediction
and observations pairs. First, each forecast is calibrated using an Analog Kalman
Filter (AnKF) approach. This approach searches for similar (analog) situations to
that of the current forecast and corrects the bias in the forecast according to the
difference between the historical forecast and the actual observations of these
analog events (Delle Monache et al. 2011a, b). The Kalman Filter portion of the
correction weights the closest matched analog the highest. This procedure corrects
the bias of the forecast.

In addition, quantile regression (QR) is used to improve the forecast reliability,
meaning that the predicted probability occurs the same percentage of the time as
that observed. QR fits each wind speed quantile using multi-linear regression. This
regression is conditioned on ranked ensemble member ranking, ensemble mean,
ensemble standard deviation, persistence, and each ensemble member (Hopson
et al. 2010). In this process, the climatological quantiles are first determined. Then
for each quantile, a forward step-wise cross-validation is used to select the best
regression set that minimizes for that cost function quantile. The forecasts are then
segregated based on ensemble spread and the models are refit for each range. The
output is a ‘‘sharper’’ posterior pdf that is represented by the interpolated quantiles.
This two-step process also calibrates the bias and the reliability of the ensemble
(Hopson et al. 2010). These probabilistic approaches have been developed and are
in the process of being validated and implemented.

4 Statistical Postprocessing

An important component of any advanced wind power forecasting system is a
statistical learning algorithm that matches historical model data to observations to
develop relationships that can subsequently be used for forecasting (Giebel and
Kariniotakis 2007; Monteiro et al. 2009; Myers et al. 2011; Haupt et al. 2012;
Mahoney et al. 2012). Such algorithms could be based on any of a number of
artificial intelligence approaches, including Artificial Neural Networks, Random

Fig. 4 Calibration improves the best estimate and the spread of the ensemble forecast
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Forests, etc. The statistical learning technology used in NCAR’s wind power
forecasting system is the Dynamic Integrated Forecast System (DICast). DICast is
a weather forecasting system that was designed to emulate the human forecast
process (Myers et al. 2011). It has been developed, refined, and implemented into
various operational forecast systems by NCAR for more than a decade. It first
postprocesses output of several individual NWP models separately, and then
generates an intelligent consensus forecast from these optimized modules (Myers
et al. 2011; Mahoney et al. 2012). A strength of DICast is that it continually
‘‘learns’’ how to make a better forecast based on comparisons of recent forecasts
and observations.

A key to the success of this wind power forecasting system is that Xcel Energy
provides NCAR with high temporal resolution observations of both hub height
wind speed and power from roughly 90 % of the turbines from which it obtains
wind energy. Forecasts that are tuned using statistical and artificial intelligence
methods like DICast require observations as targets. The most relevant observa-
tional datasets are hub height wind speed and turbine power. The wind speeds are
measured by the anemometers sited on top of the turbine Nacelles. Although one
does not expect that anemometer, which is placed behind the rotating blades, to
accurately represent the inflow (ambient) wind speed, it is more important that the
Nacelle wind speed correlates highly with the turbine power output. DICast uses
that input to produce forecasts of wind speed at hub height for each wind turbine.
Figure 5 illustrates the data ingest to the integrator, which compares the input to
the observed Nacelle winds to optimize the wind forecast, which is then trans-
formed to a power forecast. The deterministic and ensemble model output plus
data from various global and regional models (including NCEP’s GFS and the
Canadian Global Environmental Multiscale (GEM) Model) are fed into DICast.

Fig. 5 Schematic of the DICast optimization system

Wind Power Forecasting 303



NCAR uses a two-step approach to the forecast process. First, DICast is used to
predict the wind speed at hub height. Then the advanced power conversion system
converts those wind speeds to power forecasts that can be summed to provide farm
and/or connection node power forecasts.

DICast ‘‘learns’’ how to optimize the wind speed predictions by comparing the
historical model forecasts to the actual wind speeds observed. This optimization
occurs in two steps. The first forecast optimization step is dynamical model output
statistics (DMOS), which is a statistical postprocessing step that optimizes the raw
forecast from each NWP model. This process is based on Model Output Statistics
(MOS) originally designed by Glahn and Lowry (1972) and now employed by
most operational NWP centers. A key difference is that DMOS has been designed
to work on relatively short forecast/observational histories. By carefully choosing
the inputs from the NWP model to generate the statistical relationships, reasonable
DMOS can be generated with only 30 days of history, although a period of
90 days is preferred. New DMOS relations are generated weekly from the last 90-
day history. The optimization uses the root mean squared error (RMSE) of the
wind speed as the metric to be minimized, but additional variables can be used in
the DMOS equations.

The second optimization step in DICast is the integration of the DMOS fore-
casts into a single consensus forecast. The DICast forecast integrator does this by
objectively determining the optimal weights for blending the DMOS model
forecasts. As is true for the DMOS step, the optimal combination varies depending
on location, time of day, forecast generation time, lead time, and season. By
design, on average the DICast integrator will outperform any ingredient forecast
made from one particular model. The result is a robust system that consistently
outperforms a single model-based forecast system. Figure 6 shows the errors of the
DMOS-optimized forecasts compared to the DICast integrated forecast over a 4-
month period. The figure indicates that while the relative performance of the NWP
models varies from month to month, the DICast integrated consensus forecast
substantially outperforms all the individual models’ forecasts. The reduction in
error is usually around 10–15 % over the best forecast model in the mix.

The end product of the wind power forecast system is a forecast of power; thus,
NCAR has developed an empirical power conversion methodology that transforms
the wind speed forecasts produced by DICast for each Xcel power connection
node. Power production often deviates substantially from the manufacturer’s
power curve, leading to significant forecast power error. The left panel of Fig. 7
demonstrates that a single wind speed can correspond to many power outputs.
Many of the data points corresponding to very low or very high wind speeds are
anomalous and may not be a good forecast of actual power output (turbine down
but not reporting nonavailability, icing conditions causing decreased power output,
curtailments, high wind speed cutouts, etc.) Thus, as seen on the right panel of
Fig. 7, a much more distinct power curve can be created by just considering the
middle 50 % of the power values. This quality control measure allows use of an
empirical power curve that predicts the power output from the wind speed more
accurately than the manufacturer’s power curve.
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Due to these discrepancies, NCAR designed the wind power system to fit his-
torical curves between Nacelle wind speed and power at each wind farm for each
turbine type. Several artificial intelligence techniques were tested, including Ran-
dom Forests, Regression Trees, K-Nearest Neighbor, etc. The regression tree,
Cubist�,4 performed well and proved easy to apply, so it was chosen for inclusion in
the final system. Cubist� was trained on 15 min average observed wind/power
pairs. Then during real-time operation, the equivalent data are used to compute the
best historical fit given the prior behavior. If observed Nacelle wind speeds and
turbine power data are missing, the system substitutes forecast wind speeds and
ideal power curve estimated power. In the most recent applications, the historical
data have been divided into quantiles and the extreme quantiles have been removed
from the training set to avoid erroneous fitting to high-speed cutouts, curtailments,

Fig. 6 Errors for DMOS forecasts compared to the DICast integrated forecast made for
3 months in 2010. The DICast integrated forecast is the black line with consistently lowest
RMSE (Mahoney et al. 2012)

4 Cubist is a trademark of RuleQuest Research.
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and other events that may not be representative of the event being predicted.
Turbine power is forecast for each turbine, then the predicted powers are summed to
derive connection node and operating region power forecasts. The power predic-
tions incorporate any available information on planned outages (such as for
maintenance) in order to avoid over-forecasting for turbines that are out of service.

The system includes ongoing verification to monitor its health and performance.
The metric used in this internal monitoring system is the normalized mean absolute
error (NMAE),5 which is computed at each connection node for each forecast lead
time by 15 min intervals out to 3 h and then for each 60 min forecasts out to 168 h.

The results of the power forecast are displayed in a Graphical User Interface
(GUI) as shown in Fig. 8. The forecast power is the solid orange line and an

Fig. 7 Left Example scatter plot of empirical wind speed versus power relationship, binned into
0.1 m/s bins. Right Same power curve with power outside the 25th and 75th percentiles eliminated

Fig. 8 Example power output GUI

5 The MAE is normalized by connection node maximum capacity to produce a percent error.
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estimate of the uncertainty (25 and 75 % confidence limits based on historic
analysis) is the lighter orange shading. The actual power output appears as green
dots. The user can select the time period, geographical region of the forecast (e.g.,
wind farm, connection node, or service area), and forecast initialization time to
display.

5 Short-Term Forecasting

A major issue for forecasting wind energy is accurately predicting rapid changes of
substantial amounts of the wind speed over short time periods, an event commonly
referred to as a power ramp. Figure 9 illustrates the issue for a series of wind farms
located in the same region of Colorado for a ramp event that occurred on 3 August
2009. Each color of that figure represents power output from a different wind farm.
One can see that as a major weather system passed through the state, the changes
in the wind power aggregated across all of the farms added to produce large
changes in total wind power. Initially (between 17:10 and 20:30 local time) some
small thunderstorms caused substantial power fluctuations, but these were fol-
lowed by a major event, which produced a ramp up of 800 MW when a cold front
passed through followed by a corresponding ramp down. This example illustrates
the importance of having an accurate forecast of such events. If the utility and
balancing authority have prior knowledge of such significant events, they are able
to take appropriate action so that they can use the increased energy during the
ramp up, yet cover the ramp down with alternative generation sources. Although
cold and warm fronts and prefrontal thunderstorm systems are common causes of
ramps, other causes include low-level jets, sea breezes, microbursts, eroding
surface inversions, momentum (high wind) mixing from upper levels, and other
meteorological phenomena.

What are the best ways to forecast such short-term ramps? Forecasting the
timing, magnitude, and duration of these ramps can be challenging. NWP is often
able to predict such phenomena, but because of the spin-up issues, the lag between
model runs and issuing the forecast, and inherent uncertainties, there are often
phase shifts and magnitude errors in those forecasts. The best strategies rely on
observations near the wind or solar plants. Two such strategies that have been
evaluated in the Xcel system are discussed in more detail here: the Variational
Doppler Radar Analysis System (VDRAS) and an observation-based expert
system.

VDRAS assimilates radar reflectivity and radial velocity data into a numerical
cloud-scale model and produces high-resolution boundary layer wind fields. The
VDRAS system has been used both in research and in real-time operations as a
stand-alone system for homeland security applications associated with hazardous
plumes and has been installed for real-time nowcasting of convective weather
domestically in a number of NWS offices, in U.S. Army test ranges, for homeland
security applications, and internationally for the last two summer Olympics (Sun
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and Crook 1997, 2001; Crook and Sun 2002; Sun et al. 2010, 2011; Sun and Zhang
2008). VDRAS provides wind, thermodynamical, and microphysical analyses with
a typical spatial resolution of 1–4 km and temporal update frequency of 15–20 min.
Figure 10 is a flowchart of the VDRAS system. It begins with data ingest from
various sources, including radar data, surface network observations, and back-
ground weather data from the WRF deterministic model with RTFDDA. The
domain is chosen to be large enough to include the surrounding Doppler radar sites
yet small enough to run efficiently. Figure 11 shows the three VDRAS domains that
are configured for the portions of the Xcel Energy system that encompass eastern
Colorado, northeast New Mexico, and the panhandle region of Texas.

VDRAS is used in this application for nowcasting the current winds. The goal is
to distinguish between large-scale features such as cold fronts, thunderstorm gust
fronts, low-level jets, and other weather phenomena that have strong wind gra-
dients. Figure 12 shows a convergence feature identified by VDRAS in a case
study. To estimate the future location of the features identified, several different
approaches can be taken. One method is feature extrapolation, in which a feature
that has been identified is extrapolated with the wind, which can have either
directional shifts or speed gradients within the domain. A second approach is to
run the underlying VDRAS cloud-scale model in forecast mode.

NCAR also takes an artificial intelligence approach to ramp forecasting. An
expert system uses observational data available in concentric rings at specified
distances from the wind farm. This expert system was developed to use publicly
available observational data in eight concentric rings with 50 km spacing centered
on a Colorado wind farm. The current configuration is built to predict weather

Fig. 9 Example of a wind power ramp due to a cold front passage, preceded by several small
thunderstorm outflows. Each color represents power from a wind farm in the region

308 S. E. Haupt et al.



patterns advancing from the northwest, the predominant direction for synoptic
patterns in this region. This rule-based expert system searches for wind ramp
signatures in upstream observations and uses these observations to infer the time

Fig. 10 Flow chart of the VDRAS Nowcasting system. Output variables include U (zonal wind
speed), v (meridional wind speed), w (vertical wind speed), and Q (mixing ration for water
vapor—subscript v, cloud water—subscript c, and rain water—subscript r)

Fig. 11 Three VDRAS domains are set up over the Xcel Energy forecasting region in the central
U.S. vectors indicate wind speed and direction

Wind Power Forecasting 309



and magnitude of the wind ramp that is expected to affect the wind farm. For each
site and each historical hour, a ramp metric is computed using the current hour and
the previous hour’s observations. The observed wind at 10 m is extrapolated to
hub height (80 m) and changes in wind speed and direction are evaluated. The
percentage of sites that indicate a ramp (defined here as a change of at least 25 %
of capacity in an hour) is tabulated. These percentages are averaged across rings
for each lead time. A ramp indicator is computed that depends on a threshold of
that average percentage. The expert system is applied for up to 6 h lead time and
results are displayed to advise system operators of imminent ramping events.

The results of the expert system forecast for a ramp event that occurred on 12
October 2010 appear in Table 1. As seen in the table at 0600 UTC, a ramp was
forecast for 1000 UTC. By 0700 UTC, the ramping conditions by 0900 UTC were
added. By 0800 UTC, a 3 h ramp event was imminently predicted, which did
indeed occur. The ramp finished shortly after 1200 UTC as predicted.

6 Utility Grid Integration

The challenges of integrating wind and solar resources into the grid come in power
utility operations—or the day-to-day operation and coordination of power plants,
their fuel supplies, power transmission, and the interaction with the energy

x x

Fig. 12 Wind convergence line (front) identified by the VDRAS analysis system. Convergence
is indicated by the colored line and wind speed and directions by the arrows
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markets. The uncertain and variable nature of wind and solar energy resources
disrupt operational planning—if renewable resources are planned, or scheduled,
and they do not produce power, then another generation resource (coal, hydro,
natural gas, etc.) must make up the difference. If renewables were not scheduled,
and then produce, they offset resources that were already scheduled creating
inefficient operation, or worse, are curtailed until it is technically or economically
feasible to bring the renewable resources online.

Uncertainty and variability are not new to utility operations. Power plants trip
offline unexpectedly, but this uncertainty has been mitigated through a combina-
tion of best practices and rulemaking to ensure reliable delivery of power to end
consumers. Energy demand is both uncertain and variable—but not to the same
extent as renewable energy. This will be demonstrated shortly, but first it is
important to understand a little about how the grid is operated. In utility opera-
tions, energy demand and resources are forecast every working day through to the
next working day for operational planning purposes. Thus, for a weekend, a 3-day
forecast is required. For holiday weekends, the required timeframe is even longer.
Thus, the forecast is typically 18–42 h ahead, although it can be as long as 5 days
in advance. Resources are scheduled in a least-cost manner to meet the forecasted
energy demand. This is called day-ahead commitment, as many decisions from
choosing which power plants to run and which fuel supplies to deliver are made or
committed. In Fig. 13, the forecasted energy demand and wind energy are shown
for 1 week for the Public Service of Colorado (PSCo) operation system. In the
lower graph, the errors associated with demand and winds are shown for the same
period. The wind error swamps the load error—even though the amount of wind
energy is only a fraction of the total energy demand. The challenge is that com-
paratively small amounts of wind energy creates a disproportionate amount of
uncertainty to the existing power system and rules and best practices are not fully
matured to mitigate the added uncertainty.

The traditional utility operating paradigm separates power plants into three duty
cycles: baseload, mid-merit, and peakers (see Fig. 14). Baseload facilities run 24/7
at near maximum output for highest utility (approaching 95 %). These are typi-
cally low variable cost facilities such as coal, large hydro, or nuclear power plants.
Mid-merit facilities are the workhorses of the system, turning up and down,
sometimes off/on every day—and may run anywhere from 40 to 60 % of their full
capacity. Peakers are typically natural gas or diesel generators that only turn on
during the peak time of the day, season, or year. These have low capital costs, but
often high variable costs, but are only used 15 % of the time and often much
lower.

Renewable energy disrupts this traditional paradigm. Renewable energy has
incredibly low variable cost, but depends on the availability of the wind or solar
energy—typically 25–40 % of its maximum capacity. Renewable energy displaces
expensive peakers, mid-merit generators, or if present in large enough quantities
during periods of low demand, inexpensive baseload facilities. As renewable
energy makes up a larger share of the generation portfolio, the duty of plants will
change. Mid-merit plants will run less and more intermittently. Baseload facilities
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will operate, at times, more like mid-merit facilities. Peakers will be brought on to
deal with short, unexpected drops in renewable power. The balance portfolio, or
the portion of the generation portfolio that is controllable, works in concert to
mitigate the variability and uncertainty of not just energy demand, but renewable
energy supply.

The cost of renewable energy uncertainty can be seen in energy markets. For
example, in the Midwest Independent transmission System Operator (MISO)
market, there is a day-ahead market and a real-time market. In the day-ahead
market, generators offer services for a price and are granted a day-ahead award
based on their price and the expected energy demand. A day-ahead award is a
financially binding forward contract—if the generator does not produce the
amount awarded at the time specified, the MISO market forces that participant to

Fig. 13 Energy demand and wind energy; forecast and actual
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purchase the power in the real-time market, which can be much more expensive
than if the day-ahead plan had been met. If the generator overproduces, then they
are forced to sell in the real-time market and may not obtain the price they could
have obtained if the forecast had been correct. In the case of renewable energy, a
generator is awarded based on its day-ahead forecast. In real-time, the MISO
market forces the renewable facility to buy or sell in real-time to make up the
difference between forecast and actual—often at unfavorable rates—creating
opportunity costs in the marketplace.

Opportunity cost can be significant. For example, Northern States Power, an
operating company within Xcel Energy, participates in the MISO market with over
1600 MW of wind energy. In Fig. 15, every dot represents the opportunity cost
associated with NSP’s entire wind portfolio. As one would expect, the opportunity

Fig. 14 Traditional utility operating paradigm and renewable carve out
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cost grows with increased forecast error. Additionally, the risk is asymmetric—
there are far more opportunities for losing money (i.e., positive opportunity cost)
than there are in making money due to forecast error (i.e., negative opportunity
cost). The total opportunity cost for this period was over $6.7 M.

Therefore, improving forecast accuracy can lower the integrated opportunity
cost. The NCAR/Xcel Wind Power Forecasting System showed substantial
improvement in mean absolute percentage error (MAPE) compared to Xcel
Energy’s previous approach of using NWP forecasts based on the North American
Model (NAM) and local soundings. Under that prior forecasting approach, MAPE
averaged 18 % in 2009. Upon the initial implementation of the Wind Power
Forecasting System in 2010 MAPE dropped to 14.3 % (a 20 % decrease in MAPE),
saved Xcel Energy’s ratepayers over US $6 M. As system improvements are
implemented, MAPE continues to decrease, even into the single digits for some
forecasting periods. Xcel Energy has calculated that using the Wind Power Forecast
System has saved them $21.8 M for the 3 years 2010–2012 (Barlett 2013).

7 Concluding Remarks

NCAR has conducted research and configured a Wind Power Forecasting System
for Xcel Energy that integrates high-resolution and ensemble modeling with
artificial intelligence methods. This state-of-the-science forecasting system
includes specific technologies for short-term detection of wind power ramps,
including a Variational Doppler Radar Analysis System and an expert system.
Wind power forecasting can significantly improve grid integration by improving
reliability in a manner that can minimize costs. Errors in forecasts become
opportunity costs in the energy market; thus, more accurate forecasts have the
potential to save substantial amounts of money for the utilities and their ratepayers.
Xcel Energy has shown a savings of $21.8 M in the past 3 years due to lowered
forecast errors (Barlett 2013). As renewable energy expands, it becomes more
important to provide high-quality forecasts so that renewable energy can carve out
its place in the energy mix.

The wind forecasting approaches reported here are typical of some of the most
successful approaches applied throughout the world. The state of the science has
greatly increased over the past few years, but further advances are possible. For
instance, Vanderwende and Lundquist (2012) have recently demonstrated the
dependence of wind power output on atmospheric stability and shear and its
diurnal dependence. Such findings suggest that stability dependent power curves
may improve the power conversion systems. In addition, ramping forecast systems
have been shown to improve when local observations are included. If one had
enough historical data to establish weather regime-specific short-range forecast
systems, one could expect to improve forecast skill by identifying the weather
regime and making specific forecasts for the currently observed regime. There are
also enhancements possible by identifying specific conditions that could degrade
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wind turbine performance, such as icing conditions. Research is being performed
to correlate the level of icing to turbine performance and to apply established
techniques to predict locale-specific icing conditions. Finally, enhancements to the
probabilistic approaches are expected to be exploited by the utility industry in the
near future to further enhance the economic value of the forecasts.

It has now been demonstrated in locations throughout the world that accurate
forecasts of variable resources of renewable energy can greatly enhance a utility’s
ability to integrate that power source into their operations. Thus, improvements in
such forecast systems are paramount to improving usage of such energy sources
and will help in advancing the deployment of renewable energy.
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Regional Climate Modelling
for the Energy Sector

Jack Katzfey

Abstract Detailed, regionally specific information about the present and future
climate is useful to the energy industry. Climate change impacts both energy
demand (e.g. heating and cooling) and also generation (e.g. wind regime for
turbines). New projects need to consider the current climate as well as future
climate projections for the lifespan of the infrastructure. Typical global climate
models give information for a 100–200 km grid box but dynamically downscaling
using a regional climate model (RCM) can give more detailed information. This
chapter describes the different approaches to dynamical downscaling, the issues
associated with them and possible applications for the energy sector.

1 Introduction

The energy sector has a significant need for regional climate information for
planning and risk management. In the past, climatic conditions were assumed to be
relatively constant. With the enhanced emissions of greenhouse gases, there is now
a consensus that the climate is changing, in particular becoming warmer (IPCC
2007; Garnaut 2011). It is also predicted that the frequency of extreme events may
increase in some areas (IPCC 2012). There may be shifts in seasonal start dates,
with more likelihood of extended warm, cold or dry periods, which will also
impact on energy needs.

The energy industry is primarily concerned with providing sufficient generating
capacity or supply to meet anticipated peak energy demands. During warmer
summers, people use more air conditioning, which requires more electricity and
more consumption of fuels used in generators, but during warmer winters, there
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will be less heating (Thatcher 2007) and reduced consumption of fuels such as
natural gas and fuel oil. The net effect on total energy demand will depend on local
climate conditions, but also on technology and the behavioural response of con-
sumers to weather conditions (Considine 2004), as well as population growth,
price and other social factors. However, realistic climate change information on
the regional (local) scale for the energy resource being evaluated is of great
importance to ensure that current and future energy needs are met.

Global climate models (GCMs) are our best tools for understanding the global
climate system and projecting changes under future scenarios, since climate is
influenced by factors on a whole-earth scale, and the GCMs are ‘‘coupled’’, with
both atmosphere and ocean components that interact. However, GCMs are gen-
erally run at a resolution of around 200 km due to computational limitations. At
this coarse resolution, they are not able to capture the effects of mountains and the
proximity of large bodies of water such as oceans and other local factors which
greatly influence regional climate, and in turn, energy demand. There are several
techniques for producing regional climate change information from GCMs,
including statistical and statistical-dynamical methods,1 but the technique dis-
cussed here is the use of Regional Climate Models (RCMs) to dynamically
downscale GCM projections to the local level, since this is the most physically
consistent method. An RCM is a computer model that simulates the atmosphere
and land surface for a region. In dynamical downscaling, the fields (such as
pressure, temperature, moisture and momentum) of the GCM (called the host
model) are used by the RCM, along with fine-scale information on features such as
topography and land use that affect the physics of the atmosphere at the regional
scale, to produce a more detailed, coherent picture of current and future climate.2

Before RCMs can be used for study of current weather events and climatic
conditions or production of future climate projections, they require initialisation, or
input of an atmospheric field dataset as a starting point. This can be GCM output,
as discussed above, or analyses of the atmosphere. Actual observations, such as
those from weather stations, tend to be available only for selected variables, are
irregularly spaced and may be sparse over some areas outside of heavily populated
areas and over oceans. They may also lack quality control or be strongly influ-
enced by local considerations and not be representative of a larger area. Often they
are not available for a sufficient length of time to capture true long-term climate
signals as well as inter-annual variability. And of course they cannot provide
information about future conditions. These factors make them unsuitable for
driving an RCM without careful modification to produce a gridded global dataset.

Gridded global analyses take available observations (surface, upper-air, satel-
lite, etc.) and assimilate them onto a regularly spaced grid. The data assimilation
system typically has some atmospheric model as a basis for the first guess of the

1 For a discussion of non-dynamic, statistical downscaling techniques, see Wilby et al. (2004).
2 For a review of the numerous previous studies that have examined the capability of RCMs to
downscale the climate to the regional and local scale see, for example, Rummukainen (2010).
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state of the atmosphere, which is then modified by the observations, producing
what is called a reanalysis dataset. There are numerous reanalysis products
available from groups such as National Centers for Environmental Prediction
(NCEP) in the US or the European Centre for Medium-Range Weather Forecasts
(ECMWF). Typically they are provided globally at 80 km or larger resolution,
which is generally too coarse to provide the detail necessary for assessing regional
climate for energy needs (see also ‘Current Status and Challenges in Wind Energy
Assessment’ by Gryning et al. and ‘Wind Power Forecasting’ by Haupt et al.). This
reanalysis data can be used to drive an RCM in order to produce a gridded dataset
that is more spatially and internally consistent and at a finer scale (down to 10 km
or less). However, care must be taken in using these datasets, since the interpo-
lation scheme or biases in the reanalysis may have an influence on the RCM
results. Special care should be used in regions with few observations since the
reanalyses may be less accurate there.

The large-scale analyses of the atmosphere produced by GCMs or the gridded
datasets produced by the process just described can then be used to drive the
regional model that produces the high-resolution data for current climate appli-
cations such as energy assessments or seasonal predictions of factors including
temperature, wind speed, humidity and precipitation that influence energy use (Li
and Sailor 1995). To produce high-resolution future climate projections necessary
for long-term planning in the energy sector, RCMs must be fed data from GCM
simulations made under greenhouse gas emissions scenarios.

For both current and future climate projections, the effect of the orography and
land surface on the local climate can be resolved more realistically by the finer
resolution RCMs than by GCMs or observations. This gives the potential to show a
more detailed pattern of response to climate change. That is, the RCM may
indicate that mean rainfall response to a warming climate is different than it is in
the broader region in an area of notable topography (e.g. on the leeward side of a
mountain range), or over regions of different land use (e.g. over cleared land).
Achieving this detail is the goal of regional climate projections, and should be of
strong interest to the energy sector.

The importance of high resolution can be seen very clearly in climate projec-
tions for Pacific Islands such as Fiji (see Fig. 1), where the main island, Viti Levu,
is not resolved in the 200 km GCM grid but is only represented by an ocean grid
point (not shown), while at 60 km the island is resolved as three grid boxes but
with only minor elevation differences indicated and a maximum height of less than
150 m. At the finer 8 km grid possible with an RCM, the land mass and coastline
of the island are more accurately represented. The mountains in the interior, a key
feature, are also present, with elevations of nearly 800 m (the highest actual peak
is 1,324 m). Topography affects wind, temperature and rainfall patterns, as can be
seen in the simulated annual rainfall for Fiji (Fig. 2), where there is no effect from
the land in the GCM simulation (left), since Fiji is not resolved. At 60 km (centre),
there is some indication that there is more rain in the interior of the island. But at 8
km (right), a more detailed and complex pattern with higher precipitation amounts
on the eastern (windward) side of the island is shown.
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In summary, the main aims of regional climate modelling are:

• To provide more detailed (and potentially more accurate) information on current
climate and future climate change through higher resolution simulations with
better resolved physical processes and surface inputs. The more detailed
topography and land-use information input into the regional model produces
more information than coarser resolution analyses and more spatially consistent
information than gridded observations. In addition, the finer resolution of the
regional model should more realistically represent atmospheric phenomena and
dynamics.

• To validate the simulations of current climate against observations and improve
modelling techniques so that accuracy continues to improve. Future climate
change simulations will then be superimposed on a more realistic current cli-
mate, which in turn should give more confidence in climate change projections.

Fig. 1 Surface topography for Fiji (with heights in m) at 60 km resolution (left) and 8 km
resolution (right)

Fig. 2 Simulated Fiji annual rainfall (mm day-1) for 1980–2000 from GCM at 200 km
resolution (left), RCM at 60 km resolution (centre) and RCM at 8 km resolution (right). The
RCM simulations were produced using CSIRO’s stretched-grid Conformal Cubic Atmospheric
Model (CCAM)
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• To produce a range of downscaled climate change signals in order to capture the
range of possible future climate projections, consistent with the range seen in the
large-scale GCMs on which the RCMs are based, and to identify key climate
change features related to higher resolution and surface information, especially
terrain. This is the approach taken in the IPCC projections of climate change
(IPCC 2007, 2012), where it is acknowledged that there are biases and uncer-
tainty in model projections, so that the consideration of the output of as many
models as feasible, in what is known as ensemble projections, is the most
reasonable way to deal with uncertainty.

In the following sections, the various approaches to regional climate modelling
through dynamical downscaling, such as use of time-slice simulations, Limited
Area Models (LAMs) and stretched-grid simulations are discussed, and some of
the advantages and disadvantages of each are addressed, along with examples of
why this information is important for the energy sector and how it can be used
effectively.

2 Methods/Techniques

As mentioned above, regional climate models are designed to produce higher
resolution climate information than the host (input or driving) model or dataset.
There are three main components to a regional climate modelling system: (1) the
atmospheric model (the RCM), (2) the host data used as inputs to the RCM and (3)
the surface data (land use, orography, etc.) used by the land surface scheme in the
RCM (see Fig. 3). The host models or datasets that are typically used to drive the
regional model are global coupled atmospheric-oceanic models or GCMs (for
climate change) or gridded analyses of the atmosphere (for the current climate).
For climate change simulations, there may also be other inputs or forcings, such as
varying levels of CO2 and other greenhouse gases, to test their effect on temper-
ature rise projections. The modelling process may involve multiple downscaling,
where a coarser resolution version of an RCM is downscaled further to the desired
resolution (e.g. from GCM scale to 60 to 8 km).

The core of the downscaling system is the atmospheric model, which needs to
(a) run efficiently for long simulation time periods (up to 100 years or more); (b)
use the host and other input data appropriately (explained later); (c) process
sophisticated mathematical equations for atmospheric physics and dynamics to
produce a realistic climate response and (d) output the relevant fields for the
application for which it is to be used. The model needs to be efficient since the
simulations are computationally intensive and it may take weeks or months to
produce a simulation for 100 years into the future in order to capture a statistically
significant change signal relative to the internal and natural variability of the
climate.
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The RCM must be able to incorporate the host data, which is typically input
every 6 hours as the model runs. There are different techniques to accomplish this,
dependent upon the RCM used. The surface specifications for the finer resolution
RCM (topography, land use, soil properties, albedo and surface roughness) should
be more detailed than in the host model.

Producing regional downscaled projections in practice will always be a balance
of the scientific ideal and computation limitations. Therefore, decisions about the
method to use and the approach will follow a cost–benefit analysis (Fig. 4). Ide-
ally, one would run a global coupled model (GCM) at the resolution required in
order to capture the global atmosphere at the finer resolution desired. However,
this is too computationally expensive to be practical. If the information is needed
for only a local region, the information outside the region of interest may be
superfluous, so generating it wastes time and resources. A way to reduce com-
putational costs is to create time-slice simulations, where only the atmospheric
component of the coarse-resolution GCM is re-run at higher resolution, usually
only for short time periods, typically 20–30 years. However, the gaps in time of the
data can cause problems in the analyses of trends or in calculation of statistical
significance. Also, running models at different resolutions requires a lengthy
process of model testing and adjustment to ensure a good simulation. To avoid
these problems, there are two main alternative approaches, as given below.

Regional climate 

model

Surface 

specification

Host model or 
data

Land surface scheme

Boundary or forcing 

method

Fig. 3 The three main
components of a regional
climate modelling system: the
input (host) data, the
modelling system and the
land surface specification

Fig. 4 Comparison of lateral
boundary influence and
computational expense of
GCMs, stretched-grid (or
variable-resolution) models
and LAMs
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2.1 Limited Area Models

The traditional approach for dynamical downscaling is to run a limited area
atmospheric model (LAM) over the region of interest only instead of over the
whole globe. However, one needs to specify information for all atmospheric fields
at the lateral boundaries of the LAM. The LAM then takes this boundary atmo-
spheric information and develops it as it propagates through the model grid. There
are several issues related to these lateral boundary conditions, due to the differing
resolutions, physics and dynamics of the LAM and the host:

1. There can be differences in evolution of weather systems within the LAM.
There will be situations where internally generated weather systems that are not
represented in the host data will propagate to the lateral boundaries and cause
inconsistencies between the internal LAM and the lateral boundary data coming
from the host. These internal systems need to be damped near the boundaries so
they are not reflected, influencing the internal climate of the LAM.

2. Potentially large gradients can occur in the boundary region as the internal
model (LAM) develops differently than the host model (GCM). For example, if
the LAM has a warm bias relative to the host, producing slightly higher tem-
peratures, an artificial gradient of temperature will develop near the boundaries.

3. There may be undesirable effects in the LAM when the host data is interpolated
to the finer LAM grid. The type of interpolation scheme used will affect the
data quality being used at the lateral boundaries. The change in resolution from
host to LAM may produce inconsistencies in the surface specification (spe-
cifically topography) between the host and the LAM. Thus, the vertical
atmospheric profile may need to be adjusted for the different surface heights of
the host data and the LAM, which may again introduce inconsistencies.

4. Large amounts of data are needed in order to specify the vertical profile of data
at all lateral boundary points frequently enough (typically 6 h) to capture the
atmospheric flow realistically, including possible diurnal effects. In models, the
atmosphere is represented by 18 or more vertical levels extending to either the
top of the atmosphere or approximately 20 km above the surface of the earth,
with five variables (pressure, temperature, moisture and two wind components)
specified at each grid box in the boundary region as a minimum.

A significant emphasis in LAM design has been on developing systems that
minimise these problems. In particular, most models now have a boundary zone
that provides a transition from the internal to the lateral boundary condition data
and damps systems that impinge upon the lateral boundary to prevent reflections.
Care must still be taken with:

1. The location of lateral boundaries (i.e. they should ideally not be in regions of
significant topography);

2. The amount of change in resolution between host and LAM (one does not want
to introduce damping or inconsistent data when the host model data needs to be
interpolated in space and in time); and
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3. How much large-scale variability, such as El Niño-Southern Oscillation
(ENSO), in the large-scale model is transferred into the regional model.

One way to help minimise the potential for problems at the lateral boundaries
between the regional model and the host data is to apply some form of large-scale
filter or ‘nudging’ of the host data into the internal domain of the regional model
(e.g. Laprise et al. 2012; Yhang and Hong 2011). With a large-scale filter, features
from the host model at scales of greater than, say, 2,000 km can be introduced into
the RCM, while those at smaller scales are excluded. With nudging, the grid point
data of the LAM is ‘relaxed’ to the interpolated host data over a certain time period
(e.g. Davies and Turner 1977). These techniques will help ensure that the regional
model cannot drift or deviate significantly from the host model, at least for the
time and space scales for which the techniques are applied. This can help solve
some of the lateral boundary compatibility issues, but may also distort the results
generated by the regional model if not applied appropriately. Care must also be
taken to ensure that the high-resolution information from the regional model that is
necessary to determine the climate change signal, which may be subtle, is not
damped.

In summary, the strengths and weaknesses of limited area models are:
Strengths of LAMs

1. There is less computational cost than for GCMs, since you only compute for the
area of interest (it should be noted that the computational cost is still much
greater than for statistical methods).

2. Only regional high-resolution surface input datasets are required.
3. The model can be more optimally configured for a given resolution, which is

not possible if there are a variety of resolutions, as for stretched-grid RCMs (see
following section).

4. There are several established LAM systems that have had a lot of development
and large user communities, so various technical aspects are well researched.

Weaknesses of LAMs
These are primarily due to lateral boundary problems, as discussed previously:

1. Difficulties passing the large amount of atmospheric data that is required from
the host model through the lateral boundaries.

2. Scale incompatibilities between RCM and boundary data, requiring interpola-
tion that may introduce error.

3. Differences between internal model climatology and boundary data due to
differing model formulations that may cause unrealistic gradients and climate
features.

4. Lack of two-way interaction of the regional domain with the larger scales.
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2.2 Stretched-Grid RCMs

Another solution for generating detailed future climate information at reasonable
computational cost is to use stretched-grid atmospheric models (Fox-Rabinovitz
et al. 2006, 2008). Stretched-grid or variable-resolution models, hereafter referred
to as stretched-grid regional climate models (SGRCMs), have come to be used
more commonly in the last 10 years, since they help address the lateral boundary
problems inherent in LAMs. SGRCMs are constructed with a model grid that
changes resolution from higher in the region of interest to lower in regions further
away.3 For example, for simulations of a relatively small region with high degree
of climate variation such as Tasmania, the grid resolution may be 10 km over the
area of interest, while it is much greater than the typical GCM grid of 200 km for
areas on the opposite side of the globe in the North Atlantic. Generally, SGRCMs
are global, but some limited area models have been developed with variable
resolutions as well (Tang et al. 2012) in an attempt to minimise some of the lateral
boundary problems related to abrupt changes in resolution from host to regional
model. In terms of overall costs and benefits, the advantages gained by not having
to deal with lateral boundary problems in SGRCMs offset the added computational
cost associated with doing computations for regions outside the area of interest.
However, the model dynamics and physics must be designed for the range of
horizontal resolutions of the grid used.

Although SGRCMs do not have lateral boundaries, they do still need some
input of atmospheric data from the host model, especially in regions with reso-
lution equal to or greater than the host model. Stretched-grid models can typically
be run in two modes: (1) with only surface data such as sea-surface temperature
and sea ice from the host model as input, so the RCM generates the atmospheric
fields through its own physics and (2) with some sort of grid point nudging, or with
application of a large-scale filter as discussed in the previous section (see Thatcher
and McGregor 2009, for an example of use of a scale-selective digital filter in an
SGRCM). Using only surface data from the host model allows more flexibility for
potential adjustment of some of the biases in the host model, for example bias
correction of sea-surface temperatures (see Katzfey et al. 2009, for a description of
the technique).

There are two cases where applying atmospheric nudging in an SGRCM is
useful: (1) when downscaling coarser scale atmospheric analyses, either for a
multi-year run to test the ability of the model to capture actual, observed weather
systems or for shorter term simulations where one is trying to accurately simulate
an event as closely as possible or (2) for multiple downscaling, i.e. to downscale
one simulation to even higher resolution (also called multiple nesting). In the latter
case, the higher resolution domain typically has a much higher stretching factor
(amount of change in resolution, such as from 8 km in the high-resolution domain

3 Although the term used here is SGRCM, atmospheric-only models that have uniform resolution
over the globe (i.e. they are not coupled atmosphere–ocean models, like GCMs) are also included.
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to greater than 1,000 km in the coarse-resolution portion of the grid). If the grid is
stretched even more, for example, to 1 km resolution, there may be hundreds of
grid boxes over the area of interest, but only three or four grid boxes representing
most of the rest of the world. In order to ensure the information influencing the
high-resolution region is realistic, the coarser resolution domain must be nudged,
generally by pushing it towards the analyses or the output of another model that
was not run with as large a change in resolution.

One advantage of SGRCMs is the freedom to have some feedback from the
high-resolution portion of the domain to other regions. This allows interactions
between regions—called teleconnections. Global phenomena, such as El Niño,
while primarily associated with changes in sea-surface temperatures in the central
tropical Pacific, cause changes in weather and climates around the world through
these teleconnections. In LAMs, this teleconnection information needs to be
transmitted through the lateral boundaries. In SGRCMs, these atmospheric tele-
connections to ocean temperature are developed within the model itself.

Strengths of Stretched-Grid RCMs

1. There are no lateral boundaries.
2. There is a potential to correct some of the biases in the input data through bias

correction techniques.
3. There is a potential for two-way interaction between the high-resolution area

and outside regions.
4. Potentially less data is required than for a LAM if only surface input data from

the host model is required. Thus, input data may be less ‘biased’.

Weaknesses of Stretched-Grid RCMs

1. The model needs to be configured to run correctly at a range of horizontal
resolutions.

2. When run with only lower boundary conditions (such as sea-surface tempera-
tures) from the host model, the SGRCM generates its own unique atmosphere
that can differ from the host model. This means that the downscaling takes on
much of the character of a new model, rather than simply adding detail to the
host model simulation.

3. Global surface datasets are required to run the model.
4. Global datasets of other atmospheric variables are needed if atmospheric

nudging is required. These datasets will be larger than the regional ones
required for LAMs.

Point 2 can be viewed as a strength, since the SGRCM can avoid propagating
biases in the host model, or a weakness, since now it must realistically simulate the
full atmospheric dynamics and thermodynamics, with a greater need for conser-
vation of atmospheric properties.

Figure 5 summarises some of the processes involved and the various grids used
for regional climate modelling. Decisions on which method to use must take into
consideration their different strengths and weaknesses, and their suitability for the
intended purpose.
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3 Application of Regional Climate Models for the Energy
Industry

There are two main applications of regional climate models in the energy industry.
The first application is for a more consistent assessment of the current climate. A
key feature of the RCM is the consistency and completeness of its outputs,
including winds, radiation, temperatures and clouds. The model can provide data
that is spatially and temporally self-consistent (since it was created using one
model) and at greater spatial and temporal resolution than observations. This
allows assessment, for example, of wind or solar power potential in regions
without sufficient fine-resolution observed data. The user can also investigate
interrelationships of the various fields potentially relevant to the energy industry
(e.g. Schaeffer et al. 2012).

The other application of regional climate modelling of most use to the energy
industry is to investigate the potential changes in atmospheric data over time,
especially for future climates and changes due to greenhouse warming. The con-
sensus is that an enhanced greenhouse effect will cause warming of every region of
the world to varying amounts, which will affect energy demand. Generally in

Scale - selective filter
(frequency domain)

Interpolated lateral
boundaries

Global Stretched Grid Model
(CCAM)

Limited Area Model
(ACCESS RCM)

One -way
nesting

GCM

Fig. 5 Comparison of grids in a typical GCM, a LAM (example shown is ACCESS RCM) and
an SGRCM (example shown is CCAM). To change from the coarse scale of the GCM to the
LAM, atmospheric data must be interpolated at the lateral boundaries, and two-way interaction is
difficult, unlike the Stretched-Grid Model (SGRCM), where information can be passed in both
directions. Nudging or a scale-selective filter may be used in an SGRCM to introduce input from
the host model
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warmer locations, there is more reliance on electricity than on direct use of natural
gas, oil and other fuels, and these areas also tend to use more energy. ‘‘Climate
change will likely increase electricity consumption on cooling but reduce the use
of other fuels for heating’’ (Mansur et al. 2008). Studies such as that by Warren
and Leduc (1981) have investigated the interaction of climate with the energy
sector of the economy by quantifying the relationship between heating degree days
and natural gas consumption for space heating, for use by utilities, public service
commissions and other agencies at the local, state, regional and national levels.
They found that demand responds to price and class of consumer, as well as
seasonal climate, but it is still necessary to take into account known causes such as
climate when undertaking this kind of economic analysis.

Because energy demand is a complex phenomenon involving technological,
social and climate factors, each of which is complex and has uncertainty, care must
be taken when making projections for the future. Although the science of climate
modelling is constantly advancing, there are uncertainties due to internal climate
variability, model uncertainty due to different internal climatologies and physics,
and scenario uncertainty, since new technologies or economic changes may impact
on emissions of greenhouse gases (Hawkins and Sutton 2009).

In order to run a regional model to investigate climate change, a global coupled
model run, which includes both atmospheric and ocean information, is needed to
provide the host data. An ensemble approach is recommended in order to address the
uncertainties noted above and attempt to capture the range of possible futures. The
ensemble should sample the fundamental uncertainty of future emissions by running
simulations under several emission scenarios. Also, the ensemble should sample the
‘model uncertainty’ by using simulations from several coupled models and ideally
several regional climate models. An example of this technique is the study by
Kjellström et al. (2010), who used an ensemble of 16 RCMs with four emissions
scenarios to produce simulations of seasonal mean temperature, precipitation and
wind speed over Europe for the years 1961–2100. Boundary conditions were from 7
GCMs. They found significant temperature increases for all of Europe in the next
decades, with precipitation increases in northern and decreases in southern Europe,
and general wind speed decreases, except in the northern seas and parts of the
Mediterranean. They traced uncertainties in current climate projections to repre-
sentation of large-scale circulations by GCMs, while uncertainty related to radiative
and other forcings was most important by the end of the century. For an example
using regional climate model ensemble projections for hydrology applications,
where output was used to drive a streamflow model, see Bennett et al. (2012).

4 Summary and Discussion

Predicting future energy use is complex, involving a mix of socio-economic and
technological factors as well as consideration of changes in climate, including likely
impacts of projected global warming. The limitations in spatial resolution of general
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circulation models (GCMs) make them less useful for regional climate impact
assessments, but regional climate models (RCMs) can provide higher spatial and
temporal resolution, self-consistent atmospheric datasets with detailed information
on seasonal climate factors such as temperature, wind speed, humidity and precip-
itation that affect energy demand. These datasets can be used for a range of appli-
cations, including projections of future energy needs, as well as for shorter term
planning of infrastructure and demand, such as solar and wind potential. As with any
data used for energy applications, however, the end user needs to ensure that the
nature and quality of the information used is sufficient for the purposes required.

All climate model simulations generate a view of the range of possible climate
responses under specific emission scenarios, given our best understanding of climate
processes. These future scenarios are a useful tool for planning, but they are uncertain
themselves, so predictions based upon them must be seen as the best possible with the
current state of knowledge. Although regional climate models can provide high-
resolution datasets that look highly realistic, care must be taken when using model
outputs directly, without an understanding of the modelling technique chosen and its
possible limitations. Since model data inevitably have some offsets (bias) compared
to a set of observations, some post-processing of model outputs is suggested to
remove any significant biases before the output is used in any application.

The combined climate and non-climate induced changes in energy demand may
pose significant challenges to policy and investment decisions (Matthias and Lin
2006). As noted by Schaeffer et al. (2012) in their review of energy sector vul-
nerability to climate change, factors with regional weather and climate compo-
nents need to be identified so that atmospheric climatology or forecasts can be
transformed into decision aids, especially since increases in energy costs and
projected increases in the intensity of extreme weather events, affecting trans-
portation and energy transmission in particular, have the potential for dramatic
social impacts. For this reason, it is important that energy projects take weather
and climate sensitivities into account in their project designs, management and
mitigation and adaptation plans (Mansur et al. 2008).

Realistic regional climate simulations are necessary as part of the energy
industry decision-making process (Schaeffer et al. 2012). The techniques used in
regional climate modelling are constantly improving, and the use of ensemble
predictions addresses many of the problems of uncertainty due to model physics
and dynamics and choice of emission scenario.
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In Search of the Best Possible Weather
Forecast for the Energy Industry

Pascal Mailier, Brian Peters, Devin Kilminster and Meghan Stephens

Abstract Weather forecasts will never be perfect and hence they will always
contain some degree of uncertainty. In this chapter, we argue that uncertain
weather forecasts expressed in a probabilistic format can provide more value to
users in the energy sector than simple, apparently confident deterministic forecasts,
even when the latter show a satisfactory level of accuracy. Knowledge of the user-
specific loss function is required to achieve best value.

1 Introduction

Weather forecasts cannot be perfect as they always contain intrinsic errors that
grow inexorably with time. The question arises then of what constitutes the ‘best
possible’ forecast. The answer to this question is not unique as the notion of
‘goodness’ is not absolute and depends strongly on forecast application.

Each end of the forecasting line involves indeed two different communities. At
one end, atmospheric scientists produce weather forecast models and techniques,
whereas at the receiving end, users buy weather forecast products to aid their
decision-making. The available tools and methods to assess the performance of
these forecasts have been developed primarily by scientists in order to monitor and
improve weather and climate forecast systems with a focus on meteorological
variables. For a meteorologist, the notion of a ‘good’ forecast typically refers to
how close the forecasts are to the verifying observations. On the other hand,
forecast users look at forecast performance from an operational and commercial
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perspective. For users in the energy sector, the economic advantage provided by
weather forecasts is fundamental. The cost of forecast error becomes the dominant
criterion and non-meteorological factors may be looked at, e.g. timeliness. As will
be shown in this chapter, these two views are not necessarily equivalent and they
can even conflict.

Since errors are inherent in forecasting, i.e. forecasts are always uncertain,
another basic requirement for a ‘good’ weather forecast is that it should contain
sufficient information on forecast uncertainty. A sensible way to do this is to
present the forecast in probabilistic format. This is not only necessary to ensure
coherence between the forecasters’ judgements and their forecasts, but above all to
enable the user to make proper use of the forecasts according to their own cost and
loss functions.

In the next section, the three distinct types of forecast goodness (consistency,
quality and value), as identified by Murphy (1993), are introduced and discussed.
We also argue that the need for consistency leads to the necessity of expressing
forecasts in a probabilistic format. In Sect. 3, we demonstrate with a practical
example that optimising forecast quality without taking the user’s need into
account does not necessarily lead to optimal value. In Sect. 4, the superiority of
probability forecasts over deterministic forecasts is exemplified. We show how the
full distribution of ensemble forecasts provides useful probabilistic information on
forecast uncertainty that helps the user to take optimal decisions. Section 5 sums
up the results and presents some conclusions.

2 What Makes a ‘Good’ Forecast?

Murphy (1993) identifies three basic forecast properties that each defines a distinct
type of forecast goodness.

2.1 Consistency

This property refers to the correspondence between the forecasters’ judgements
and their forecasts in the sense that a ‘good’ forecast must reflect the forecasters’
degree of belief. This means that a ‘good’ forecaster should refrain from hedging,
i.e. artificially change his level of confidence in some or all possible forecast
outcomes so as to be on the ‘safe’ side. The requirement for consistency also
entails that deterministic forecasts (simple forecasts of the most likely outcome)
should be avoided since they do not convey any information on the underlying
forecast uncertainty. Forecasters are rarely 100 % confident of their own forecasts,
but they may be forced to select only the most likely scenario even though other
outcomes are also plausible. This practice provides the user with information that
is simple to understand and to handle. However, deterministic forecasts are
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incomplete as they do not contain all the information available. In contrast,
forecasts issued in a probabilistic format are more consistent, and therefore
‘better’. Despite the superiority of probability forecasts, deterministic forecasts are
much more widely used owing to their simplicity and (in the case of numerical
prediction) their higher resolution. Another explanation for the success of deter-
ministic forecasts is convenience as that they transfer the onus of threshold-based
‘Yes/No’ decisions from the user to the forecaster. Moreover, probabilities are
often misinterpreted as a reflection of the forecaster’s ignorance instead of useful
information that can positively feed the decision process.

2.2 Quality

This aspect of forecast goodness refers to the correspondence between the fore-
casts and the matching observations. Measures of quality provide the most
straightforward and natural way to assess forecast goodness in the sense that
forecasts that are ‘closer’ to the verifying observations are ‘better’. A wide range
of statistical methods have been developed to measure forecast quality and the
reader is referred to, e.g. Jolliffe and Stephenson (2011) for a detailed survey of
these techniques. Measures of forecast quality such as bias (mean error), accuracy
(precision) and association (correlation), for example, belong to this category.

2.3 Value

Consistency and quality are facets of forecast goodness that are essentially focused
on the content of meteorological information present in the forecasts. Hence, they
are not user-specific and in particular they ignore the impact, positive or negative,
this information has on the decisions the users take on the basis of these forecasts.
Forecast value, however, refers to the incremental economic advantage and/or
other benefits realised by decision makers through the use of the forecasts. Esti-
mating forecast value is in general not straightforward because it requires
knowledge of a particular user’s cost and loss functions, which in practice can be
very complex and commercially sensitive. Very simple cost/loss models have been
devised to demonstrate the economic advantage of basing decisions on probability
forecasts rather than on deterministic forecasts, see, e.g. Richardson (2000). In
Sect. 4, a concrete example is given for a user in the energy sector.

From these three definitions, it follows that forecast goodness can have different
meanings depending on which aspect (consistency, quality or value) we consider.
We have also explained that in the real world, it can be very difficult—and
sometimes even impossible—to quantify forecast value. For this reason, it is
common practice to assume that value is positively associated with quality. In
many instances, this is a reasonable assumption to make. One may expect, for
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example, that the more accurate temperature forecasts are, the more valuable they
will be to an energy company. This assumption, however, is not always correct. In
the next two sections, we will demonstrate with examples that using the most
accurate forecast obtained from an ensemble of forecasts does not necessarily
maximise value, and that the latter can be best achieved through a probabilistic
approach.

3 The Fallacy of Accuracy

Deterministic forecasts that are optimised for maximum accuracy (minimum error)
do not necessarily provide optimal value on time horizons ranging from a few hours
to several days (forecast accuracy drops more quickly when dealing with volatile
variables such as solar radiation, precipitation and wind speed than when predicting
air temperature). It is widely known that the mean or median of an ensemble of
forecasts is on average more accurate than any individual member of that ensemble.
The meteorological interpretation of this behaviour is that the unpredictable
weather systems are removed from the forecast through the averaging process.
However, the reason for the ensemble mean’s higher accuracy also has a statistical
origin. For an ensemble of n members, the variance of the ensemble mean is
reduced by a factor 1/n. As a result, the error of the ensemble mean forecast is more
constrained in magnitude than the error of any of the ensemble members. However,
the price to pay for this greater accuracy is an increasingly unrealistic (too low)
variability of the predicted meteorological variables. In situations with significant
uncertainty (large ensemble spread) the ensemble mean lingers in the centre of the
forecast distribution, whereas potentially important information in the tails is
ignored. With temperature forecasts, this is often the case at lead times beyond
1 week. The example below illustrates this point.

During the first half of October 2011, Southern England experienced a period of
unseasonably warm temperatures with daytime maxima sometimes well above
20 �C. An abrupt change to significantly colder conditions with overnight frost
took place between 16 and 20 October. We show that this event could be much
better anticipated using the full ensemble probabilistic information rather than the
ensemble mean alone. The European Centre for Medium-range Weather Forecasts
(ECMWF) produces ensemble forecasts twice a day (forecasts starting from 00
and 12 UTC) out to 15 days. Each ensemble consists of 51 global numerical
simulations (50 perturbed members ? 1 unperturbed) run at a horizontal resolu-
tion of *32 km. More information on the ECMWF Ensemble Prediction System
(EPS) can be found in Persson (2011). Figures 1, 2 and 3 show ensemble tem-
perature forecasts above Reading (UK) at the pressure level of 850 hPa (about
1,500 m above sea level) on 10th October 2011 (runs of 00 and 12 UTC) and on
11th October 2011 (run of 00 UTC) out to 10 days. At this level, the air is no
longer subject to diurnal heating and nocturnal cooling from the surface and the
temperatures only fluctuate as a function of the air mass (warm/cold). A reasonable
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estimate of the corresponding daytime surface temperatures can be obtained
simply by adding 9 �C. Temperature probabilities have also been estimated by
applying Gaussian kernel functions. The reader is referred to the figure captions
for more explanations of the plot features.

The ensemble forecast starting from 10 October 2011, 00 UTC in Fig. 1 pre-
dicts a gradual cooling followed by a temporary warming with peak at day D ? 5,
then a further cooling. As expected, the ensemble mean ‘consensus’ forecast
(dashed white line) sticks within the main body of the ensemble distribution and
levels near 2.5 �C from D ? 7. The fitted probability density function has a mode
(peak of increased likelihood) that is also relatively central near 5 �C. Individual
ensemble members, however, show large fluctuations beyond D ? 7 that result in
a fairly large spread (between -5 �C and 10 �C). This information rather suggests
that the ensemble is ‘hesitating’ between cooler and warmer scenarios beyond
D ? 7. In fact, there is no evidence that the temperatures are likely to settle near
3 �C in that time horizon as inspection of the ensemble mean alone might imply.

Figure 2 displays the ensemble distribution produced 12 h later on 10th
October 2011, starting from 12 UTC. The individual ensemble members still show
substantial disagreement beyond D ? 7. The ensemble mean remains steady in its
central position near 2.5 �C. Nonetheless, the fitted probability density function
features two modes now instead of one. This bifurcation shows that a warmer or a
cooler outlook than the ensemble mean (temperature rising back to 5 �C and
above, or decreasing to 0 �C or even below) is more likely than the consensus
scenario in-between.

Fig. 1 Ensemble temperature forecast plume above Reading (UK) at the pressure level of
850 hPa (about 1,500 m above sea level) starting from 10th October 2011, 00 UTC and out to
10 days. The thin purple lines represent each of the 50 perturbed ensemble members (EMem).
The continuous blue line represents the ensemble control (unperturbed) member (Ctrl). An
additional unperturbed forecast run at twice the horizontal resolution of the ensemble control is
also plotted and indicated by the dashed blue line (Oper). The dashed white line shows the
ensemble mean (Emean). The ensemble probability density function estimated by means of
Gaussian kernels is depicted by the shaded areas. Source ECMWF
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In Fig. 3, which shows the next ensemble forecast starting from 11th October
2012 at 00 UTC, a larger proportion of members have rallied in support of the
cooler scenario with the cooler mode becoming clearly dominant. The confidence
in a cooler outcome has therefore increased significantly. In contrast, the ensemble
mean still lingers around more conservative consensus values. The verification
provided 10 days later and represented on the graph by the dotted line confirms a
cooling to nearly -4 �C at D ? 9. On the one hand, this cooling could not be well
anticipated 1 week ahead by the ensemble mean alone despite its higher accuracy

Fig. 2 Ensemble temperature forecast plume above Reading (UK) at the pressure level of
850 hPa (about 1500 m above sea level) starting from 10th October 2011, 12 UTC. Please refer
to Fig. 1 for details. Source ECMWF

Fig. 3 Ensemble temperature forecast plume above Reading (UK) at the pressure level of
850 hPa (about 1,500 m above sea level) starting from 11th October 2011, 00 UTC. Please refer
to Fig. 1 for details. The dotted orange line shows the actual temperature estimated from the
available observations (Anal). Source ECMWF
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on average compared with individual ensemble members. On the other hand, this
cooling could be spotted using probabilistic information contained in the ensemble
forecast distribution, more in particular by inspection of its modes.

4 The Value of a Probability Forecast

No one would argue much with the statement that most weather forecast users in
the energy industry would prefer a perfect forecast to a probabilistic forecast.
Meteorology will continue to work towards better forecasts, but despite all the
progress in atmospheric science uncertainties remain that are unlikely to be
completely resolved in the future due to imperfect model representation and the
chaotic nature of the atmospheric system. The best way to quantify and deal with
these uncertainties is through ensemble forecasting and a probabilistic treatment of
ensemble output. By recognising that the forecast is unlikely to be perfect, a large
amount of new and potentially valuable information becomes available.

Ensemble forecasts provide a distribution of predicted values. This distribution
may or may not be representative of what the actual possible distribution of
outcomes is. If the user assumes that each ensemble member has an equal chance
of occurring and then compares the ensemble spread with historical performance it
is possible to ‘calibrate’ the ensemble forecast such that the spread (dispersion) is
representative of the historic spread of actual outcomes. The calibrated ensemble
then provides an estimate of a probability density function (pdf). This is the most
common means of creating probabilistic forecasts. If an ensemble is not available,
one can create a pdf using older forecasts.

4.1 The Probability Density Function

There are many ways to generate a probabilistic forecast and many formats for
display of the information. Ultimately, they should all derive from a probability
density function (Fig. 4), either empirical or estimated. The probability density
function represents the distribution of possible outcomes for a given situation
along with the probability that a value in any given range will actually occur. For
the example in Fig. 4, we show the distribution of possible temperatures for a
given location and time. This distribution is called ‘Normal’ because it has a
Gaussian shape. Not all probability density functions are Gaussian. There are a few
features of the probability density function which require a simple explanation for
understanding as we proceed.

First and foremost, the probability of an outcome in a specific range, say
between 21 and 22�, is the area under the curve between the range boundaries. The
Confidence Level at a particular point indicates the probability that the outcome
will be below that value. For example, the 5 % Confidence Level in Fig. 4
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indicates that there is a 5 % chance the actual temperature will be below 17.4�.
The 95 % Confidence Level indicates that there is a 95 % chance that the actual
temperature will be below 22.3�. Taken together these values represent a 90 %
Confidence Interval, meaning there is a 90 % chance the actual outcome will be
between 17.4 and 22.3�.

There are two additional points on the curve that are important for further
discussion. The first is the distribution Median value. The Median value is also the
50 % Confidence Level and represents the point where there is equal probability of
an outcome above or below. The second point of interest is the distribution Mean
value. This is also referred to in mathematics as the Expected value. It is calculated
by taking a weighted average of all the possible outcomes. The weights correspond
to the probability of that value occurring. For a symmetric distribution, the Median
and Mean values are the same. Unfortunately, not all probability density functions
we encounter will be symmetric.

4.2 Choosing the ‘Best’ Forecast Value

So now we have a bit of a quandary: most people want a forecast of temperature,
or wind speed, etc. to be a single (deterministic) number, a number which rep-
resents the best estimate of what the conditions will be. But the probability density
function provides a continuum of numbers which could be chosen. How do we
determine which value represents this ‘best’ forecast? Considering the forecast
situation represented by the probability density function shown in Fig. 5, there is a
strong likelihood that a temperature value between 17 and 22 will be the outcome.
There is also a chance that the temperature will be closer to 28. So what would the
‘best’ deterministic forecast value be? The forecast pdf alone does not provide the
answer, because the cost if the selected forecast value is wrong must also be
considered.

Fig. 4 A Normal (Gaussian) probability density function. The median and mean values are both
at the peak. The 90 % Confidence Interval is the range between the 5 and 95 % Confidence
Levels
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4.3 What Will it Cost?

The primary question the user of a probabilistic forecast must answer is ‘How
much will it cost if the forecast is wrong?’ Once this question has been answered,
there is an entire branch of mathematics dedicated to providing the optimal value
to be used from the probability density function. The focus in determining the
‘best’ forecast value is around balancing cost with probability of outcome, gen-
erally over a large number of forecasts, and minimising the cost in the long term.
Unfortunately, this question often does not have a simple answer. We can make
some simplifications which will bring the problem into clearer focus even if the
situations are somewhat idealised. If the reader is interested in the details of these
cases or general Decision Theory, further information can be found in Berger
(1985) or Jaynes (2003).

4.3.1 Case 1: Symmetric Linear Costs

Consider the situation where it makes no difference to the forecast user whether the
forecast is too warm or too cold in terms of cost (symmetric). If the forecast is out
by 1� it costs the user $1, and if the forecast is wrong by 5� it costs the user $5
(linear). In this situation the user wants to minimise the average day-to-day error.
In terms of verification measures this corresponds to minimising the Mean
Absolute Error (MAE). The mathematics of the situation dictates that in the long
run the best value to use from the probability density function is the Median value
(Fig. 6).

Fig. 5 A bi-modal probability density function. Note that the median value is offset from the
peak and the mean value is actually close to a temperature range that is relatively unlikely to
occur
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4.3.2 Case 2: Symmetric Quadratic Costs—Large Error Averse

Consider the situation where it makes no difference to the forecast user whether the
forecast is too warm or too cold in terms of cost (symmetric), but if the forecast is
out by 1� it costs the user $1, and if the forecast is wrong by 5� it costs the user
$25. In this situation the user wants to minimise the impact of large errors. In terms
of verification measures this corresponds to minimising the Root Mean Squared
Error (RMSE). The mathematics of the situation dictates that in this case the best
value to use from the probability density function is the Mean value (Fig. 7).

4.3.3 Case 3: Asymmetric Linear Costs

Now let us look at the case where if the forecast is too warm by 1� it costs the user
$1 but if the forecast is too cold by 1� it costs the user $3. In this situation the user
wants to balance the costs with the probability of the forecast being too warm or
too cold. A 3:1 probability ratio will balance the costs, and this ratio corresponds
to the 75 % Confidence Level value from the probability density function (Fig. 8).

Fig. 6 If the cost function is symmetric and linear, the optimal value to use for a forecast to
minimise the long-term costs is the median value

Fig. 7 When the cost function is symmetric but quadratic, with significantly larger costs
associated with large errors, the optimal value to use to minimise long-term costs is the mean value
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4.4 Applied Example—Probabilistic Forecasting for a CCGT

A Combined Cycle Gas Turbine (CCGT) is an electricity generation plant built
around a large gas turbine, similar to a jet engine. The electricity production
efficiency of a CCGT is directly related to the air density which is a function of
atmospheric pressure, air temperature and relative humidity. The most significant
portion of the efficiency variation is due to fluctuations in air temperature. This
efficiency can be expressed mathematically in Mega Watts (MW) by a formula
similar to the equation below (KEMA 2009):

Efficiency ¼ 1:0503� 0:0018 � T � 0:00007 � T2 � 0:0000002 � T3
� �
� CCGT Rating;

where T is the air temperature in Celsius.
When estimating how much power the CCGT will be able to produce during the

day, the forecast temperature is used to calculate the expected output. Then when
the generation time comes around for a particular trading period the actual possible
generation will depend on the actual temperature.

In wholesale electricity markets such as the UK, if the actual generation pos-
sible is less than the forecast generation, the operator needs to buy electricity on
the spot market (cost) to make up the difference. If the actual generation possible is
higher than forecast, they have extra power that could have been sold (lost revenue
counted as a cost) but will not be accepted on the grid.

Peak period is generally defined as being between 7 am and 10 pm. During this
period electricity prices are significantly higher than during the overnight period
(Base period) due to much higher demand (Fig. 9). During both periods the buy
price is higher than the sell price. Consequently, we have an asymmetric cost
function with respect to forecast temperature error.

Fig. 8 When the cost function is asymmetric the optimal forecast value to use will be a
confidence level that balances the cost with the probability of outcome. In this case where the
cost of forecasting too cold is 3 times the cost of forecasting too warm, the optimal confidence
level is 75 %
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Now let us say that we hypothetically built a 450 MW CCGT at Heathrow
Airport, in August 2010. If we then take 1 year of hourly probabilistic (probability
density function) forecasts (September 2010 to August 2011), along with 1 year of
actual hourly data, using the equation above, we can calculate the difference
between the forecast generation and the hypothetical actual generation. To do this
we assume forecasts are issued once per day at 4:30 am and that the forecast is
used from 5 am to 4 am the next morning. We then combine these results with
actual wholesale electricity prices at the time (https://www.elexonportal.co.uk/) to
determine the cost of forecast temperature inaccuracies. If the forecast was too
cold, efficiency would be lower than expected and the CCGT would need to buy on
the spot market to make up the difference. If the temperature forecast was too
warm, efficiency would be higher than expected and there would be extra gener-
ation available which could have been sold but was not, this being counted as an
operating cost as well.

The majority of CCGT operators use the forecast with the lowest MAE. As
mentioned above, this forecast value corresponds with the probability density
function median value. Using the median value (50 % Confidence Level) as the
deterministic forecast in the above procedure yields a total cost of temperature
inaccuracies over the course of the year on the order of £552,896.

We then repeat the same procedure as above, but using Confidence Levels
ranging from 55 to 80 % as forecast values from the identical probability density
function forecasts. During the spring and summer, when demand is generally
lower and consequently there is less spread between the buy and sell price, the
optimal Confidence Level to use was near 55 %. During the autumn and winter
when the price spread is generally higher, the optimal Confidence Level to use was
closer to 65 %. Simply by using these Confidence Levels from the probability

Fig. 9 An example of the daily profile of the UK Wholesale Electricity Market buy and sell
prices. The day is divided into 48 half-hour trading periods. The cost to buy electricity on the
‘spot market’ is higher than the return on selling data, especially during the peak between trading
periods 15 and 42 in this case
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density function forecast would have saved the CCGT operator £15,475 over the
course of the year. Admittedly the savings is small in the context of the total cost
of inaccuracies, but it shows how even slight changes using probabilistic forecasts
can lead to cost savings.

Importantly, the forecasts derived from the 55 and 65 % Confidence Levels
would have a higher Mean Absolute Error than the forecast derived from the 50 %
(median) level, even though they provided better value to the user.

5 Best Versus Most Useful

Although ensemble and probabilistic forecasting have been used within the
meteorological community for almost two decades, they are still new to the energy
community. The energy community and the systems it has built to exploit weather
information typically uses deterministic forecasts. The cost of modifying complex
software to accommodate a probability density function or 50+ ensemble member
forecasts would be considerable. Is the gain worth the expense even in light of the
arguments we presented which indicate that a probabilistic forecast may be better
than a single forecast?

First, let us look at the example above with the CCGT. If the weather forecast
provider was able to provide the 65 % Confidence Level forecast to the CCGT as a
simple deterministic forecast, there would be little or no cost to implement and
value to be gained. Hence we would deem it to be ‘useful’.

The usefulness of a probabilistic or ensemble forecast will depend not only on
the cost of implementation, but also on the type of cost function the decision
maker is working with. If the company’s cost function is symmetric, the standard
deterministic forecast would be eminently useful as most weather providers aim to
reduce the MAE or RMSE in their forecast. Any information beyond this would be
extraneous and not very useful.

Probabilistic- or ensemble-based information would be most useful in assessing
the asymmetric, high cost/return scenarios. It is often very hard to quantify the cost
function, but the decision maker will have a general feel for it and know whether
or not there are scenarios where, if the deterministic forecast is incorrect by a
conceivable amount, the cost to the company will be very high. Provision by the
weather service provider of values derived from a probabilistic forecasting
approach, such as confidence intervals or the probability of exceeding certain
thresholds, will assist in assessing risk associated with these critical situations. The
decision maker will be able to make adjustments or decisions which will reduce
the risk of loss based on the likelihood of the costly scenario occurring. The
usefulness of obtaining and displaying this additional information for reducing
high cost episodes due to forecast uncertainty will depend somewhat on the
decision maker and their understanding of forecast uncertainty.

Many energy companies see value in employing their own meteorologist to
assist in interpreting weather data to suit their in-house requirements, particularly
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for trading. Those that do will find that one of the first forecast datasets the
meteorologist requests is an ensemble forecast. The meteorologists understand that
traders are looking for the high cost/return scenarios and they use the ensemble
data to reduce the time required to assess the likelihood of these scenarios. There is
no doubt about the usefulness of the approach in these situations.

But what about further down the calculation chain? It is not a mathematically
simple process to propagate uncertainty and probability through the various
mathematical models used to quantify demand and plant efficiency. It can be done,
but if it is not done correctly it can lead to unreliable results and then a deter-
ministic forecast would certainly be more useful. Indeed it might be argued that the
applied example of the CCGT used earlier is overly simplified given the many
factors other than temperature which also determine plant efficiency. Combining
uncertainty information for all of the weather factors makes rigorous calculation of
the probability of the various outcomes for plant efficiency almost intractable. The
CCGT example is an all-else-being-equal scenario. Introduction of probability
information for other parameters would eliminate the ‘all-else-being-equal’ part of
the example.

This does, however, lead us to the next principle in probabilistic forecasting. To
get the most reliable and the most useful probabilistic results you need to forecast
what you want to know. In the example of the CCGT, we would create a proba-
bilistic forecast of plant efficiency. In terms of electricity demand forecasting,
rather than trying to feed probabilistic weather forecasts into a demand model, we
would create a probabilistic demand forecast model. It is important to move the
probabilistic treatment as close to the final decision point as possible to maximise
its usefulness.

6 Conclusions

There is no unique definition of what constitutes a good forecast. In the first
section of this chapter, we introduced the three pillars that define forecast good-
ness: consistency (agreement with the forecaster’s belief), quality (agreement with
the meteorological observations) and value (agreement with the user’s economic
objective). Ideally, the performance of weather forecasts should be assessed taking
these three facets into account, but in practice it is gauged by quality measures
only such as accuracy. We have argued above that in order to satisfy the
requirements of consistency and value, weather forecasts should, if possible, be
expressed in a probabilistic format.

Simple deterministic forecasts (single values, no uncertainty but generally
higher resolution) are cheap and easy to use, which makes them very popular.
They are typically calibrated so as to optimise accuracy. However, because
information on uncertainty and possible alternative scenarios has been stripped
from them, deterministic forecasts are not necessarily optimised for value even
when they have been optimised for quality (e.g. accuracy). In Sect. 3, we have
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shown with a concrete example how a deterministic forecast based on the mean of
an ensemble of forecasts so as to deliver maximum accuracy fails to predict a
temperature downturn, whereas the use of the ensemble forecast probability
density function allows a more useful prediction. In Sect. 4, another example
demonstrates again that a probabilistic approach is more adequate when seeking to
achieve better value than the systematic recourse to the most accurate forecast.
Although this may sound counter-intuitive, focusing solely on forecast accuracy is
a strategy that does not naturally lead to best value and can even conflict with it.
The example also shows that in order to optimise forecast value, users of proba-
bilistic forecasts must be able to quantify their specific loss function, which is not
always straightforward. For simplicity, a linear asymmetric loss function was
assumed, but in reality these functions are non-linear.

Weather forecasts will never be perfect and will therefore always contain some
degree of uncertainty. Because they do not acknowledge this inherent uncertainty
and are simple to use, deterministic forecasts may give the false impression of
being more useful than probabilistic forecasts. But quantified uncertainty is useful
information, and removing it from the forecasts has a negative effect on their
potential value. In other words: proper use of probabilistic forecasts can save the
user money. However, for optimal use of probabilistic forecasts, it is important to
appreciate the user’s cost and loss functions. One should also move away from the
traditional quality control methodologies that are exclusively based on agreement
with weather observations without taking account of the users’ specific needs. A
synergy between the meteorologists who make and provide the forecasts and the
users of these forecasts in the energy sector is vital to guaranteeing that weather
forecasts are truly fit for purpose.
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Part IV
How is the Energy Industry Applying

State-of-the-Science Meteorology?



A Probabilistic View of Weather, Climate,
and the Energy Industry

John A. Dutton, Richard P. James and Jeremy D. Ross

Abstract Probability methods provide quantitative insight into the implications of
atmospheric variability for the energy industry. Contemporary computer proba-
bility forecasts of climate anomalies for the weeks, months, or seasons ahead offer
new precision in managing both risk and opportunity. The forecasts of two major
international centers and a multi-model constructed from them by the World
Climate Service demonstrate that the contemporary probability forecasts have
sufficient skill and reliability to provide advantageous guidance for energy deci-
sions. An analytical model of choices available in response to predicted anomalies
illustrates how and when to act on forecasts. Atmospheric informatics is intro-
duced as a system for creating, transferring, and applying atmospheric information
in important endeavors. The aim is to show energy and other industry decision-
makers what they need to know—now.

1 Introduction

The ever-changing weather and seasonal climate are a major source of uncertainty
for key components of the energy industry, affecting both performance and profit.
As shown by frequent comments in annual reports of utilities and other energy
companies, weather and climate events often pose risk or offer opportunity.

The impacts of weather and seasonal variability range widely across the energy
industry and include severe-weather damage to facilities and infrastructure, wide
swings in demands and loads, fluctuations in availability of hydropower, and wind
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and solar power, and unexpected costs through indirect effects. Long-term plan-
ning to anticipate demand, generation, and delivery facilities must consider the
potential direct and indirect effects of possible climate change as well as evolving
public attitudes about the environment. The energy industry is servant to civili-
zation but often captive to the weather and the climate.

In the United States, the total annual expenditure for energy of $1.2 trillion is
nearly 10 % of the gross domestic product (Table 1), and if average world energy
prices were about equal to U.S. prices, then the annual global cost of energy would
be $7 trillion and 13 % of global GDP (in 2010 data). Fractionally small pertur-
bations of the energy cash flow owing to weather and climate may seem quite large
relative to other parts of the economy.

The energy industry, like many other components of the economy, is operating
within continuously decreasing margins as it becomes more sophisticated and
economically efficient, and it thus becomes increasingly sensitive to weather and
climate. Continued progress in managing the energy industry requires greater skill
in coping with the uncertainties owing to weather and climate variability. Thus this
chapter will explore methods for describing and managing the continually
evolving energy uncertainties associated with weather and climate events.

The multifaceted mission of the energy industry includes several components:

• Serve the energy needs of customers and communities;
• Meet the expectations of investors;
• Ensure safety and security for customers, employees, and communities;
• Contribute to economic vitality and environmental quality and sustainability.

Table 1 World energy demand and cost. Demand and gross domestic product (GDP) estimates
are from Exxon-Mobil (2012) and U.S. energy cost from U.S. Energy Information Agency (2012)

2000 2010 2025

Energy demand (Quadrillion BTUs)
World 415 525 633
US 96 94 96
US/World 0.231 0.179 0.152
Cost of energy ($ billion)

World 6,724 13,405
U.S. 1,204 2,033
Gross domestic product ($ Billion)
World 51 81
U.S. 13 19
Energy cost/GDP (percent)
World 13 17
U.S. 9 11

The estimate of world energy cost is inferred from World Cost = U.S. Cost (World Demand/U.S.
Demand)

354 J. A. Dutton et al.



Several sources of opportunity, challenge, and risk attend efforts to achieve the
mission. They include:

• Technological change and advance
• Economic pressures and competition
• Evolution of societal expectations
• Weather, climate, and other environmental phenomena—from hours to decades.

These sources of opportunity and risk lead to a set of questions:

• What is the range of possible events in each of these domains of opportunity and
risk?

• Which of the possible events is most likely?
• Which extreme events would be of most significance?
• What is the likelihood they might occur?
• What would their impact be?

If we attempt to think through these issues about sources of risk and opportunity
as they apply to each component of the mission, we will soon find ourselves
constructing a framework—perhaps formal, perhaps informal—that separates
likely events from the unlikely ones. We will discover sequences of events that
together imply success or failure. We might turn to the concept of probability of
mission success as it appears in analysis of military operations or space flight and
seek to ascertain how expectations about opportunity and risk could be trans-
formed into expectations about the performance or profit of energy operations.

We might then resonate with the client plea: Don’t tell me about the weather,
tell me about the money.

Converting an outlook about the weather into an outlook about the money
requires converting one set of probabilities into another.

2 Probability Methods

Probabilities that reliably estimate the likelihood of future events help us to make
effective decisions despite the inevitable uncertainties inherent in our business and
physical environments. The study of probability began in the late sixteenth century
as gamblers engaged mathematicians to look for rigorous ways to analyze games
of chance. Laplace (1812) applied probability to a broader set of applications and
called it ‘‘a science…[that is] the most important object of human knowledge.’’

The foundations for modern mathematical theory of probability were proposed
by Kolmogorov (1933), commenting that he was offering ‘‘…an axiomatic foun-
dation for probability…putting in their natural place, among the notions of
mathematics, the basic concepts of probability—concepts which until recently
were considered to be quite peculiar.’’
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Probability methods describe and predict the likelihood of outcomes in a set of
events. For the purposes here, we will use frequencies and statistics to refer to
quantities observed in the past and present and probabilities to refer to expecta-
tions about the future.

Suppose we have N observations of a quantity of interest, say temperatures near
the surface. We sort and renumber the observations so that we have a non-
decreasing sequence from T1 to TN . Now we have two choices. We might define a
frequency distribution FðTnÞ ¼ n=ðN þ 1Þ or we might divide the real line into
K intervals, with T1 in the first and TN in the last, and then count the number of
values that fall in each interval to obtain a histogram, as illustrated in Fig. 1.
Summing the bin counts over the intervals and dividing by N produces a curve that
converges to FðTnÞ. Frequency distributions and histograms like those in Fig. 1
often occur as approximations to observed data and are known as normal or
Gaussian. The analytical forms for the normal probability distributions and
densities are

FðxÞ ¼ 1ffiffiffiffiffiffi
2p
p

r

Zx

�1

e�
1
2ð

n�l
r Þ

2

dn; f ðxÞ ¼ 1ffiffiffiffiffiffi
2p
p

r
e�

1
2ð

x�l
r Þ

2

ð1Þ

in which the functions are centered at the arithmetic average l and the width is
proportional to the standard deviation r. We often assume that future observations
will be distributed like those we have already observed and in that case the two
quantities in (1) would give the probabilities

Prob[x�X� ¼ FðXÞ; Prob[x�X� ¼ 1� FðXÞ ð2Þ

for normal variates. More generally, whenever a probability distribution can be
represented by some sufficiently smooth analytical form PðXÞ, we always have

Prob[x�X�¼PðXÞ; pðxÞ ¼ dPðxÞ=dx ð3Þ

Fig. 1 A histogram and an
empirical frequency
distribution constructed from
100 simulated temperature
observations. As the number
of observations increase, the
histogram and the distribution
will converge to the Gaussian
forms
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While the normal distribution sometimes provides a useful approximation to the
statistics of meteorological observations, the situation is often more complex. For
example, Fig. 2 shows how the winter temperature distribution at Madison, WI,
USA, can be approximated as a mixture of two Gaussian distributions, repre-
senting the characteristics of the two air masses that alternate in the Madison mid-
continental winter.

Precipitation and wind speed cannot possibly be normally distributed because
negative values are impossible. The distributions of these variables can be difficult
to model because there can be many small or zero observations and a few very
large observations. The gamma distribution is often used for precipitation and the
Weibull distribution for wind speed (e.g., Dutton 2002).

The variables used in studying or managing energy operations are sometimes
derived from atmospheric variables by nonlinear operations that complicate sta-
tistical modeling. For example, the commonly used degree days involve the dis-
tributions of daily average temperature values above and below a reference of
18 �C for cooling and heating. The available wind power is proportional to V3 for
wind speed V, with cutoffs at small and large wind speeds that depend on the
specific installation.

For all such variables, we need reliable historical statistics and we need fore-
casts to help with decisions that depend on how they will evolve in the days,
weeks, months, and seasons ahead.

3 Probability Forecasts of Atmospheric Events

Forecasts of events in the atmosphere and ocean for lead times ranging from days
to seasons are generally created with computer programs that analyze historical
data (van den Dool 2007) or that solve initial- and boundary-value problems based
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Fig. 2 The frequency
distribution of average daily
winter (DJF) temperatures at
Madison WI, 1950–2011. The
histogram is modeled with
two Gaussian distributions
with means and standard
deviations {(-8.44, 6.68 �C),
{-1.27, 3.35 �C)} which
combine with weights (0.67,
0.33) to form the empirical
frequency function
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on differential equations that describe the evolution of momentum and energy
(Kalnay 2003; Troccoli 2010a, b; Palmer and Hagedorn 2006).

Meteorologists today take advantage of accelerating supercomputer capability
to create ensembles of many forecasts computed simultaneously. The members of
the ensembles can be arranged, as discussed in Sect. 2, to create probability
distributions describing the likelihood of a range of future events. A further
strategy of constructing multi-ensembles by combining solutions from indepen-
dent computer models has proved to be advantageous, as shown by the results of
two joint European projects: DEMETER as described by Hagedorn et al. (2006)
and ENSEMBLES reported at www.ensembles-eu.org. A similar but still devel-
oping collection of U.S. and Canadian models is known as the National Multi-
Model Ensemble (NMME).

The contemporary weather and climate prediction process has been profoundly
shaped by the discovery (Lorenz 1963) that small differences in initial conditions
can lead to large variations in the solutions of the dynamical equations—a
mathematical phenomenon known as chaos. Forecasts of specific events remain
skillful for lead times of a week or more and can be enhanced by statistical
methods (see Ruth et al. 2009; Glahn et al. 2009, for a recent assessment). Sea-
sonal forecasts portraying monthly average conditions a month or more in advance
are also somewhat skillful because of the slow evolution of boundary conditions at
the sea and land surface. The period of 2–4 weeks in between has been a
continuing challenge, as pointed out by Dubus 2013. Most of the discussion here
will concern seasonal forecasts with averaging and lead times of months or more,
but we report new results on weekly forecasts. An important strategy for prediction
on the range of weeks to seasons is to forecast average conditions over periods
comparable to the lead—weeks for weeks, months for months, seasons for seasons,
with the hope that capabilities will improve to meet the needs in the energy
industry for finer temporal and spatial resolution.

Computer probability forecasts of seasonal climate variability must be cali-
brated by comparing them with the corresponding observations over as long a
history as possible in order to remove bias by centering the forecasts correctly and
to adjust the ensemble spread by scaling it with the spread of the observations. The
corrections determined from the history are then applied to new forecasts.

We focus here on three seasonal temperature forecasts: the Climate Forecast
System, version 2, (CFSv2) of the U S. National Weather Service (NWS) (see
Saha et al. 2012), the Seasonal Forecast System, version 4, (SFSv4) of the
European Centre for Medium-Range Weather Forecasts (ECMWF) (see Anderson
et al. 2007; ECMWF 2011), and a World Climate Service1 multi-model ensemble
(WCS MME) created as a Bayesian mixture of the NWS and ECMWF models.

1 The World Climate Service is a joint venture of Prescient Weather Ltd. in the U.S. and
MeteoGroup in Europe and the U.S. For more information see www.worldclimateservice.com.
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3.1 Answering the Question: How Good Are the Forecasts?

Seasonal probability forecasts are often defined relative to historical normal val-
ues. Thus a binary forecast may be for above normal or below normal conditions
and a ternary forecast for above normal, nearly normal, or below normal condi-
tions. The boundaries of the categories are usually defined from observations so
that the frequencies of occurrence are usually equal for each category: one-half for
binary forecasts, one-third for ternary.

Contingency tables provide a convenient way to assess the quality of forecasts
and thus answer the first question a potential user will ask: How good are the
forecasts? Table 2 provides an example for binary forecasts. The numbers A, B, C,
D are the numbers of N forecasts that occur in each of the four possibilities for
forecasts and observations with a ¼ A=N; b ¼ B=N; c ¼ C=N; d ¼ D=N the
corresponding fractions. These quantities can be used to form the ratio S of
forecasts that correctly predict the event and the fraction F of correct forecasts

Sa ¼ A=ðAþ CÞ ¼ a=fa; Fa ¼ A=ðAþ BÞ ¼ a=na

Sb ¼ D=ðBþ DÞ ¼ d=fb; Fb ¼ D=ðC þ DÞ ¼ d=nb
ð4Þ

in which fa þ fb ¼ na þ nb ¼ 1. The statistics S and F are identical when the
matrix is symmetric about the main diagonal. Table 3 summarizes the perfor-
mance of the WCS MME binary forecasts for the period 2000–2009; in each case
the 18 years preceding the forecast year were used to create the training set for
calibration and the climatological normal for verification. Table 4 provides similar
information for WCS MME ternary forecasts. Table 5 illustrates how the ratios
improve as the threshold probability level required to issue a forecast for above,
near, or below normal increases.

It is evident from the tables presented that the performance of these seasonal
prediction models is not symmetric with respect to the forecast categories. One
reason seems to be that the decadal and longer term trends are different in the

Table 2 Contingency table for assessing forecast performance

Observations

Above normal Below normal Sum

Forecasts Above normal a = A/N b = B/N na

Below normal c = C/N d = D/N nb

Sum fa fb 1
Forecasts Above normal naFa ð1� FaÞna na

Below normal ð1� FbÞnb nbFb nb

Sum fa fb 1

The distribution of N forecasts into the four possibilities is described by the numbers A, B, C, and
D; na ¼ aþ b is the fraction of forecasts that were for above normal, and fa ¼ aþ c the fraction
of observations that were above normal. The fractions F correct are defined in (4)
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observations and historical forecasts, perhaps because of the inability of the
models to accurately anticipate climate change effects.

Returns achieved in trading hypothetical weather derivatives provide a metric
for assessing the economic value of the forecasts. Considering the binary case first,
we assume an option on one of the binary outcomes costs P and that it pays 2P if
the binary event occurs; for the ternary case a successful option costing P will pay
3P. Then the average rate of return R in trading these options on the basis of a set
of forecasts with fraction F correct will be.

R2 ¼ ð2F � 1ÞP=P ¼ 2F � 1; R3 ¼ 3F � 1 ð5Þ

The average of the fractions correct for all forecasts in Tables 3 is 66 % and the
average in Table 4 is 48 % , and so the expected returns in trading the hypothetical
derivatives are 32 % for the binary forecasts and 44 % for the three-category
forecasts.

Table 3 Percent of correct binary forecasts for 2 m temperature from the World Climate Service
multi-model ensemble, 2000–2009

Season October -[ DJF April -[ JJA

Forecast Below-
normal

Above-
normal

All
forecasts

Below-
normal

Above-
normal

All
forecasts

Globe 61 69 67 46 68 62
NA 60 65 63 60 60 60
EU 53 60 58 46 65 64
AU 54 71 65 64 69 68
TP 95 70 77 82 69 72

DJF stands for December, January, and February; JJA for June, July, August. The forecasts were
initialized in April and October. NA stands for North America, EU for Europe, AU for Austral-
Asia, and TP for the tropical Pacific Ocean. The AU JJA statistics are with DJF and AU DJF is
with JJA in this and the following tables. The fractions correct would be expected to be � for
binary forecasts constructed from random numbers

Table 4 Percent of correct ternary forecasts for 2 m temperature from the World Climate Ser-
vice multi-model ensemble, 2000–2009

Season October -[ DJF April -[ JJA

Forecast Below
normal

Near-
normal

Above
normal

All
terciles

Below
normal

Near-
normal

Above
normal

All
terciles

Globe 49 41 54 50 32 42 52 46
NA 46 42 47 46 41 44 43 43
EU 39 41 43 42 34 41 48 46
AU 38 45 56 48 59 40 52 50
TP 83 41 59 56 68 45 56 55

The fractions correct would be expected to be 1/3 for ternary forecasts constructed from random
numbers
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3.2 Reliability of Seasonal Forecasts

Probability forecasts are considered reliable when the events being predicted occur
with a frequency equal to the predicted probability. To illustrate, a binary forecast
for rain or no rain is reliable if it rains on one-third of the days for which we
predicted a probability of one-third for rain. A reliability assessment compares the
predicted probabilities with the frequencies of occurrence over the entire range of
predicted probabilities; the curve relating observed frequencies to predicted
probabilities would lie along the diagonal for perfectly reliable forecasts. The
reliability diagrams shown in Figs. 3 and 4 demonstrate that the WCS MME
seasonal forecasts are reasonably reliable over much of the probability range.

3.3 One- to Four-Week Forecasts

The World Climate Service recently applied the methods used to calibrate seasonal
forecasts to computer probability forecasts for the range of 1–4 weeks ahead with
surprisingly successful results. A component of the NWS CFSv2 has been focused
on this range, producing detailed information out to 45 days.

The WCS process was designed to test CFSv2 ensemble forecasts for the 1–4
week range constructed from sequences of model runs ending on the 1st, 8th, 15th,
and 22nd day of each month. The significant challenge was to create a climatology
with averages over one-week periods corresponding to each grid-point and each
target forecast week in order to calibrate the forecasts. The training period was

Table 5 Percent of correct ternary forecasts for 2 m temperature (all three categories combined)
from the World Climate Service multi-model ensemble for all forecasts with probabilities
exceeding the three probability levels

October -[ DJF

Forecast criterion (percent)
33 50 67

Globe 50 57 66
NA 46 54 66
EU 42 53 84
AU 48 52 58
TP 56 59 67

April -[ JJA

33 50 67
Globe 46 52 60
NA 43 49 58
EU 46 48 56
AU 50 56 65
TP 55 57 62
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2000–2006 and the forecasts were calibrated and verified for the 4 years
2007–2010 using the new CFS Reanalysis as the verification data.

The fractions correct for the forecasts for weeks 2 and 4 ahead are shown in
Table 6 and demonstrate skill similar to that of the seasonal forecasts and better
balance between categories, as in the findings of Dubus (2013) for monthly
forecasts for France. The success ratios were comparable and are not shown here.
The average fractions correct for the week-2 and week-4 forecasts of 53 and 46 %
imply returns of 59 and 38 % in trading the hypothetical weather derivatives. The
reliability curves in Fig. 5 demonstrate that these forecasts are remarkably reliable
and slightly overconfident at larger values of the probability. Because the reli-
ability curves are linear and rather tightly grouped, a correction could easily be
applied as subsequent forecasts are issued to rotate the predicted probabilities onto
the diagonal. Additional skill statistics are available in Dutton et al. (2013).

Fig. 3 Reliability diagrams
for the World Climate
Service multi-model
ensemble forecasts for
surface temperature, October
forecasts for December,
January, February,
2000–2009. The
abbreviations are GL for
Global, NA for North
America, EU for Europe, AU
for Austral-Asia, and TP for
Tropical Pacific. The AU
forecasts for the austral
winter are included in this set

Fig. 4 Reliability diagrams
for the World Climate
Service multi-model
ensemble forecasts for
surface temperature, April
forecasts for June, July,
August, 2000–2009. The AU
forecasts for the austral
summer are included in this
set
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Fig. 6 A World Climate Service multiscale ensemble forecast for daily average surface
temperature for Washington, D.C., constructed with members of the Global Forecast System and
the Climate Forecast System (v2) ensembles. The daily forecasts span the period 30 Nov 2011 to
15 Dec, the weekly forecasts 22 Dec to 12 Jan 2012, and the monthly forecasts Jan through June
2012

Fig. 5 Reliability diagrams for the World Climate Service forecasts for week 2 and week 4
surface temperature prepared using the CFSv2 ensemble forecasts. This set is for North America
and for the winter and summer seasons, DJF and JJA
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3.4 Multi-Scale Ensemble Forecasts

The apparent success of the 2- and 4-week forecasts allows us to construct a
comprehensive and integrated probabilistic forecast simultaneously spanning
periods of days, weeks, and months. Figure 6 shows such a multi-scale forecast for
surface temperature and Fig. 7 depicts probabilities of maximum and minimum
temperature.

3.5 Degree-Day Forecasts

The interest in climate sensitive industries usually centers on industry-relevant
variables rather than the atmospheric variables in the computer forecasts. Thus
energy interests often focus on degree days computed by summing the difference
between the daily average temperature and a base value, usually 18 �C. A day with
an average temperature of 10 �C contributes 8 heating degree days; a day with
28 �C contributes 10 cooling degree days.

Fig. 7 A World Climate Service multiscale ensemble forecast of maximum and minimum
surface temperature for Washington, D.C., constructed with members of the Global Forecast
System and the Climate Forecast System (v2) ensembles. The daily forecasts span the period 30
Nov 2011 to 15 Dec, the weekly forecasts 22 Dec to 12 Jan 2012, and the monthly forecasts Jan
through June 2012
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It is relatively straightforward to obtain degree days from calibrated tempera-
ture forecasts numerically. An example of an evolving probability distribution of
accumulated cooling degree days is shown in Fig. 8.

3.6 Modeling Forecast Performance

In issuing a forecast, the category with the larger probability is usually chosen as
the expected event and so a probability exceeding 50 % would determine the
binary forecast. But we might improve the utility of the forecasts in business
decisions by choosing to act only if the probability of the event with which we are
concerned exceeded, say 60 %. In the ternary case, we could encounter probability
values of 34, 33, and 33 % for the three categories, but again we could decide to
act only if the probability of the event of interest exceeded, say, 50 %.

In order to explore this idea and take advantage of the increased skill with
increased probability thresholds shown in Table 5, it is convenient to create a
synthetic, symmetric model of the contingency statistics presented above. We
observe that statistics for binary forecasts demonstrate a useful symmetry that
arises because an incorrect forecast for above normal corresponds to a correct
forecast for below normal. This property can be seen in the portion of Table 7

Fig. 8 Accumulating probability distributions for cooling degree-day anomalies for Washington
D.C. over the month of July 2010, computed from the CFSv2 ensembles
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giving the verification statistics for the WCS multi-model forecasts for the North
American winter months.

The fraction sðf Þ of forecasts in a bin with midpoint f is known as the sharpness
function or diagram and we will represent the fraction correct as rðf Þ. Using the
tables above as a guide we create a model of the observed results in Table 7 as.

sðf Þ ¼ 30f 2ð1� f Þ2 rðf Þ ¼ 0:1þ 0:8f vbðf Þ ¼ rðf Þsðf Þ ð6Þ

in which vbðf Þ is the normalized number of correct below normal forecasts. We
integrate over a range of below normal forecasts to obtain.

CðpÞ ¼
Z1

p

vbðgÞ dg; SðpÞ ¼
Z1

p

sðgÞ dg ð7Þ

The complement to these integrals over the domain p� f � 1 for the forecasts
of below normal is the integrals of above normal statistics over the domain
1� p� f � 1, thus covering the entire range 0� f � 1. Taking advantage of the
symmetries of the contingency table and (7), we find that integrated probabilities
can be summarized as functions of p in Table 8.

The numerical values for the synthetic symmetric case derived by summing in
Table 7 and evaluating the quantities in Table 8 are available in Table 9. They
will be used in the next section to illustrate how an enterprise can take advantage
of the forecasts to optimize the performance of the climate-sensitive business.

Table 7 Percent of correct binary forecasts for 2 m temperature for North America DJF from the
World Climate Service Multi-model ensemble, 2000–2009, in probability bins with midpoints
shown

Midpoint
probability

North America October -[ DJF Symmetric model

Below
correct

Sharpness
below

Above
correct

Sharpness
above

Below
correct
model

Sharpness
model

Fraction
correct
average

Fraction
correct
model

0.05 0.4 2.4 0.0 0.6 0.1 0.7 14 14
0.15 2.2 8.8 0.3 1.2 1.1 4.9 25 22
0.25 6.5 17.3 1.4 4.1 3.2 10.5 37 30
0.35 9.6 21.9 3.3 8.4 5.9 15.5 43 38
0.45 10.1 21.0 6.4 14.3 8.5 18.4 47 46
0.55 7.9 14.3 11.0 21.0 9.9 18.4 53 54
0.65 5.0 8.4 12.3 21.9 9.6 15.5 57 62
0.75 2.8 4.1 10.8 17.3 7.4 10.5 63 70
0.85 0.9 1.2 6.6 8.8 3.8 4.9 75 78
0.95 0.6 0.6 2.0 2.4 0.6 0.7 86 86
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4 Modeling Probabilities of Business Results

Seasonal forecasts offer potential improvement in the performance or profitability
of endeavors exposed to weather and climate risk that may be realized with
decision strategies that link the statistical characteristics of the forecasts and the
enterprise in ways that lead to optimum results. The decision strategies must
answer the question: When and how should I act on the forecast?

4.1 Climatology and Hedges

Some of the advantages and disadvantages of hedges against adverse conditions
can be illustrated by using them to reduce the impact of adverse events at the
occurrence rate predicted by climatology. We let X represent the gain when
conditions are favorable, -Y the loss in unfavorable conditions, and we assume
that we could purchase a hedge that will pay H if unfavorable conditions prevail;

Table 8 Contingency table for all binary forecasts with probabilities greater than p for the
integrated sharpness SðpÞ and normalized number CðpÞ of correct forecasts from (6) and (7)

Forecasts Verification Sum

Above Below

Above 1� Cð0Þ � ðSðpÞ � CðpÞÞ Cð0Þ � CðpÞ 1� SðpÞ
Below SðpÞ � CðpÞ CðpÞ SðpÞ
Sum 1� Cð0Þ Cð0Þ

Table 9 Numerical version of the cumulative functions in Table 8 for the binary forecasts for
2 m temperature for North America DJF from the World Climate Service multi-model ensemble,
2000–2009, and for the symmetric model of forecast performance

Midpoint
probability

North America October -[ DJF Symmetric Model

Below
correct

Sharpness
below

Above
correct

Sharpness
above

Below
correct
model

Sharpness
model

Fraction
correct
average

Fraction
correct
model

0.05 46.1 100.0 53.9 100.0 50.0 100.0 50 50
0.15 45.6 97.6 53.9 99.4 49.9 99.3 51 50
0.25 43.4 88.8 53.7 98.2 48.8 94.5 52 52
0.35 36.9 71.6 52.3 94.1 45.7 83.9 54 54
0.45 27.3 49.6 48.9 85.7 39.8 68.4 56 58
0.55 17.2 28.6 42.6 71.4 31.3 50.0 60 63
0.65 9.3 14.3 31.6 50.4 21.4 31.6 63 68
0.75 4.3 5.9 19.3 28.4 11.8 16.1 69 73
0.85 1.5 1.8 8.6 11.2 4.4 5.6 78 79
0.95 0.6 0.6 2.0 2.4 0.6 0.7 86 86
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the preseason cost of the hedge will be assumed to be cH. Table 10 shows a
business model describing the cost and effect of the options.

The expected mean and variance of the revenue for climate without the hedge
are

Rc ¼ faX � fbY ¼ fX � ð1� f ÞY
Vc ¼ faX2 þ fbY2 � R2

c ¼ f ð1� f ÞðX þ YÞ2
ð8Þ

and with the hedge are

Rh ¼ faX � fbY þ fbH � cH ¼ Rc þ fbH � cH

Vh ¼ faðX � cHÞ2 þ fbðH � Y � cHÞ2 � R2
h

¼ f ð1� f ÞðX þ Y � HÞ2
ð9Þ

As noted by Dutton (2002), the cash flow M of the hedge contract to the issuing
counterparty is M ¼ cH � fbH and thus the market will require a premium so that
c [ fb; as a consequence the revenue with the hedge is less than the revenue that
would obtain without it.

But hedges may provide significant reduction of the variance of earnings. If we
continue with this case for X ¼ Y and fa ¼ fb ¼ 1=2 so that Rc ¼ 0 and
Rh ¼ Hð12� cÞ, we find that

Vh

Vc
¼ Vh

X2
¼ 1

4
ðH
X
� 2Þ2 ¼ 1

4
ðh� 2Þ2 ð10Þ

for h ¼ H=X. The variance with the hedge reaches zero at h = 2 and is less than
the variance with climate for all h \ 4, but the net revenue decreases concomi-
tantly. The relation between revenue and variance in this model is illustrated with
a parametric graph in Fig. 9 for two values of the premium c. There is obviously
no advantage to be gained in this case with hedges h [ 2.

4.2 Modeling the Performance of a Weather- and Climate-
Dependent Enterprise

The sensitivity of an enterprise to weather or seasonal variability presumably can
be described and modeled quantitatively to some adequate degree of accuracy. For
example, a parabolic function often approximates the load on a utility, with the

Table 10 A business model and climate statistics for computing the cost and consequences of
hedging below normal conditions

Above normal Below normal

Business model X � cH �Y þ Hð1� cÞ
Climate frequencies fa ¼ f fb ¼ 1� fa ¼ 1� f
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load increasing for daily average temperatures above and below about 18 �C (for
an example, see Dutton 2010). Deviations from the loads expected on the basis of
climatology can either increase costs or increase profit, depending on whether the
utility is prepared for them. For example, warm summer temperatures may
increase profit while cool conditions could lead to less.

A model of the financial results of a weather- or climate-sensitive business
simplified to match the binary forecasts is shown in Fig. 10, which might be the
model of dependence on degree day variation around some average or reference
value, or of the level of a reservoir below and above a normal level as a function of
seasonal precipitation, or of the net profit in a greenhouse operation as a function
of heating or cooling loads imposed by the external temperature.

As indicated in Fig. 10, the business expects an increase X of revenue when
above normal or favorable conditions prevail and a relative loss –Y otherwise.
Taking advantage of the weather and climate risk market, management can pur-
chase a hedge that will pay H if the adverse conditions prevail; the cost is assumed
to be a preseason premium of cH.

Fig. 9 Relation between size
of hedge and variance for
various values of the hedge
parameter h in (10) and two
values of the cost of the
hedge, c = 1/2 ? 1/8 and
c = 1/2 ? 1/4

Fig. 10 A model of business
response to favorable and
adverse conditions relative to
normal. The continuous curve
showing the loss and gain is
approximated by two values,
a loss –Y in adverse
conditions, a gain X in
favorable conditions
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We also assume that management has the option of increasing the gain in
favorable conditions by an amount gXXat a preseason cost of cXgXXand of
reducing the loss in unfavorable conditions by an amount gY Y at a preseason cost
of cYgY Y . Table 11 describes the options, benefits, and costs relative to forecasts in
the same form as the forecast performance matrix W defined from Table 8 as

W ¼ 1� Cð0Þ � ðSðpÞ � CðpÞÞ Cð0Þ � CðpÞ
SðpÞ � CðpÞ CðpÞ

� �
ð11Þ

Although significant asymmetries may exist in response to conditions above or
below normal, it will be convenient to assume here that X ¼ Y , h ¼ H=Y , and that
cX ¼ cY . Then the matrix describing the business performance relative to
X = Y becomes

B ¼ 1þ gXð1� cÞ �1� gXc
1� cgY � ch �1þ ð1� cÞgY þ hð1� cÞ

� �
ð12Þ

We define a matrix product operator � as a term-by-term sum in the form

P � Q ¼
Xi¼2

i¼1

Xj¼2

j¼1

Pi;jQi;j ð13Þ

and then the dimensionless expected revenue and variance are

Rðp;CÞ ¼ B �W

Vðp;CÞ ¼ B2 �W � ðB �WÞ2
ð14Þ

in which the elements of B2 are the squared elements of B and the vector C ¼
gx; gy; h; c; c
� �

represents the model parameters. Some examples of the revenue
and variance for various combinations of the parameters are shown in Fig. 11.

This wide range of possible performance demonstrates that choices must be
made relative to some definition of optimum response or economic utility. To
illustrate, it is convenient to define a utility function

Uðp;CÞ ¼ aRðp;CÞ þ ð1� aÞ 1
Vðp;CÞ ð15Þ

Table 11 A model for linking business operations and options with binary forecasts

Forecasts Verification

Above Below

Above Xð1þ gXð1� cXÞÞ �Y � gXcXX
Below X � cY gY Y � cH �Yð1� gY ð1� cY ÞÞ þ Hð1� cÞ
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that increases as the dimensionless revenue increases or as the dimensionless
variance decreases. The weight a would enable a preference between the two
quantities but for convenience we will use equal weighting.

We suppose a charitable counterparty will offer a hedge at a cost c = 1/2. We
set c ¼ 1=3 and proceed to use numerical methods to find hedge values hðp; gx; gyÞ
that maximize the utility function for four sets of the g’s. The results are shown in
Fig. 12.

Fig. 11 Parametric curves showing relative return and variance for a variety of configurations of
the business model as a function of the probability threshold p above which action is taken. The
curves all begin at p = 0 at the lower end and proceed to p = 1 at the upper end with the points
p = 0.25, 0.5 and 0.75 shown on each curve with a square marker. The parameters are
Vðgx; gy; hÞwith c ¼ 5=8 andc ¼ 1=3. The solution Rð0; 0; 0Þ ¼ 0; Vð0; 0; 0Þ ¼ 1 is shown with a
dot at that point

Fig. 12 Parametric curves
showing relative return and
variance for solutions
maximizing the utility (14) as
a function of the probability
threshold p above which
action is taken. The curves all
begin at p = 0 at the lower
end and proceed to p = 0.9 at
the upper end. The points
with p = 0.25, 0.5 and 0.75
are shown on each curve with
a square marker. The values
of the optimum hedge are
shown in the inset
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The implication is that managers can respond to forecasts at various levels of
probability with the expectation of achieving specific results when averaged over a
sufficiently large number of events—provided, of course, that the statistics of both
the events and the forecast performance are reasonably stationary.

The World Climate Service is examining a three-component version of this
model that would be applicable with ternary forecasts. A more complex, time-
dependent approach will be outlined in the next section.

5 Atmospheric Informatics

The increasing volume, diversity, and quality of information about atmospheric
variability create an intensifying challenge and opportunity to improve the per-
formance and profitability of weather and climate sensitive enterprises. The pre-
vious section demonstrated how atmospheric and business information might be
linked with a quantitative model to provide probabilistic information about the
returns and variability to be expected by taking action in response to forecasts.
Regarding this as a first step, we attempt to foresee how present trends may evolve
in the years to come.

The atmospheric sciences have advanced remarkably in the past few decades by
combining improving observations, enhanced theoretical understanding, and rap-
idly accelerating computer capability. The grand challenges of atmospheric sci-
ence as they relate to energy can be summarized2 as

• Extend range, accuracy, and utility of weather forecasts;
• Improve understanding and prediction of severe and extreme weather and cli-

mate events;
• Organize the climate record more fully and effectively;
• Improve understanding and prediction of seasonal-, decadal-, and century-scale

climate variation on global, regional, and local scales;
• Develop improved understanding of nonlinearity and atmospheric tipping

points.

Success in meeting these challenges will lead to ever-increasing flows of
information that offer potential improvement in the management of weather and
climate risk and opportunity. Indeed, the U.S. National Research Council (2008)
foresaw the creation of an entirely new capability:

The Virtual Earth System (VES) will run in an Internet cloud of petascale computers,
assimilating data from satellites in space and from observation sites all over the world.

VES will maintain a continuous, dynamically consistent portrait of the atmosphere,
oceans, and land—a digital mirror reflecting events all over the planet.

2 Adapted for the present purposes from National Research Council (2008).
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It will be the foundation for a prediction system…

From this, Dutton (2010) imagined that

A Future Earth System (FES) will also run in a cloud of computers, maintaining a con-
tinuous simulation of Earth System events expected in the days to decades ahead.

These simulations will drive numerical models of energy enterprises and their inter-
action with society, providing a continuous outlook on opportunity and risk—from
weather, climate variability, and from new realities created by an evolving climate—a
digital telescope peering into the future.

As the flows of atmospheric information available to enable effective decisions
become more complex, we must try to understand the

• Desired outcomes in energy and other industries;
• Realities that constrain decision and actions;
• Critical complexities and uncertainties;

and then collaborate to create the mechanisms that will ensure more effective
decisions.

It is essential to recognize that information flows exploding in variety and
volume may degrade both understanding and the quality of decisions. We must
develop a strategy to filter the information and focus only on the critical issues. An
engineering team designing an avionics system for a new U.S. Air Force fighter
airplane faced the same challenge of filtering and focusing an otherwise over-
whelming flow of information. The team arrived at an effective guiding design
principle: Show the pilot what he needs to know, NOW.

It will be advantageous to define atmospheric informatics as a process and
system for formalizing methods and mechanisms that create, transfer, and apply
atmospheric information in important endeavors. Atmospheric informatics will
concentrate on assembling information about past and future atmospheric states
and reshaping it into forms that prove useful and advantageous in the management
of weather and climate risk and opportunity. It will develop as an emerging
combination of atmospheric and information science, computer and communica-
tions technology, and the psychology of human–computer interaction that has the
goal of improving key decisions in weather and climate sensitive endeavors. The
aim and aspiration of atmospheric informatics will be: Show the decision-makers
what they need to know, NOW.

Thus atmospheric informatics will shape information flows to be relevant to the
decision context. The key tasks are to

• Identify and understand the critical decisions in energy and other industries on
the full range of temporal and spatial scales.

• Create effective processes for transferring information between prediction sys-
tems and decision systems.

• Collaborate in the design and implementation of decision systems that predict
the probability of success of alternative actions.
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It is essential to transform probabilities about future atmospheric and other
environmental events into probabilities about enterprise performance. And then we
must develop the capability for the decision-makers—or perhaps their comput-
ers—to make the decisions and take the actions that will increase the probabilities
of favorable and profitable outcomes. The business model of Sect. 4 is a simple and
static approach based on a deterministic view of business response. But like the
atmosphere, business responses are uncertain because of the cumulative impact of
a wide variety of forcing effects.

In order to consider a more comprehensive and realistic model as a framework
for decisions, as a mechanism for transforming probabilities, we consider the
vectors

Y ¼ fy1; y2; � � � ; yNÞ Performance variables resultsð Þ
C ¼ fc1; c2; � � � ; cMg Management variables controlsð Þ
B ¼ fb1; b2; � � � ; bIg Business environment variables

realities, constraintsð Þ
W ¼ fw1;w2; � � �wJgWeather and climate variables

ð16Þ

and then presume that equations governing the evolution of the business exist in
the form

dY

dt
¼ FðY; C; B; W; tÞ with solution YðtÞ ¼ GðC; B;W; tÞ ð17Þ

and will describe the probabilities of performance

Prob(Y; tÞ ¼ HðC; B; Prob(W; tÞ; tÞ ð18Þ

Since the model (17) will undoubtedly require numerical rather than analytic
solutions, the same strategy used in numerical weather and climate prediction can
be used: The solutions (17) can be forced by each member of the forecast
ensemble and then combined into a probability distribution (18) of the business
performance as explained in Sect. 2. We will then know the probability of mission
success relative to the predicted conditions. Moreover, with a forecast performance
history we will be able to anticipate performance statistics expected for acting on
specific predicted probabilities of environmental events.

Figure 13 envisions how the energy information and decision systems of a
number of enterprises might interact with an atmospheric informatics system that
organizes the information available from the national and international observation
and prediction systems. As a less grand and more immediate attempt to provide
decision support to the energy and other industries, the World Climate Service is
developing a new Internet-based workspace that assembles historical information,
probability forecasts, and information from some trading environments. Figure 14
shows the system diagram and Fig. 15 shows an interactive chart displaying
expected degree-days. It is an attempt to tell the users what they need to know,
now.
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Fig. 13 A configuration of observation and prediction systems, an atmospheric informatics
system, and energy information decision systems that may evolve over the years ahead with the
aid of the collaboration stimulated by ICEM and similar efforts

Fig. 14 A functional diagram for a probability prediction and decision support system being
developed by Prescient Weather and the World Climate Service to serve the agricultural and
energy industries, designed in part to tell decision-makers about the money and about what they
need to know, now
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6 Conclusion

The maturing capability for linking the computational systems of atmospheric
prediction facilities and weather and climate sensitive enterprises is creating a new
era in the management of environmental risk and opportunity. The energy and
other industries will be able to estimate probabilities of success associated with
forecast probabilities and manage for results more precisely. We will see an
increasingly sophisticated and quantitative version of the strategy:

Expect the mean,
Hedge the extreme;
Use the forecast,
To go in between.
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Weather and Climate and the Power
Sector: Needs, Recent Developments
and Challenges

Laurent Dubus

Abstract Weather and climate information is essential to the energy sector. The
power sector in particular has been using both observations and forecasts of many
meteorological and hydrological parameters for several decades. In the last
10 years, a clear upward trend has been observed in the number, complexity, and
value of data provided by National Meteorological and Hydrological Services
(NMHSs) or produced by the energy sector itself. Much progress has been made,
especially in the medium-term and longer time ranges; the development of reliable
probabilistic forecasting systems has allowed many improvements in demand and
production forecasts, although there is still a lot to do because of the difficulty in
integrating probabilistic weather forecasts in management tools. In addition, the
rise of renewable energy (RE) production systems, in particular wind and solar
energy, has emphasized new needs for more accurate and reliable short-term
forecasts, from real-time to a few days ahead. Rapid fluctuations in wind and solar
radiation at local scale certainly raise a serious problem for the management of
power grids. Significant and swift improvements in local forecasts, at hourly or
even sub-hourly time step, become increasingly important and will be among the
drivers for the large-scale development of RE systems. In this paper, we present
some important results concerning monthly ensemble forecasts of temperature and
river streamflows in France. We then point to the principal needs in weather
forecasting associated with the development of RE. We also discuss the impor-
tance of collaboration and relationships between providers and users of weather,
water, and climate information.
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1 Introduction: The Power Sector is Increasingly Weather
Dependent

The power sector is constantly evolving and this has, in particular, been the case in
the last 15 years in France, because of the liberalization of the energy market. In
addition to physical constraints on the systems, financial factors have become ever
more important, bringing even greater complexity to an already complex opti-
mization problem.

Most utility operations are influenced by climatic variables: demand of course
depends on temperature, either for heating in winter or cooling in summer; RE
production depends on the respective source (wind for wind energy, solar radiation
for solar energy, precipitation and river discharge for hydropower, etc.) (Fig. 1)

The importance of weather and climate for economic activity has been the
subject of many studies (Marteau et al. 2004; Teisberg et al. 2005; Dubus 2007;
Lazo 2007; Rogers et al. 2007; Dutton 2010; Frei 2010, etc.). French energy
companies gave figures explicitly on the climatic impact on their activity for the
first time in 2010, in their corporate results communication. Electricité De France
(EDF), the French leading power company, in particular, evaluated the impact of

Fig. 1 Aerial view of Migouélou dam and lake, � EDF, Gilles De Fayet
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weather on the variation in sales and EBITDA1 (EDF 2011). In 2010, more power
was sold, in particular due to cold conditions in winter, and this resulted as a
positive impact on both indicators (+€337 million on sales and +€215 million on
EBITDA, respectively). Both demand and production in fact depend on weather.

Power demand depends foremost on air temperature, as shown in Fig. 2 which
represents, for October 2011 to March 2012, the time evolution of the average
temperature over France and of power demand (together with the climate normal
and the anomaly with respect to this normal). There is a clear correlation between
both variables: when temperature decreases, power demand increases and vice
versa. This relationship is commonly defined as the ‘‘demand gradient’’. In France,
the winter gradient is 2,300 MW/ �C2at around 7:00 PM (the time of peak demand
in winter).This means that for an extra anomaly of -1 �C (or respectively +1 �C),
the demand (and hence, the production required to meet it) increases (respectively
decreases) by 2,300 MW, which corresponds to twice the electricity consumption
of a large city such as Marseille (*850,000 inhabitants). The value of this gradient
depends on both the time of day and the day of the year. In summer, the maximum
value is 500 MW/ �C and is reached at around 1:00 PM.

Clearly, power generation also depends on climate variables. Temperature and
river flow determine the cooling capacities of (standard and nuclear) thermal
power plants which are located along rivers. Summer heat waves and/or low river

Fig. 2 Temperature and peak demand in France. Data from Météo-France and RTE (www.
rte-france.com): normal temperature (grey dotted line), daily temperature (black dotted line),
temperature anomaly (bars), and daily maximum demand (solid black line)

1 Earnings Before Interest, Taxes, Depreciation, and Amortization.
2 The power of a production unit is expressed in megawatts (MW). A nuclear plant has a
production capacity of 900–1,600 MW, depending on the technology; the production capacity of
a typical windmill is around 1–5 MW.
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water levels, as in 2003, can reduce cooling capacity and thus entail a reduction in
production capacity (Dubus and Parey 2009).

The influence of weather parameters is also crucial for RE sources (hydro,
wind, and solar). Figure 3 shows the hydropower generation potential for four
different years. In addition to a strong seasonal cycle, the production capacity is
also marked by a strong interannual variability: in the last 25 years, the difference
between highest and lowest annual generation potential was 23 TWh, for a the-
oretical maximum generation of 44.4 TWh.3 In 1994, for instance, the autumn was
characterized by many perturbations affecting most watersheds, and then strong
precipitations that explain the high level of production capacity for this particular
year (redline on Fig. 3).

In order to meet both the major challenges facing the power sector (IEA 2011)
and political objectives, it is necessary to vastly develop wind and solar power
production over the next 30 years. Due to their fluctuating nature, however, wind
and solar energy cannot be scheduled in the same way as conventional power
plants. This can lead to security problems for the networks and hence to power
disruption for customers. Improving the quality of production forecasts is therefore
crucial, to enable the development of solar and wind energy suited to the chal-
lenges of climate, energy demand and fossil fuel prices in the decades ahead (see
also the chapters by George and Hindsberger, Love et al., Renne, Gryning and
Haupt in this book).

Demand and production forecasts are thus crucial to the management of power
systems, at all timescales. The new market organization over the last 15 years has
even emphasized the need for longer term forecasts, in order to optimize the use of
the different production means, in particular hydropower reservoirs. This paper is
organized as follows: parts 2 and 3 respectively present some recent results from
monthly forecasts of temperature and river streamflows in France and show their

Fig. 3 From EDF’s
Financial communication,
2011/02/15. Monthly
evolution of hydropower
generation potential (TWh),
for five different years

3 1 TWh (Terawatt. hours) = 1012 W-h, is a measure of energy, the product of power capacity
and the time during which it runs (maximum 8,760 h per year).
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improvement in quality, with respect to current reference forecasts. Part 4 discusses
some important challenges in the coming years, to improve the use of probabilistic
forecasts and the quality of short-term forecasts for RE. The conclusion summarizes
the results and gives some important points about collaboration and partnerships
between providers and users of weather and climate information.

2 Probabilistic Temperature Forecasts of a Few Days
to One Month

As seen above, power demand in France depends on air temperature, the winter
peak time gradient being on average 2,300 MW/ �C, and around 500 MW/ �C in
summer. Temperature forecasts are therefore crucial to the supply/demand balance
optimization problem. Deterministic forecasts from Météo-France and the Euro-
pean Center for Medium-range Weather Forecasts (ECMWF) are used routinely
for short-term forecasts (Dubus 2010). For more than 10 years now, EDF has been
using ECMWF EPS 14-days temperature forecasts and it seemed natural to test the
benefits of using longer lead-time forecasts. Figure 4 illustrates the advantages of
probabilistic versus deterministic forecasts. The plots represent two different
forecasts, up to 14 days, of temperature averaged over France. The color corre-
sponds to the density of the 51 runs of the ensemble predicting the corresponding
temperature. For March 5th 2010 (left panel), the forecast dispersion is small,
indicating a rather predictable situation, and the ensemble mean (red line) is very
close to the a posteriori observed temperature (green line; the blue dotted line is
the climate normal for that period): the difference between observation and fore-
cast, up to day 9, is less than 1 �C. In this case, using the ensemble mean as a
single deterministic forecast seems quite reasonable and would not lead to large
errors, at least up to day 10. On the other hand, the forecast made on February 3rd

Fig. 4 14-day probabilistic forecasts of temperature over France, from ECMWF VarEPS system
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2010 (right panel) shows a marked bimodal distribution: most of the ensemble
members being around the normal (blue dotted line), with a few indicating much
lower temperatures (8 �C lower than the climate normal on February 11th). As
shown by the observed values (green curve), the ensemble mean in red is, in this
case, far from the observation: on the 12th, the error made using this crude
deterministic forecast is 7.1 �C, equivalent to some 16,300 MW at demand peak
time or 16.5 % of France’s total installed capacity. Taking into account the whole
probability distribution would therefore lead decision makers to act differently in
the management of the system, with an evident reduction in risk. This clearly
illustrates the superiority of probabilistic forecasts, even if the information is much
more difficult to deal with and to integrate in existing power system management
tools (see also the chapters by Mailier and Dutton in this book).

Although monthly weather forecasting was being studied as early as 1980 (Nap
et al. 1981), numerical weather predictions with this lead time only improved
significantly about 10 years ago. Since the early 2000s, ECMWF has been
developing a monthly forecasting system which is now fully integrated in the
VarEPS-Monthly system. It consists of a twice-weekly extension to 32 days of
the EPS runs, an ensemble of 51 members at the global scale. The horizontal
resolution is around 30 km up to day 10 and from then around 50 km up to day 32
(Vitart 2004; Vitart et al. 2008). In 2004/2005, a subjective evaluation of the
forecasts was conducted on the basis of the graphical charts displayed on the
ECMWF website, involving end users in the system optimization branch of EDF.
Positive feedbacks allowed to study more deeply the potential benefits of such
forecasts and to make a quantitative evaluation. A rather extensive study was
undertaken, of which only the key results are given here. The evaluation was
carried out on forecasts from October 2004, date of the operational release of the
monthly forecasting system, up to April 2012 (395 forecasts). The variable of
interest is air temperature, averaged over France (the figure is a weighted average
of 26 stations in France, with the different weights corresponding to the proportion
of total energy demand allocated to the 26 areas). Deterministic and probabilistic
scores were calculated and compared to those of 2 reference forecasts: (1) from a
historical dataset of 120 years of observed daily data, taken as a reference
climatology (this 120-member ensemble always gives the same forecast for a
given period) and (2) from a *15,000-year time series dataset, obtained with a
statistical model, which has the same statistical characteristics as the 120-year
dataset.4 These references will henceforth be called REF1 and REF2.

Classical deterministic and probabilistic scores and skill scores (Jolliffe and
Stephenson 20115) have been calculated: bias, MAE, RMSE, ACC, rank diagrams,
ROC scores, Brier Scores, and reliability diagrams. For the probabilistic scores,

4 This 15,000-scenario dataset was established to deal with probability distribution tails (e.g.,
1 % quantile), which cannot be estimated accurately with only 120 years of data.
5 See also the web site maintained by Beth Ebert at http://www.cawcr.gov.au/projects/
verification.
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different events were considered (Temperature anomaly \-4 �C,
\-2 �C, \0 �C, [+2 �C, and [+4 �C; Temperature anomaly \20 % percentile
of the climatological distribution and [80 % percentile of the climatological
distribution). The verification of each set of forecasts is made against a posteriori
observation of temperature, weight-averaged over the 26 reference stations
according to the aforementioned procedure.

Figure 5 shows the yearly evolution of two deterministic scores (Root Mean
Squared Error and Anomaly Correlation Coefficient) for weeks 1–4 of the fore-
casts, together with those of the forecasts REF1 and REF2. Monthly forecasts
display better scores up to week 2 than REF1 and REF2, throughout the year. The
scores continue to be better in weeks 3 and 4 during winter (Dec–Jan–Feb). The
Mean Error (not shown here) is of the same order of magnitude for the forecasts
and REFs, with a yearly average value approaching 0. Evidently, these forecasts
should, due to their nature, be evaluated instead in terms of probabilistic scores,
which is presented below.

Only ROC skill scores for temperature forecasts falling below the 20th per-
centile or above the 80th percentile of the observed distribution are shown here.
Figure 6 shows the time evolution of these scores depending on lead time
(1–32 days), averaged over all forecasts.

The ROC skill scores (ROCSS) are always positive for both events, hence the
forecasts are better than the climatology throughout the period. When compared to
forecasts REF1 and REF2, the monthly system is better up to day 20 for both
events and for the other thresholds considered (not shown here), although, the
higher the amplitude of the anomaly considered (either positive or negative), the
better the monthly forecasts.

Figure 7 shows the evolution of the same ROCSS throughout the year, for each
week of the forecast. The plots show, first, that there is strong variability, denoted
by the high-frequency oscillations, even if the scores were calculated using a

Fig. 5 RMSE (left) and ACC (right) of monthly temperature forecasts over France. Weeks 1–4
of the forecasts are in brown, red, orange, and yellow, respectively. Green and blue lines are
reference forecasts (see text for details)

Weather and Climate and the Power Sector 385



smoothing procedure. Monthly forecasts are better than the reference forecasts for
weeks 1 and 2, throughout the year and for both events. Secondly, the skill of the
forecasts varies through the year, with a maximum ROCSS during winter months
(from November to March). In weeks 3 and 4 the conclusions must be moderated,
but there is accuracy up to week 3 and even week 4 in December, January, and
February, as well as in summer. This is, however, less evident in the intermediate
seasons (spring and fall). With the exceptions of June, July, and August for week 4
and June–July for week 3, the ROCSS of the monthly forecasts is always positive
and, for the majority of the time, higher than those of the reference forecasts.

The different plots and computed scores all confirm that monthly forecasts pro-
vide better information, at least up to week 3 in winter and week 2 (corresponding to
days 11–18, that is to say 4 days more than the EPS) over most of the year.

Fig. 6 ROC skill scores of monthly temperature forecasts over France (blue line), for the events:
temperature anomaly within the \20 % ([80 %) percentile of the observations. The red and
green lines are the ROCSS of the two reference datasets

Fig. 7 ROC skill scores for each individual week and REF1 and REF2 forecasts (same colors as
Fig. 4 and events as Fig. 5)
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The recent implementation of a second run of the system on Mondays has
reinforced the value of these forecasts, which have now been used in operations for
more than 3 years. The limiting factor to their use, at present, lies in the lack of
integration between the forecasts and the existing tools: the forecasts are not used
formally within the operational tools, but instead used as extra information which
aids managers in taking their decisions on the management of the power system. A
quantitative estimation of the economic benefit of such forecasts is rather difficult
to produce, because they are not yet explicitly taken into account in optimization
models. However, it is clear that these forecasts can be very useful to decision
makers, in particular to anticipate cold spells in winter and heat waves in summer.
Certain limitations have been identified and ways to progress will be discussed in
Part 4 of this chapter.

3 Improvement in Monthly River Flow Forecasts

Hydropower represents 20.6 % of EDF’s installed capacity in France, EDF being
ranked number 5 in Europe for total installed renewable capacity, at 25 GW in late
2010 (EDF 2012). Hydropower production is very important in the French power
system, as it provides a relatively partitionable energy stock, due to the presence of
high capacity reservoirs. It therefore provides very attractive flexibility during peaks
in demand. The difficulty, however, is that it is essential to manage the storage
capacities and therefore to accurately forecast the annual water cycle inflow. At a
given time, managers of the system are faced with making the optimal choice between
using the water to produce energy in response to a peak in demand, or choosing
alternative solutions as e.g. buying energy on the European market and keeping the
water available in the reservoirs, should some forecasts show that the water will have a
greater value in the days/weeks/months ahead. The problem is not only a question of
financial optimization, but perhaps more importantly a physical problem, because
rivers have to be managed in coordination with other users (agriculture, tourism, etc.)

Operational forecasts of river flow and water stocks are therefore crucial for the
managers of the system. At present, they are generated everyday for the next
7 days, using deterministic and probabilistic forecasts from Météo-France and
ECMWF, through an analog method (Zorita and von Storch 1999; Obled et al.
2002; Paquet 2004; Andréassian et al. 2006). Following from the studies made on
temperature and reported in part 2, it was decided to evaluate the usefulness of
ECMWF monthly forecasts for river flows. These were generated using the same
analog method. For each of the 32 days and 50 members of a forecast, the method
uses the geopotential fields forecasts at 700 and 1,000 hPa (Z700 and Z1000
respectively) over North Atlantic/Europe and search for analogs in the NCEP
reanalysis. Fifty analog dates are kept for each member, so that it produces 2,500
analog weather patterns to the current forecast. The assumption, then, is to
consider that for a given large-scale circulation pattern, the local precipitation
and temperature at the given site will be the same. Then, referring to EDF’s
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high-quality precipitation and temperature database from 1953 to 2010, one
obtains 2,500 precipitation and temperature forecasts for each time step and each
station point considered. The study presented here focused on 43 basins, presented
in Fig. 8, and forecasts from October 2004 to April 2010 (291 forecast dates).

A preliminary comparison of direct ECMWF model precipitation forecasts and
analog forecasts showed that the analog method improves the local forecasts of
precipitation on average over all basins, and over the course of the year. Similar
results are observed for 2 m temperature (not shown here). Figure 9 shows the
relative gain in ROC skill score taking analog forecasts of precipitation, with
respect to the nearest ECMWF grid point forecast, for different events, averaged
over each week (1–4) of the 291 forecast start dates. The improvement varies
between 2 % for the central tercile in week 4 and about 18–20 % for week 1 and

Fig. 8 Locations of the 43 basins considered for the monthly forecasts of precipitation and
stream flows

Fig. 9 Improvement in
precipitation forecast ROCSS
for analog versus ECMWF
raw forecasts
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for more extreme events (in the lowest 10 % and highest 90 % of the climato-
logical distribution). Naturally, some local and seasonal discrepancies exist, but
the improvements with the analog method are obvious.

The precipitation and temperature forecasts thus obtained are then used in the
MORDOR hydrological model (Paquet 2004), to forecast river flows. The model is
initialized with observed conditions (water stocks, observed inflows, snow stocks,
etc.); the acquaintance with these initial conditions allows the model to make
rather good forecasts in mountainous areas in spring, where flow is determined by
the melting of the winter snow stock when temperature begins to rise. Of course,
the quality of the model is not as good in plains and during the other seasons,
because the flow is then less determined by initial conditions, but rather by direct
precipitation. During the integration, the hydrological model requires temperature
and precipitation forecasts. The current method, for lead times longer than 7 days,
consists in using historical time series (1953–2010) in an ensemble climatological
approach. It will henceforth be referred to as REF. The alternative method, tested
here, is to use the monthly forecasts obtained using the analog method with
ECMWF forecasts (referred to as ANA below). A third method can be used, which
consists simply in using the streamflow climatology as a forecast (this CLIM is
obtained from the 1953–2010 streamflow database).

Figure 10 shows forecasts of the monthly cumulated streamflow obtained with
the three methods (CLIM, REF, and ANA) described above, and the observed
values (in green) for the river Durance at Serre-Ponçon (French Alps), for the 291
start dates. This plot is a typical one, and summarizes the overall results: first, both
REF and ANA methods give better results than the CLIM method, because they
are based on the hydrological model, which takes advantage of the acquaintance
with initial conditions and the physics of the water cycle. Considering only these
two versions of the MORDOR model, monthly forecasts coupled with the analog
method allow a better simulation of the inflows: in particular, they provide a
narrower dispersion of the forecasts with respect to the observed time series (REF

Fig. 10 Monthly cumulated inflow forecasts for CLIM (grey), REF (orange) and ANA (blue)
methods, for the river Durance at Serre-Ponçon. Observed values are in green dots
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method). This dispersion is nonetheless sometimes too narrow and there are some
outliers, but these generally correspond to extremely high inflows due to specific
floods, which are very difficult to forecast more than a few days in advance. In the
autumn of 2008, for example, the observed inflows were outside of the climato-
logical distribution. There are some examples in which, even if ANA does not
forecast high enough inflows, larger values are given than with the REF method.
Overall, the most noteworthy point is that the ANA method was much more
accurate during the last five autumns, which were characterized by very low water
levels: the REF method considers the last 58 years of temperature and precipita-
tion, whereas the ANA method only incorporates the most similar examples with
respect to the current large-scale atmospheric pattern, thus excluding not relevant
situations from the past.

This study shows, therefore, that even if the raw precipitation forecasts from
ECMWF are not very accurate beyond days 10–15, post-processing, via an analog
method applied to geopotential fields, can significantly increase the skill of pre-
cipitation forecasts and subsequently of water level forecasts. Another important
consideration is that better results are obtained when forecasting monthly cumu-
lated inflows, rather than daily time series, in accordance with the general result
that long lead-time forecasts have better scores when one looks at integrated
measures (Troccoli 2010).

The method used here has already been extensively tested in its 7-day opera-
tional configuration, with different predictors, distance criteria (to define analogs),
and other key parameters. Although further refinements could be possible, it
already gives positive results and has now been released operational. In addition to
the better management of hydropower on a monthly timescale, the forecasts can
also be used to schedule maintenance operations on dams and production units. An
economic assessment of the benefits of such a revised model is planned, even if a
difficult exercise.

4 Some Challenging Problems

NWP models have significantly improved in the last 10–15 years, in particular at
lead times between 10 days and 1 month. In parallel, many efforts were made to
better assess the quality and benefits of weather and climate forecasts in conjunction
with the sector’s economic needs (Dutton 2010; Lemaître 2010; Buontempo et al.
2010). If National Meteorological and Hydrological Services(NMHSs) are pursu-
ing the development of forecasting systems, their customers play (or should play) an
important role in defining the priorities to be addressed, in order for their needs to be
answered. The paragraphs that follow emphasize some key considerations for the
energy sector.
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4.1 Further Use of Probabilistic Information

Ensemble forecasting is now routinely processed in several NWP centers and used
in many sectors: energy, insurance, tourism, etc. (Dutton, in this book). Associated
with increasing computational power, it has allowed the limit of predictability to
be pushed beyond the 2 weeks suggested by Lorentz in 1963 (Buontempo et al.
2010), as was demonstrated for example in parts 2 and 3 of this chapter. However,
one has to deal with several problems when using ensemble forecasts in opera-
tional applications.

First, existing tools are often complex systems, with a long history of devel-
opment and evolution, as is the case with supply/demand optimization models in
the energy sector (Dereu and Grellier 2009; Hechme-Doukopoulos et al. 2010;
Charousset-Brignol et al. 2011). The integration of weather ensemble forecasts, for
example those from the ECMWF VarEPS-Monthly system, is a difficult task
because users’ systems were not initially built to use such information. In addition,
probabilistic information from ensemble forecasting systems is not simple to
understand and manipulate for end users, who often have to deal with much
information, from many different sources, in real-time decision-making processes.

A second limitation in the use of ensemble forecasts comes from the restricted
number of members (typically, 51 at ECMWF). Although this is considered to be
sufficient from a meteorological point of view, probabilistic forecasts are notably
used to assess extremes, but calculating for instance the 1 % percentile of tem-
perature distribution from 51 members is not straightforward. Current methods
generally make the assumption that the temperature is normally distributed and use
the mean and standard deviation of the 51 members to then estimate the necessary
quantiles. This method gives accurate results as long as the temperature anomaly is
not too significant, but can lead to suboptimal decisions when the deviation from
normal is significant or when the forecast distribution is bimodal and hence very
different from a Gaussian distribution, as is the case in Fig. 4. An internal study
has shown that extreme quantiles of temperature distributions can be better esti-
mated using a kernel density estimation and bootstrap resampling from ECMWF
EPS ensembles. Further work and research is therefore needed to improve the
estimation of forecast distributions from a finite number of members, in particular
for distribution tails. As this will have to deal with extreme forecasts and risk
optimization, it is a sensitive point which may bring extra value to probabilistic
weather forecasts. In addition, ‘‘jumpiness’’ in successive forecasts is very often
equated with ‘‘bad’’ forecasting by end users. As stated in Persson and Riddaway
(2011), this is a natural characteristic of NWP models, but ways should be found to
avoid conveying it to end users, in order to prevent confusion and misunder-
standing. A third important point is linked to the fact that optimization models in
the power sector generally need the same type of information, whatever the lead
time; in particular, temperature information is used at a 3 h time step, for lead
times of 1 day to 1 year. If weather forecasts are used up to days 12–14, historical
time series (observations) are used in annual optimization models. In the same vein
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as the seamless forecasting concept developed in NWP (Vitart 2004; Rodwell and
Doblas-Reyes 2006; Buontempo et al. 2010), research is under way to find solu-
tions to achieve consistency between medium-range and annual forecasts. The
initial idea, unsurprisingly, is to use medium-term forecasts at the beginning of
the annual ones, rather than running independent simulations, but this raises the
question of how to combine 14 days of 51 members’ forecasts with (e.g.,)
100-year-long daily (observed) time series.

Long-term investment strategy and planning are important for the energy
sector, with the scope between 10 and 50–60 years ahead. For the longest ranges,
climate projections are used. For instance, EDF uses IPCC and CMIP scenarios
and complex statistical methods to estimate future extreme temperatures in France
and in the UK, in the context of climate change (Parey et al. 2007). Projections are
also very important to aid decision-making processes for the next 10–30 years.
Renewable energies investment or the adaptation/reinforcement of current facili-
ties and networks require information about the probable climate for the next
couple of decades. Decadal predictions for the next 10 years have been used by the
UK Met Office to help the energy sector in the UK (Buontempo et al. 2010).
Météo-France has developed a method which consists in extrapolating observed
trends of the last 30 years to the next decade and then creating a new climatology,
centered on the extrapolated mean with the past variability. The homoscedasticity
assumption seems fair for extrapolation one decade ahead, but it would need
deeper investigation for longer term projections. This method has the advantage of
not using decadal climate predictions, which are not yet mature and about which
many questions still remain. However, this emerging field of research seems
promising and many efforts are currently under way to develop climate services
applicable to economic activity, such as the EU FP7 EUPORIAS6 project for
instance.

4.2 Local Short-Term Forecasts for Renewables: Wind
and Solar PV Power

Although the global use of energy is critical to contemporary human society, the
power involved is quite small compared to that in the Earth’s environment (Dutton
2010). However, extracting this ‘‘natural potential’’ energy is far from trivial due
to its unequal distribution over the Earth, technical challenges, and the charac-
teristics of the different sources. The projected growth of renewables in the
decades ahead (IEA 2011) will, moreover, make energy systems increasingly
dependent on weather and climate, which calls for a rapid improvement in pro-
duction forecasting. In particular, the most mature technologies, wind and solar

6 ‘‘European Provision of Regional Impact Assessment on a Seasonal-to-decadal timescale’’,
www.euporias.eu.
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energy, are largely dependent on weather conditions. Therefore, research and
development is essential to assist energy companies in developing these produc-
tion means, by improving the reliability of integrating these variable resources and
improving economic feasibility (Mahoney et al. 2012). Due to the characteristics
of wind and solar radiation, the problem is complex and multi-faceted: both
parameters vary quickly in time and space with non-linear impacts on the corre-
sponding power generation.7 Figure 11, for example, shows 4 typical daily profiles
of photovoltaic power production at a single site on the Réunion Island (Indian
Ocean). For reviews on wind and solar energy forecasting, one can refer to Lei
et al. (2009), Lorenz et al. (2009), Heinemann et al. (2006), and the chapters by
George and Hindsberger, Renné, Lorenz, Gryning, Haupt and Coppin in this book.

With the correct weather information, it is generally possible to make rather
good power generation forecasts, even though the weather/power relationship is
non-linear. Figure 12 shows 1 year of daily photovoltaic (PV) power production at
one site on the Réunion island, estimated with two different statistical models
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Fig. 11 Typical daily profiles of PV power production at a site on the island of Réunion
(10 mins’ data)

7 Wind power, for instance, varies with the cube of wind speed.
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(a multi-linear regression model, and a Multivariate Adaptive Regression Splines
based model), and with forcing provided by observed solar radiation from the
nearest Météo-France station. Although neither model is perfect, the power pro-
duction can be modeled with good accuracy as long as the input weather variable
is ‘‘good.’’ However, when switching from observations to forecasts from NWP,
the results are different and model errors grow very markedly. Over the Réunion
island, an internal study showed that RMSE can reach 50 % of the average power
production at day +1. When considering production at a number of sites dispersed
over a large area (a country for instance), the spread allows a significant reduction
in the errors, by a factor of *3 for example over France or Germany, in com-
parison with a single site. However, in small areas like islands, this averaging
effect does not exist; hence local forecasts suffer, in particular, from the lack of
resolution in NWP models. Model deficiencies and weather characteristics com-
bine to make the forecasting problem very difficult. Evidently, predictions for
locations such as the Réunion island, which are characterized by a very sharp
orography and complex convective systems, are even more difficult to make.

However, recent studies showed that significant improvements are possible and
involve the integration of multiple technologies. Mahoney et al. (2012) in par-
ticular (see also the chapter by Haupt in this book) have developed a complex
system which takes advantage of the respective prediction capacities of its dif-
ferent components across the different forecast horizons. Such a system is not
commonly used by energy companies at present, because it requires substantial
computational resources and many sources of information (about both weather and
power production) which are not universally available.

Very short-term prediction is also of great importance, because grid operators
need to know, in real-time, how the whole power system will behave in the coming
minutes to hours: if some production from a site is to decrease (or increase), the
system manager has to adjust other production means, in order to ensure the

Fig. 12 Observation (x-axis)
versus forecasts (y-axis) of
PV power at one site on the
Réunion island. Red dots
multi-linear regression
model; blue dots Multivariate
Adaptive Regression Splines
model. Both models are
forced with observed solar
radiation data from the
nearest weather station
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equilibrium of the system. If the manager does not do so, there are risks to the
stability of the grid and a subsequent risk of black-out. For these very short lead
times, NWP is useless because models run, in general, from every 6 h (for global
models) to every hour (for high-resolution limited area models). For this reason,
other forecasting methods are generally used, based on real-time weather obser-
vations, both in situ measurements and satellite data and images (Gauchet et al.
2012; Lorenz et al. 2012) on the one hand and recent power production on the
other. The latter type of data, in particular, seems promising because it only
requires the real-time management of a utility operation’s own data. Gomez
Berdugo et al. (2012) showed that using only past production measurements allows
forecasts up to 3 h with better accuracy than, for example, persistence. This type of
method appears particularly interesting when collaboration between neighboring
sites is used in the model, which requires centralized or distributed communication
architecture. Of course, combining production data and weather data should fur-
ther increase forecast skill, and further efforts are needed to develop such methods.

Studies (e.g., Mahoney et al. 2012) have shown that improvements in power
production forecasting would provide significant financial benefits which would
facilitate the faster development of renewables. In order to accommodate a deeper
penetration of RE sources into power networks, many challenges still have to be
addressed: first, it is essential that weather forecasting centers should provide
better forecasts of wind speed at wind turbine height, and of solar radiation.
‘‘Better,’’ in this case, means of higher resolution, both in time and space. Natu-
rally, these forecasts should be delivered in a timely manner, so that the lead time
of the forecasts is sufficient for them to be taken into account by system man-
agement operators.8 A particularly important point is the prediction of ramps (very
rapid fluctuations in power production due to snap changes in wind or solar
radiation), which can have serious consequences for grid stability or even cause
physical damage in the case of wind turbines. In addition to improving wind and
solar radiation forecasts, RE development requires high-quality observations in the
dimensioning phase of the projects, in order to evaluate the potential resources.
The development of offshore wind energy, in particular, demands offshore wind
observations at 100 m height, or, even better, vertical profiles from the surface to
200 m. These are only some examples, and there is no doubt that new data and
forecast variables will become essential to the power sector in the future.

8 For example, a D ? 1 forecast at Réunion should be available for the grid operator no later
than 16:00 local time on day D, and provide information up to D ? 1 at 20:00 local time, in order
to be useful. This means that the forecast should be issued at 10:00 UTC up to H ? 30,
considering a running delivery time of 2 h and the 4-h time lag at Réunion. At the moment,
forecasts from Météo-France are issued at 00:00 UTC and 12:00 UTC, for H to H ? 30 with the
AROME model. In the first case, the forecast does not completely cover D ? 1; in the second
case, the D ? 1 forecast is complete, but arrives too late to be taken into consideration in the
planning of the operators.
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5 Conclusion: Importance of Collaboration Between Users
and Providers

The energy industry is exposed to weather and climate variability in the whole
range of its activities. The impacts concern all time and space scales. The sector is
one of the most important users of weather and climate information and forecasts,
and its rapid evolution constantly creates new needs. Long-range forecasts (sea-
sonal to annual and even decadal) become ever more important to the—physical
and financial—optimization of the systems, especially for temperature and pre-
cipitation, which drive demand and hydropower production. Notwithstanding this,
wind and solar radiation observations and short-term forecasts have also become
invaluable, and their quality will certainly be among the drivers for the develop-
ment of RE in years to come.

Scientific progress on its own is not sufficient to increase the value of weather
forecasts. There are, in fact, three ways to increase this value (Lazo 2007; Rogers
et al. 2007): by increasing forecast quality, by improving communication between
providers and users, or by improving the decision-making processes. Each of these
three components may be improved separately, but the whole process is undeni-
ably more efficient if the whole chain is improved. This can only be achieved if a
close collaboration is set up between the parties. Although state-of-the-art scien-
tific knowledge may put some limitations to possible developments, it remains that
the users’ needs should be taken into account upstream, and then considered in an
iterative process. Only this kind of collaboration can ensure an improvement of
operational decision-making processes.

Further communication, collaboration, and partnerships between NMHSs and
energy companies are then essential. These synergies will allow to develop better
answers to operational needs, but also to add extra value to services provided by
weather agencies. Finally, it will be beneficial to the entire society.
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Unlocking the Potential of Renewable
Energy with Storage

Peter Coppin, John Wood, Chris Price, Andreas Ernst and Lan Lam

Abstract The role of storage in managing the variability in wind, solar and wave
energy generation is well understood. Shifting energy from periods of high gen-
eration to low generation is seen as an ideal role for storage. However, the rapid
fluctuations in wind and solar generation with periods less than 1 h can lead to
very significant problems on the grid, reducing carrying capacity of lines and
increasing the amount of spinning reserve and regulation services required to
unachievable levels. A number of electrical storage technologies which are aimed
at removing these rapid fluctuations are now being successfully demonstrated at
the MW-scale. The various storage technologies are outlined and an example of
wind smoothing system is examined in detail.

1 Introduction

The issue of how to cope with the inherent variability in renewable energy gen-
eration from weather-driven sources such as wind, solar and wave is well known.
Shifting energy from windy or sunny days to those with less wind or sun is seen as
an ideal role for storage utilising technologies such as pumped hydro and com-
pressed air. The current power generation, transmission and market systems are, in
fact able to cope with these longer term trends over several hours or days while
variable renewables remain at modest penetration levels. The more pressing issue
is fluctuations in wind speeds with periods of 1 h or less which occur during highly
convective or stormy weather conditions. Similarly, intermittent cloud can produce
very sharp changes in PV solar power generation. These conditions can lead to
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very significant problems on the grid, reducing carrying capacity of power lines
and increasing the amount of spinning reserve and regulation services required to
unachievable levels. The only alternative is to curtail the renewable generation
which is already being done in several markets.

A number of electrical storage technologies are being developed to both remove
these rapid fluctuations and provide support to grid systems with large amounts of
solar and wind power. Most of these are now being demonstrated at the MW-scale.

Whilst the variability of renewable energy sources such as wind and solar is
well known, what is less understood is that the variability occurs over a wide range
of timescales, including quite short timescales. The longer timescale variability
(longer than 1 h) is associated with the passage of weather systems and daily
cycles and the shorter timescale variability (shorter than 1 h) is associated with the
turbulence or gustiness of the wind. The longer timescale variability in wind power
can be mitigated by moving energy from periods of high generation to times of
lower generation. The shorter timescale variability in wind power can cause
instabilities in the power system.

Figure 1 shows the consequences of longer timescale variability in an exami-
nation of generation sources in the German grid from a week in Summer 2012
(Burger 2012). Clearly, the contribution of wind and solar power to satisfying the
load is continuously varying. Longer-term storage, such as pumped hydro can play
a significant role at these timescales.

Figure 2 shows short-term variability in wind power and the predicted conse-
quences. It shows some modelling results, calculated in 2004 by NEMMCO,
predicting flows in the main interconnector between the states of South Australia
and Victoria, based on simulations of wind power production from wind speed
records. With 400 MW of wind power installed in South Australia (the approxi-
mate installed capacity at the time) there is little difference from the no-wind
power case, but with a projected 1,000 MW installed the wind power causes short-
term violation of the connector flow limits. Fast storage systems could smooth this
excess variability. The alternative solutions are to curtail the wind farm output or
reduce the interconnector flow. As of October 2011, South Australia has
1,200 MW of installed wind power.

Fig. 1 PV and Wind contribution to power generation in Germany, June 25th to July 1st 2012
(Yellow—solar, green—wind, grey—conventional). Burger (2012)
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Rapid fluctuations in generation can cause an increased demand in regulation
power, which is used to compensate between predicted demand and actual
demand. This is shown in Fig. 3, which shows the difference between the predicted
demand (the smooth blue curve) and the actual demand. Normally, the generation
is scheduled against the predicted demand and the difference (the red curve) is
supplied by separate regulation services. Wind power is generally treated as
negative demand and most systems with significant contributions from wind power
have wind forecasting systems, which calculate the likely contribution from wind.
However, these forecasting systems do not predict the rapid fluctuation component
which remains as an error, which needs to be corrected through regulation
services.

Studies by the New York Independent System Operator (ISO), predict a sig-
nificant rise in the regulation power requirement with increasing wind power on
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Fig. 2 Effect of increasing wind power in South Australia on Heywood interconnector flow—
model results (12 h sample—blue trace is background flow, pink trace is with indicated installed
wind power)

Unlocking the Potential of Renewable Energy with Storage 401



their system (Fig. 4). The Californian ISO also projected an increase in regulation
power requirement with increasing intermittent renewable energy on their system.
They predicted a rise from a frequency regulation requirement of 1 % of peak load
dispatch (approx. 350 MW) to 2 % regulation as renewables rose to 20 % con-
tribution in 2010 and to 4 % regulation required (1,400 MW) as the contribution
rises to 33 % by 2020. Regulation services are mainly supplied by peak generating
plants with high emission levels or by modulating the output of base load gen-
erating plant. This is an ideal application for fast storage systems and we will see
later that several technologies are already being trialled in this role.

In a report on the role of energy storage with renewable electricity generation,
NREL (Denholm et al. 2010) concluded that high penetration of variable gener-
ation increases the need for all flexibility options including storage. They also
concluded that it creates market opportunities for these technologies; however,
storage has been difficult to sell into the market because of the challenges it has in
quantifying the value of its services. Indeed the role which storage systems can
play in the future power grids is very diverse. A recent study by Sandia Labs (Eyer
and Corey 2010) lists 17 applications in five major categories such as Electric
Supply, Ancillary (regulation) Services, Grid System, End User/Utility Customer
and Renewables Integration (Table ES 1 from Sandia report) shows the potential
value of the application, the likely market in the USA in a 10-year period and the
timescale of the application. There is a very wide range in each case.

Figure 5 shows a similar view from a report by EPRI (Rastler 2010) which
orders the storage applications by value and indicates the size of the market. For
some high value applications, Transmission and Distribution (T&D) system sup-
port and area frequency regulation (part of regulation services), some technologies
are already economic (See Table ES-4 and Figure ES-14 in the EPRI report). One

Fig. 3 Definition of regulation services (Kirby 2004), blue trace is predicted demand, green
trace is actual demand and the red trace is the difference of the two—the regulation power
required
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Fig. 4 Regulation requirement versus installed wind power, New York ISO
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problem identified is that many technologies are still only at the large-scale
demonstration phase and need more experience to earn the trust of Utilities and
other customers.

The EPRI report also shows the range of storage applications in a diagrammatic
form (Fig. 6). This representation is intended to show that there is often an overlap
between applications in when size and timescale are considered. In fact, appro-
priately designed storage systems could provide multiple roles in a single sys-
tem—achieving so-called ‘‘benefit stacking’’ and multiplying the possible
monetary value which could be achieved. This may be essential to the initial
viability of storage solutions.

However, it is acknowledged that currently storage value is difficult to extract
when its operation may be simultaneously spread over a number of service areas.
While it may be possible to calculate the benefits in areas where there are
established markets or where there established markets—e.g. retail energy trading
in time-shifted wind and solar energy (arbitrage) and regulation services, it is more
difficult to access the value where there is strong regulation such as grid infra-
structure services and upgrade deferral. Indeed it becomes even more complex
when devices may fill both roles simultaneously.

Regulatory incentives are starting to appear. The US Federal Energy Regulatory
Commission (FERC) issued a ruling on pay for performance in October 2011,
which gives extra payment for faster ramping services, benefitting fast storage-
based services. The California State Energy Storage Bill AB2514, March 2010
now requires electrical corporations and locally owned utilities to create energy
storage systems in their distribution networks to either reduce emissions of
greenhouse gases, reduce demand for peak electrical generation, or improve the
reliable operation of the electrical transmission or distribution grid. This law
mandates storage equal to 2.25 % of daytime peak power by 2014 and 5 % of
daytime peak power by 2020.

Fig. 6 EPRI analysis of storage value (Rastler 2010)
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2 The Technologies

Rastler (2010) (Table ES-4) lists a number of technology options and costs (in
today’s terms) when applied to applications in bulk energy storage, fast frequency
regulation, renewables integration and grid support. The list of technologies which
are deemed to be commercial is quite short with many more in the demonstration
phase of development. Some examples are listed below.

For bulk energy storage (several hours duration) pumped hydro, underground
compressed air, sodium sulphur and advanced lead-acid is deemed to be com-
mercial. More innovative pumped storage systems include custom built units such
as at Taum Sauk in Missouri—a 450 MW system first installed in 1963 (Fig. 7)
and the Okinawa Yanbaru Seawater Pumped Storage System. Constructed in 1999,
this system utilises a cliff-top reservoir adjacent to the ocean to give a system
capable of a throughput of 31 MW with approximately 400 MWhr of storage.

Compressed air storage systems use reversible turbines to compress or expand air
which is stored in depleted underground hydrocarbon reservoirs, which can provide
many hours of storage. There have been two long established systems at Huntdorf,
Germany (290 MW peak power, established 1978) and McIntosh, Alabama
(110 MW peak power, established 1991). An example of commercial electrical
storage is the Sodium-sulphur (NaS) system from NGK from Japan which is rated at
1.2 MW/7.2 MWhr (6 h of storage), ideally suited to substation upgrade deferral.

Of the faster response systems, A123 has demonstrated a modular Li-ion sys-
tem rated at 2 MW/0.5 MWhr (15 min storage). This multi-purpose system can
address a range of applications such as regulation services. Beacon Power has
constructed a 20 MW/5 MWhr (15-min storage) flywheel demonstration in New
York State designed for regulation services (Fig. 8).

Fig. 7 Taum sauk 450 MW custom pumped hydro storage system in Missouri
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East Penn Manufacturing Co. through its subsidiary Ecoult has constructed a
3 MW/3 MWh (1 h storage) system utilising UltraBatteries (modified lead-acid)
for regulation services. This technology will be discussed further below. Ecoult
has also supplied storage systems to the Prosperity Solar Energy Storage Project,

Fig. 8 Beaconpower20 MW/5 MWhr(15 minstorage)flywheeldemonstration inNewYorkState

Fig. 9 Prosperity solar energy storage project, New Mexico featuring both voltage smoothing
and peak shifting
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New Mexico (Fig. 9), simultaneously providing voltage smoothing and peak
shifting of power from the 500 kW PV plant. The 500 kW/500 kWh (1 h)
smoothing system uses the East Penn UltraBattery and the 250 kW/1,000 kWh
(4 h) shifting system uses a more conventional high-performance lead-acid battery
(East Penn Unigy II).

3 A Case Study: Wind Farm Smoothing

This case study describes the energy storage trial implemented at Hampton Wind
Farm in NSW, Australia. The objective of the trial at Hampton is to smooth the ramp
rate of the wind farm before presenting it to the grid. In turn the impact objective is
to achieve higher penetration of wind and renewable energy in grid systems. While
the Hampton system smooths the energy produced ‘‘at the source’’ on the wind farm,
it is an objective of the work that the system and learning are transferable wherever
the benefit of reducing renewable energy variability exists, for example at grid
nodes (or substations) or via the provision of ancillary services generally.

The implementation a wind smoothing system followed a path of progression
from laboratory trials, through the attachment of larger scale systems to a Vestas
V47-660 kW wind turbine (Fig. 10). Stage 1, commissioned in mid 2010, con-
sisted of a custom built system rated at 144 kW/240 kWh, and which featured four
battery banks of different lead-acid battery types, including prototype UltraBat-
teries from Furukawa. Stage 2, commissioned in mid-2011, consisted of com-
mercial modular building blocks rated at 1 MW (capped 660 kW)/500 kWh
utilising East Penn UltraBatteries (Fig. 11).

Fig. 10 1 MW UltraBattery
storage system at Hampton
Wind Farm
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The UltraBattery is a hybrid energy storage device that integrates a superca-
pacitor with a lead-acid battery in one unit cell, without the need for extra elec-
tronic control (Fig. 12). This unique design, harnessing the best of both
technologies, produces a battery which can provide high power discharge and
charge with a long, low-cost life (Lam and Louey 2006).

Developed in Australia by the CSIRO Energy Transformed Flagship research
program, the UltraBattery already serves applications for use in hybrid electric
vehicles (HEVs) with further variants aimed at resolving issues of intermittency in
capturing energy produced from renewable sources. It is manufactured in various
forms by Furukawa in Japan and East Penn in the USA and is available in pro-
duction quantities. Testing by Sandia National Laboratories Single Cell Testing
under a regulation services profile has shown it to have several times the life of
conventional lead-acid batteries (Hund et al. 2012).

Initial results from the first stage of the system show that with a simple pro-
portional-integral (PI), fixed-parameter algorithm, significant reductions in rates of
change of power output (ramp rates) can be achieved. Figure 13 shows results
from 1 day with a variety of wind conditions. The lower traces show the raw
turbine input and the smoothed output when combined with the storage system.
The upper traces show the reduction in 5-min ramp rate which averages a factor of
7. The 1-min ramp rate reduction achieved by the system is a factor of 10.

Fig. 11 UltaBattery cell bank at Hampton Wind Farm
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Fig. 12 The principle of UltraBattery technology

Fig. 13 Smoothing of Wind output and ramp rate reduction with fixed-parameter controller
algorithm
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4 A More Advanced Algorithm

A more advanced algorithm system is now being developed. The system, shown in
Fig. 14, works as an adaptive scheme which allows the smoothing parameters to
be continuously changed. An offline optimising scheme is used to design the
functions used in real-time. The optimisation takes into account a number of
objectives (goals) and costs while being aware of system electrical and physical
constraints. The system can be re-optimised for each installation.

The offline learning mechanism uses a quantum particle swarm optimisation
algorithm. This is a meta-heuristic search method that copes well with highly non-
linear objective functions and lends itself to parallelisation. This allows the opti-
miser to use of all 32 cores on a CSIRO multicore-computing server. A 21-day
training data set composed of a combination of challenging periods is used to
evaluate the quality of adaptive parameter settings.

The learning engine is used to create functions for the execution engine. This
engine generates PI variables in real-time based on current conditions and derived
from the learning that are in turn provided to the storage controller and used to
generate charge and discharge commands to the batteries.

5 Advanced Algorithm Results

Initial trials show a significant improvement is possible using this approach.
Figure 15 shows the result of a simulated comparison where the standard fixed
parameter PI algorithm is run against the same wind data sample as the new

Fig. 14 Schematic of Wind smoothing algorithm development system
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adaptive algorithm. In this case, the adaptive mechanism has achieved a result
where it has achieved a superior reduction in the 5-min ramp rate over the standard
fixed parameter algorithm and significantly reduced the high frequency noise in the
signal. As a result of the training, the adaptive system recognised that wind
conditions had been comparatively low for a period and anticipated the storm front
that moved through by moving the state of charge of the energy store lower to
where it had headroom to react more efficiently, reducing sudden output changes.

The architecture approach with the adaptive mechanism allows for many
variables to be considered during the learning and for performance to be optimised
against a number of targets. For example, minimisation of battery use has now
been combined into the parameters optimised by the Hampton algorithm and
CSIRO testing has shown that using the methodology the amount of energy passed
through the energy store to achieve the ramp rate objectives can be significantly
reduced while maintaining system performance. Further developments will test
simultaneous energy shifting and smoothing by utilising the continuously variable
control parameters. There is also potential to translate this simultaneous approach
to solar PV.

6 Conclusions

Proven and emerging storage technologies have a wide variety of roles to play on
the electricity grid, particularly in integrating renewable energy. The large range of
storage timescales and capacities required give opportunities for all technologies,

Fig. 15 Comparison of standard fixed parameter PI algorithm and adaptive PI algorithm
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including performing multiple functions, simultaneously. The ability to extract
value is currently limited and further regulatory changes are needed before the full
potential of storage can be realised.
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Improving NWP Forecasts for the Wind
Energy Sector

Merlinde Kay and Iain MacGill

Abstract Weather forecasting has traditionally been primarily used in the energy
industry to estimate the impact of weather, particularly temperature, on future
electrical demand. As a growing proportion of electricity generation comes from
intermittent renewable sources such as wind, weather forecasting techniques need
to be extended to this highly variable and site-specific resource. We demonstrate
that wind speed forecasts from Numerical Weather Prediction (NWP) models can
be significantly improved by implementing a bias correction methodology. For the
study presented here, we used the Australian Bureau of Meteorology (BoM)
MesoLAPS 5 km limited domain NWP model, focused over the Victoria/Tasmania
region of Australia. The site for this study is the Woolnorth wind farm, situated in
north-west Tasmania. We present a comparison of the accuracy of uncorrected
hourly NWP forecasts and bias-corrected forecasts over the period March 2005 to
May 2006. This comparison includes both the wind speed regimes of importance
for typical daily wind farm operation, as well as infrequent but highly important
weather risk scenarios that require turbine shutdown. In addition to the improved
accuracy that can be obtained with a basic bias correction method, we show that
further improvement can be gained from an additional correction that makes use of
real-time wind turbine data and a smoothing function to correct for timing-related
issues that result from use of the basic correction alone. With full correction
applied, we obtain a reduction in the magnitude of the wind speed error by as much
as 50 % for ‘hour ahead’ forecasts specific to the wind farm site.
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1 Introduction

The past decade has seen substantial growth in the wind energy sector, and this
form of energy generation is now emerging as an important contributor to elec-
tricity generation around the world (Archer and Jacobson 2005; Sanchez 2006;
Wiser and Bolinger 2011). Weather forecasting plays a vital operational role
within the electricity industry (Feinberg and Genethliou 2005) but this has tradi-
tionally been primarily on estimating future, temperature-dependent demand. In an
Australian context, 1-hour ahead forecasts are useful because the onus is on the
grid operator to match electricity supply and demand. In other parts of the world,
the onus is more on the wind farm operator to predict output further ahead, e.g. a
day in advance. Intermittent renewable energies such as wind present new chal-
lenges with regard to the potential impacts of weather on future generation
availability. From a meteorological perspective, a particular challenge is one of
scale; at the wind farm level what is required are accurate, near real-time wind
speed and direction forecasts for a specific height over a small area, often for
remote locations subject to highly variable conditions (e.g. coastal sites). This is
not what traditional NWP models are designed to provide.

There are currently three approaches to the challenge of wind farm specific
forecasting, with the choice-dependent upon the forecast time horizon. The first
approach uses purely statistical techniques to forecast minutes to a few hours
ahead (Milligan et al. 2003; Torres et al. 2005; Potter and Negnevitsky 2006). The
second is to design new meso- and micro-scale NWPs devoted to providing local
wind forecasts. Usually, this approach involves modifying an already existing
NWP with some meso-scale development (Vincent et al. 2008). The third
approach is to devise methods that combine existing NWP outputs with real-time
local data and advanced statistical analyses to produce accurate site-specific pre-
dictions (Giebel et al. 2003; Landberg et al. 2003; Focken and Lange 2008;
Jørgensen and Möhrlen 2008).

In this work, we concentrate on the third approach and show that by taking
NWP outputs and applying a bias correction methodology we can obtain improved
predictions of wind speeds of importance to wind farm performance. The bias
correction methodology allows us to minimise systematic errors in future wind
speed forecasts by using a knowledge of the bias in errors from past forecasts. This
technique extends beyond ‘fair weather’ conditions, and we show its successful
use in predicting an extreme weather event that required shutdown of the wind
farm. The wind farm site and forecast model used in this study are described in
Sect. 2, with results obtained for the seasons spanning 2005–2006. As discussed in
Sect. 4, we have successfully managed to reduce the forecast error by 50 % by
application of the bias methodology described in Sect. 3. Some key conclusions
from this study are then considered in Sect. 5.
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2 Wind Farm Data and the Forecast Model Used in This
Study

The site used for this study is the Woolnorth wind farm, which is situated on the
west-facing coastline of the north-western tip of Tasmania, Australia at a latitude
of 40.7� S. The Woolnorth wind farm has a maximum generation capacity of
140 MW arising from two ‘stages’ of development at the site. The first stage,
known as Bluff Point, consists of 37 Vestas V66 1.75 MW wind turbines in two
rows along a 6 km stretch of coastline, as shown in Fig. 1. The second stage,
known as Studland Bay, consists of 25 Vestas V90 3 MW turbines and was
completed in 2007, 6 years after the Bluff Point site (Roaring 40s 2011). This study
focuses on the Bluff point site alone as the available NWP data and Bluff Point
wind speed and direction, and power output data cover the same time period from
2005 to 2006, a period before Studland Bay became operational. Figure 1a, b
contains the relevant geographical information regarding the Bluff Point site, with
the locations of the 37 turbines shown relative to the topography in Fig. 1a, and the

Fig. 1 (a) Geographical layout of the wind turbine groups relative to the topography;
(b) Schematic layout of the wind turbines at Bluff Point, along with the original meteorological
monitoring towers and the two nearest NWP grid points (P1 and P2); (c) The bottom inset is an
actual image of the turbines along the coastline (image courtesy of the Clean Energy Council —
http://www.cleanenergycouncil.org.au/cec/resourcecentre/casestudies/Wind/Woolnorth1.html)
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two meteorological monitoring towers (green squares) and two nearest NWP grid
points (red circles) in Fig. 1b. A photograph of part of the site is shown in Fig. 1c
highlighting the cliff top siting of the turbines.

Measurements of wind speed and direction are obtained at 10 min intervals
from a sonic anemometer mounted on the nacelle behind the blades of each of the
37 turbines. These anemometers are located 60 m above ground level. Measure-
ments from the meteorological towers at the northern and southern ends of the site
are not used in this study as their data are inferior to the turbine anemometer data,
as discussed in previous work (Kay et al. 2009). We used a 24 h time series from
12 UTC forecasts of the limited domain Vic/Tas 5 km NWP model developed by
the Australian BoM (Puri et al. 1998) for this study. To obtain better correspon-
dence between this forecast data and the measured turbine anemometer observa-
tions, two averaging processes are performed. The first is averaging of the 10 min
observations to produce hourly observations for each turbine and the second is an
averaging of these hourly observations over the set of 37 turbines to produce a
wind farm-wide hourly observation to compare to the hourly forecast for the
chosen NWP grid point. Although there are two NWP grid points in close prox-
imity to the wind farm (Fig. 1b) we focus on grid point P2 over P1. This may seem
counterintuitive at first, since P1 is at the northern tip of the site and, whereas P2 is
5 km inland from the southern tip of the site. However, we have shown in previous
work (Kay et al. 2009) that P2 more capably predicts the conditions of the wind
farm, a fact which we attribute to topographical aspects of this particular site.
More details on the layout and specifics of measurements for Woolnorth wind farm
can be found in (Kay et al. 2009).

Regarding height-related aspects of the data, the NWP forecasts were obtained
at sigma levels of 0.998 and 0.9943. The 0.9943 sigma level converts to a forecast
height of 45 m above the surface, which is the closest to the turbine anemometer
height. Our methodology was applied to this forecast height alone for this study.

2.1 Wind Speed Regime

Not all wind speeds are of equal importance in wind energy forecasting. The
expected electrical power output from a wind turbine at different wind speeds is
depicted by a power curve. Figure 2a shows the manufacturer’s power curve for
the Vestas V80 turbines at Bluff Point. A power curve can be divided into four
regions of interest, which are identified and labelled in Fig. 2a. The first region
labelled (i) is the cut-in wind speed. This is the wind speed that is sufficient for the
wind turbine to commence operation and occurs at around 3 m/s for this model of
turbine. We refer to region (ii) as the cubic region and it extends from cut-in to the
rated output point for the turbine, which is the lowest wind speed where maximum
power output is achieved. This region is known as the cubic region by reference to
the wind power equation, P = 1/2 qAv3, where q is the air density, A is the area
swept by the wind turbine blades, and v is the wind speed. The output power rises

416 M. Kay and I. MacGill



approximately as the cube of the wind speed over much of region (ii), which spans
the range 5–15 m/s, although note that the increase in output tapers off as the wind
approaches the rated output speed in order to ensure a smooth transition to region
(iii). Region (iii) is referred to as the rated output region and spans the approximate
range 15–25 m/s. In this region the power output remains constant despite further
increases in wind speed. This curtailing of output is done deliberately to prevent
structural damage to the turbine and typically involves both blade design and
active control of blade pitch to ‘spill’ the excess wind energy (Manwell et al.
2006). Region (iv) is known as the cut-off region, and the boundary between (iii)
and (iv) is called the cut-off wind speed, which occurs at around 25 m/s for this
model of turbine. For wind speeds exceeding the cut-off speed, the turbine is
shutdown to prevent structural/mechanical damage to the turbine.

In terms of forecasting, the most critical considerations are region (ii) and the
boundary between (iii) and (iv), as these are where changes in wind speed have
their greatest impact on turbine output. Of these two, region (ii) is most important,
simply because, as Fig. 2b shows, the measured wind speed sits in this region for
77 % of the time that the turbine is operating over a single year for this site.
Although Fig. 2b shows that wind speeds above the cut-off level are infrequent,
they still need consideration due to the sharp change in turbine power output that
they cause. Such large and rapid power out transitions can pose particular oper-
ational challenges for power system operation (Culter et al. 2011). In Sect. 4, we
address forecast improvements for both cases, focussing first on region (ii) due to
its greater frequency of occurrence. However, first we turn to the methodology
used to obtain those improvements in forecast accuracy.

Fig. 2 (a) The manufacturer’s power curve for the turbines on site at Bluff Point. The power
curve has been scaled to the total power output for the wind farm which is rated at 64.75 MW.
Four regions of interest are identified and labelled; (b) The inset is a frequency histogram of wind
speed for Bluff Point over the period March 2005–May 2006
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3 Bias Correction Methodology

The quality of a forecast can be quantified by a forecast verification process that
involves determining how well the forecast corresponds to the observations. There
are different measures that allow us to focus on one or many aspects of the forecast
quality (Murphy 1993, 1995), with bias being one of the measures. Bias in a
forecast means that it systematically over- or under-predicts against observations.
It is detected statistically as a difference between the means of the historical
forecast and historical observation distributions. As pointed out by Woodcock and
Engel (2005), bias is one of the key errors found in NWP forecasts.

Bias is a systematic error, which means that it can be determined relatively
accurately from an analysis of past forecasts and observations, and then corrected
for in the process of producing new forecasts. While the concept is straightfor-
ward, the most appropriate implementation is more challenging, as there are a
number of factors to consider in developing a bias correction methodology. These
include, for example, the best statistical measures from which to quantify the bias
and how to apply them, the historical data sample size and issues of forecast scale
and timing. There are numerous statistical measures to choose from to quantify the
bias, ranging from simple to complex. Initial investigations were carried out using
simple linear and multiple regression. However, both these measures were not able
to take into account sudden changes in wind speed or extreme wind speed events.
For wind speed correction, a statistical measure needs to be robust and sensitive to
extreme values as wind speed can vary quite rapidly across a wind farm site. We
therefore found the most appropriate parameter to use was the trimean or Best
Easy Systematic (BES) estimator:

BES ¼ Q1 þ 2Q2 þ Q3ð Þ=4 ð1Þ

where the quartiles Q1, Q2 and Q3 statistically divide the distribution over the
errors in the sample size into the lowest 25 % of the data, the median and the
highest 25 %, respectively (Turkey 1977; Wonnacott and Wonnacott 1977). The
errors are calculated as the observation minus the forecast. The BES is essentially
a weighted average of the error distribution’s quartiles and median, with a heavier
weighting given to the median. This approach is a compromise that allows
information about the extreme values within the distribution to not be lost but, at
the same time, does not disproportionally contribute to the applied correction.

A negative forecast error indicates an over-predicted forecast and a positive
forecast error indicates an under-predicted forecast. The calculated BES can also
be positive or negative. Therefore, before a corrected prediction (CP) can be
calculated, conditions are put in place that identify the sign of the forecast error
and the sign of the BES to ensure that the new forecast is correctly adjusted. After
sign considerations, the corrected forecast is determined by adding or subtracting
the BES from the future hour’s NWP prediction to produce a bias CP.
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The historical sample data size, also known as the bias window, can signifi-
cantly affect the level of improvement that is achieved using this approach
(Woodcock and Engel 2005). The bias window length is a sequence of time series
data that comprises a moving window of a specified length, i.e. the number of data
points that is used for calculating the BES. We have investigated the effect of bias
window length by considering four different window lengths (24 h, 48 h, 7 days
and 14 days) as shown in Fig. 3. Figure 3a, b shows two time periods within
2005–2006 of 140 and 120 h respectively to investigate the differences between
four chosen bias window lengths. At first glance, over a majority of both time
periods, there is only a minimal difference between the results obtained using the
different bias windows. There are, however, periods indicated by [*] and [#] in
Fig. 3a, where the 24 and 48 h bias windows outperform the 7 and 14 day window
length. This is more evident in Fig. 3b, where for at least half of the time period
the 24 and 48 h bias window outperforms the 7 and 14 day windows, indicated by
[**]. Figure 3c, d shows the forecast error for the uncorrected prediction, 24 h and
48 h bias windows for the time periods shown in Fig. 3a, b, respectively. There are
times when the 24 h window is a better performer in Fig. 3c as indicated by [#],
and other times when the 48 h prediction has a smaller error. This same trend is

Fig. 3 (a) A 140 h time period during 2005–2006 illustrating the effects of bias width for
windows of length: 24 h, 48 h, 7 days and 14 days for the corrected prediction methodology;
(b) A 120 h time period during 2005–2006 illustrating the effects of bias width for windows of
length: 24 h, 48 h, 7 days and 14 days for the observations, prediction and corrected prediction
methodology; (c) Forecast error for the same period as in Fig. 3a; (d) Forecast error for the same
period as in Fig. 3b
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evident in Fig. 3d as indicated by [*], but overall the 48 h bias window gives
slightly better performance than the 24 h bias window. We find that increasing the
bias window beyond 48 h resulted in a minimal decrease to the resulting forecast
accuracy, and as a result, we completed the remainder of our study with a 48 h bias
window.

The bias correction methodology described above, when implemented alone,
enhances the forecast accuracy, as we will show. However, further improvement
can be obtained by applying an additional correction to account for spatio-tem-
poral factors. For example, NWP models often produce hourly forecasts, which are
not adequate for capturing sudden changes in wind speed or direction (e.g. the
arrival of a rapidly moving frontal system). The resolution of NWP models is also
often too coarse to predict the fine scale winds that a wind farm may experience
(Archer and Jacobson 2005), and the NWP forecast grid point is typically not at
the exact location of the wind farm either. These factors are not taken into account
in the simple bias correction methodology above, and although the resulting CP is
an improvement on an uncorrected forecast, it can still be far from ideal. There-
fore, after an initial bias correction is applied via the methodology above, we apply
an extra correction (referred to in the text below as a Double Corrected Predic-
tion—DCP) to the bias CP to improve not just the accuracy, but also some of the
timing and scale errors, associated with the forecast.

The DCP is implemented by taking the weighted sum of the CP and an
observation Ot made some time t earlier:

DCP ¼ aOt þ 1� að ÞCP ð2Þ

where the smoothing factor 0 \ a\ 1. Because the observations are obtained at
10 min intervals we take Ot as the observation at 10 min to the hour at which CP is
made. For the work we have reported here we used a = 0.5, which we have found
provides the best results for both cases where the forecast errors are large and
small. A detailed study of how t and a influence the accuracy of the DCP will be
the subject of future work.

4 Results

We begin by presenting the results from a study of the performance of the CP and
DCP forecasts for everyday operation of the wind farm. This involved comparing
the performance of each of the prediction methods over the 72 h period 27–29 July
2005; the results are shown in Fig. 4a, b. In Fig. 4a, we present the NWP pre-
diction and the CP and DCP results obtained using a 48 h bias window. For most
of the period shown, the deviation in wind speed between all three forecast
methods and the observations is relatively small, but there are two regions high-
lighted [*] and [#] that demonstrate the improvement that can be obtained through
bias correction, and its potential importance. The first, labelled [*] occurs late in
the period and here there is a large deviation between forecast and observation,
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particularly for the uncorrected and CP forecasts. At only 5–10 m/s, these wind
speed errors may seem insignificant, but it is important to bear in mind that they
occur in regions (ii) and (iii) of the power curve where fluctuations in wind speed
have their greatest effect on real or predicted output. The observed wind speed
occurs in region (iii) of the power curve that corresponds to rated power (operating
at full capacity); however, the uncorrected forecast is below this region and would
therefore predict that the wind farm would be operating below full capacity.
Predictions of future wind output can play a significant role in appropriately
committing (starting) and dispatching other generation to meet expected demand.
Although the CP forecast is an improvement on the uncorrected forecast, the DCP

Fig. 4 (a) Observations for Bluff Point, the NWP prediction and the CP and DCP forecasts with
a 48 h bias window for the corrected predictions for the period 27th–29th July 2005; (b) The
magnitude wind speed error for all predictions (original and corrected) over the 27th–29th July
2005 to give a closer look at the difference in error statistics between all prediction methods for
this time period
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forecast fares much better, highlighting the importance of taking the scale and
timing issues discussed earlier into consideration in the correction methodology.
The second region, labelled [#], features a smaller magnitude of discrepancy
between forecast and observation but highlights a benefit of having delayed
observation data as a component of the correction, as in the DCP implementation.
The benefit is that the trend is more correct, as both the uncorrected and CP
forecasts show a minima for [#], whereas the DCP shows a maxima as the
observation does. A similar event occurs approximately 10 h later. Note that when
the observation exceeds 10 m/s in Fig. 4a the NWP forecast is an under-predic-
tion. This is especially notable on the last day of the dataset in Fig. 4a.

To more clearly demonstrate the effectiveness of the DCP over CP, in Fig. 4b,
we plot the magnitude wind speed error for the uncorrected, CP (48 h) and DCP
(48 h) forecasts over the same time period in Fig. 4a. There is a clear skew
towards positive errors that represents a tendency for under-prediction within the
framework used for calculating errors in this chapter. However, the most notable
aspect is that the DCP error is generally *50 % smaller than the other two
methods throughout the 72 h dataset. This improvement holds potential signifi-
cance for wind farm management and the scheduling of controllable (dispatchable)
generation within the power system to meet future demand. Improving wind speed
forecasts will facilitate the successful integration of wind generation within the
electricity industry.

We now extend the time period studied from 3 days to 3 months to demonstrate
that the enhanced effectiveness of DCP holds more generally. In doing so, we
change the data presentation such that in Fig. 5a, b, c we plot the prediction error
versus the predicted wind speed from that particular correction for each hour
where the observed speed is between 5 and 15 m/s. Figure 2 shows why this wind
speed range was chosen—it is within the cubic region of the power curve where
small changes in wind speed can lead to large changes in power, and also because
77 % of measured wind speeds fall within that range. This gives a total of 1,522
data points in each panel. We look at outliers (i.e. predicted speed less than 5 or
greater than 15 m/s) in Fig. 6.

To understand this data, we begin by explaining a few features that occur in
Fig. 5. First, we address the data point immediately above the upward-pointing
vertical arrow near the centre of the graph. Here, the predicted wind speed was
10 m/s and the prediction error was minus 5 m/s, which means that the observed
wind speed was 5 m/s in this instance. In the case, where predictions were perfect,
we would expect all of these points to cluster along the horizontal dotted line at an
error of zero; scatter away from this horizontal line represents imperfection in the
forecast. There is also a significant diagonal banding in the scatter of the data in
Fig. 5a, which is emphasised by the two diagonal dashed lines. If we return to the
point indicated by the upward vertical arrow, the nature of this banding becomes
clear. This point corresponds to an observation of 5 m/s, which is at the edge of the
observed wind speed range of 5–15 m/s. Immediately below this point the error is
larger than 5 m/s, the observed speed is less than 5 m/s and the data point is

422 M. Kay and I. MacGill



excluded. This argument, with appropriate sign reversal, holds for the upper
diagonal line, and also explains the slopes of these lines. For example, at a pre-
dicted speed of 5 m/s, any error less than zero excludes a data point. Thus, the
diagonal dashed lines indicate a boundary for the scatter in these plots.

Fig. 5 Error statistics for Winter (JJA) 2005 where the observation lies between 5–15 m/s for
(a) the NWP predictions; (b) the CP methodology and (c) the DCP methodology

Improving NWP Forecasts for the Wind Energy Sector 423



If we now compare the data points for CP and DCP in Fig. 5b, c respectively, it
is clear that the points move closer to the ideal (i.e. the horizontal dotted line) with
each applied correction. This is also evident if we look at the error bars displayed
to the right-hand side of each prediction figure. The overall spread in error reduces
with the application of each correction, once again confirming the efficacy of the
DCP methodology for everyday wind speed forecasting for the site.

Figure 6a, b shows the outliers from Fig. 5 for predicted wind speeds that were
less than 5 m/s and greater than 15 m/s, respectively for all prediction methods.
Using the same reasoning as Fig. 5a, if we have a prediction of 2 m/s and an error
of 3 m/s, this indicates an under-prediction by 3 m/s. Figure 6a, b also shows the

Fig. 6 Error statistics for the same conditions as Fig. 5a, b, c for the outliers when the wind speed
predictions fall outside the 5–15 m/s range for (a) less than 5 m/s and (b) greater than 15 m/s
respectively from for the same conditions
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range of errors in both the x and y direction on each graph, as depicted by the error
bars. Generally, we see a reduction in the error bars along each axis, however, for
the case of under-prediction the CP does not perform as well as the uncorrected
prediction. We can see that the use of real wind farm data has corrected this
problem in the DCP output. Figure 6b shows the wind speed error for each pre-
diction methodology for the higher wind speed ranges. It is evident that the
magnitude error is greater in this case than the lower wind speed ranges shown in
Fig. 6a. Over-predicting the wind speed is more problematic than under-prediction
at the lower wind speed range. If a wind farm operator was relying on the wind
speed forecast, it would erroneously indicate that the wind farm would be oper-
ating at rated power at that future point in time. Once again implementation of the
DCP methodology has reduced the wind speed error compared to the uncorrected
prediction, with better improvement observed in the higher wind speed ranges.

The encouraging improvement in wind speed forecast accuracy led to the next
investigation of forecast performance—how well do the correction methodologies
improve the forecasting of extreme wind events? Extreme wind events are par-
ticularly important to forecast for the wind energy industry, as sudden changes in
wind speed or direction can change the output of a wind farm from full power to
zero output in a matter of minutes. Figure 7a shows an extreme wind event that
occurred for a 4 h period within the period 30–31 August 2005. The observed wind
speed, the NWP prediction and corresponding power output of the Bluff point
wind farm are shown in Fig. 7a. The important features illustrated in Fig. 7a are
the sudden and complete drop in power output around 00:00 UTC on the 31st
August, which occurred because the wind speed exceeded 25 m/s for a significant
period of time. The meteorological features identified as the cause of this extreme
wind event were a deepening low pressure system, accompanied by a strong front
and trough following closely behind (Kay et al. 2009). This in turn kept wind
speeds high for a prolonged period. The other important feature of Fig. 7a is the
apparent inability of the NWP model to predict this wind speed event. The NWP
model under-predicted the wind speed for a majority of the time over the 48 h
period. The model also failed to capture the timing and duration of this wind speed
event. Figure 7b shows the wind speed observations, original uncorrected pre-
diction, CP and DCP. It is clear that the DCP is an improvement over the
uncorrected prediction for both the magnitude and timing of the wind speed event,
as illustrated by the region denoted [#]. To quantify the error, Fig. 7c shows the
magnitude error in wind speed for the bias-corrected forecasts, CP and DCP along
with the original uncorrected 12UTC predictions. The CP forecast has improved
some of the magnitude issues over most of the 48 h period, and the error has been
reduced by almost half, as evident towards the end of the time period. However,
the most noticeable improvement in accuracy is in the DCP. Another event that the
DCP has improved the forecast for is indicated by the [*] in Fig. 7b. The uncor-
rected prediction and CP incorrectly predicted the magnitude and direction of the
short timescale minima (‘dip’) in wind speed. The DCP is an improvement over
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the uncorrected prediction and CP, but this method was still not able to fully show
that there would be a sudden dip in the wind speed. The high speed cut-out was
still not fully captured, and further improvement is still necessary, nevertheless, for
this extreme wind event the DCP has successfully reduced the forecast error by at
least 50 %.

Fig. 7 (a) Observed wind speed and corresponding power output for Bluff Point over a duration
of 48 h for an extreme wind event in August 2005. The NWP prediction for that duration is also
shown; (b) the wind speed observations, original prediction, and CP and DCP for a 48 h bias
window applied to Figure 6a and (c) Magnitude wind speed error for Bluff Point, predictions and
bias corrected forecasts at 12 UTC for the 30–31 August 2005
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5 Conclusion

Weather forecasting within the electricity sector to date has largely concentrated on
demand side prediction—how the weather, particularly temperature, affects con-
sumers’ electricity usage and hence overall system demand. However, as inter-
mittent renewable generation achieves higher levels of penetration within power
systems globally, it becomes increasingly important to provide useful forecasts for
this generation. This study investigated the potential application for a correction
methodology for wind energy forecasting, with the aim to improve the accuracy and
timing of wind speed forecasts from a NWP model. The wind farm chosen for the
case study is notable for experiencing highly variable and extreme wind events.
Results covered the period March 2005 to May 2006, and focused- on the wind speed
ranges of greatest importance to wind power output variability and an extreme wind
speed event. Forecast biases can often be location- dependent, and for this location, a
systematic under-prediction occurred for a majority of wind speed events.

Numerous bias windows were tested, with 48 h proving to be optimum. The
bias methodologies improved the prediction for the two specific wind events that
were investigated, with the wind speed error more than halved by the DCP
methodology for the extreme wind event and also an improvement in the timing of
the event. This halving of forecast error was also evident during general wind
speed conditions.

For the more extensive time series, the frequency of under-prediction was
reduced by as much as 10–19 % across all seasons by the DCP method, and by
2–6 % for over prediction. Overall smaller magnitudes of error were evident by
the CP and DCP methods for under and over prediction. The use of the bias
correction methodology has been shown to greatly enhance the timing and accu-
racy of forecasts from the NWP, with the use of actual wind farm data providing an
added benefit to scaling the forecast to better represent the wind farm.

Acknowledgements The authors wish to thank Hydro Tasmania and Roaring 40s for access to
data, and A. Micolich for useful discussions. This project was funded partly by the Australian
Greenhouse Office, as part of their Australian Wind Energy Forecasting Capability (WEFC)
initiative and partly by the Australian Government through the Australian Solar Institute (ASI),
part of the Clean Energy Initiative.

References

Archer CL, Jacobson MZ (2005) Evaluation of global wind power. J Geophys Res 11:D1211.
doi:10.1029/2004JD005462

Culter N, Outhred HR, MacGill IF (2011) Final report on UNSW project for AEMO to develop a
prototype wind power forecasting tool for potential large rapid changes in wind power. http://
www.aemo.com.au

Feinberg EA, Genethliou D (2005) Load forecasting In: Chow JH, Wu FF, Momoh JJ (eds)
Applied mathematics for restructured electric power systems: optimization, control, and
computational intelligence. Springer, New York, pp 269–285

Improving NWP Forecasts for the Wind Energy Sector 427

http://dx.doi.org/10.1029/2004JD005462
http://www.aemo.com.au
http://www.aemo.com.au


Focken U, Lange M (2008) Final report—wind power forecasting pilot project in Alberta,
Canada. In: Wind power forecasting pilot project. Energy and Meteo Systems, Oldenburg,
p 21 http://www.aeso.ca/gridoperations/13825.html

Giebel G, Landberg L, Kariniotakis G, Brownsword R (2003) State-of-the-art on methods and
software tools for short-term prediction of wind energy production. EWEC, Madrid, pp 16–19

Jørgensen J, Möhrlen C (2008) AESO wind power forecasting PILOT project: final project report.
In: Wind power forecasting PILOT project. Weprog Ebberup, Denmark, p 102. http://
www.aeso.ca/gridoperations/13825.html

Kay MJ, Cutler N, Micolich A, MacGill I, Outhred H (2009) Emerging challenges in wind energy
forecasting for Australia. Aust Meteor Ocean J 58(2):99–106

Landberg L, Giebel G, Nielsen HA, Nielsen T, Madsen H (2003) Short-term prediction: an
overview. Wind Energy 6:273–280

Manwell JF, McGowan JG, Rogers AL (2006) Wind energy explained, theory, design and
application. John Wiley and Sons Ltd, West Sussex

Milligan M, Schwartz M, Wan Y (2003) Statistical wind power forecasting models: results for
U.S. wind farms. NREL/CP-500-33956, p 17

Murphy AH (1993) What is a good forecast? An essay on the nature of goodness in weather
forecasting. Wea Forecast 8:281–293

Murphy AH (1995) The coefficients of correlation and determination as measures of performance
in forecast verification. Weather Forecast 10:681–688

Potter CW, Negnevitsky M (2006) Very short-term wind forecasting for Tasmanian power
generation. IEEE Trans Power Syst 21(2):965–972

Puri K, Dietachmayer G, Mills G, Davidson N, Bowen R, Logan L (1998) The new BMRC
limited area prediction system. LAPS Aust Meteor Mag 47(3):203–223

Roaring 40s (2011). http://www.roaring40s.com.au/article.php?Doo=Redirect&id=296
Sanchez I (2006) Short-term prediction of wind energy production. Int J Forecast 22:43–65
Torres JL, Garcia A, de Blas M, Francisco A (2005) Forecast of hourly averages wind speed with

ARMA models in Navarre. Sol Energy 70(1):65–77
Tukey JW (1977) Exploratory data analysis. Addison-Wesley, Reading, p 688
Vincent C, Bourke W, Kepert JD, Chattopadhyay M, Ma Y, Steinle PJ, Tingwell CIW (2008)

Verification of a high-resolution mesoscale NWP system. Aust Met Mag 57:213–233
Wiser R, Bolinger M (2011) 2010 Wind energy technologies market report, Lawrence Berkeley

Laboratories, US Department of Energy, June 2011. http://eetd.lbl.gov/ea/ems/reports/lbnl-
4820e.pdf

Woodcock F, Engel C (2005) Operational consensus forecasts. Wea Forecast 20:101–111
Wonnacott TH, Wonnacott RJ (1977) Introductory statistics. Wiley, New York, p 650

428 M. Kay and I. MacGill

http://www.aeso.ca/gridoperations/13825.html
http://www.aeso.ca/gridoperations/13825.html
http://www.aeso.ca/gridoperations/13825.html
http://www.roaring40s.com.au/article.php?Doo=Redirect&id=296
http://eetd.lbl.gov/ea/ems/reports/lbnl-4820e.pdf
http://eetd.lbl.gov/ea/ems/reports/lbnl-4820e.pdf


Overview of Irradiance and Photovoltaic
Power Prediction

Elke Lorenz, Jan Kühnert and Detlev Heinemann

Abstract Power generation from solar and wind energy systems is highly variable
due to its dependence on meteorological conditions. With the constantly increasing
contribution of photovoltaic (PV) power to the electricity mix, reliable predictions
of the expected PV power production are getting more and more important as a
basis for management and operation strategies. We give an overview of different
approaches for solar irradiance and PV power prediction, including numerical
weather predictions for forecast horizons of several days, very short-term forecasts
based on the detection of cloud motion in satellite or ground-based sky images,
and statistical methods to optimize and combine different data sources as well as
methods for PV simulation and upscaling to regional PV power predictions.
Evaluation results for selected irradiance and power prediction schemes show the
benefit of different approaches for different timescales.

1 Introduction

Solar and wind power will contribute a major share of the future global energy
supply, introducing new challenges to the electricity system’s operation. Both,
solar and wind energy systems show fundamentally different generation charac-
teristics than conventional energy sources. While the power supply by the latter
can be directly adapted to the electricity demand, the availability of solar and wind
power is largely determined by the prevailing weather conditions and therefore
highly variable. Any adaptation within the electric power system to this new
supply structure—may it be intelligent power plant scheduling, demand side
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management, or on the long-term restructuring of the grid topology and the
introduction of storage capacities—will require detailed information on the
expected power production from these sources on various temporal and spatial
scales. Reliable forecasts of solar power production therefore are an important
factor for an efficient integration of large amounts of solar power into the electric
supply system.

Already today, solar power prediction systems are an essential part of the grid
and system control in countries with substantial solar power generation. For
example, in Germany with an installed photovoltaic (PV) power capacity of
32 GWpeak at the end of 2012, a share of 5 % of the total electricity in 2012 was
covered by PV power. On sunny summer days, PV power can contribute up to
42 % of the electricity demand during peak load hours at noon (Fig. 1). Grid-
integration in Germany is regulated through the Renewable Energy Sources act
(RES). According to the RES, PV system operators may feed in electricity with
priority to conventional plants for a fixed price. The transmission system operators
(TSOs) are in charge of marketing and balancing the overall fluctuating PV power
feed-in, making regional forecasts necessary. PV power first is offered on the day-
ahead auction at the European Power Exchange (EPEX), requiring day-ahead
forecasts of PV power. Additionally, the EPEX offers the possibility of intraday
trading, where electricity may be traded until 45 min before delivery begins based
on forecasts for several hours ahead. Remaining deviations between scheduled and
needed power are adjusted using balancing power, which has much higher costs
than regular trading. Therefore, a high accuracy of PV power forecasts is very
important for a cost-efficient grid-integration.

Following the new and rapidly evolving situation on the energy market with a
strong need for accurate solar power predictions increasing effort has been spent
on the development of irradiance and PV power prediction models during the last
years. In this article, we intend to give an overview of basic concepts of irradiance
and PV power prediction by referring to selected examples rather than giving an
extensive review of existing models, that can be found, e.g., in Lorenz and

Fig. 1 Contribution of solar
and wind energy to the total
power supply in Germany for
26.5–3.6.2012. Remaining
load contribution from
conventional power
plants C100 MW; data
source (Data from Energy
Exchange Leipzig EEX,
http://
www.transparency.eex.com/)
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Heinemann (2012). First, the basic modeling steps in PV power prediction are
briefly presented, followed by an introduction to different data sources and models
for irradiance forecasting. An example evaluation illustrates concepts of accuracy
assessment and gives typical accuracies for some of the forecasting approach
introduced before. Next, models to derive PV power forecasts are shortly descri-
bed and evaluated for an example system.

2 Typical Outline of PV Power Prediction Systems

Several systems for PV power prediction have been introduced recently (e.g.,
Remund et al. 2008; Bacher et al. 2009; Lorenz et al. 2010; Pelland et al. 2013),
most of them consisting of some or all of the basic elements illustrated in Fig. 2.
All given modeling steps may involve physical or statistical models or a combi-
nation of both.

Forecasting surface solar irradiance is the first and most essential step in most
PV power prediction systems. Depending on the application and the corresponding
requirements with respect to forecast horizon and temporal and spatial resolution,
different models and data sources are used. Numerical weather prediction (NWP)
models are applied to derive forecasts of several days ahead. For very short-term
horizons, irradiance forecasts may be obtained by detection and extrapolation of
cloud motion, based on satellite images for forecasts of several hours ahead and on
ground-based sky imagers for sub-hourly forecasts with a very high spatial and
temporal resolution. Measured irradiance data, forming the basic input to time
series models, are another valuable data source for very short-term forecasting in
the range of minutes to hours. Furthermore, measured data are required for any
statistical post-processing procedure, applied to optimize forecasts derived with a
physical model for a given location.

To derive PV power forecasts from the predicted global horizontal irradiance
different approaches may be applied. Explicit physical modeling involves con-
version of the irradiance from the horizontal to the angle of tilt of the module
plane, followed by the application of a PV simulation model. Here, characteristics
of the PV system configuration are required in addition to the meteorological input
data, implying information on nominal power, tilt and orientation of a PV system
as well as a characterization of the module efficiency in dependence of irradiance
and temperature. Alternatively, the relation between PV power output and irra-
diance forecasts and other input variables may be established on the basis of
historical datasets of measured PV power with statistical or learning approaches.
In practice, often both approaches are combined and statistical post-processing
using measured PV power data is applied to improve predictions with a physical
model.

Overview of Irradiance and Photovoltaic Power Prediction 431



PV power prediction for utility applications usually requires forecasts of the
cumulative PV power generation for a specified area, i.e., a regional forecast,
instead of single site forecasts. These regional predictions are typically obtained by
up-scaling the predicted PV power production from a representative set of single
PV systems.

Fig. 2 Overview of basic modeling steps in PV power prediction
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3 Irradiance Forecasting

Solar power production is essentially determined by the incoming solar irradiance,
and therefore the quality of PV power forecasts also strongly depends on the
quality of the underlying irradiance forecasts. Forecasting of irradiance is still a
comparatively new research field with strong need for further development.
Consequently, major research efforts for reliable PV power forecasting focus on
accurate irradiance prediction. Basic features and characteristics of the different
possible approaches to predict surface solar irradiance listed in the previous sec-
tion are briefly described below.

3.1 Irradiance Forecasting with Numerical Weather
Prediction Models

Irradiance and PV power predictions for the day-ahead power market, at present
probably one of the most important applications, are based on numerical weather
prediction models. NWP models are routinely operated by weather services to
forecast the state of the atmosphere for several days ahead. The atmospheric
dynamics, i.e., the temporal changes of the atmospheric conditions, are modeled
by numerically solving the basic differential equations describing the physical laws
governing the weather (prognostic equations). This physical modeling is essential
for any forecast more than several hours ahead.

In the first step, the future state of the atmosphere is calculated with a global
NWP model covering the complete Earth. To initialize the forecasts, data assim-
ilation tools are applied to make efficient use of worldwide meteorological
observations and measurements, including, e.g., measurement data from weather
stations and buoys and satellite observations. The prognostic equations are then
solved on a grid using numerical methods that involve spatial and temporal dis-
cretization, where the grid resolution is determined by the computational costs.
Nowadays, the spatial resolution of global NWP models is in the range of
16–50 km; the temporal resolution is 1, 3, or 6 h. Global NWP models are cur-
rently run by about 15 weather services, such as the Global Forecast System (GFS)
by the US National Oceanic and Atmospheric Administration (NOAA), and the
Integrated Forecast System (IFS) operated at the European Centre for Medium-
Range Weather Forecasts (ECMWF).

In a second step, the spatial and temporal resolution of the weather forecasts
may be increased by the application of a mesoscale model covering only part of
the Earth and taking initial and lateral boundary conditions from a global NWP
model. Weather services typically operate mesoscale models with a spatial reso-
lution in the range of 3–20 km and provide hourly forecasts, but also higher
resolutions are feasible. Solving the governing equations on a finer grid makes
mesoscale models capable of resolving smaller atmospheric phenomena such as
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land-sea breezes, thunderstorms, and topographically forced wind fields. In par-
ticular, the spatial and temporal dynamics of surface solar irradiance are strongly
influenced by small-scale features like broken cloud fields and heterogeneous
surface characteristics, which makes the application of mesoscale models for solar
irradiance forecasting potentially advantageous. An example of a mesoscale model
with a wide application in energy meteorology is the Weather Research and
Forecasting (WRF, Skamarock et al. 2008) model, developed as a series of open
source models in a collaborative effort of several institutes lead by the National
Center for Atmospheric Research (NCAR) in the US. WRF is a nonhydrostatic
model with multiple nesting capabilities that offers various parameterizations for
the different physical processes, which allows it to be configured for specific
conditions for the region of interest.

Both global and mesoscale models require parameterizations to describe pro-
cesses on spatial scales smaller than the scale explicitly resolved by the grid of an
NWP model. For irradiance forecasting, parameterizations of radiation transfer
and clouds are of special importance. Radiation transfer modeling requires the
characterization of all interactive processes in the atmosphere, i.e., scattering and
absorption, in a variety of spectral domains. These processes are related to the
occurrence of clouds in the atmosphere, which are highly variable in space. The
representation of their optical and microphysical properties in atmospheric models
with coarse resolution is one of the major challenges in atmospheric modeling.
Solar energy applications of the mesoscale model WRF mostly use the radiation
scheme proposed in Dudhia et al. (1989). With respect to global NWP modeling,
the radiation scheme currently implemented at the ECMWF (Morcrette et al. 2008)
is viewed as today’s state of the art for these processes.

Most NWP models nowadays offer surface solar irradiance as direct model
output (DMO), and therefore in principle these forecasts can be directly utilized
without involving any additional measurement data. In practice however, post-
processing methods using historic or recent measured data are often applied to
improve the accuracy of the irradiance forecasts (see also Sect. 3.4).

3.2 Irradiance Forecasting with Cloud Motion Vectors

For forecast horizons up to several hours ahead, the temporal change of cloud
structures is mainly governed by horizontal advection while the shape of clouds in
the relevant spatial scale often remains rather stable. Any technique which is able
to detect this horizontal cloud motion in sufficient detail should therefore provide
valuable information for irradiance forecasting in the corresponding timescales.
Only when local cloud formation and dissipation processes, such as strong thermal
convection, are dominant, will the forecast capability using this approach be
reduced.

A forecasting scheme based on cloud motion vectors comprises the following
basic steps:
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• Images with cloud information (‘‘cloud images’’) are derived from the raw—
satellite or ground-based sky images.

• Cloud motion vectors (CMV) are determined by identifying matching cloud
structures in consecutive ‘‘cloud images.’’

• Future ‘‘cloud images’’ are forecasted by extrapolation of cloud motion, i.e., by
applying the calculated motion vectors to the latest image. Here the basic
assumption is applied, that cloud speed and velocity are persistent as well as the
structure and optical properties of the moving clouds.

• Forecasts of site-specific global horizontal are derived from the predicted ‘‘cloud
images.’’

Forecasts of several hours ahead require observations of cloud fields in large
areas (approx. 2,000 km 9 2,000 km for an assumed maximum cloud velocity of
160 km/h for 6 h ahead). Satellite data with their broad coverage are an appro-
priate data source for these horizons. Forecasts in the sub-hourly range with a
much higher temporal and spatial resolution may be inferred from ground-based
sky images.

3.2.1 Satellite-Based Forecasts

As an example of an operational satellite-based irradiance forecasting scheme, our
approach (Lorenz et al. 2004, Kühnert et al. 2013) based on images of the geo-
stationary Meteosat second-generation (MSG) satellites positioned at (0�N/0�E) is
briefly described here. The forecasts use the broadband high resolution visible
(hrv, 600–900 nm) channel with a spatial resolution of 1 km 9 1 km at the sub-
satellite point and a temporal resolution of 15 min.

Cloud information and surface solar irradiance are derived from the satellite
images using the Heliosat method (Hammer et al. 2003), which is widely used for
solar energy applications. A characteristic feature of the method is the dimen-
sionless cloud index, giving information on the cloudiness of the image pixels. A
basically linear relationship is assumed to describe the influence of the cloud index
on cloud transmissivity. Surface solar irradiance is calculated by combining the
information on cloud transmissivity with a clear sky model.

To derive cloud motion vectors, corresponding areas in two consecutive cloud
index images are identified. First, rectangular regions (approx. 90 km 9 90 km)
are defined, large enough to contain information on temporally stable cloud
structures and small enough so that the same vector describes the motion for the
whole region. Next, mean square pixel differences between rectangular regions in
consecutive images are calculated for displacements in all directions, the maxi-
mum possible displacement given by maximum wind speeds at typical cloud
heights. Finally, the motion vectors are determined by the displacements that yield
the minimum mean square pixel differences.
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Besides irradiance forecasting, atmospheric cloud motion vectors are com-
monly used in operational weather forecasting to describe wind fields at upper
levels in the atmosphere.

3.2.2 Forecasts Using Ground-Based Sky Imagers

Short-term forecasting based on ground-based sky imagers is a very new research
field; a first approach is reported in Chow et al. (2011). With their very high spatial
and temporal resolution sky imagers have the potential for capturing sudden
changes in irradiance—often referred to as ramps—on a temporal scale of less than
a minute. Cloud fields may be resolved in high detail allowing to model and
forecast partial cloud cover on large PV installations. The maximum possible
forecast horizon strongly depends on the cloud height and velocity. It is limited by
the time the monitored cloud scene has passed the location or area of interest,
ranging from 5 to 25 min for the examples investigated in Chow et al. (2011).

Cloud detection according to Chow et al. (2011) is performed by evaluating the
red-to-blue ratio of the sky images in comparison to a clear sky library resulting in
binary cloud decision maps. Cloud motion vectors are generated by maximizing
the cross-correlation between shifted areas in two consecutive images. To infer
irradiance from the forecasted cloud maps, cloud shadows at the surface were
estimated and combined with a simple model describing irradiances for clear sky
and cloud shadows.

3.3 Time Series Modeling

Solar irradiance forecasting with times series models uses recent measurements of
irradiance as a basic input, possibly complemented by related variables. The
functional dependence between previous values (predictors) and forecast values
(pedictands) is learned with statistical algorithms in a training phase on historic
data, assuming that patterns in the historical datasets are repeated in the future and
thus may be exploited for forecasting.

Time series models take advantage of the high autocorrelation for short time
lags in time series of solar irradiance and cloud cover. Figure 3 shows the auto-
correlation coefficients of the clear sky index k*, which is defined as the ratio of
measured global irradiance Imeas to irradiance for clear sky conditions Iclear. The
clear sky index can be considered an inverse measure of cloudiness. The auto-
correlation is high for time lags of a few hours, but decreases rapidly with
increasing time lags, limiting the effectiveness of the time series approach for
horizons beyond several hours ahead. For these horizons it is essential to account
for dynamic phenomena like motion and formation or dissolution of clouds, which
make physical modeling necessary and cannot be determined on the basis of local
measurements. However, any model has an inherent uncertainty regardless of the
forecast horizon. This is caused, for example, by limits in spatial and temporal
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resolution, uncertainty in input parameters, and simplifying assumptions within the
model. Therefore, for the very short-term scale of typically up to 1 or 2 h ahead,
forecasts based on accurate on-site measurements are advantageous.

Time series approaches include classical regression methods, such as simple
autoregressive (AR) models, autoregressive-integrated moving average (ARIMA)
models, and artificial intelligence methods such as Artificial Neural Networks
(ANN), k Nearest Neighbors (kNN), or support vector regression (SVR). Detailed
descriptions and comparisons of different time series approaches are given, e.g., in
Reikard (2009) or Pedro and Coimbra (2012). For any time series model, the
selection and availability of appropriate input variables as well as an optimized
pre-processing of these data is of critical importance for good forecast accuracies.

Statistical models may include not only on-site measured data as predictors but
also additional exogenous data, such as NWP model or satellite based forecasts.
This approach of combining statistical and physical forecast models allows for an
extension of the forecast horizon from some hours to some days and can signifi-
cantly increase forecast accuracy (see e.g., (Bacher et al. 2009)). Depending on the
perspective, different terminology is used for this combined forecasting technique:
The community of statistical modeling and artificial intelligence refers to these
models as ‘‘statistical models with exogenous input,’’ while meteorologists com-
monly use the terms ‘‘post-processing’’ or, more specifically, ‘‘model output sta-
tistics’’ (MOS), which is the terminology adopted here.

3.4 Post-processing

Post-processing to improve forecasts of a physical model is a standard approach in
weather prediction. In particular, the output of NWP models is frequently refined
to account for detailed local weather features that are generally not resolved by

Fig. 3 Evolution of the
autocorrelation of the clear
sky index k* over several
days. The correlation
coefficient of an NWP model
forecast for the first forecast
day was found to be 0.54
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these models. Furthermore, also cloud motion vector forecasts may benefit from
post-processing.

Post-processing methods may be used to

• reduce systematic forecast errors,
• account for local effects (e.g., topography, surface),
• account for the influence of selected variables in more detail (e.g., aerosols),
• derive parameters that are not directly provided by the NWP models (e.g., direct

and diffuse surface solar irradiance, which usually are not standard output
parameters of NWP models),

• combine the output of different models.

Different types of post-processing procedures are briefly presented here, with
statistical post-processing being the most common technique applied in this
context.

3.4.1 Model Output Statistics

The method of Model Output Statistics (MOS) is widely used to refine the output
of NWP models, mainly to account for local variations in surface weather (Glahn
and Lowry 1972) with surface observations and/or climatology for specific loca-
tions as basic input. In the case of solar irradiance, satellite-derived values may
also be used instead of ground measurements. Measurements of the forecast
variable, the predictand, are related to model forecast variables, the predictors,
with a statistical approach. The set of predictors may be extended by including any
relevant information, for example, prior observations and climatological values.

Traditionally, the term MOS is associated with the use of regression equations.
A wider concept of MOS includes any statistical approach that relates observed
variables to NWP output. Examples are a weather-dependent bias correction
applied to ECMWF irradiance forecasts (Lorenz et al. 2009), an approach using
Kalman-filtering to improve irradiance forecasts of the Canadian Global Envi-
ronmental Multiscale (GEM) model (Pelland et al. 2013) or artificial intelligence
methods as the application of an ANN adopting predicted variables from US
National Weather Service’s (NWS) forecasting data base (Marquez and Coimbra
2011).

3.4.2 Spatial Averaging

A possibility to improve forecast accuracy without requiring additional measure-
ment data is the application of smoothing filters or spatial averaging. This
approach reduces fluctuations of forecast values in variable cloud situations where
this is favorable because the correlation between forecasts and measurements is
low, but preserves the quality of the original forecasts in homogeneous clear sky
and overcast situations. In Lorenz et al. (2004), the benefit of horizon-dependent
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smoothing filters for CMV forecasts is shown. With respect to NWP forecasts the
impact of spatial averaging is largest for models with a high temporal and spatial
resolution. A detailed evaluation of irradiance forecasts from the Canadian GEM
model reveals a reduction of forecast errors by 10–15 % when averaged over
several hundred kilometers (Pelland et al. 2013).

3.4.3 Temporal Interpolation

Global model forecasts are often provided with a temporal resolution of 3–6 h.
Many applications in the energy sector, however, need forecasts of solar power at
least on an hourly basis, which may be inferred with temporal interpolation tech-
niques. In Lorenz et al. (2009), the combination of irradiance forecast data with a
clear sky model to account for the typical diurnal course of irradiance is proposed.

3.4.4 Physical Post-processing Approaches

Physical post-processing using radiation transfer calculations may be applied for a
better consideration of parameters that are not handled in detail in NWP models,
such as aerosols. They also may be used to calculate parameters that are not
provided as DMO, such as direct normal irradiance, which is relevant for all
concentrating solar power plants. A forecasting system for global and direct
irradiance forecasting in Southern Spain based on WRF model output and satellite
retrievals is proposed and evaluated in Lara-Fanego et al. (2012).

3.4.5 Human Interpretation of NWP Output

A traditional method to obtain improved local forecasts from NWP model output is
to involve forecast experts’ human knowledge. In Traunmüller and Steinmaurer
(2010), a clear sky model is combined with cloud cover forecasts, derived from
meteorologists by analyzing and comparing the output of different global and local
NWP models. Especially, in difficult forecast situations, such as fog, this method
offers potential for improvements of the irradiance forecasts.

3.4.6 Combination of Different Models

Finally, combing the output of different models may also increase the forecast
accuracy considerably when compared to single model forecasts. Simple averaging
is beneficial for models with similar accuracy, e.g., several NWP models,
exploiting the fact that forecast errors of different models are usually not perfectly
correlated. Furthermore, combination methods using statistical tools may account
for strengths and weaknesses of the different models for certain situations, e.g., by
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adapting the contribution of each model depending on the weather situation. In
particular, they may also be applied to establish an irradiance forecasting tool
covering horizons from several minutes to several days ahead by integrating
measurements, CMV and NWP forecasts with an optimized weighting depending
on the forecast horizon (see e.g., (Lorenz et al. 2012)).

4 Evaluation of Irradiance Forecasts

The irradiance forecasting scheme of Lorenz et al. (2012) also used in an opera-
tional PV power prediction system (Lorenz et al. 2011) is evaluated here as an
example forecasting system, including satellite and NWP-based irradiance pre-
dictions as well as a combination of the different models. A focus will be on the
accuracy of regional predictions relevant for utility applications and on the com-
parison of different models in dependence of the forecast horizon.

4.1 Measurement and Forecast Data

The irradiance forecasts are evaluated in comparison to hourly pyranometer
measurements of 290 weather stations in Germany (see Fig. 4) for the period for
January–September 2012, unless specified otherwise.

The irradiance predictions covering intraday and day-ahead forecast horizons
include three models: (1) The global model irradiance forecasts (Morcrette et al.
2008) of the ECMWF Integrated Forecast System have been the basis of the PV
power prediction service since starting in 2009. The forecasts were available as 3-h
values on a grid of 0.25� 9 0.25� then, which is still the resolution used today,
though higher resolved IFS forecast are available now. (2) Irradiance forecasts of
the COSMO-EU model, operated by the German weather service DWD are used as
a second NWP model. The COSMO-EU forecasts are provided as hourly values
with a spatial resolution of 0.0625� 9 0.0625�. The evaluations shown here are
based on the 12:00 UTC run of the ECMWF model and on the 18:00 UTC
COSMO-EU run, which are used for the PV power predictions delivered every day
at 7:00 local time to the transmission system operators. Day-ahead predictions are
based on a combination of these two NWP models. (3) For intraday forecast
horizons satellite-based CMV forecasts (see Sect. 3.2.1), which are updated every
15 min, are additionally combined with the NWP predictions.

In the first step, the post-processing scheme applied to enhance and combine the
forecasts implies a bias correction in dependence on the cloud situation and the
solar elevation (Lorenz et al. 2009) for the single model forecasts. In the second
step, linear regression is applied to determine each model’s contribution to the
combined predictions for each hour of the day separately (Lorenz et al. 2012). The
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model coefficients are updated daily, based on training with measured irradiance
values of the last 30 days.

4.2 Accuracy Measures

To evaluate the performance of a forecasting model many different aspects have to
be taken into account. In particular for model development, a detailed analysis of
the forecast accuracy is very important as a basis for further research. From the
forecast users’ point of view a basic set of accuracy measures should highlight the
aspects of forecast performance most relevant for the application.

For the evaluation of solar and wind power predictions it is common practice to
use the root mean square error as the primary score for assessing forecast accuracy:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ðIpred;i � Imeas;iÞ2
vuut : ð1Þ

Fig. 4 Locations of the
meteorological stations with
irradiance measurements
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Here, Ipred,i denotes predicted values, Imeas,i measured values and N the number
of evaluated data pairs. Using the RMSE, large deviations between predicted and
measured values are weighted more strongly than small deviations. This is suitable
for the application addressed here, because large forecast errors have a dispro-
portionately high impact for grid management issues. Other statistical errors
measures often used are the mean bias error (MBE), the mean absolute error
(MAE) or the correlation coefficient (CC) (see e.g., (Lorenz and Heinemann
2012)).

The evaluations are performed for single site predictions and average irradiance
values for Germany to assess the quality of regional forecasts. Only daytime
values are considered for the evaluation. With respect to the evaluation of the
CMV forecasts, there is the additional constraint that only forecasts derived for
solar elevations larger than 10� give reliable results when using the visible range of
the satellite measuring reflected solar irradiance for cloud detection. The RMSE
values for each forecast horizon are determined using a consistent dataset of all
forecasts available for this horizon, which is limited by the CMV forecasts (e.g.,
one hour ahead forecasts are already available in the morning, while 6 h ahead
forecasts are available earliest around midday, with an additional variation due to
seasonal changes).

In addition to statistical error measures, the comparison to trivial reference
models is a frequently applied check to assess forecast quality. The most common
reference model for short-term forecasts is persistence, i.e., the assumption that the
current situation does not change and therefore actual or recently measured values
can be taken as forecast values. For solar irradiance and power forecasting, the
deterministic component of solar irradiance due to the geometrically determined
path of the sun should be considered as an additional constraint. A simple
approach of persistence reproducing the daily course of irradiance is to consider
the measured value of the previous day at the same time as a forecast value, which
does not require any model for the daily irradiance pattern. A more advanced
concept uses persistence of the dimensionless clear sky index k*meas in combi-
nation with a clear sky model instead of persistence of irradiance values (Lorenz
and Heinemann 2012). For forecast horizons of several hours (Dt) ahead, persis-
tence Iper,Dt for the time t is then defined as:

Iper;Dt tð Þ ¼ k�meas t � Dtð ÞIclear tð Þ ¼ Imeas t � Dtð Þ
Iclear t � Dtð Þ Iclear tð Þ: ð2Þ

For more than about 6 h ahead, persistence of the average cloud situation of the
previous day is a suitable reference model.

Another common reference is the use of climatological mean values. An
investigation for German weather stations (Lorenz and Heinemann 2012) showed
a superior performance when using climatological mean values of k* in compar-
ison to persistence from 2 days onwards. This might be different in different
climates; at any case it is worthwhile to investigate the use of climatological mean
values as a second reference model besides persistence.

442 E. Lorenz et al.



The performance of the investigated forecast model in comparison to a refer-
ence model is evaluated with skill scores, defined as the difference between the
forecast and the reference forecast normalized by the difference between a perfect
and the reference forecast. For example the RMSE skill score ssRMSE is given as:

ssRMSE ¼
RMSEref-RMSEmodel

RMSEref

; ð3Þ

where RMSEref refers to the reference model and RMSEmodel to the investigated
forecasting algorithm. Its value thus ranges between 1 (perfect forecast) and 0
(reference forecast). A negative value indicates performance worse than the ref-
erence. Skill scores may not only be applied for comparison with a simple ref-
erence model but also for inter-comparison of different forecasting approaches
(improvement scores).

4.3 Uncertainty Information

Specifying the expected uncertainty of solar irradiance or power predictions gives
valuable additional information for forecast users. Confidence or prediction
intervals indicate the range in which the actual value is expected to appear with a
quantified probability (see Fig. 5). Moreover, probability density functions of the
expected future values give even more detailed information of the expected
uncertainty.

Two essentially different approaches can be applied to estimate forecast
uncertainty:

Fig. 5 Forecast of global irradiance Iglob with confidence intervals of an uncertainty level of
95 % compared with measured irradiance for 6 days in May 2007 for a single site (left) and for
the average of 290 measurement stations in Germany (right). Forecast data ECMWF-based
forecasts with post processing (Lorenz et al. 2009)

Overview of Irradiance and Photovoltaic Power Prediction 443



• In ensemble prediction systems (e.g., (Molteni et al. 1996)), several runs of the
same model are computed at the same time starting from slightly different initial
conditions or with changes in the physical parameterizations or using different
lateral boundary conditions in the case of mesoscale models. Due to the high
complexity and nonlinearity of atmospheric processes, even small changes of
the initial conditions can lead to a significant spread in forecast results. The
ensemble of forecasts is interpreted in terms of a probability distribution, giving
a direct measure of uncertainty.

• Information on the distribution of forecast errors (or, seen from a different
perspective, on the distribution of possible measurement values for a given
forecast value) may also be obtained by analyzing historical time series of
forecasted and measured values. With quantile regression this distribution can
be directly determined (Bacher et al. 2009). Alternatively, the distribution can
be described with a suitable distribution function (e.g., Gaussian or beta dis-
tribution) fitting parameters on the basis of forecasted and corresponding mea-
sured values. Here, again the deterministic daily course of the sun should be
considered, because it determines maximum possible irradiance values and
therefore also has a strong impact on the magnitude of forecast errors. In
addition, the dependence of the expected uncertainty on the weather conditions
can also be modeled (e.g., (Lorenz et al. 2009), see also Fig. 5, left).

4.4 Regional Forecasting with Spatial Averaging Effects

Regional forecasts derived as average values of a set of distributed stations show
higher accuracy than single site forecasts. Due to spatial averaging effects, the
course of average irradiance forecasts and measurements is smoother than for
single sites, which show in particular a high variability for partly cloudy conditions
(Fig. 5). The deviations between forecast and measurement are smaller for the
regional average values, because forecast errors of the single stations partly
compensate each other. The reduction of errors when considering a set of stations
instead of a single station is determined by the cross-correlation of forecast errors
between the sites, depending on their distance from each other (Fig. 6, left).

Modeling this dependence using an exponential fit and applying basic statistics
(e.g., (Beyer 1993)) the forecast errors RMSEregion may be estimated for arbitrary
of sets of stations (Lorenz et al. 2009). The RMSEregion gets smaller with
increasing region size, which leads to smaller error reduction factors
f = RMSEregion/RMSEsingle (Fig. 6, right). For example, the mean of sites, which
are distributed rather uniformly (Fig. 4), over a 3� 9 3� region, shows an
RMSEregion about half RMSEsingle. For sites distributed over Germany RMSEsingle

is reduced to less than 40 %. A good agreement is observed between modeled
error reduction factors and error reduction factors directly determined from the
data, demonstrating that the proposed model can be applied to estimate the
expected RMSE for arbitrary scenarios with a good accuracy.
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4.5 Results: Accuracy of Different Approaches
for Irradiance Forecasting

A comparison of the performance of the different approaches (Sect. 4.1) in
dependence on the forecast horizon (Fig. 7) shows the benefits of the investigated
models for various intraday forecast lead times:

• For forecast horizons of 1 h ahead, persistence of ground-measured clear sky
index values performs similar to the satellite-based approach. Forecasts in the

Fig. 6 Left Correlation coefficient of forecast errors of two stations depending on the distance
between both. Blue dots observations, red dots exponential fit function. Right Error reduction
factor f = RMSEregion/RMSEsingle for regions with increasing size. Forecast data ECMWF-based
forecasts with postprocessing (Lorenz et al. 2009), measurement data 290 stations in Germany
(see Fig. 4), period January–October 2007

Fig. 7 RMSE of ECMWF-based, CMV and combined forecasts in comparison to persistence
(Eq. 2) in dependence on the forecast horizon. For the ECMWF-based forecast, the 12:00 UTC
run of the previous day is evaluated independent of the forecast horizon and variations of the
RMSE with the forecast horizon are due to the horizon-dependent datasets (see Sect. 4.2) Left
single sites. Right German mean
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sub-hourly range (not shown here) are likely to benefit from any use of ground-
based irradiance measurements or sky imagers.

• For about 1–4 h ahead the satellite-based approach outperforms both ground-
based persistence and the ECMWF-based forecasts. Satellite data are a valuable
data source for irradiance forecasting in these time horizons.

• Beyond 5 h ahead ECMWF-based forecasts are the best choice when referring
to single model forecasts. Any forecasting system aiming at these horizons
should include NWP-based forecasts.

• The forecasts combining all three models show a significant improvement
compared to both ECMWF and CMV single model forecasts. This demonstrates
the strong potential for improving the forecast performance by combining dif-
ferent models.

• For all forecasting methods forecast errors of the German mean values are
considerably smaller than for single site forecasts (see also previous section).
However, it is notable that the impact of spatial averaging is not the same for all
methods, e.g., the improvement by the combined approach is much more pro-
nounced for regional forecasts than for single site forecasts.

A more detailed view on the performance of the different forecasting approa-
ches is given in Fig. 8 for the example of 3 h ahead regional forecasts. The
scatterplot (Fig. 8, left) shows many situations where CMV forecasts perform
better than the ECMWF-based forecasts, but there are also some outliers with poor
performance of the CMV forecasts. These CMV outliers correspond to situations
with large-scale formation or dissolution of cloud fields, not modeled with the
CMV approach. Largest NWP forecast errors occur for fog situations, hardly
predictable with current state-of-the-art NWP models.

The combined approach effectively reduces the occurrence of large forecast
errors. This is clearly notable also, when comparing the frequency distributions of

Fig. 8 Scatterplot of predicted versus measured irradiances (left) and frequency distributions of
forecasts errors (right) for German average values of ECMWF-based, CMV, and combined
forecasts
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the forecast errors of the different methods (Fig. 8, right). Particularly, the max-
imum occurring forecast error of the combined approach is much smaller than the
maximum forecast errors of both single model forecasts. Avoiding these large
forecast errors is of special importance in the context of grid-integration of solar
power, because the amount of reserve power that must be maintained is deter-
mined by maximum possible forecast errors.

With respect to day-ahead forecasts based on the two NWP models, a con-
siderably better performance of the ECMWF-based irradiance forecasts
(RMSEECMWF,mean = 41 W/m2, RMSEECMWF,single = 104 W/m2) than the DWD
irradiance forecasts (RMSWDWD,mean = 49 W/m2, RMSEDWD,single = 112 W/m2)
is found. Still, the combined forecasts (RMSECombi,mean = 37 W/m2,
RMSECombi,single = 100 W/m2) are better than both single model forecasts. The
forecast errors of the two models with a correlation coefficient of 0.64 for the
average values and of 0.77 for the single site forecasts partly compensate each
other. The improvement (see Eq. 3) compared to the originally used ECWMF
forecasts is 10 % for the German average and 4 % for the single site forecasts.

5 PV Power Forecasting

Most PV power forecasting schemes use global irradiance forecasts as basic input.
In addition, it is important to include temperature forecasts, because of the impact
of the module temperature on the efficiency of PV power generation.

Generally, approaches for predicting PV power output may be grouped into the
following categories:

• Physical approaches explicitly model the processes determining the conversion
of solar irradiance to electricity. This includes conversion of irradiance from the
horizontal to the plane of the array (giving consideration to its tilt and the axis of
tracking, if any) and then simulating PV output in dependence on the irradiance
on the array plane and the temperature.

• Statistical or learning algorithms do not model the physical processes directly
but try to establish the relation between PV power output and irradiance fore-
casts and/or other input variables by training on historic data.

• Combined or hybrid approaches first apply physical models and then enhance
the results with a statistical model.

A short overview of the basic steps in PV simulation and examples of statistical
approaches for PV power prediction are given below. This is complemented by a
section on up-scaling to regional power, which is usually the final step for utility
applications.
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5.1 PV Simulation

Existing models for PV simulation and tilted irradiance conversion, many of them
developed and applied in the context of planning of PV systems and for yield
estimations, may also be directly used for PV power forecasting. Application of
these models requires knowledge of the main characteristics of a PV system,
including the nominal power, system orientation, information on part load
behavior, temperature coefficients, and mounting type. Here, we exemplarily
introduce the tilted irradiance and PV simulation models applied in our operational
PV power prediction system (Lorenz et al. 2011).

In a first step, the forecasted horizontal global irradiance is converted to the titled
irradiance according to the orientation and declination of the modules. The tilted
irradiance model (Klucher 1979) requires information on the direct beam, diffuse
sky, and ground-reflected radiation, which are converted separately to the tilted
plane. For the decomposition of global horizontal irradiance into horizontal beam
and diffuse irradiance an empirical model is applied, based on the clearness index
(i.e., ratio of global irradiance to extraterrestrial irradiance) and solar elevation. The
conversion of the direct irradiance component is straightforward and subject to
geometric considerations only. The conversion of the diffuse irradiance component
implies a model for the directional distribution of radiance over the sky, describing
anisotropic effects like horizon brightening and circumsolar irradiance.

Next, simulation of direct current (DC) PV system output is performed with the
model proposed in Beyer et al. (2004). The efficiency of the PV generator oper-
ating at maximum power point (MPP) is estimated with a two-stage approach with
solar irradiance on the module plane and module temperature as input. First, the
basic influence of the irradiance for a module temperature of 25 �C on the effi-
ciency is described with a three parameter model, where the model parameters
may be derived either from data sheet information or fitted to historic data. Sec-
ond, the performance at module operating temperatures other than 25 �C is
modeled by a standard approach using a single temperature coefficient. The
module temperature may be approximated from the ambient temperature and
irradiance on the module plane taking also the mounting type of the module (e.g.,
free standing or roof top) into account. Conversion of direct current to alternating
current (AC) is done with an inverter model, describing the inverter efficiency as a
function of DC input.

Finally, miscellaneous other losses, including reflection and spectral losses or
mismatch between modules, are taken into account by empirical factors.

5.2 Statistical Methods

Statistical methods may be applied to forecast PV power directly from NWP
output or previous PV power measurements as well as to improve PV power
forecasts derived with explicit physical modeling. The methods used in this
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context are basically the same as for irradiance forecasts (Sect. 3.3) ranging from
simple regression techniques to advanced artificial intelligence techniques.

A fully statistical algorithm has been proposed in Bacher et al. (2009). An
autoregressive model with exogenous input is used to predict PV power on the
basis of measured power data and NWP global irradiance predictions. The weight
for both input data sources is adjusted depending on the forecast horizon. The
model coefficients are obtained by recursive least-squares fitting with forgetting
using online measured data in order to cope with temporal changes that affect PV
power output, such as snow covered modules or temporal shading effects.

An example for statistical post-processing of PV power predictions is given in
Lorenz et al. (2012b). The proposed empirical approach aims at improving PV
power predictions during periods of snow cover, where the original forecasts often
show a strong overestimation. The approach integrates online measured PV power
output and additional meteorological forecast parameters.

5.3 Up-Scaling to Regional Power Prediction

Renewable power prediction for utility applications usually requires forecasts of
the cumulative power production in an area. For both wind and solar power
forecasts, this is routinely done by up-scaling from a representative set of single
sites (Fig. 9, left), reducing computational and data handling efforts to a

Fig. 9 Left Example of a representative set of PV systems (large dark blue dots) as a basis for
upscaling to the power production of all systems (small light blue dots) in the area of the German
transmission system TenneT. The position of the systems in the overall dataset is determined by
the postal codes, which leads to a limited spatial resolution. Right Distribution of nominal power
in the control area of TenneT with a spatial resolution of 1�, based on ‘‘RES data’’ from
December 2008 (Lorenz and Heinemann 2012)
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practicable amount. Another reason for upscaling is that basic information nec-
essary for predicting PV power output (system parameters or measurement data) is
generally not available for all PV systems. For example, in Germany according to
the RES, all PV systems receiving the feed-in tariff have to be registered with
address and nominal power (‘‘RES data’’), but more detailed information on
module types or system orientations is not recorded.

Because of the high correlation of the power output of nearby PV systems, there
is almost no loss in accuracy by the upscaling approach, given that the repre-
sentative set approximates the basic properties of the total dataset with good
accuracy. A correct representation of the spatial distribution of the nominal power
is most important in this respect, which for Germany may be inferred from the
‘‘RES data’’ (Fig. 9, right).

6 Evaluation of PV Power Forecasts

Typical accuracies of local and regional PV power forecasts are shown, again
using our operational PV power prediction system (Lorenz et al. 2011) as an
example.

6.1 Measurement and Forecast Data

Intraday and day-ahead hourly, regional PV power forecasts are evaluated for the
control area of the German transmission system operator ‘‘50Hertz’’ for the period
October 2009–September 2010. Because PV power is not measured for the
majority of PV systems, the regional power production has to be estimated from
available measurements by upscaling from a representative dataset, as done also
for the forecasts. Measurements of more than 500 PV systems monitored in this
control area by Meteocontrol GmbH are used as a basis to infer the regional power
production with a detailed upscaling approach (Lorenz et al. 2011).

Two versions of the PV power prediction system are compared here, both based
on ECMWF predictions (12:00 UTC run) only. The comparisons here do not
include the additional models (DWD and CMV forecasts) that are currently also
part of the service. The basic approach for PV power prediction is based on a
simple upscaling procedure from 77 PV systems. No correction for snow-covered
modules is applied. A more advanced approach includes a more detailed upscaling
with better modeling of the spatial distribution of the systems (Lorenz et al. 2011)
using the same representative dataset and an algorithm for snow detection (Lorenz
et al. 2012b).
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6.2 Results

A comparison of the RMSE values for the different forecast versions and persis-
tence for intraday and day-ahead forecast horizons is given in Table 1. All RMSE
values are normalized to the nominal power as this is common practice for utility
applications. As expected, significantly smaller errors are found for regional than
for single site predictions (compare also Fig. 6). Besides the size of the region, the
spatial distribution of the installed power causes an additional affect on the error
reduction factor. Smallest RMSE values are to be expected for uniformly dis-
tributed systems.

For single site forecasts snow detection results in a minor reduction of the
RMSE values. But for the regional forecasts, there is a considerable improvement
with the new approach. In particular, during winter months forecast errors are
strongly reduced by applying the snow detection algorithm (see Fig. 10). The
improvement during the rest of the year is due to the more detailed upscaling
approach. This emphasizes the importance of a correct modeling of the spatial
distribution of the installed PV power for upscaling.

Table 1 Relative RMSE with respect to the installed power of different forecasting approaches
for the control area of ‘‘50Hertz’’; 1.10.2009–30.9.2010 (24 h of the day)

Regional Single sites

Intraday (%) Day-ahead (%) Intraday (%) Day-ahead (%)

Basic 4.8 5.3 8.1 8.6
New 3.9 4.6 8.0 8.5
Persistence 8.2 10.2 12.4 14.0

Fig. 10 Monthly mean
values (dashed gray line) of
measured PV power and error
measures for persistence (red
line), the original PV power
forecasts (dark blue line), and
the new PV power forecasts
(light blue line) for the
control area of 50Hertz. Solid
lines with markers
correspond to RMSE values
and dashed-colored lines
represent the Bias
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7 Summary and Outlook

Solar power forecasting will be an essential component of any future energy
supply system that uses large amounts of fluctuating solar power. Already today
PV power forecasting systems contribute to successful grid-integration of con-
siderable amounts of solar power, as shown for the example of Germany. As a
consequence of the need for precise and detailed forecast data in the energy sector,
increasing research is underway on forecasting of solar irradiance and solar
electricity generation.

Different approaches of irradiance forecasting have been introduced. Their
benefit for different forecast horizons has been discussed and evaluated for typical
examples. Techniques based on NWPs with forecast horizons up to several days
ahead are of high importance for most grid-integration issues. For shorter time-
scales of several hours ahead, forecasts based on cloud motion vectors from
satellite images show a superior performance to NWP-based forecasts. For less
than 1 h ahead, ground-based observations of cloud motion from sky imagers
provide valuable information.

Whatever physical model is used for forecasting, partly stochastic and partly
systematic errors will remain. With statistical methods these errors may be reduced
based on training of historic datasets of forecasted and measured irradiance and PV
power data. In particular, there is a high potential for improving forecast accuracy
by combination of different models with statistical models, which has been
demonstrated for an example approach including NWP and satellite-based irra-
diance forecasts.

A proper accuracy assessment provides valuable information for all users that
rely on the forecasts as a basis for decision-making. Moreover, a detailed evalu-
ation is a key to model testing and further development, revealing weak points of
the applied models.

Current research in irradiance and PV power forecasting covers all the different
approaches presented and the complete PV power prediction chain. Improvements
in NWP-based irradiance forecasting may be expected as these models will
develop with respect to resolution, data assimilation, and parameterizations of
clouds and radiation. In particular, the development and application of rapid
update cycle models has a high potential to improve intraday forecasting. A
promising approach is also the use of ensemble prediction systems, providing
inherent uncertainty information. Forecasting techniques based on cloud motion
will benefit from enhancements in cloud detection approaches. With respect to
statistical methods, apart from model development, the availability of high-quality
and up-to-date measurement data of solar irradiance and solar power will be of
critical importance. Finally, an optimized combination of different physical and
statistical models will be of advantage for any PV power prediction system.
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Spatial and Temporal Variability
in the UK Wind Resource: Scales,
Controlling Factors and Implications
for Wind Power Output

Steve Dorling, Nick Earl and Chris Steele

Abstract The UK makes for a fascinating case study regarding variability in
renewable energy resource, impacting on the safe degree of penetration of
renewable energy into the electricity grid. In this chapter, we highlight temporal
and spatial scale wind speed variability which impacts upon UK wind farm oper-
ation both onshore and offshore. We argue how natural variations in wind climate at
the monthly, seasonal and decadal scale, linked to the changing frequency of
largescale weather patterns, need to be built into assessments of renewable energy
revenue streams and consideration of associated insurance products.

1 Introduction

Colloquially, it is often said it is possible to experience all four seasons in a single
day in the United Kingdom, such is the variability of UK weather. Key underlying
drivers for this characterisation, taking the UK to mean both the land and its
neighbouring waters, include (a) being at the boundary of one of the earth’s major
continents, Eurasia, and oceans, the North Atlantic; (b) acting as a meeting place
and area of interaction for contrasting air mass types which have, themselves, been
modified en route; (c) proximity to the end of a major mid-latitude extra-tropical
storm track (Dacre and Gray 2009) yet also a preferred region for anticyclonic
blocking (Barriopedro et al. 2006); (d) having an exceptionally long coastline,
subject to seasonal land–sea temperature contrasts and resulting thermally driven
circulation patterns (Simpson 1994); (e) hosting very spatially variable terrain.
These factors, and others, lead to spatial and temporal complexity with regard to
onshore and offshore wind climate and challenges with respect to both regional
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weather forecasting and climate prediction (Woollings 2010). With particular
respect to the focus of this book, the UK also makes for a fascinating case study
regarding variability in renewable energy resource, impacting on the safe degree of
penetration of renewable energy into the electricity grid.

By combining analysis of land station measurements with high-resolution
mesoscale modelling, we focus in this chapter on two particular aspects of the UK
wind climate which have implications for wind energy. First, the variability
observed in 10 m wind measurements since 1980 over a land measurement net-
work which extends across the UK. Second, the seasonal influence of sea breeze
circulations on the offshore environment where major wind farm development is
underway.

2 Tools

Any assessment of long-term variability in climate, over a particular period, must
always be considered as a snapshot in a context of broader scale change. It is now
widely accepted that decadal variability is a strong feature of our climate, whether
we are talking about historical rainfall in the Sahel, climate scenarios of the future
or variations in renewable energy resource (Wang et al. 2009; Woollings 2010).
Decadal variability is both a naturally and anthropogenically forced feature of the
climate system. Drawing conclusions from analyses of relatively short records is
therefore a dangerous and inappropriate practice. At the same time, changes which
do occur in measurement networks lead to a compromise needing to be struck
between the aspiration for a long period of record and the requirement for a stable
station network providing reasonable spatial coverage. The compromise we adopt
here is to analyse a 1980–2010 record of 10 m wind speed measurements from a
UK Met Office network of 40 land-surface stations distributed across the UK. We
thereby focus on the most recent 30-year climate normal period during which
modern-day wind energy has emerged in terms of its importance for renewable
energy generation. The stations all adhere to rigorous requirements relating to
exposure and have excellent data completeness (Hewston and Dorling 2011; Earl
et al. 2013). Nevertheless, we show how local topography remains influential.

The constraints imposed by the availability and quality of measurements can be
partially addressed using modelling approaches. The practical challenges of
making long-term, reliable measurements offshore lead to computer models being
particularly important in the marine environment. This is especially true given the
tendency for met-masts, installed in the planning and construction phases of off-
shore wind farms, to then be removed during the operational phase. With such a
current focus on offshore wind energy development for the achievement of
renewable energy generation targets, utilising models to gain a greater under-
standing of offshore wind variability is a natural approach. An interesting com-
ponent of the marine (and coastal) renewable energy environment is the sea/land
breeze system. As mesoscale features, sea breezes require mesoscale models of
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sufficient spatial resolution to resolve their important features. We present some
results of mesoscale modelling, using the Weather Research and Forecasting
(WRF) model (Skamarock and Klemp 2008), choosing to highlight a spatial and
temporal scale which otherwise tends to be over shadowed by attention to synoptic
(Wang et al. 2009; Brayshaw et al. 2011) and wake effect scales (Barthelmie et al.
2009). Our model sensitivity experiments demonstrate how results are dependent
upon precise model setup.

3 Analysis of 10 m Station Measurements

The network of stations which formed the basis of our selection is presented and
discussed in Hewston and Dorling (2011) and in Earl et al. (2013). As a measure of
spatial variability in the UK wind climate, for five stations located in Figs. 1, 2
presents 1980–2010 average wind roses broadly representing the geographical
extent of the UK. Of course these contrasting wind climates give a broad indi-
cation of the more favourable UK areas for onshore wind energy generation.

Earl et al. (2013) discuss in detail the temporal variability in mean wind speed
which is seen over the full 1980–2010 period. They highlight sharp inter-annual
variations in mean wind speed and potential power output in adjacent years (e.g.
between 1986 and 1987) and longer term variations indicative of decadal vari-
ability (ending on a low point in the most recent decade 2001–2010). Here we
focus on one particular example, namely December 2010 relative to the average of
all Decembers in the analysed period. Figure 3 shows how unusual December
2010 was (strong anticyclonic blocking and North Atlantic Oscillation Index of -

4.62), recalling that winter months are on average particularly important with
respect to high wind turbine capacity factors (Sinden 2007). The low wind energy
density of December 2010 is an indication of the role which insurance policies can
play in maintaining ‘bankability’ in a wind energy generation context.

The Weibull distribution is commonly used as a fit to observed wind data
(Takle and Brown 1978; Seguro and Lambert 2000; Weisser 2003; Celik 2004).
Earl et al. (2013) show how the Weibull parameters vary between the stations in
our network, highlighting how inappropriate the assumption of a Rayleigh dis-
tribution, for the purposes of wind turbine performance assessment, can be (Pet-
ersen et al. 1998). Not only do the Weibull parameter values vary between sites,
they also vary at individual monitoring stations as a function of wind direction, as
demonstrated by way of example in Fig. 4 by the shape parameter, k, at the coastal
Aberporth (west Wales) station relative to London Heathrow Airport (Fig. 1). For
site-specific wind energy resource assessment, monthly and inter-annual variations
in the frequency of winds from different quadrants should be accounted for since
this clearly affects both the temporal mean wind speed itself and the wind speed
distribution (through k), with important implications for power output when this
variability is combined with a turbine power curve.
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4 Sea Breeze modelling

Sea breeze systems have been studied extensively with respect to their impacts at
coastlines and in the immediate hinterland, especially with respect to air quality
issues, but only rarely in terms of their offshore components (Crosman and Horel
2010; Miller et al. 2003; Simpson 1994; Lapworth 2005). Yet the most significant
wind energy development, in the UK and increasingly beyond, is now strongly
focused in this offshore environment and we need to fully understand the role these
wind systems play in enhancing or negating the overall offshore wind resource.

Thermal contrasts between land and sea, resulting from differences in their
respective heat capacities, lead to horizontal pressure gradients which may facil-
itate the establishment of sea breeze cells. These critical land–sea temperature
differences are at a maximum in the mid-late spring and early summer when the
land is heating up quickly but the sea temperature is still lagging behind. Becker
and Pauly (1996) show that southern North Sea temperatures, in the months May–
July, generally increase from 9–16 �C, while mean maximum temperatures over

Fig. 1 Wind rose station locations (circles) and Weibull distribution station locations
(rectangles)
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Fig. 3 Network-average wind roses for December 2010 (left), all Decembers (right)

Fig. 2 1980–2010 Wind roses for Lossiemouth (top), Ronaldsway (centre left), Nottingham
(centre), Wattisham (centre right) and Hurn (bottom)
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land, for example in SE England, would typically increase from 16–22 �C (and be
significantly higher on some particular days) over this same period of the year.

Using idealised model experiments, Steele et al. (2012) demonstrate that the
influence of sea breeze circulations (on-shore flow depth *700 m) can be felt to
distances offshore which comfortably extend from coast to coast between say East
Anglia in the UK and the Dutch coast, an area of extensive current offshore wind
farm development. They also show how the synoptic scale gradient wind speed
and direction, relative to the orientation of a coastline, determines the type of sea
breeze which may be established: pure, corkscrew or backdoor. The different sea
breeze types have contrasting effects on the scale of offshore calm zones which
may, as a result, be established and the strength of the gradient flow in which a sea
breeze can become established also varies between sea breeze types.

WRF model wind fields at a model level equivalent to *90 m in height were
generated to analyse the impact of model horizontal resolution on offshore wind
turbine capacity factor. A height of 90 m was chosen as this corresponds to the
hub-height of a typical offshore wind turbine, with the capacity factor based on the
power curve of a 3.6 GW Siemens offshore turbine. Figure 5 presents results of
these model runs for June 2006, a month exhibiting significant sea breeze activity
(-ve values indicating a higher capacity factor at higher resolution). Here, the
largest changes in capacity factor, off the south and east coasts of England, are
largely a function of the more realistic coastline detail in the higher resolution
simulation. Meanwhile Fig. 5b shows the change in capacity factor resulting from

Fig. 4 Percentage origin of
wind, Weibull shape
parameter (k) and mean wind
speed (ū ms-1) as a function
of direction quadrant at
a Aberporth and b London
Heathrow
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an increase in model resolution from 9 to 3 km, both resolutions being capable of
resolving at least some of the detailed features of sea breeze cells. Figure 5b
highlights how the impact of sea breezes is a function of both coastline orientation
relative to prevailing gradient windflow and also of sea breeze interactions
between neighbouring coastlines. Figure 5c shows 3 km model resolution results,
highlighting much higher capacity factors in June 2006 off the east coast of

Fig. 5 Offshore capacity factor differences (%) for the month of June 2006 as a function of
model resolution for a 27 km minus 3 km [top left]; b 9 km minus 3 km (top right). c Capacity
factors (%) for June 2006 based on 3 km model resolution output (bottom left). d June 2006 mean
sea-level pressure (mb) [courtesy NOAA/ESRL Physical Sciences Division based on NCEP Re-
analysis data]
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England relative to the south-west coast. In a month where the whole of southern
England is the focus of relatively high sea-level pressure (Fig. 5d), we believe this
capacity factor distribution to partly result from stronger land–sea temperature
contrast in the east (higher land temperature and cooler sea temperatures) when
compared with the south-west (which is a more maritime climate strongly influ-
enced by the North Atlantic drift). This stronger temperature contrast encourages
more frequent sea breeze development in the east (see Table 1 later).

Table 1 Theoretical sea breeze types identified in June 2006 for the east coast of East Anglia
(England) using the classification system shown in Fig. 6, with associated synoptic scale weather
types as per Jones et al. (1993), gradient wind strengths and land–sea temperature differences

Date Weather types Predicted sea
breeze type

850 hPa gradient
wind strength
(ms-1)

Land–sea
temperature
difference (K)

1 June 2006 AA;AA;AA;AA None – –
2 June 2006 AA;AA;AA;AA Backdoor 7.2 8.4
3 June 2006 AA;AA;AA;AA Backdoor 9.3 9.4
4 June 2006 AA;AA;AA;AA Backdoor 9.6 8.5
5 June 2006 AA;AA;AA;AA Backdoor 7.7 5.3
6 June 2006 AA;AA;AA;AA Backdoor 2.7 5.6
7 June 2006 AA;AA;AA;AA Pure 8.7 10.8
8 June 2006 AA;AA;AA;AA Corkscrew 2.8 11.2
9 June 2006 AA;AS;AS;ASE None – –
10 June 2006 SE;S;S;S Detached 10.9 12.7
11 June 2006 S;S;AS;AS Corkscrew 8.4 16.6
12 June 2006 S;S;CSW;SW None – –
13 June 2006 SW;W;AW;AA Pure 6.6 6.6
14 June 2006 AA;AA;AA;AA None – –
15 June 2006 AA;AA;AA;AA None – –
16 June 2006 AA;AA;AA;AA Pure 6.5 8.8
17 June 2006 AA;ASW;SW;SW Corkscrew 3.9 11.6
18 June 2006 W;CW;CC;CC None – –
19 June 2006 CC;CC;CNW;NW None – –
20 June 2006 W;SW;CSW;CC None – –
21 June 2006 CC;CC;CC;CC None – –
22 June 2006 CC;CNW;CNW;NW None – –
23 June 2006 NW;W;W;W Pure 5.5 7.1
24 June 2006 CW;CC;CC;CC None – –
25 June 2006 u;u;ANE;AA None – –
26 June 2006 AA;AA;AA;AA None – –
27 June 2006 AA;AA;AA;AA None – –
28 June 2006 AA;AA;ASS;S Pure 3.2 5.9
29 June 2006 SW;ASW;AS;S Corkscrew 3.9 6.2
30 June 2006 S;SW;SW;ASW Corkscrew 3.4 9.4

[AA = anticyclonic, SE = south-easterly, S = southerly, AS = anticyclonic southerly,
CC = cyclonic, CNW = cyclonic north-westerly, etc.]
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Since sea breeze systems clearly impact on the offshore wind resource during a
period of the year when capacity factors are generally lower than the annual
average, it is instructive to assess how common such systems are. To do this, an
automated classification system is established (Azorin-Molina et al. 2011) which
assesses the presence of supportive conditions for sea breeze establishment, based
on synoptic scale weather type (Jones et al. 1993). Land–sea temperature gradient
is also checked, as is the strength of the gradient windflow. The gradient windflow

Fig. 6 Decision Tree for theoretical identification of conditions which would be expected to
support the establishment of a sea breeze
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direction also determines the sea breeze type if all other conditions for sea breeze
establishment are supportive. Figure 6 shows the associated decision tree and
Table 1 presents results based on its application to data from June 2006 for the east
coast (north–south orientated) of East Anglia, England. The approach is being used
to establish a 10-year climatology of sea breeze (type) occurrence and is enabling
the identification of events and periods to model in order to produce a more
comprehensive assessment of sea breeze (type) impact on the offshore wind
resource, incorporating verification against offshore wind farm measurements.
This work will assess the sensitivity of our results to, especially, the chosen model
planetary boundary layer scheme.

5 Conclusions

We have shown examples, and pointed to other supporting literature, highlighting
temporal and spatial scale wind speed variability which impacts upon UK wind
farm operation both onshore and offshore. Offshore and close to the coast, sea
breeze systems in the late spring and summer have the potential to either reduce or
enhance the overall wind resource depending on sea breeze type and on the precise
location of a wind farm. Onshore, wind speed distributions are a function of
upwind surface roughness, and therefore also of variations in frequency of airflow
from different directions, meaning that use of a constant shape parameter value, k,
will lead to errors in resource assessment. Onshore and offshore, natural variations
in wind climate at the monthly, seasonal and decadal scale, linked to the changing
frequency of large-scale weather patterns, need to be built into assessments of
renewable energy revenue streams and consideration of associated insurance
products.
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Reducing the Energy Consumption
of Existing Residential Buildings,
for Climate Change and Scarce
Resource Scenarios in 2050

John J. Shiel, Behdad Moghtaderi, Richard Aynsley and Adrian Page

Abstract A pilot study of energy efficiency measures, or retrofit actions, was
carried out for a single-story detached (single-family) house. It used climate
downscaling to project the climatic conditions of a region, and building simulation
techniques with two thermal comfort approaches for scenarios of ‘‘Climate
Change’’ and ‘‘Scarce Resources’’ in the year 2050. This study was the first stage of
a research program to find cost-effective retrofit actions to lower greenhouse gas
(GHG) emissions for existing Australian houses in a temperate climate. The pilot
study ranked retrofit actions that were cost-effective in reducing the heating and
cooling energy usage of a house. These actions included removing carpet from a
concrete floor for added thermal mass, and adding external shading with deciduous
trees to lower summer radiation from the northern windows (in the southern
hemisphere). Also, the alternative thermal comfort approach showed that occupants
had more control to lower their energy usage than the standard Australian approach.

1 Introduction

The current phase of climate change is due to the unprecedented rapid rise of
temperature (IPCC 2008). This is ironically called global warming and is mostly
due to man-made GHG emissions (IPCC 2008). Buildings contribute around 33 %
of the global GHG emissions (Urge-Vorsatz et al. 2007).
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The prices of oil and other resources related to construction are increasing due
to production shortages and increased demand (Frei 2012; Aleklett 2010; Heinberg
2007; Campbell 2002; Hirsch et al. 2010). Calls are being made to use materials
more efficiently, including for construction (Bol 2011; McKinsey & Company
2011; Ginley and Cahen 2011). Conventional cheap oil supplies have reached a
plateau of production for the last 5 years (IEA and OECD 2011; Aleklett 2010),
and prices are now, on average, above AUD$100 (USD$103) per barrel for TAPIS
crude.

The prices of oil and other scarce materials could continue to rise with global
population growth and rising affluence due to increased resource consumption. So,
more financial pressure could be placed on activities such as construction that rely
on transport and new materials. This would lead to increases in the cost of ret-
rofitting houses for energy reduction, affecting householders trying to lower their
energy costs or carbon intensity.

A pilot study is described here of energy efficient retrofit actions for a single-
story detached (single-family) house for two key scenarios in 2050: (i) Climate
Change and (ii) Scarce Resources. These actions are compared with those of the
baseline 1990 climate.

The key drivers of the research project are:

• most of the Australian residential stock is in a poor energy-performance state;
• Australia is particularly vulnerable to climate change with its large coastal

population, threats to its water supply in food-growing regions, flood and
bushfire exposure, and species extinction; and

• the rising costs of energy supplies and other scarce resources.

There has been little research into low-cost retrofit actions to suit Australia’s
stock of existing houses. However, some research has been done for 20 year
futures out to 2100, and for very low energy consumption resulting from behav-
ioral change and improved design of appliances (Robert and Kummert 2012; Ren
et al. 2011; Lee 2009). While some researchers consider existing houses, they do
not model house construction indicative of the existing Australian stock, e.g., with
timber floors.

Following this introduction, Sect. 2 describes the methodology of the overall
research program and the pilot study. It also explains how the climate scenarios for
2050 were projected, and how the retrofit actions were simulated to predict the
house thermal performance for those scenarios. In particular, Sect. 2.6 describes in
detail the thermal comfort approaches.

Section 3 presents the results that show the impacts of the retrofit actions on the
house temperature and on the heating and cooling energy needed for comfort. This
is followed by Sects. 4 and 5 which discuss the findings, and the overall
conclusion.
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2 Method

2.1 Research Program

The pilot study is the first stage of an overall research program aimed at improving
the poor thermal performance of the Australian building fabric for detached
existing houses in a temperate climate.

The research program will establish cost-effective GHG-reducing retrofit
actions for the house envelope, for the most common types of Australian house
construction. It will compare a 1990 baseline climate with two climate scenarios of
2050:

• Climate Change: the high-range A1FI scenario (IPCC 2008) of the Intergov-
ernmental Panel on Climate Change (IPCC); and

• Scarce Resources: where oil and other resource shortages reduce consumption.

2.2 Pilot Study

The goal of the pilot study was to find initial energy savings and cost-effectiveness
of retrofit actions for one typical Australian house construction for the two climate
scenarios of 2050.

The pilot study (see Fig. 1) was informed by:

Fig. 1 Pilot study method:
the pilot study compared the
impact of energy-reducing
retrofit actions on room
temperatures and the energy
for comfort with those of an
unmodified house in
Adelaide. There were
simulations for 1990 and two
scenarios in 2050, and for two
thermal comfort approaches.
The retrofit actions were
ranked by cost-effectiveness
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• a literature review (Shiel et al. 2009) of the best practice retrofits:

– that were recognized by professional building associations;
– from regions with more advanced building practices than Australia, partic-

ularly Germany, Austria, Canada, and California;
• experimentation and simulation of retrofit actions on a house in Newcastle,

NSW (Shiel et al. 2010) to test some innovative ideas; and
• advice from research Supervisors (Page et al. 2011; Aynsley 2012; Lehmann

2010), colleagues and the Ph.D. network on the feasibility of retrofit actions, and
in techniques for calculating thermal comfort and for experimenting.

The pilot study established the infrastructure of:

• AccuRate v1.1.4.1, a house simulation package for temperature and energy,
which is described further in Sect. 2.4;

• AccuBatch v2.0.0.0, which is a CSIRO batch program to run many AccuRate
cases;

• JMP (v9.0.0), SAS Institute Inc’s program for graphical statistical analysis; and
• ASHRAE’s Thermal Comfort Tool v1.07 software program (Fountain and

Hulzenga 1995) to calculate the standard effective temperature (SET), an
alternative thermal comfort index to one used in AccuRate.

Figure 1 shows the pilot study method which is described in detail in the
following sections. The pilot study simulations were carried out for the house
temperatures and energy required to maintain comfort for the unmodified house
and for each retrofit action.

The retrofit actions were simulated for the 1990 baseline climate for the two
climate scenarios of 2050, and for two comfort approaches. The pilot study ranked
the actions by the most cost-effective in reducing the energy demand, and by
having the largest internal temperature change, compared to the unchanged house.

2.3 Scenarios for 2050

2.3.1 Climate Change

The Climate Change scenario chosen was the IPCC’s highest emission scenario
(IPCC 2008), also known as A1 Fossil Fuel Intensive (A1FI). This was because its
projected emissions are showing signs of being exceeded (Rahmstorf et al. 2007;
Cleugh et al. 2011). The eminent Australian economist Professor Ross Garnaut
observed:

Between 2000 and 2008, the annual increase in fossil fuel emissions grew …well above
the IPCC scenario with the highest emissions through to 2100… (Garnaut 2011, 3).
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2.3.2 Scarce Resources

Future patterns of scarce resources concern scientists (Ginley and Cahen 2011;
Heinberg 2007; Campbell 2002; Aleklett 2010; Bol 2011; Hirsch et al. 2010) as
well as economists (McKinsey & Company 2011; Garnaut 2011; Curtis 2009;
Pauli 2010).

The scarce resource problem, which is due to global increases in population and
affluence, causes particular issues for the construction sector in regard to certain
raw materials and energy supply. Global reserves are small for lead, silver, tin,
zinc, copper, and nickel (Bol 2011) and this is evident in price increases. Some
materials used to produce energy resources are also in scarce supply (Ginley and
Cahen 2011), and there are issues with conventional oil.

Conventional oil supplies have reached a plateau level of production over the
last 5 years, and prices are expected to remain around AUD$100 or more per
barrel for TAPIS crude. As conventional oil supplies drop, a massive global
investment is needed to meet the global demand for oil, of around AUD$2 trillion
per year for 20 years (IEA and OECD 2011). This could create a greater reliance
on the more expensive and carbon intensive unconventional oil sources.

So, if the available conventional oil supply is reduced and large investments are
needed, these oil prices will become volatile and inelastic (Martin 2012) and
supply chains will shorten. This will cause a decline in globalization, which is the
global trade of goods and services, and could lead to a ‘‘peak globalization’’
(Curtis 2009). This could slow coal and gas exports (Vivoda 2011) which rely on
oil products for transportation, further increasing energy prices by disrupting the
supply of fossil fuels. This could cause GHG emissions to decrease, helping to
stabilize cumulative emissions.

Rising energy prices would lower economic growth until demand is restored
again by the rising consumption of population increase and affluence, when energy
prices could escalate again. This pattern has been recognized in recent times
(McKinsey & Company 2011; Hall and Klitgaard 2011; Aleklett 2010).

To simplify calculations, the pilot study assumed that the temperature increase
of the Scarce Resources scenario would be half that of the Climate Change sce-
nario temperature increase from the 1990 baseline climate. Future research may be
able to consider the new scenario approach of the IPCC (Moss et al. 2010).

2.4 House Temperature and Energy Simulations

2.4.1 Details of the House

Figure 2 shows the plan of the brick veneer house that was modeled in the
Adelaide, SA location. It had a concrete slab-on-ground floor with an area of
120 m2. The external walls had 600 mm eaves and were constructed of brick
veneer with:
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• an outer skin of 110 mm single brick; and
• an inner load-bearing timber frame (stud wall), lined with reflective insulation

and plasterboard.

The house had single-glazed aluminium-framed windows and a metal roof with
reflective insulation underneath.

The internal walls were timber stud and plasterboard, and there was a plas-
terboard ceiling with no insulation. The living room/kitchen external wall had
70 % glass and was oriented 50 � west of north, which is a very poor orientation
for a house in the southern hemisphere. The house also had some shading from
neighboring properties and trees.

2.4.2 Retrofit Actions

After experimenting and simulating many possible retrofits, including temporary
double glazing, thermally lined curtains, and a Pergola with deep angled roof
beams to manage seasonal window shading (see Fig. 2), the actions investigated in
detail in the pilot study were:

• adding a high value of ceiling insulation with a thermal resistance of R4 K�m2/W
(R23 h�ft2� �F/Btu);

• growing deciduous trees beside the northwest wall;
• having a window size reduction in the living room/kitchen of 50 %;
• removing the carpet and adding black tiles to the concrete floor for added

thermal mass;

Fig. 2 House plan with
pergola: the house is poorly
oriented for passive solar
design with a large, north-
western exposed window.
The Pergola simulations
reported here were conducted
on an enclosed conservatory
with a metal roof instead of
the angled roof beams shown
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• adding temporary double glazing to the bedrooms, study and living room/
kitchen;

• adding a metal roof conservatory, which is a form of closed-in Pergola, to the
northwestern living room—effectively to ‘‘re-orientate’’ the house and catch
more winter sun;

• adding four large 1.4 m diameter ceiling fans; and
• weather-stripping the house to eliminate draughts, including sealing architraves,

cornices, and external doors.

Thermal mass is the ability of a material to absorb heat energy. It can act like a
thermal battery and absorb and release heat to a room to smooth out large daily
temperature fluctuations.

The retrofit actions were modeled in isolation for the pilot study, and their
combined impact will be researched further.

2.4.3 NatHERS House Rating Scheme

The Australian Nationwide House Energy Rating Scheme (NatHERS) awards star
ratings from 0 to a maximum of 10 for the energy performance of new houses
(DCCEE 2011).

The star rating of 10 is for dwellings that need negligible space heating and
cooling energy to keep occupants thermally comfortable all year. This annual
house energy required for comfort, known as the ‘‘required energy,’’ is not to be
confused with the energy consumption of the appliances themselves for space
heating and cooling. The latter energy is lower and depends on the efficiency of the
appliances which can be as high as a factor of 5.

NatHERS software applications calculate the annual required energy from room
temperatures and its thermal comfort approach. The annual required energy is
divided by the air-conditioned floor area, and adjusted according to the house area
for surface effects. The resulting areal intensity value is compared with the star
rating energy bands for the appropriate house climate region, and a star rating is
assigned.

Currently, the Australian new house minimum NatHERS star rating is six stars.

2.4.4 AccuRate

The pilot study used AccuRate v1.1.4.1 (Hearne 2011; Delsante 2005; Chen 2008),
one of the NatHERS-accredited house energy rating packages. It was used to
simulate the internal room temperatures, and to calculate the house energy
intensity and star rating.

AccuRate was used in a design manner where parameters can be adjusted to
obtain a better result, rather than to produce a fixed star rating from a known house
specification and plan. This helped to optimize the retrofit actions.
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Like other NatHERS-accredited packages, AccuRate applies rules for natural
ventilation, ceiling fans and then air-conditioning, according to heating and
cooling criteria. It uses a frequency response building thermal model and a mul-
tiroom network ventilation model to calculate residential annual hourly room
temperatures (Ren et al. 2011).

2.4.5 Energy and Temperature Simulation with AccuRate

AccuRate has standard loadings and assumptions related to the implementation of
the NatHERS protocol (see Sect. 2.6.1).

In addition, the AccuRate assessor inputs are:

• a building location which selects a local reference meteorological year (RMY)
weather profile;

• the geometry of

– each construction component such as wall, floor ,and roof as well as thermal
properties such as insulation resistance;

– the rooms and their relationships to each other; and
• shading and orientation.

The AccuRate outputs are:

• the room temperatures for each hour of the year;
• the total house required energy divided by the house area and so is adjusted for

house size; and
• the house star rating (from 0, bad, to 10, excellent relative to the climate).

The base case house can be simulated for these results, and a retrofit action can
be applied to see if any improvement has been made in terms of energy savings or
of temperature control.

2.5 Present and Future Climates

2.5.1 Present Climate

The 1990 climate was provided by AccuRate’s default reference meteorological
year (RMY), previously known as the typical meteorological year (TMY (Lee and
Snow 2008). The RMY is annual hourly data of a range of important weather
parameters for 12 of the most typical meteorological months from 41 years cen-
tered on 1987 (Lee and Snow 2008). This RMY data was assumed to be close
enough to the climate centered on 1990 as used in coupled atmospheric oceanic
general circulation models (AO-GCMs) (Clarke and Ricketts 2010). The GCM is
also known as a global climate model.
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2.5.2 Climate Projections for 2050

Monthly Climate Data Changes

A single AO-GCM climate model approach was used to forecast the climate in
2050 since it is inappropriate to combine multimodel results for a detailed risk
assessment (Clarke and Ricketts 2010). Furthermore, the INM-CM3.0 climate
model usually was used as the most likely downscaling model from 18 AO-GCMs
for Adelaide, but mid-range summer temperature changes were sometimes needed
from other models (Clarke and Ricketts 2010).

The parameters of the weather data changes were averaged over a 5� latitude–
longitude grid-square for Adelaide for the 20 years centered on 2050 (Clarke and
Ricketts 2010). They were:

• the seasonal changes from 1990 to 2050 of temperature, relative humidity, solar
radiation, and wind speed, which were all converted to monthly changes; and

• the monthly changes in minimum and maximum temperatures from 1990 to 2050.

Future Hourly Weather Data

Belcher’s time series adjustment approach (‘‘morphing’’), was used to further
downscale the AO-GCM model climate forecast, being the most appropriate
method for building design (Belcher et al. 2005). The morphing approach provided
annual hourly weather data for four of the 2050 AccuRate weather parameters. It
adjusted the 1990 RMY annual hourly Adelaide weather parameters by adding the
most likely AO-GCM monthly climate data changes from 1990 to 2050.

This approach was considered more suited to thermal building simulation than
either dynamical downscaling that uses detailed, computationally expensive
regional climate models; stochastic weather generation where large data sets are
used to generate weather time series; or interpolation in space and time from
coarse AO-GCMs. This is because of (Belcher et al. 2005):

• the reliability of present-day weather forecasts;
• the meteorological consistency of the resulting weather sequence; and
• the present-day observations being made from a real location.

The main AccuRate input parameters of hourly ambient temperature, relative
humidity, solar irradiance, and wind speed were projected for 2050 using eqs. 1–5
provided in Annex 1 (Belcher et al. 2005).

2.6 Thermal Comfort

The concept of thermal comfort inside buildings has developed over many years, and
is now accepted as ‘‘that condition of mind that expresses satisfaction with the thermal
environment and is assessed by subjective evaluation’’ (ASHRAE-55 2010, 9).
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The pilot study investigated two sets of thermal comfort approaches for house
occupants to determine their impact during more extreme climate conditions:

• the standard Australian NatHERS thermal comfort approach that uses the ‘‘new
Effective Temperature’’ (ET*); and

• an alternative thermal comfort approach using ASHRAE’s more recent Standard
Effective Temperature (SET) thermal comfort index (ASHRAE-55 2010).

2.6.1 NatHERS Comfort Approach

The NatHERS protocol contains rules about:

• room occupancy conditions;
• internal heat loads;
• occupant behavior for operating doors, windows, curtains, and fans; and
• heating and cooling thermostat settings related to climate, to room type, and to

time of day.

It adopted the most appropriate measure of comfort at that time, the new
effective temperature’’ (ET*) thermal comfort index (Delsante 2005; Auliciems
and Szokolay 1997; Aynsley and Szokolay 1998; Chen 2012).

ET* is based on the parameters: environmental temperature, which depends on
the indoor radiant temperature and dry-bulb air temperature; humidity; air speed
from natural ventilation or ceiling fans; and clothing levels for winter and summer.

For its adaptive comfort limit, the NatHERS protocol uses Auliciems’ neutral
temperature—where you are neither hot nor cold—for 90 % of participants from
de Dear’s survey data (de Dear 1997). This takes into account acclimatization
effects over the seasons. If ET* is outside this band, heating or cooling is invoked.

The ET* cooling effects are shown in Fig. 3, and are calculated from Szokolay’s
approximate formula (Auliciems and Szokolay 1997).

2.6.2 An Alternative Comfort Approach with SET

The pilot study used an alternative comfort approach based on ASHRAE’s stan-
dard effective temperature (SET) thermal comfort index (ASHRAE-55 2010;
Fountain and Hulzenga 1995; Gagge et al. 1986), and a wider neutrality condition,
the ‘‘acceptable’’ range from Parsons (Parsons 2003).

There were three SET combinations that were checked for the pilot study:

1. light clothes and maximum ventilation of the ceiling fan, for maximum cooling
before air-conditioning is required;

2. light clothes and no ceiling fan for minimum energy while staying cool; and
3. heavy clothes and no ceiling fan for maximum personal warmth before addi-

tional heating is required.
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The SET thermal comfort index is based on six parameters: air dry-bulb tem-
perature; radiant temperature; humidity; air speed; the clothing level (clo); and
metabolic rate (MET).

For the pilot study, the room air temperature was obtained from an AccuRate
analysis without air-conditioning, and the radiant temperature was assumed equal
to the air temperature. Also, the internal humidity ratio was assumed to be equal to
the AccuRate external humidity ratio, and the metabolic rate was assumed to be
1.0 MET, which is that of a person in a sedentary state in the metabolic rate scale.

The other two parameters, air speed and clothing level, were varied, and this
allowed the occupant to adapt his or her behavior according to the actual tem-
perature and humidity.

ASHRAE’s Thermal Comfort Tool software program (Fountain and Hulzenga
1995) was used in batch mode to calculate the SET temperatures for each retrofit
action, for each scenario, for each hour of the year, and for the above three SET
parameter cases. The hottest and coldest days were filtered in an Excel
spreadsheet.

The SET cooling effects on the human body are shown in Fig. 3 for 33.5 �C, for
an air speed of 0.15 m/s. The values were calculated in accordance with the
method in Appendix F of the ASHRAE standard (ASHRAE-55 2010).

Fig. 3 The cooling effect on
the human body of the SET
and ET* thermal comfort
indices, for air speed and
relative humidity, for an air
temperature of 33.5 �C. This
shows the additional cooling
in summer that SET provides
with air speed, especially in
humid conditions, compared
to the NatHERS ET* values
for its relative humidity (RH)
of 50 %. Source (Based on
Aynsley 2012)
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2.7 Deciding on the Methodology

The justifications for the main decisions of the methodology were:

• the retrofit embodied energy was ignored—since it was usually much smaller
than the operational energy for existing houses;

• choosing the year 2050, not 2100, for analysis—to match the longevity of the
large number of houses that will still be existing in 2050 that originated from the
Australian housing boom after the second world war;

• using Belcher’s ‘‘morphing’’ approach for downscaling— as most suitable to
thermal building simulation (see Sect. 2.5.2);

• the INM-CM3.0 climate model as the most suitable— for Australia, at the time
the calculations were carried out;

• using a predictive method based on simulation rather than an historical auditing
approach—so that the retrofit impacts of energy savings and thermal comfort
can be estimated during design. The historical auditing approach can only
measure the impact of a retrofit after it has been implemented.

• using the Australian home energy rating program, AccuRate, rather than using
other software—since it is accredited by NatHERS and was accessible;

• including a ‘‘Scarce Resources’’ scenario—which is a lower emissions scenario
than the ‘‘Climate Change’’ scenario, due to possible long-term high commodity
prices slowing GHG emissions;

• choosing Adelaide as the house site—since it is a temperate climate, and for its
long periods of consecutive hot days; and

• using an alternative comfort approach with SET, as well as the one from
NatHERS to evaluate the retrofit actions—because SET has superseded ET* in
the ASHRAE standard and it promises energy savings.

3 Results

3.1 Thermal Comfort

Figure 3 compares the cooling effect on the human body for each comfort index:
SET and ET*. It shows the additional one degree of cooling with SET above ET*
at high values of humidity, and is discussed in Sect. 4.6.2.

DT is the equivalent number of degrees that the dry-bulb air temperature would
need to be lowered from 33.5 �C, to achieve the same cooling effect on the human
body as there is for increases in air speed at various levels of relative humidity (RH).

DT is calculated for the SET and ET* thermal comfort indexes, where the air
and mean radiant temperatures are assumed to be 33.5 �C, with a summer clothing
level of 0.5 clo and a sedentary metabolic rate of 1 MET. Air speed is varied to
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0.8 m/s which is the maximum recommended by ASHRAE for sedentary office
purposes.

The temperature of 33.5 �C is chosen because it is skin temperature, and the
30–80 % relative humidity is chosen to keep within the human comfort range.

3.2 House Base Case

The base case house, i.e., without modification, achieved a star rating of around 1.5
stars for the 1990 baseline climate.

It needs a required energy of 310 MJ/m2/a to remain comfortable, with the
NatHERS comfort approach for the 2050 Climate Change scenario.

The base case living room without air-conditioning reaches a temperature
greater than 45 �C for the hottest day of the Climate Change scenario as shown in
Fig. 4. It also performs poorly in the winter as Fig. 5 shows, with a temperature of
around 8 �C for this scenario, without some form of heating.

Fig. 4 Hottest day living room temperatures in 2050, with 54 % RH. The living room
temperature reaches 46 �C without any modifications (base case), and after the best three actions
have been applied, it still rises to 43 �C, in the 2050 Climate Change Scenario. The AccuRate
comfort approach with NatHERS protocol requires that the room is cooled to 25.5 �C all waking
hours, from 7 a.m. to 12 midnight. The alternative comfort approach with SET also requires
cooling, but only to 30 �C with light clothing and high fan. So, the energy required to maintain
occupant comfort is less than the AccuRate approach

Reducing the Energy Consumption of Existing Residential Buildings 479



3.3 Energy Savings: AccuRate Comfort

Figure 6 shows for each of the retrofit actions, the energy savings to be gained as a
percentage of the required energy needed for the unmodified house to remain
thermally comfortable. It shows these savings for the 1990 baseline climate and
two scenarios of 2050.

Fig. 5 Coldest day living room temperatures in 2050. The living room temperature drops to 8 �C
without any modifications (base case), and after the best three actions have been applied, it still
drops to 13 �C, for the 2050 Climate Change Scenario. AccuRate’s NatHERS protocol requires
that the living room in Adelaide is warmed to 20 �C from 7 a.m. to 12 midnight. The SET
approach also requires warming, but only to 17.5 �C with heavy clothing and no fan. So the
required energy of the SET approach is smaller than the Accurate approach

Fig. 6 Energy savings of each retrofit action for the baseline climate in 1990, and the 2050
scenarios of scarce resources and climate change. These are the savings that each of the retrofit
actions provide, as a percentage of the energy required to maintain comfort (for space heating and
cooling) of the unmodified house (Base Case). It uses the NatHERS comfort approach with ET*
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These retrofit actions are detailed in Sect. 2.4.2, and the required energy of the
unmodified house (the Base Case) is based on the NatHERS comfort approach
with ET*.

3.4 Cost-effective Actions for Energy Savings

The energy savings (MJ/m2/a) of each retrofit action are shown in Fig. 7 for the
Climate Change scenario. These savings are calculated based on the required
energy of 310 MJ/m2/a to maintain comfort with the NatHERS comfort approach
for the unmodified house (the base case). For example Fig. 7 shows that the
savings in the required energy to maintain comfort from the base case for ceiling
insulation is about 130 MJ/m2/a, and lesser amounts for the other actions.

Figure 7 also shows the capital costs of the actions in AUD$ 9 100, and unit
cost of each action in AUD$/(MJ/m2/a) which is the cost per required energy
savings.

Fig. 7 Cost-effectiveness of energy-performance retrofit actions for 2050 (the unit cost). Also
shown are their capital costs and their Energy Savings from the required energy required by the
unmodified house (base case). Ceiling insulation is the most cost-effective action (with the lowest
unit cost), followed by using deciduous trees to block the window summer sun externally. The
next most cost-effective action is the 50 % single-glazed window reduction, followed by an
increase in thermal mass achieved by removing the carpet, and so on
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3.5 Temperature Control

Figures 4 and 5 show the AccuRate predicted living room temperatures for the
Climate Change scenario in 2050, for the hottest and coldest days, respectively.
These figures show temperatures with and without air-conditioning. Each figure
shows the temperatures for:

• the unmodified building base case (with no air-conditioning),
• the impact (with no air-conditioning) after a retrofit of the top three actions of

ceiling insulation, carpet removal for added thermal mass, and shading with
deciduous trees,

• the best SET cases with different clothing levels and varying ceiling fan air
speeds, and its comfort approach (with air-conditioning required for the dark
shaded area), and

• the AccuRate air-conditioned temperature with its stricter NaTHERS comfort
approach (with the air-conditioning already invoked).

The light-shaded bands are the temperature comfort range limits for SET—
17.5–30 �C for ‘‘acceptable’’ conditions (Parsons 2003)—and the black areas
show the extent of SET time intervals requiring conditioning.

Figure 4 shows SET temperatures on the hottest day with occupants wearing a
summer clothing level of 0.5 clo, which is a measure of a person’s degree of
clothing, and a high fan setting giving an air movement of 0.77 m/sec. The
AccuRate air-conditioned temperature shows its cooling set point is lower than
SET’s set point.

Figure 5 shows the SET temperatures on the coldest day with occupants
wearing winter clothing to a level of 1.0 clo, with no fan. AccuRate’s set point is
now higher than the one for SET.

4 Discussion

4.1 Base Case

The house with no modifications (the Base Case) had an energy rating of 1.5 stars,
which is close to the average existing Australian house rating of around 2 stars.
This is largely due to the extent of detached housing; poor insulation of the
envelope, especially for ceilings and for timber floors that are not enclosed; poor
orientation; high porosity; and single-glazed windows, which characterize many
Australian homes.

The base case house needs a required energy of 310 MJ/m2/a to remain com-
fortable, with the NatHERS comfort approach for the 2050 Climate Change
scenario.
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Figure 4 shows the base case living room without air-conditioning reaching a
temperature greater than 45 �C for the hottest day of the Climate Change scenario.
This presents a serious health concern since around 50,000 mostly elderly people
died from heat stress and fires, after a week of above 40 �C temperatures during
the European summer of 2003 (Brown 2012). Adelaide is renowned for its heat-
waves, and will be researched further.

Figure 5 shows that additional heating is still needed for this 2050 Climate
Change scenario for the base case living room in winter as the temperature reaches
8 �C overnight.

4.2 Scenarios in 2050

4.2.1 Scarce Resources

As shown in Fig. 6 with both scenarios, the retrofit actions in the Scarce Resources
scenario have a lower impact than in the Climate Change scenario, from an energy
savings point of view, if weather-stripping is ignored (explained further in
Sect. 4.3). This is because the retrofit actions have a greater impact with larger
temperature increases.

Additionally, the price volatility in the Scarce Resource scenario would be a
major concern, and so it would be urgent to complete all these retrofits while
scarce material and energy prices are more affordable.

4.2.2 Climate Change

Figure 6 also shows the improved energy savings of certain retrofit actions from
the 1990 baseline to the Scarce Resource and even more to the Climate Change
scenario. The largest improvements for the Climate Change scenario are the
conservatory, reducing the area of four windows by 50 %, temporary double
glazing and black tiles for added thermal mass.

Figure 4 shows the temperature effect of the top three actions which reduces the
maximum living room temperature by around 3 �C on the hottest day. The same
retrofit raises the lowest temperature in the living room temperature by around
5 �C on the coldest day.

4.3 Energy Analysis

As indicated in Fig. 6, the ceiling insulation of R4 K�m2/W (R23 h�ft2� �F/Btu) is
the most effective action, accounting for almost 50 % of required energy savings
from the unmodified house base case. This level of benefit agrees with other
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simulation research (Willrath 1998; Kordjamshidi 2011; Ren et al. 2011), as well
as experimental monitoring of house temperatures for ceiling insulation (Shiel
et al, 2010; Page et al. 2011).

In addition, other low-cost retrofit actions provided a combined 20 % of
required energy savings. These actions were: removing the carpet and using black
tiles on the concrete floor for added thermal mass; adding temporary double
glazing; growing deciduous trees on the northwest wall; and adding four large
1.4 m diameter ceiling fans. Again, experimental results have agreed with the
effectiveness of the carpet retrofit actions (Page et al. 2011).

Weather-stripping is very affordable, but has mixed results across the scenarios.
In the 1990 baseline climate, weather-stripping reduced the required energy by
9 %. In 2050 there was only a 6 % improvement in the Scarce Resources scenario,
but the extreme Climate Change scenario showed that the action needed more
energy than it saved. This is because more heat is being trapped with less air
escaping, especially with the large windows in a warming climate, so that more
cooling is needed.

If the conservatory was added and the window size reduced, another 25 % of
energy savings would be gained, although at higher cost (see Fig. 7).

4.3.1 Most Cost-effective Actions

The required energy savings of each action are shown in Fig. 7 from the total
required energy needed by the unmodified house (base case).

As well as being the most effective energy-saving action, ceiling insulation is
also the most cost-effective retrofit action since it has the lowest unit cost.

The next most cost-effective retrofit action is deciduous trees to block exter-
nally the window summer sun, and then the 50 % window size reduction, which
lowers the heat escaping during winter, followed by removing the carpet for added
thermal mass.

4.4 Temperature Analysis

On the hottest day in the Climate Change scenario (see Fig. 4), the unmodified
house base case exceeds 45 �C in the living room/kitchen after the room had
reached a maximum of 54 % relative humidity at 7 a.m. There is a small benefit
with a lowering of temperature by the top three low-cost retrofit actions.

When the occupants adapt to conditions by wearing light clothes and operating
a ceiling fan at the highest speed, the SET temperature (see Fig. 4) shows the
effective benefit gained, but the 30 �C threshold is still breached and the room
requires cooling with air-conditioning. This is in spite of the less stringent
‘‘acceptable’’ level of comfort, rather than the stricter NatHERS comfort criteria
where 90 % of occupants are comfortable.
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On the coldest day of the Climate Change scenario (see Fig. 5), heating will be
required for SET conditions despite occupant adaptations of a winter clothing level of
1.0 clo and no fan. However, the SET conditions only need heating from 7 to 10 a.m.
when the temperature is below 17.5 �C. For the NatHERS comfort approach used
by AccuRate, the room needs heating above 20 �C from 7 a.m. to 12 midnight.

On each of these extreme temperature days, heating and cooling appliances will
be needed for this particular house for this level of refurbishment, for both
NatHERS and SET comfort approaches in 2050 for Adelaide. The additional
energy used by these house appliances will produce more GHG emissions, creating
a positive feedback loop and leading to more global warming.

This shows the importance of as many houses being retrofitted with as many
effective actions as possible, and encouraging occupants to take an active role in
adapting to the warmer climate.

4.5 Most Effective Actions

The top three actions for the temperature analysis for the Climate Change scenario
as shown in Figs. 4 and 5, differed from those of the energy analysis (see Fig. 6).
For temperature control they were:

• a high value of ceiling insulation of R4 K�m2/W (R23 h�ft2� �F/Btu);
• carpet removal for added thermal mass; and
• shading with deciduous trees.

For energy savings they were:

• a high value of ceiling insulation of R4 K�m2/W (R23 h�ft2� �F/Btu);
• the conservatory; and
• temporary double glazing.

The energy required to maintain comfort is different for the energy and tem-
perature analysis because the pilot study analysis for the control of temperatures
for a single room requires different actions than for the control of the whole house
energy intensity.

4.6 Thermal Comfort

There are interesting issues in implementing thermal comfort approaches.
Thermal comfort is difficult to estimate because it depends partly on the internal

humidity and internal air speed parameters, which both rely on the number of air
changes per hour (ACH). The ACH depends on the degree of weather-stripping
and the air-flow rate which changes with natural or mechanical ventilation, e.g.,
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with window, door, or ceiling fan operation. These operations can be spatially
nonuniform and highly dependent on behavior.

Also, while the clothing value (clo) appears simple, it needs to be averaged
across all occupants. There could be building signs to warn occupants about
appropriate dress codes and seasonal set-points, and suitable clothing could be
made available, especially for commercial buildings.

The air speed and radiant temperature are assumed to be the same for occupants
of the same room.

4.6.1 NATHERS Comfort Approach

AccuRate’s standard input uses small envelope leakage rates compared to the
larger values measured in older existing houses (MEFL 2010). This will affect the
estimates of humidity and natural ventilation, and will need special modeling
assumptions for older houses.

Also, ASHRAE states that the chart method used by the NatHERS ET* is not
appropriate for relative humidity above 50 %, and that a computer model approach
with SET should be used (ASHRAE-55 2010).

The NatHERS approach also allows the relative humidity to rise to 95 %
(Delsante 2005), but there can be moisture and health problems once the humidity
is above 80 %. So designers need to consider poor indoor air quality issues that
can result from low values of ACH that allow higher values of humidity.

4.6.2 Alternative SET Comfort Approach

For the alternative SET comfort approach the metabolic rate would also need to be
averaged across all occupants.

Also, by using Parsons’ wider acceptability range, occupants would need to
adapt to its lower acceptability criteria than the 90 % level in NatHERS. For
example, this means that they would need to be comfortable with higher cooling
set-points by changing their behavior. This could include using ceiling fans;
moving to a more comfortable radiant heat location such as away from a window;
or wearing different clothing, before using the air-conditioning.

For the alternative comfort approach, less required energy was needed by varying
the clothing level and air speed, and by using Parsons’ wider acceptability range.

4.6.3 Relative Cooling Effects

Figure 3 shows the additional cooling in summer that SET provides with air speed,
especially in humid conditions, over ET*. The maximum cooling occurs at a
moderate air speed of 0.5 m/s for values of relative humidity of 60 % or more,
when the thermal comfort will appear around 1 �C cooler with SET than by using
ET* which is used in NatHERS and AccuRate.
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4.7 Thermal Modeling Complexity

Some of the innovative retrofit actions are difficult to model properly using
AccuRate because:

• the thermal curtains had only a small effect in summer (AccuRate does not draw
the curtains during the day to help prevent the window heat conduction);

• the weather-stripping is difficult to model since existing houses are not as air-
tight as newer ones, and AccuRate’s standard input values are low; and

• the degree of shading is difficult to estimate for different deciduous tree species
and for various foliage covers.

These difficulties will be addressed by introducing additional components into
the house structure to provide a similar effect, e.g., a window covering that will
screen the window during the hottest part of a summer’s day, or vents that will
increase air circulation.

The thermal properties that will require more research are:

• different types of thermal curtains;
• temporary double glazing plastic films; and
• the degree of tree shading.

The calculation of SET is a lengthy procedure. However, SET has been adopted
by ASHRAE as the standard and there are computer programs to assist.

4.8 Reliability of Approach

4.8.1 AccuRate Reliability

The goal of NatHERS-accredited applications is to rate houses based on stan-
dardized weather data, heat load assumptions, and occupancy patterns, and these
are not likely to match those of any actual house at any point in time.

There have been many studies conducted of monitoring house temperatures and
their energy consumption compared to the AccuRate simulations. Some have used
actual weather data, realistic house component modeling, actual internal heat
loadings and occupancy patterns to better suit reality, and converted the required
energy into energy consumed.

Of the comparisons that have been conducted, the thermal modeling experience
of the assessor has proved to be of paramount importance. This is because there are
many sources of error on assumptions for the numerous inputs required to model
the house correctly (Szokolay 2004; Saman et al. 2008; Williamson et al. 2010).

Errors may be in the actual weather data; in the assumptions about wing walls
and shading; in the determination of the air-tightness; in selecting occupancy
levels; in setting thermostat set points; and in the thermal properties of the
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building, e.g., timber walls have a framing factor where the timber studs affect the
thermal properties.

For weather data, AccuRate’s standard RMY data is often from the nearest airport,
which can under-estimate the urban temperature which can be higher due to urban
heat island effects. It may also over-estimate the wind effects in the urban location.
For actual weather data, hourly solar radiation is important for building simulation
but not readily available, and it is also difficult to obtain precise humidity data.

Also, any error in the AccuRate implementation is unknown since the software
source code is proprietary, and the software code is not available for independent
analysis.

However, AccuRate has been validated using the BESTEST protocol, and the
AccuRate output of internal temperature data and house energy across many
houses are approximately correct (Delsante 2005; Miller and Buys 2010; Copper
and Sproule 2011; Williamson et al. 2010). It should be noted that BESTEST tests
the simulation of one building in one location.

4.8.2 Reliability of the Climate Projection

The Belcher morphing approach used here was verified using heating degree days
calculated from a UK weather series ‘‘morphed’’ to a future climate using a UK
climate model. The results agreed well with those directly based on output from a
climate model (Belcher et al. 2005). It has also been used in other climate change
building simulation studies (Ren et al. 2011; Chen et al. 2012).

The future climate parameters for the Adelaide pilot study projection were
supplied by the INM-CM3.0 climate model. Since then, better climate models
have been found for the Pacific (Irving et al. 2011), and a more appropriate model
will be considered for future research.

In projecting the future climate, the main four weather parameters of temper-
ature, humidity, radiation, and wind speed were used in Belcher’s ‘‘morphing’’
approach (Belcher et al. 2005), and the time intervals were their monthly mean
values. Using all these parameters and the monthly time interval provide a reliable
estimate of the future climate when estimating a building’s heating and cooling
energy requirements (Chen et al. 2012).

4.9 Key Findings

The key findings are that:

• innovative, low-cost retrofit actions could reduce the house required energy for
comfort, e.g., external shading with deciduous trees to lower summer radiation
from northern windows (southern windows in the northern hemisphere), as well
as carpet removal from a concrete floor for added thermal mass;
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• an alternative comfort approach that uses ASHRAE’s SET reduces the required
energy in 2050 compared to the standard NatHERS comfort approach; and

• in the 2050 Scarce Resources scenario, more retrofit actions are needed than in
the more extreme Climate Change scenario for the same impact, and they are
more urgent due to the rising costs of scarce resources.

5 Conclusion

Innovative, low-cost retrofit actions can be found that lower housing envelope
energy consumption in 2050 for a temperate climate, if they are suited to the house
construction and site. The significant actions include adding ceiling insulation;
removing the carpet for added thermal mass; shading externally with deciduous
trees; adding a conservatory to reorient the living space toward the sun; and adding
temporary double glazing.

Furthermore, an alternative comfort approach with ASHRAE’s SET comfort
index and a different acceptability condition can give occupants more control to
lower their energy usage than with the current NatHERS approach.

In the more extreme Climate Change scenario the climatic conditions projected
for 2050 will require much adaptation. However, if the Scarce Resources scenario
eventuates, less abatement is required but the urgency of residential retrofits is
higher due to rising costs.

Learnings from the pilot study are that (1) a larger range of low-cost retrofit
actions should be investigated; (2) the updated AccuRate sustainability version
should be used; (3) a more appropriate climate model is needed than INM-CM3.0
for Adelaide; (4) savings in operating cost as well as capital costs need to be
included; (5) a smaller SET temperature band for comfort should be investigated;
(6) more detailed modeling and better computer techniques are needed for com-
plex thermal modeling issues; and (7) the more recent scenario approach of the
IPCC will be considered if possible.
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Annex 1: Future Climate Morphing Calculation

The main weather parameters of temperature, humidity, radiation, and wind speed
are projected for Adelaide for 2050 using Belcher’s morphing approach (Belcher
et al. 2005). It creates an RMY set of annual hourly weather parameters for 2050
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based on an Adelaide 1990 RMY set of parameters, and the monthly changes in
parameters from 1990 to 2050 of the INM-CM3.0 climate model (Clarke and
Ricketts 2010).

T ¼ T0 þ DTm þ aTm T0 � �T0mð Þ ð1Þ

where aTm ¼
DTMAXm � DTMINm

�T0MAXm � �T0MINm
ð2Þ

RH ¼ RH0 1þ aRHmð Þ ð3Þ

I ¼ I0 1þ aImð Þ ð4Þ

WS ¼ WS0 1þ aWSmð Þ ð5Þ

where

• T and T0 are the future and present hourly ambient dry-bulb temperatures,
respectively,

• �T0m; �T0MAXmand �T0MINmare the monthly mean values of the ambient dry-bulb
temperature, the daily maximum temperature and the daily minimum temper-
ature, respectively, for hourly values calculated over all the averaging years to
make up the baseline climate. In this case, the RMY set of one year hourly
temperatures represents that base 1990 climate,

• DTm;DTMAXmand DTMINmare the changes projected for each month by the AO-
GCMs for the mean temperature, daily maximum temperature and the daily
minimum temperature of the dry-bulb temperature, respectively,

• RH and RHo are the future and the present-day values of the relative humidity,
respectively and aRHmis the AO-GCM projected fractional change in the
monthly mean relative humidity,

• I and Io denote the future and the present-day solar irradiance and aIm represents
the AO-GCM projected fractional change in the monthly mean solar irradiance,

• WS and WSo are the future and the present-day wind speeds respectively and
aWSm is the AO-GCM projected fractional change in the monthly mean wind
speed.
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Part V
Concluding Chapter



Energy and Meteorology: Partnership
for the Future

Don Gunasekera, Alberto Troccoli and Mohammed S. Boulahya

Abstract This concluding chapter draws on the main aspects covered in this
book, such as the discussions on the increasing reliance of the energy sector on
meteorological information. We then describe current and potential funding
models of National Meteorological and Hydrological Services. These are the main,
though not the only, providers of meteorological information for energy and all the
other sectors affected by meteorological phenomena. It emerges that public sector
funding for such Services are dwindling. This is in spite of the recognised impacts
that meteorology has on the energy industry, and on other sectors. Some lessons
from the important interaction between aviation and meteorology are discussed
with a view to drawing some parallels with energy. We then discuss possible
options for strengthening the relationship between energy and meteorology in
order for society to be better prepared for the increasing vulnerability of the energy
sector to the vagaries of weather and climate.

1 Introduction

There is increasing recognition that energy sector issues need to be viewed in the
context of water, food and climate-related imperatives (Lior 2012; PMSEIC 2010).
This view is underpinned by the ongoing impacts of growths in population and
income on the energy sector and the sector’s vulnerability to climate change
(Schaeffer et al. 2012, ‘‘A New Era for Energy and Meteorology’’ by Ronalds
et al.). The broader socio-economic-environmental context within which energy
sector developments need to be observed are illustrated in Table 1.
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According to the US Energy Information Administration (2011) world energy
consumption is estimated to grow by 53 % from 2008 to 2035. Total world energy
use is projected to increase from 505 9 1015 British thermal units (Btu) in 2008 to
619 9 1015 Btu in 2020 and 770 9 1015 Btu in 2035 (Fig. 1). Much of the growth
in energy consumption is expected to take place in non-OECD nations, where
demand is driven by long-term population and economic growth (see also ‘‘A New
Era for Energy and Meteorology’’ by Ronalds et al (2014)).

The supply side of the energy sector over the coming decades is likely to be
affected by a range of factors, including near constant reserve-to-production ratios
for oil (0.4), gas (0.6) and coal (1.2), high availability of tar sands and oil shales,
growth in renewables, and continuing R&D into carbon capture and storage

Table 1 Some key data during the period 2006–2010 (After Lior 2012)

Item Global amount

Total primary energy use (2010) 502 EJ (476 9 1015 Btu)
Industry 30 %
Transportation 29 %
Residential 22 %
Commercial 19 %
Electricity 40 %
Electric power installed (2008) 4.4 TWe
Electricity generated per year (2010) 21.3 PWh
People without electricity (2009) 1.44 billion
Global temperature change—industrial period +0.76 �C
Global temperature change—2006–2010 average -0.04 �C
Water shortages 884 million people lack safe drinking water,

2.5 billion people have inadequate access
to water for sanitation and waste disposal,
ground water depletion harms agriculture

Food shortages 925 million undernourished people (1 in 7)

Fig. 1 World energy
consumption, 1990–2035 (in
1015 Btu). Source USEIA
(2011)
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technologies (Lior 2012). It is important to recognise that fossil fuel generated
energy is still the major energy provider, especially for electricity, and will con-
tinue to be so in the foreseeable future. By comparison, energy production through
renewables is relatively small in output and in share but is gradually being
expanded across many countries.

The linkages between weather, climate and energy systems are diverse. Energy
producers, and in particular those in the electricity sector, are increasingly using
weather and climate information. This applies to both energy generation and
distribution (‘‘Improving Resilience Challenges and Linkages of the Energy
Industry in Changing Climate’’ by Majithia (2014), ‘‘Weather and climate impacts
on Australia’s National Electricity Market (NEM)’’ by George et al. (2014),
‘‘Weather and climate and the power sector: Needs, recent developments and
challenges‘‘ by Dubus (2014)). Hence, on the supply side, for example, changes in
the frequency and intensity of disruptive weather events could have important
impacts on energy systems. Furthermore, use of forecasts of winds and solar
radiation plays an important role in the management of power generation.

Weather and climate information is also sought to assist in energy demand
management (Fischer 2010, ‘‘Reducing the energy consumption of existing,
residential buildings, for climate change and scarce resource scenarios in 2050’’ by
Shiel et al. (2014)). Hence, on the demand side, the accessibility of tailored
forecasts of temperature, humidity, precipitation, wind speeds and cloud cover
could influence energy demand management for heating, cooling, and lighting, and
the timing of particular industrial and manufacturing processes that depend on
certain weather conditions (Marquis 2011).

Across many countries different models exist for the supply (generation,
transmission, and distribution) of energy to customers. Thus, energy suppliers can
be publicly owned, corporatized or privately owned. Similarly, meteorological
information including weather and climate information generally comes from
government funded and operated National Meteorological and Hydrological Ser-
vices1 (NMHSs) or privatised or semi-privatised service providers.

The linkages between weather, climate and energy systems highlight the
importance of harnessing the use of meteorological information and services in
energy systems, both on the supply side and demand side. It is important to
recognise that many energy utilities, particularly in developed countries, are cur-
rently working closely with weather and climate service providers (both public and
private, e.g. in France EDF works closely with Météo France).

The notion of effective use of meteorological information and services in
energy systems raises a range of issues. Given the dependency of weather- and
climate-sensitive aspects of the energy sector on information provided by mete-
orological service providers, are there opportunities for greater cooperation
between these two groupings? Will partnerships between meteorological and

1 Sometimes two related denominations—National Meteorological Service (NMS) or National
Hydrological Service (NHS)—are also used, even if NMHSs should normally be preferred.
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energy sectors lead to increased efficiency and effectiveness in the latter sector,
with higher overall economic and commercial benefits? Can a win-win situation be
created that fulfils the meteorological sector’s responsibilities in meeting the needs
of the energy sector? Although benefits for the energy sector may be obvious, what
would be the benefit for the meteorological sector? Could the benefit be the
additional income from delivering custom-made weather and climate information
for the energy sector?

The objective of this chapter is to spell out the current and prospective linkages
between the energy sector and meteorology service providers in order to further
enhance the efficient supply and use of energy in an environment where demand is
growing and is challenged by climate change related concerns. This is why it is
important to understand options for service provision of meteorological informa-
tion; while considering this issue in the next section we will include a brief
historical background.

2 Current Forms of Meteorological Service Provision

Governments across many countries are seeking ways to improve process effi-
ciency and to reduce the cost of public services. Strategies have ranged from the
outsourcing of public services to the transfer of public sector functions to more
independent government entities that operate at arm’s length from their originating
departments. Services associated with public safety have remained largely within
the control of government departments. One exception has been the NMHSs,
which despite having internationally-recognised responsibilities for the protection
of lives and livelihoods, have become targets for quasi-commercialization in many
countries (Rogers and Tsirkunov 2011).

2.1 Basic and Special Meteorological Services

On the basis of the major user groups and key product/service characteristics, the
meteorological information provided by the NMHSs across many countries can be
categorised into two broad groups: basic meteorological services and special
meteorological services.

The basic services are those made freely available to the broader community
generally through the mass media (including the world-wide web), in the public
interest. Examples include public weather forecasts and severe weather warnings.
In general, the basic meteorological services constitute what, in economic terms,
are referred to as public goods. Use of these services by one user does not reduce
their availability to others. Furthermore, once the service is available, it is avail-
able to all and it would be impossible or costly to exclude potential users from
accessing the service and using it for their own benefit. Nor could it be efficient to
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charge for the basic services since the marginal cost of serving an additional user is
close to zero. Basic services with public good characteristics currently account for
between 70 and 90 % of the total volume of meteorological information provided
by the NMHSs across countries.

Special meteorological services include the provision of value added services to
meet the specific needs of particular users. Examples include weather services tai-
lored to the needs of remote offshore oil and gas operators, and value added services
to meet specific needs of users such as certain energy generators and distributors and
energy regulators (e.g. Australian Energy Market Operator [AEMO]).

Special meteorological services, normally provided to a single user or a small
collection of users combining as a group, are regarded as private goods. There are
some value added specialised meteorological services (for example, specialised
meteorological information provided to specific airlines in support of their partic-
ular operations) which have mixed goods properties of non-rival consumption and
low cost of exclusion (see Zillman and Freebairn (2001) for a detailed discussion of
the public/private/mixed good characteristics of meteorological services).

2.2 Alternative Service Delivery Models

There has been a trend in many countries to find ways to reduce the costs of
providing meteorological services as a part of an overall strategy to reduce public
spending. Common approaches have been to transfer NMHSs from government
departments to more independent public sector agencies or to outsource the pro-
vision of meteorological services to the private sector (Rogers and Tsirkunov
2011). It could be argued that it is economical for the NMHS to provide the public
good component of meteorological services, including the basic infrastructure with
full government funding.

Despite the increasing pressure to reduce government expenditure in general,
public sector NMHSs continue to provide meteorological services in virtually all
countries. However, a number of countries (such as New Zealand and some
European countries such as the United Kingdom and France) have decided to
purchase these services through a purchaser-provider system. There are two sep-
arate but interrelated issues here. The first issue relates to the funding of the public
good component of meteorological services, and here the government is usually
the answer. The second issue relates to the actual supply of services. This may
come from a public provider (the NMHS), a subsidised private provider or a
supplier chosen through tender.

In looking at alternative service delivery types, it is convenient to assume that
the overall services fall into three categories: basic infrastructure or basic systems;
basic service; and special services. Several alternative types can be identified. In
all different types it is assumed that the basic infrastructure and basic systems
(including a large part of the research) are funded by the government (that is all
taxpayers bear the infrastructure costs). However, depending on the degree of cost
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recovery and charging policy, it is possible to ensure that some of these costs are
recouped from specific users.

Rogers and Tsirkunov (2011) have discussed four interrelated alternative ser-
vice models for the management and delivery of hydro-meteorological services. In
general, many NMHSs combine some of the elements of each adapted to their
unique circumstances.

Publicly funded NMHSs (through budget appropriation)—These are NMHSs
that provide ‘public good’ meteorological and hydrological services, including the
basic infrastructure and general forecasts and warnings as a service funded through
general taxation. The United States National Weather Service (NWS) is a good
example here, which is budget funded to provide all of its products and services at
public expense for the public good. This model has also helped to develop a
relatively strong private sector that is not in direct competition with the publicly
funded NMHS, thus maintaining a balance between the public sector’s role in
providing basic information for public safety and economic security, and sus-
taining specialized, value-added private-sector services (as in the US). Such an
approach allows a distinction between public goods, private goods and mixed
goods.

In some countries, the publicly funded NMHSs have been able to provide
special services through a ‘ring fenced’ or structurally separated entity complying
with competition policy and competitive neutrality requirements. The Australian
Bureau of Meteorology adopted such an approach for some years although, in
recent times, it has followed a more integrated approach with many parts of the
Bureau providing both general public services and tailored forecast services to
support operations and strategic planning in weather-sensitive industries such as
mining (both onshore and offshore), energy production, construction, tourism,
agriculture, and shipping using state-of-the-art numerical weather prediction
models and a variety of observational data.

Given the strong public good characteristics of many of the meteorological
services, there is a strong case for maintaining publicly funded NMHSs in general.
It is important to recognise that in many developing countries the publicly funded
NMHSs are the main source of meteorological services, despite declining funding
for such services in these countries.

Government Business Enterprises—Several countries have corporatized some
of their public sector service delivery agencies to reduce costs and improve service
delivery and accountability. Meteorological services have also fallen into this
category. Consequently, there are NMHSs operating in the form of a Government
Business Enterprise/corporatized entity in some countries. These entities retain the
responsibility of the ‘publicly funded NMHS model’ to provide a public service.
However, they are required to compete for the additional funds needed to run the
entire service, usually through short-term contracts to address the specific needs of
a government department or state-owned enterprise. Potentially this could influ-
ence the effective delivery of some of the public good meteorological services if
too much attention is paid to attracting additional funds though contract work.
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The government purchases the basic services from the corporatized NMHS
through a purchaser-provider framework. Special services are paid for by the
clients and sold on the free market. The corporatized NMHS competes with the
private sector firms in providing special services in a level playing field by
complying with competition policy and competitive neutrality requirements. Many
of the corporatized NMHSs are in developed countries.

Fully commercialised meteorological service providers—They are similar to
the publicly funded entities except that all the special services are provided by the
private sector and are paid for by the clients and sold on the free market. The
NMHS does not provide any special services. Essentially, this form is a subset of
the previous form.

These private sector service providers focus predominantly on customised
services and not on meteorological services that have strong public good
characteristics.

Public-Private Partnership (PPP) or Build-Operate-Transfer (BOT)—Under
this model NMHSs partner with the commercial sector to create an entity, which
can serve as a means to broker information and data exchange between the
NMHSs and the private sector. It may also be a conduit for acquisition of
observing stations to strengthen national networks while enhancing observations of
highest value to the commercial sector.

PPP and BOT approach to service delivery is common in infrastructure services
such as roads and railway networks. But their large-scale applicability to meteo-
rological services is still at a very early stage of development.

3 Challenges Faced by the National Meteorological
and Hydrological Services

Although there is a growing demand to reduce weather, climate and water related
risks to the public, key economic sectors and national economies, many NMHSs
face substantial institutional challenges. These include coping with limited and
declining public sector investment, retaining qualified staff in adequate numbers,
implementing and sustaining new forms of technologies essential to delivering the
meteorological services that users demand, and competition from the private sector
service providers.

In many developing country NMHSs the capacity to deliver the expected level
of services is quite limited. The consequent information gaps are sometimes
partially filled by other agencies, the private sector and academia. However, the
approach is often disorganized and disaggregated. This leads to ill-informed
decisions and strained relationships between the various groups, each trying to
support the need for better weather and climate services using diverse approaches
(Rogers and Tsirkunov 2011).

Energy and Meteorology: Partnership for the Future 503



The dominant role of NMHSs as national weather, climate and hydrological
service providers can lead them to take advantage of their monopoly on access to
weather, climate and hydrological data to limit activities and opportunities for
other groups to develop additional and innovative products and services. This is a
major source of tension between the NMHSs and various other participants in the
meteorology/hydrology sector, particularly in developing countries.

Another key challenge facing NMHSs, particularly in developing countries is
the limited ongoing financial and human resources for the continuing sustainability
of operations, maintenance and service delivery.

Historically, NMHSs have focussed on the production and dissemination of
meteorological and hydrological products and services from a supply-driven
perspective. However, there is an increasing need to focus on their services and
delivery from a demand-driven perspective. This emphasis on demand-driven
services is a departure from the traditional role of many NMHSs. Under a demand-
driven service provision perspective there is an increasing need to understand how
meteorological and related products and services are used and what can be done to
increase the benefit to the user. In other words it is no longer sufficient to produce a
good forecast of severe weather, for example, for the electricity sector, but the
forecast must be used properly and the benefit in terms of improved safety and
security of, say, the power lines must be realized (see also ‘‘In Search of the Best
Possible Weather Forecast for the Energy Industry’’ by Mailier et al. (2014)). This
is critical to developing an effective operating model for the meteorological and
hydrological service providers across many regions.

It is important to recognise that implicit in the provision of highly demand-
driven and impact-specific meteorological services is that many of these are ser-
vices for specific economic sectors with a clear commercial value to that sector. In
this context balancing the provision of public services and potential commercial
services of the NMHSs is a challenge.

3.1 Relevance of Alternative Models of Meteorology Services
to the Energy Sector

It is important to recognise that most weather- and climate-sensitive businesses
such as the energy utilities do not want to become private weather service pro-
viders. Hence there is significant scope for increased opportunities for cooperation
between the NMHSs and other meteorological service providers such as the pri-
vate sector to find a cost-effective and mutually beneficial solution to provide more
effective services to the energy sector.

In the past, NMHSs collected nearly all of the weather, climate and hydro-
logical data and information and ran nearly all of the weather and climate models.
At present, local agencies other than NMHSs, universities and private firms can
deploy their own meteorological and hydrological instruments, and some run their
own weather and climate models or models developed by others, and provide
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meteorological and hydrological services to users. These advances and innovations
will continue into the future and will further influence the combined role of public
and private sector meteorological service provision.

In the absence of government supported networks, the private sector and aca-
demia are creating their own private observing networks and using and sharing
meteorological data. These separate networks may eventually provide more
capacity to the national observing network than the NMHSs could provide on their
own. Instead of pursuing an adversarial position, which is the case in some
instances, it is important for both the government services and private sector
meteorological service providers to work together, for the benefit of both groups
and final consumers including the energy sector. A key motivation for the service
providers to work together is to take advantage of the potential economies of size
and scale associated with meteorological infrastructure and observation networks
and the related R&D.

Given the long history and some similarities, the experience between aviation
and meteorology may represent an exemplar from which energy and meteorology
could draw lessons for a strengthened collaboration. In the majority of countries,
one of the main tasks of NMHSs is the provision of services to the aviation
industry. This is because meteorological information is critical to the safety,
regularity and efficiency of aviation planning and operations. By their nature, air
traffic services, aeronautical tele-communications and search and rescue, which
heavily rely on meteorological information, also have a cross-border connotation.
To formalize the provision for serving international civil aviation, the International
Civil Aviation Organization (ICAO) was established in 1947 and funded by
international aviation usually through the collection of fees for landing at airports
in a State (landing fees) and fees charged for overflying a State’s territory (en-route
charges) (WMO 2007). Although probably not to the extent of aviation, there are
many cases also in the energy industry in which cross borders issues emerge.
Think of the gas pipelines connecting Russia and Ukraine with Western Europe, or
the grid being built in the North Sea to transport large amount of electricity
generated by say wind power.

4 Energy Services: Current and Future Trends

With the deregulation of electricity markets across many countries since the 1990s,
it became crucial for the power generators and distributors to operate more effi-
ciently in a competitive market environment. In that environment, consumers have
a choice as to where they purchased their electricity and their selection was pri-
marily based on price. Hence, electricity companies were motivated to operate
more efficiently. If they had excess electricity it was more cost effective if they
sold it to another region that needed it. The best electricity trades occurred when
the weather situation was anticipated well in advance, using the best available
forecasts, and electricity ‘‘futures’’ were purchased at the lowest possible price.
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That same electricity could be sold to the weather -impacted region at a higher
price when competing energy companies supplying that region realised they did
not have the capacity to meet their customers’ demand (Pirone 2007).

Furthermore, energy trading expanded beyond just electricity to natural gas and
oil. The continuing volatility of these markets has attracted many participants in
addition to the energy producers themselves. The growth and sustainability of energy
trading across many countries is also influenced by the meteorology sector to gen-
erate the relevant weather and climate products and services that support its activities.

Some energy companies in several developed countries also have ‘industrial
meteorologists’ on their staff involved in applied research, product and software
development and management. These meteorologists directly cater for the needs of
the parent companies’ core business of energy generation and distribution (Dubus
2010; ‘‘Combining Meteorological and Electrical Engineering Expertise to Solve
Energy Management Problems’’ by Pirovano et al. (2014), ‘‘Weather and climate
and the power sector: Needs, recent developments and challenges’’ by Dubus
(2014)). The role of the industrial meteorologists has become easier in recent years
due to several factors (see Pirone 2007). First, the cost of accessing public sector
generated meteorological data has fallen due to wide spread availability of such
data via the internet and NMHS web servers. Second, software processing tools
and computer equipment for generating weather and climate products required for
specific businesses including the energy sector are no longer cost prohibitive.
Third, there are new technologies being developed to deliver the value added
meteorological information more efficiently and effectively to end users at low cost
(e.g. ‘‘A Probabilistic View of Weather, Climate, and the Energy Industry’’ by
Dutton et al. (2014)).

5 Energy and Meteorology Interaction

Energy is one of the key economic sectors dependent upon meteorological services
for provision of critical information contributing to decision-making on all time
scales. For example, use of weather and climate information in the energy sector
varies from the shortest pertinent to generation and delivery of energy on a minute-
to-minute basis, to the longest pertinent to decadal and longer-term planning for
plant development and energy security. Economic and population growth is
changing the requirements for energy. For example, electrical power generation,
which is fundamental for economic security and sustainable development, is
vulnerable to a range of weather and climate hazards including changing rainfall
patterns affecting hydropower generation, availability of wind energy, solar and
the impact of extreme heat and cold affecting network stability and demand (see
also Johnston et al. 2012, in which some practical engineering and non-engi-
neering climate risk management options are discussed).

NMHSs are being called upon to provide an ever-widening range of products
and services with increasing quality to satisfy developing demands in numerous
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sectors including the energy sector. But, as has been discussed above, in many
countries the funding available to NMHSs is failing to keep abreast with demands,
and in many cases is falling, especially in the developing world.

As has been illustrated by different sub-sectors of the energy industry, inno-
vative forms of meteorological services are needed at present and in the near
future. The growing importance of energy supply and demand management in the
presence of climate variability and change and projected longer term expansion in
non-fossil fuel energy sources such as wind and solar requires greater emphasis on
the delivery of innovative weather and climate services. Strategic cooperation
between meteorology and energy sectors to achieve this goal varies from country
to country.

However, there are several key common aspects in such strategic cooperation:
they must be inclusive of both meteorology and energy sector stakeholders with
expertise in their individual sectors and the linkages between the two groups; they
should include both public and private meteorological services and their expertise
in monitoring and prediction, and they should connect to the appropriate parts of
government and regulatory agencies tasked with responsibilities for competitive
provision of relevant meteorological services to be used in the energy sector. As
highlighted by Rogers and Tsirkunov (2011), any far reaching success among
service providers and users without extensive partnerships is unlikely.

6 Way Forward

The integration of social, economic and environmental information is central to
sound decision-making. Timely, accurate and user friendly weather, climate,
hydrological and other environmental information and forecasts and related ser-
vices have many applications including those in the energy sector. However, the
utility of these information and services is often poorly understood, resulting in
low demand and lack of public investment in NMHSs. Unless demand-driven
services can be created, new and additional socio-economic benefits, which could
be provided by NMHSs, will always be viewed as a low priority for public sector
spending amidst the needs and costs of other public goods and services (Rogers
and Tsirkunov 2011).

The energy-meteorology interaction can be considered an end-to-end process in
the sense that information tends to flow from the producers to the users.2 Such a
process has four areas where further improvements could be made, namely:

2 The end-to-end process can actually be extended to improve coordination of all activities
within the delivery and application chain in order to develop a more integrated decision-making
package (Harrison et al. 2008).
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1. By improving the existing meteorological services being used;
2. By developing innovative and new products and services to be used in a

growing and dynamic energy market;
3. By further improving communication between the stakeholders; and
4. By improving the decision-making processes involving both the meteorology

and energy sectors.

The end-to-end process of energy-meteorology interaction is not entirely the
responsibility of the NMHSs alone. It requires an active partnership between the
NMHSs and other producers of meteorological products and services and the
energy industry. It is clear that a lot more effort is needed on the part of the
meteorological service provider and the energy sector user to understand each
other’s capabilities and constraints in order to optimize the use of relevant
meteorological information to improve the socio-economic performance of the
energy sector. Such is the case for instance for the use of probabilistic forecasts,
instead of the traditional deterministic ones.

The decision-support within the energy-meteorology interaction requires new
and different capabilities than those found traditionally in NMHSs. Cross-sectoral
training is needed to increase the capacity and capability of the meteorological
service producers and the energy sector consumers of such information to work
together (Troccoli et al. 2013). For example, organizations such as the Interna-
tional Research Institute (IRI) for Climate and Society are currently teaching
courses aimed at employees of health and meteorological and related services.
This type of training is relatively new in sectors such as energy, health and
planning, but more common in agriculture, aviation and marine transportation.
Similar teaching courses are required at the interface of meteorology and energy
that will lead to better decision tools and more effective outcomes for the industry.

There are some NMHSs which effectively deploy several of their staff within
their key customer organizations (e.g. road authorities, aviation industry, defence
sector, agriculture sector and health sector). They generally develop a more
effective producer and consumer relationship leading to greater innovation in the
customer’s sector and closer alignment of the NMHS with the expected outcomes
of that provided service. There is scope for similar arrangements to deploy some of
the NMHS staff in key energy sector user entities. It is also important to recognise
that this is an area where there is considerable capacity within private meteoro-
logical service providers and a major area of tension between the public and
private sector, which may be in direct competition.

Taking the aviation case as an example, one option for energy-meteorology
interaction could be a tripartite collaboration between public, private and academic
sector stakeholders in both the energy and meteorology services under the auspices
of WMO and the International Energy Agency (IEA). The collaboration could
begin by fostering advances in scientific understanding and technology relating to
the energy–meteorology interface. This could allow more energy providers/users
to interact with meteorology service providers in terms of what the latter is capable
of providing to meet the demands of the former. The success of such
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collaborations will be influenced by the protocols relating to access and sharing of
infrastructure and models, and usability and reusability of information and data.

A pathway for the energy–meteorology collaboration could be developed by
undertaking several steps to formulate an appropriate operating model. These steps
could include: assessing the existing operating arrangements of meteorology service
providers in producing and delivering services to the energy utilities; reviewing
governance and legal arrangements between meteorology service providers and
energy utilities; surveying the energy sector user needs and identifying the gaps in
services; estimating the costs of providing the required services to the energy sector;
and choosing an appropriate energy–meteorology operating model out of the fol-
lowing four different types. The four different operating models could include:

1. Where existing business interactions between energy utilities and meteorology
service providers are further improved via enhanced communication and dis-
semination of user-relevant information;

2. Where complementary roles of public and private meteorological service
provision to the energy utilities are better defined and adopted;

3. Developing a special and commercial service provider within a public mete-
orology services provider to cater specifically for the energy utilities;

4. Formulating a formal public-private partnerships to deliver meteorological
services to energy utilities.

Finally, whenever feasible and relevant, collaborations between energy and
meteorology may be framed within existing international agreements, such as the
Global Framework for Climate Services (‘‘Weather and Climate Information
Delivery within National and International Frameworks’’, see also WMO 2011) or
the Desertec Industrial Initiative—Europe, the Middle East and North Africa (DII–
EUMENA) (Zickfeld et al. 2012).
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Effective Temperature (ET*). See New Effec-

tive Temperature (ET*)
Efficiency, 177, 179
Efficient, 178, 188, 190
Egypt, 184
El Niño, 326, 328
Electrical grid, 142, 143, 151, 152
Electrical storage, 399
Electricity, 3, 177–180, 183, 193
Electricity companies, 505
Electricity generation mix, 9
Electricity Grid Management, 224
Electricity network resilience and weather,

123
Electricity Network Strategy Report (ENSG),

128
Electricity system, 11, 104
Electrification rate, 178
Emissions, 5, 178, 183, 185, 186, 192

greenhouse gas, 5
Emission scenarios, 79, 321, 330, 331
Empirical power conversion, 299, 304
Empirical power curve, 304
Empower, 178
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End users, 391
Energy, 237, 238, 242, 243, 245, 247, 249,

253, 254
access to, 3
global demand, 3
goals, 8

Energy access, 178
Energy Act 2008, 2010 and 2011, 114
Energy Adequacy Assessment Projection, 168
Energy and meteorology, 497
Energy balances, 192
Energy, climate change, 113

resilience, infrastructure, sustainability,
natural hazards, 113

Energy consumption, 177
and required energy, 473
consumption, 177
world, 498

Energy cost
global, 354
U.S., 354

Energy crops, 108
Energy demand, 4, 5, 79, 312, 319, 320,

329–331
Energy demand management, 499
Energy efficiency, 4, 109
Energy facility

life cycle, 11
Energy generation

variability, 10
Energy industry, 353, 355, 396

challenges, 355
mission, 354

Energy infrastructure, 3, 76
Energy infrastructure planning, 71
Energy market, 297, 312, 313, 380
Energy-meteorology collaboration, 509
Energy-meteorology interaction, 507, 508
Energy-meteorology linkages, 14
Energy mix, 4
Energy policies

policies, 179
Energy price, 8
Energy production, 499
Energy-relevant variables, 74
Energy sector, 69, 391, 508

vulnerability, 497
Energy security, 178
Energy services

services, 177
Energy stock, 387
Energy storage, 13
Energy strategies

strategies, 177

Energy suppliers, 499
Energy supply-demand, 6
Energy system, 5, 65, 82, 116, 123, 499

transition, 4
climate models, energy applications, 123
efficiency and economics, 6
vulnerability, 6

Energy traders, 227
Energy trading, 506
Energy transformation, 3
Engagement, 87
Ensemble, 295, 299–303, 315, 358
Ensemble forecasting, 391
Ensemble predictions, 323, 330, 331
Ensemble prediction system, 384
Environment, 191, 195
Environmental benefits

benefits, 193
Environmental factors

factors, 194
Environmental impacts, 186
Enzymatic process, 185
EP1 (Energy Phase 1), EP2 (Energy Phase 2),

116
EPRI, 402
Equator, 184
Equatorial Pacific, 82
ERA Interim, 279
ERA Interim reanalysis, 285
ESA, 237, 239–244, 246
ESA GlobCover, 281
Ethanol, 102, 107, 184, 188, 193, 194
Ethiopia, 182, 184, 186–188
Ethnic tensions

tensions, 182
ETR�138, 116, 126
EU, 178, 193, 194
European Centre for Medium-Range Weather

Forecasts (ECMWF), 270, 387
European Wind Atlas, 277
Evapotranspiration, 191
Expert system, 295, 299, 307, 308, 310, 311,

315
Explicit physical modeling. See Numerical

Weather Prediction, PV simulation
Exploration, 67
Exports, 183
Extreme events, 85, 223, 319, 331. See

Extreme weather
atmospheric moisture, 120
coastal erosion, 120
combined events, 120
definition, 85
heat waves, 120
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Extreme events (cont.)
ice storms, 120
lightning, 120
pluvial and fluvial flooding, 120
river erosion, 120
summer drought, 120
tidal surges, 120
vegetation changes, 120
wind storms, 120

Extremes, 67, 391
Extreme temperatures. See Temperature
Extreme weather, 226
Extreme weather events, 142, 173

F
Farm, 181, 183
Feature extrapolation, 308
Federal Land Bank, 186
Feed-in Tariff (FiT), 259
Feedstock, 178, 185–188, 191–196
Fermentation, 184
Fertilizers, 190, 193
Field study, 263
FINO 1, 284, 285
FINO 2, 284, 285
Fleet, 266, 267
Flexibility, 260, 272
Flooding, 86
Fluctuating loads, 260, 272
FNL analysis, 289
Food, 178, 181, 183, 185, 188, 190–192, 194
Food crops, 194
Food insecurity

insecurity, 181
Food prices, 178, 192
Footprints, 192
Forcings, 323, 330
Forecast, 227, 257, 260, 262, 267, 268, 268,

270, 271, 271, 272
acting on, 368
binary, 359
computer probability, 358, 361
degree days, 366
ensembles, 358
fraction correct, 359
multi-model

DEMETER, 358
ENSEMBLES, 358
National Multi-Model Ensemble, 358
World Climate Service, 358

multi-model ensembles, 358

multi-scale ensemble, 365
of winds and solar radiation, 499
one- to four-week, 361
probability, 357
reliability, 361
seasonal, 358

ECMWF Seasonal Forecast System,
358

NWS Climate Forecast System, 358
World Climate Service multi-model,

358
statistical, 358
success ratio, 359
two- to four-week, 358

Forecast accuracy, 301, 315, 338, 349,
437–439, 441, 452

bias, 438, 440, 442
climatological mean. See trivial reference

model
correlation coefficient, 437, 442, 447
frequency distributions of the forecast

errors, 447
improvement scores, 443
MAE, 442
maximum possible forecast errors, 447
persistence. See trivial reference model,

442
RMSE, 442–445, 451
scatterplot, 446
skill score, 443
trivial reference model, 442

Forecast error, 336
Forecast goodness, 336, 337, 348
Forecasting, 262, 267–269, 271–273

solar variability, 257, 258, 267–271
Forecast quality, 336, 337, 396
Forecast uncertainty, 336, 347
Forecast value, 337, 342, 343, 345,

346, 349
Foreign exchange earnings, 183
Foreign investment, 191
Fossil fuels, 5

fuels, 177, 178
Frequencies vs probabilities, 356
Frequency distribution, 72
FROGFOOT, 279
Furukawa, 407
Future Earth System, 374
Future network resilience, 124

climate risk assessment, 124
climate risk assessment, weather-related

faults. See climate risk assessment
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G
Gas, 177, 178, 184, 186, 190, 192

liquefied natural, 3
natural, 9
shale or coal seam, 4

Gasified, 185
GCM. See Climate model, global
GDP, 179, 182, 183
Generalised wind climate, 278, 279
Generation, 177
Generators, 183
Geo-engineering, 92
Geoscience Australia, 230
Geothermal, 10, 99, 102, 104, 109, 183, 184
GHG, 178, 183, 185
GIS, 242
Global circulation, 203
Global consumption, 177
Global electricity supply, 259
Global Environmental Multiscale (GEM), 269,

271
Global Forecast System (GFS), 269, 270
Global framework for climate services, 214,

232, 509
Global horizontal irradiance (GHI), 263
Global linear trends, 74
Global reanalysis data, 277
Global reanalysis datasets, 278
Global warming

and buildings, 74
Global Wind Atlas, 276, 278, 282, 291
Global wind resource, 276
GMES, 240, 242, 243, 245, 247, 453, 254
Governance, 180, 186, 195
Government Business Enterprise, 502
Government policies, 9
Grand challenges of atmospheric science, 373
Grand Ethiopian Renaissance Dam, 180
Grand Inga Dam, 179
Graphical user interface, 306
Greenhouse, 178, 186, 190, 192
Green-house gas (GHG), 79, 92, 93, 95, 178,

183, 185
Greenhouse warming, 319, 329, 330
Grid, 10, 400
Gridded global dataset, 320
Grid-integration, 430, 447

balancing power, 430
day-ahead auction, 430
day-ahead power market, 433
demand side management, 430
energy market, 430

grid-integration in Germany, 430
intraday trading, 430
new supply structure, 429
power plant scheduling, 429
ramps. See Ground based sky images, 436
transmission system operators, 430

Ground based sky imagers, 431
red- to-blue ratio, 436

Ground based sky images, 429, 435
Ground nuts, 184

H
Hail on solar panels, 79
Hailstones events, 79
Hampton wind, 407
Hazardous meteorological phenomena, 202
Hazards in the energy sector, 127
Heat, 101, 104–106, 109
Heating degree days, 67, 80
Heating, 184, 193
Heat wave, 224, 381
Hedge, 368

effect on revenue, 369
in business model, 370
reduction of variance, 369

Higher order statistics, 72
Highlands, 180
High latitudes, 81
High-Resolution Rapid Refresh (HRRR), 269,

271
Horn of Africa, 180, 188, 191
Host data, 324, 330
Host model, 320, 323, 326–328
House

AccuRate simulation package, 470
base case, 474, 479–87
energy savings. See Retrofit actions, energy

savings
existing, 468, 469, 486, 487
temperature control. See Retrofit actions,

temperature control
House energy efficiencymeasures. See Retrofit

actions
Household, 180, 181, 183–185, 190, 193, 194
Housing stock, 80
Høvsøre, 285, 288
Hub height, 73, 461
Human-induced climate change, 204, 214
Hurricanes, 7, 86
Hydro, 97, 104, 109
Hydroelectricity, 9
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Hydrogen, 106
Hydrological cycle, 78
Hydrological functions, 190
Hydrological model, 389
Hydrological services, 204
Hydro-meteorological, 85
Hydro power, 77, 179–181, 183, 245, 246,

382, 387

I
Ice load, 149
Ice sheets, 77
Icing on power lines, 79
Impact, 178, 180, 187, 189, 196
Incentives, 193
In-country processing, 194
Independent system operator, 296
India, 278
Indoor, 179
Indoor air pollution, 179
Industry, 191, 193, 194
Information Gap Analysis, 127
Infrastructure, 179, 185, 191
Infrastructure network, 113
Infrastructure services, 503
Infrastructure vulnerability, 119
Initialisation, 320
In situ measurements, 277
Integration, 103, 104, 106, 180
Interaction

energy and meteorology, 6
Interannual

variability, 76
Interannual changes, 77
Interannual standard deviation, 76
Interannual variability, 76, 82, 86, 230
Intergovernmental Panel on Climate Change

(IPCC), 71. See IPCC
Intermittent renewable energy, 402
International Civil Aviation Organization

(ICAO), 505
International Conference Energy & Meteorol-

ogy (ICEM), 258
International Energy Agency (IEA), 4,

177–179, 193, 231, 257, 258, 260, 268,
508

Investments, 178–180, 184, 187, 194, 392
Investors, 226
IPCC, 469–471
Irradiance

solar, 265, 266, 268, 269, 271
ISO, 296

J
Jatropha, 184, 187, 190

K
Kalahari, 187, 191
Kalealoa Airport

Oahu, Hawaii, 265
Kenya, 184
Knowledge development

development, 195
Knowledge gap

gap, 195
Knowledge, 129

information gap, climate
science, 129

Kolmogorov, Andre, 355

L
Labor productivity, 181
LAM. See Regional climate simulations,

limited area model
Land, 178, 186, 191, 192, 194, 195
Land grabs

grabs, 178
Land use planning

planning, 192
Land use, 320–324
Laplace, Pierre Simon, 355
Large-scale climate, 68
Large-scale filter, 326, 327, 329
Lateral boundary conditions, 325–327, 330
Learning by doing, 10
Leitmotif, 6
Liberia, 187
Life cycle, 11, 191, 192
Life cycle analysis (LCA), 99
Lighting, 184, 193
Lignocellulosic, 185, 196
Linear trend, 73
Linseed, 184
Liquid, 177, 184
Livestock mortality, 181
Load balancing, 296
Local climate

local, 192
Local climate knowledge

knowledge, 196
Logs, 184
Long term wind time series, 283
Long-term forecasts, 382
Lorenz, Edward N., 358
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Loss, 335–337, 347, 349
Low-level wind structure, 279
LPG, 191

M
Macroeconomic policies

policies, 191
Madagascar, 188
Madrid Action Plan, 214
Maize, 182, 184, 187–190
Malaria, 179
Manufacturer’s power curve, 304
Marginal cost, 501
Margins

decreasing, 354
Market, 181, 192, 193, 195
Market design, 164
Market forces, 9
Market mitigation, 127

Smart networks, 127
Mean distribution, 73
Mean sea level, 67, 70, 73, 77, 82
Mean value, 72
Measurements, 395
Mediterranean Sea, 77
Mellor-Yamada-Janjic scheme, 287
MERRA, 279
MESoR, 231
Mesoscale, 87, 263, 268, 269, 271, 272
Mesoscale modelling, 276, 456
Météo-France, 394
MétéoGroup, 358
Meteorological data

data, 196, 505
Meteorological events, 13
Meteorological factors, 66
Meteorological information, 202, 208, 211,

218, 497, 499, 506, 508
provision, 500

Meteorological service, 201, 202, 204–209,
211, 218, 501, 502, 507, 508

basic, 500
special, 500, 501

Meteorological stations, 192
Meteorological variables, 65, 67
Meteorologists, 506

industrial, 506
Meteorology, 65
Meteorology, climate and energy, 128, 129

extreme events, risk assessment, hazards,
128

Methane, 85
Met-masts, 457

Met Office Hadley Centre, 121
Met offices

offices, 192, 196
Microscale, 263
Microscale models, 279
Mid-merit, 312

plants, or facilities,, 261, 267, 267
MINES ParisTech, 269
Mining, 239, 251
Mission success

probability of, 355
Mitigation scenarios, 95
Model output statistics

MOS, 269, 271, 272, 304
Model quality, 389
Model resolution, 327

coarse, 319–321
fine, 321–324, 329, 331
variable, 327, 328

Modern energy
energy, 177

Modern sector
sector, 177

Moisture, 183, 187, 190, 191, 195
Monitoring, 87
Monocultures, 178, 186, 190
Monthly forecasts, 384–386
Morocco, 180, 184
Mozambique, 184, 187
Multidecadal variability, 226
Multidisciplinary analyses, 228
Multi-linear regression, 302

N
Nakanishi and Niino level 2.5, 287
Nakanishi and Niino level 3, 287
NASA, 279
National electricity market

NEM, 155, 156, 165
National Hydrological Service (NHS), 499
National Infrastructure Plan (NIP) 2011, 115
National Meteorological and Hydrological

Services (NMHSs), 390, 497, 499, 501
corporatized, 503
publicly funded, 502
publicly funded, 502

National Meteorological Service (NMS), 208,
209, 499

National, 186, 191–193, 196
Native plant diversity, 192
Natural gas, 3
Natural hazards, 113
Natural resource, 191
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Navier Stokes equations, 300
NCAR/CFDDA, 279
NCEP, 387
NCEP/NCAR reanalysis, 278
NCEP/NCAR, 278
Negative trends, 75
NEMMCO, 400
NEPAD, 177, 179
Network, 382
New Effective Temperature (ET*), 476

air speed cooling, 476, 478, 487
Newspaper weather services, 206
NGK, 405
Nitrate, 178
NOAA/CFSR, 279
Non-dispatchable, 262
Non-food crops, 194
Non-linear operations, 357
Non-tariff, 193, 195
Normalized mean absolute error, 306
North America, 75
North Sea, 77, 284
Northeastern China, 278
Nowcasting, 297–299, 307, 308
Nuclear power stations, 8
Nudging, 326–329
Numerical weather prediction (NWP), 68, 231,

268, 272, 296–301, 303, 304, 307, 315,
384, 431

Numerical weather prediction models, 433
COSMO-EU model, 440
direct model output, 434
ECMWF Integrated Forecast Syste, 440
ensemble prediction systems, 444, 452.

See Uncertainty
global NWP model, 433
grid resolution, 433
mesoscale model, 433
parameterizations, 434, 444, 452
spatial and temporal discretization, 433
Weather Research and Forecasting (WRF)

model, 434
weather services, 433

NWP forecasts
NWP, 413

NWP models, 394

O
Observations, 320, 321, 329
Observed climate, 68
Observed sea-level, 84
Observing networks, 203, 211, 218

private, 505

Obstacles, 277
Ocean energy, 99, 102, 109
Oceanic currents, 78
Oceans, 74
Offline optimising, 410
Offshore, 282, 283
Offshore wind resource, 464
Offshore windfarms, 457
Oil, 3

global trade, 4
peak, 4

Oil and gas, 237, 242, 247
Oil and gas platforms, 11
Oil palm, 184, 186, 187, 190, 191
Oil rigs, 77
Oilseeds, 184
OISST, 285
Okinawa Yanbaru, 405
On-shore wind, 93
Operating model, 509
Operational planning, 312
Opportunity

sources, 355
Opportunity costs, 295, 314, 315
Optimization, 380, 383, 384, 387, 391, 396
Optimum energy mix, 184
Organisation for Economic Cooperation and

Development (OECD), 5
Orography See Topography, 321
Outsourcing, 500
Overhead lines (OHL), 118

cables, 118
cables, substations, transformers, 118

P
Partnerships, 396, 499
PBL schemes, 291
Peak load, 261
Peakers, 312
Peaking

plants, or facilities, 267, 272
Pellets, 184
Penetration

of PV, 258, 259, 261, 262
of VRE, 257, 258, 260, 262, 267

Per capita, 179
Permafrost, 77
Permafrost extent, 67, 84
Persistence forecast, 298
Petroleum, 177, 193, 194
Petroleum exploration, 12
Photovoltaic (PV), 4, 73
Photovoltaic power, 393
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Photovoltaic power systems, 226
Physical parameterizations, 278
Physical processes, 74, 84
Pig lard, 185
Pitt review, 121
Planning, 192
Planting season, 183
Plants, 178, 185, 188, 191, 194
Pluvial and fluvial flooding, 120
Policy development, 192
Policy initiatives

government, 259
Policy makers, 226
Political instability

instability, 182
Pollutants, 178
Pollution, 179
Population, 497

growth, 4
Population displacement

displacement, 184
Post-processing, 278
Poultry fats, 185
Poverty, 181
Power, 179, 183, 184
Power conversion system, 304
Power curve, 461
Power demand, 381
Power demand profile, 10
Power outages

outages, 179, 183
Power plants

lifetime, 4
Power pools, 180
Power ramp, 307
Power sector, 179, 379, 380, 382, 391, 395
Power system, 155–157, 160, 168, 169,

171–173
Power system management, 387
Power system optimization, 395
Power yield, 76
Precipitation, 81, 357, 382, 388
Predictability, 262, 391
Prescient weather, 358
Price, 102
Primary energy, 95, 96

energy 179
Probabilistic forecast, 301, 302, 383, 508
Probabilities

transforming, 375
vs frequencies, 356

Probability
distribution, 356, 384
forecasts, 357
mathematical foundations, 355
methods, 355
of mission success, 355

Probability density function, 301
Probability forecast, 336, 337, 341
Process efficiency, 500
Processing, 177, 192–195
Producer gas, 185
Production, 177, 178, 183, 185–188, 190–195,

381
Projected climate changes, 86
Projects

grid-tied, 258, 259, 262
Prospecting. See Solar resource assessment
Prosperity Solar Energy Storage Project, 406
Providers, 396
Public acceptance, 10
Public good, 207, 500, 502
Public investment

in NMHSs, 507
Public meteorological services, 224
Public-private partnerships, 509
Public safety, 500
Public safety and economic security, 502
Public sector funding, 497
Public sector investment, 503
Public spending, 501
Public services, 500
Public Weather Services Programme, 212
Pulsed wind lidar, 288
Pumped hydro, 405
Purchaser-provider system, 501
PV

array, 258–260, 262–264, 266–269
PV capacity, 258
PV production, 258
PV simulation, 429, 431, 447, 448

alternating current (AC), 448
module temperature, 447, 448
array plane, 447
diffuse irradiance. See Direct normal irra-

diance, 448
direct current (DC), 448
distribution of radiance over the sky See

Diffuse irradiance, 448
inverter, 448
maximum power point (MPP), 448
module efficiency, 431
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PV simulation (cont.)
mounting type, 448
nominal power, 431, 448–451
PV simulation model, 431
snow covered modules, 450
temperature coefficients, 448
tilt and orientation, 431
tilted irradiance, 448

PV systems, 258, 260, 266

Q
Quantile regression, 302
Quasi-Normal Scale Elimination PBL, 287
QuikSCAT, 282

R
Radiation transfer, 434, 439
Radiation transfer modeling, 434
Radio weather services, 206
Rainfall, 180, 182, 183, 186–191, 223, 226
Rainfall distribution, 180
Rain-fed, 180, 187, 188, 190, 191
Rainforest, 186, 187, 190
Ramp, 395

events, 261–266, 272
Ramp forecasting, 308
Ramp rates, 8
Rapeseed, 184
Rapid fluctuations in generation, 401
Rayleigh distribution, 457
RCM. See Climate model, regional
Real time four-dimensional data assimilation,

298
Real-time market, 313
Real-time observations, 227, 300
Real-time weather observations, 395
Reanalyses, 68, 87
Reanalysis, 278, 321
Recycled, 178
Reference meteorological year (RMY), 490
Refineries, 185, 192, 194
Regional climate simulations, 319, 321, 329,

331
limited area model, 323, 325
stretched-grid, 323, 327
time-slice, 324

Regional prediction, 432
cross-correlation of forecast errors, 444
cumulative PV power generation, 432
distributed stations, 444
representative set, 432, 449, 450
spatial averaging, 438, 439, 444, 446

up-scaling, 432, 447, 449–451
Regression tree, 305
Regulation power, 402
Regulation services, 400
Reliability of seasonal forecasts, 361
REN-21

Global Status Report, 258
Renewable energy, 92, 93, 134, 153, 155, 157,

174, 175, 237, 242, 245, 312, 379, 380,
382, 395, 396, 455, 456, 464

capacity, 5
energy, 180, 183–185, 193

Renewable energy generation, 399
Renewables, 392, 498. See Renewable energy
Required energy, 473, 474, 479–82, 484

and energy consumption, 473, 487
Research and development, 393
Resilience, 113
Resilience challenges, 113
Resilience planning, 114
Resource assessment, 262, 464
Resource characterisation, 11
Resources, 97
Retrofit actions, 470, 473

added thermal mass, 472, 473, 483–85, 488
ceiling fans, 473, 484
ceiling insulation, 472, 484–85
conservatory, 473, 483, 485
cost-effective, 469, 470, 484
deciduous trees, 472, 482, 484, 485, 487,

488
energy savings, 474, 480, 483–85
innovative, 487, 488
low-cost, 468, 484, 488
Pergola, 472
temperature control, 474, 485
temporary double glazing, 472, 473, 484,

485, 487
thermally-lined curtains, 472
weather-stripping, 473, 484, 487
window size reduction, 472, 484

Reunion Island, 269, 393
Reversal of the wind regime, 290
Rift valley, 184
Risk management, 14

management, 196
Risks, 178, 180, 184, 185, 193, 384

climate, 353
sources, 355
weather, 353

River flow, 8, 381, 387
River runoff, 78
RMSE, 271
ROC, 385
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Rooftop solar, 157, 168, 171, 172, 259
Rotating Shadowband Radiometer

RSR, 263
RTFDDA, 298, 300, 308
RTG_SST, 285
Rural sector

sector, 177, 178, 194

S
Sahara, 180, 187, 191
Sahel, 180, 187, 188
Saltwater intrusion, 78
Sandia Labs, 402
SAR, 240, 243
Satellite, 229, 238–241, 243, 249, 250, 253,

254, 395, 429, 431, 433, 435, 437–440,
442, 445, 446, 452

cloud index. See Cloud motion, cloud
information

geostationary Meteosat second generation,
435

Heliosat method, 435
Satellite altimetry, 78
Satellite-derived winds, 283
Satellite images, 431, 435, 452
Satellite missions, 70
Satellite oceanography, 78
Scale of operations, 192
Scale parameter, 289
Scales

of motion, 262, 263, 267, 268, 272
Scarce resources, 468, 471, 489
Scenario, 95, 99

2050, 480–84, 489
climate Change, 468–71, 478, 479–85, 489
scarce resources, 469, 471, 478, 483, 484,

489
Scores, 384
Sea breeze, 456, 458, 460–464
Sea ice cover, 67
Seasonal climate outlooks, 228
Seasonal outlooks. See Seasonal Climate

Outlooks
Sea-surface temperatures, 327, 328
Second and third generation bioenergy, 178
Sector, 183, 185, 186, 190, 192, 193, 195
Semi-arid, 180, 191, 192
Sensors

solar, 263, 265
Sequestration, 192
Service models, 502

Services
to the energy sector, 504

Sesame seed, 184
Severe events, 66
Severe weather, 224
Severe weather warnings, 500
SGRCM. See Climate model, Stretched-grid
Shape parameter, 289, 290
Short-term forecasting, 297
Short-term forecasts, 383
Shuttle Radar Topography Mission, 280
Siberian region, 77
Skewness, 72
Small farmers, 178
Smallholder, 190
Smart networks, 116
Socioeconomic, 178, 192
Socio-economic benefits, 507
Socio-economic-environmental context, 497
Sodium sulphur, 405
Soil conditions, 79
Solar, 97, 102, 107, 109, 183, 183, 184, 228.

See Renewable energy
Solar forecasting, 231
Solar global irradiance, 73
Solar Heating and Cooling (SHC), 257, 258
Solar power plants, 82
Solar power prediction, 430
Solar power yield, 77
Solar PV, 93
Solar PV Technology Roadmap, 258
Solar radiation, 67, 81, 184
Solar resource

information, 258–260, 268, 270
Solar resources. See Solar resource
Solar resource assessment, 229, 258
Solar renewable energy, 382
Solid, 177, 184
Solid fuels, 184
Solid wood

wood, 177
Somalia, 188
Sorghum, 184, 188, 189
South Africa, 184, 187, 188, 278
South East Asia, 77
Southern Africa, 187
Soybean, 184, 187, 189
Spatial averaging

smoothing filters, 438, 439
Special services, 207, 208, 210
Spinning reserves, 267, 400
Spin-up, 298, 307
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SRTM Water Body Data (SWBD), 281
SST, 285
Stability, 180
Standard and resilience of infrastructure in the

UK, 115
Standard deviation, 72, 81, 356
Standard Effective Temperature (SET), 470,

476, 482, 484, 485, 487
air speed cooling, 478, 477, 486

Staple food, 185
Starchy, 184
Statistical and learning approaches

predictors, 437, 438
Statistical forecasting, 296
Statistical learning, 302
Statistical methods, 392
Statistical or learning approaches, 431

artificial intelligence methods, 437, 438
Artificial Neural Networks (ANN), 437
autocorrelation, 436
autoregressive (AR) models, 437
bias correction, 438, 440
exogenous data, 437
historic data, 436
k Nearest Neighbors, 437
Kalman-filtering, 438
linear regression, 440
model output statistics, 437
pedictands, 436
predictors, 436
statistical post-processing, 431, 449
support vector regression (SVR), 437
times series models, 431, 436
training phase, 436

Statistical significance, 74
Stern review, 114, 130
Storage, 399
Storm surges, 78
Sub-grid scale processes, 278
Sub-regional, 180, 191
Subsidies, 94, 192–195
Subtropics, 81
Sucrose synthesis, 190
Sudan, 186, 187
Sugar, 184, 188, 191
Sugarcane, 184–189, 191, 195
Sulfur dioxide, 178
Sunflower, 184
Supply-driven, 504
Surface roughness, 277
Sustainability, 113, 114, 177, 195
Sustainable, 178, 192, 194–196
Sustainable development, 506
Sweet sorghum, 185, 187, 188

Synoptic-scale, 263
Synthetic aperture radar, 282

T
Tall wind, 292
Target mitigation, 126
Targets

renewable energy, 259
Tariff, 193, 195
Task , 36, 46, 257, 258, 268
Taum Sauk, 405
Teaching courses, 508
Technical potential, 92, 93, 99
Technological development, 4
Teleconnections, 328
Telephone services, 206
Temperature forecasts, 383
Temperatures, 67, 79, 180, 190, 380
Tercile, 388
Terrain elevation, 277
Terrestrial water storage, 470, 475, 478, 485
Terrestrial water storage, 84
Thermal contrast, 285
Thermal expansion, 77
Third World Climate Conference, 216
Thunderstorms, 86
Time series, 264, 272
Time-slice simulations. See Regional climate

simulations
time-slice, 323

Topography, 320–322, 324, 325
Total sky imagers, 268, 269, 272
Trading returns, 360
Traditional, 177, 178, 180, 183, 184, 188, 193
Traditional biomass, 177, 178, 180
Transition, 177, 178, 193
Transmission, 177
Transmission planning, 172
Transmission power line, 13
Transport, 105
Transportation, 67, 77
Tropical areas, 74
Tropical climate

climate, 185, 191, 193
Tropical forest, 186–188, 190, 195
Tropical regions, 81
Tuberculosis, 179
Tunisia, 184
Turbine power, 306
TV weather services, 206
Twigs, 177
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