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Preface

In the last two decades, the study and development of nanomaterials has made

impressive progress, particularly in the chemical synthesis of inorganic nanocrys-

tals via the colloidal process. The synthesis of a nanocrystal is not a simple task,

because it requires control over the chemical composition and the purity, size, size

distribution, and shape of the crystallographic phase, as well as the chemical

functionality of the nanocrystal surface. Today, the development of synthetic routes

to produce nanocrystals with controlled size, size distribution, and shape is directly

correlated with the ability to control the nucleation and growth process. Detailed

investigations of the nucleation and growth process of nanocrystals in the colloidal

state, and an understanding of the parameters that affect crystal growth and shape

development, are fundamental to the tailoring of new types of nanostructured

functional materials and even for the development of chemical protocols that

allow for the processing of nanocrystals with high yield and reproducibility. The

main challenge and goal of this book is to present readers with the fundamental

principles of nucleation and growth process of nanocrystals.

We have attempted to accomplish this goal in a dynamic yet not exhaustive way.

Nonclassical mechanisms are explored, and information is developed in a progres-

sive fashion. For instance, the fundamental concepts in Chap. 2 are applied in

Chaps. 3, 4, and 5, and so on. In order to avoid a long and exhaustive book, the

contents of the various chapters are based on our personal experience in this

research field as acquired in the last 10 years.

The book starts with a general and introductory chapter, where we show why it is

important to understand the nucleation and growth process of nanocrystals. After

this short chapter, we discuss the basic principles of thermodynamics and colloidal

science in Chap. 2. Chapter 3 is dedicated to the classical nucleation and growth

process, and focuses on the Ostwald ripening mechanism. In Chap. 4, the nonclas-

sical crystallization process is presented. This subject has been experiencing

increased attention from chemists and physicists in recent years, and for materials

chemists in particular, mechanism such as oriented attachment offers new oppor-

tunities for materials design. A correlation between oriented attachment and
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colloidal state is also presented in this chapter. Chapter 5 describes special cases of

nonclassical growth process, such as oriented attachment in the presence of a solid–

solid interface. This chapter presents new ideas about this mechanism and shows

that it is important even in a hampered system. The last chapter of the book

summarizes the current knowledge and the future challenges in the field of nucle-

ation and growth of colloidal nanocrystals.

We are thankful to our current and past group members for their great scientific

work. The interaction with graduate students and postdoctoral researchers has

shown us the importance of a book that lays out, clearly and succinctly, the basic

principles of the nucleation and growth process.

São Carlos, São Paulo Edson Roberto Leite

São Carlos, São Paulo Caue Ribeiro

vi Preface



Contents

1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Basic Principles: Thermodynamics and Colloidal Chemistry . . . . . . . . . 7

2.1 Thermodynamics Basic Principles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Colloidal Chemistry Basic Principles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Classical Crystallization Model: Nucleation and Growth . . . . . . . . . . . . . 19

3.1 The Bubble Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Homogeneous Nucleation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 The Nucleation Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Growth in Reactional Steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.5 Heterogeneous Nucleation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.6 Deviations of the Models: The Determination of g . . . . . . . . . . . . . . . . 34

3.7 Crystal Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.8 Ostwald Ripening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4 Oriented Attachment and Mesocrystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1 A Qualitative Analysis of the Oriented Attachment (OA)

Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.1 OA in a Dispersed Colloidal State. . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1.2 OA in a Weakly Flocculated Colloidal State . . . . . . . . . . . . . . . 48

4.2 Quantitative Description of the OA Mechanism . . . . . . . . . . . . . . . . . . . 53

4.2.1 Oriented Attachment in the Dispersed Colloidal

State: A Quantitative Description. . . . . . . . . . . . . . . . . . . . . . . . . . . 53

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

vii



5 Oriented Attachment (OA) with Solid–Solid Interface. . . . . . . . . . . . . . . . 69

5.1 Quantitative Analysis of the GRIGC Mechanism . . . . . . . . . . . . . . . . . . 69

5.2 The Self-recrystallization Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.3 Crystal Growth and Phase Transformation . . . . . . . . . . . . . . . . . . . . . . . . . 76

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Trends and Perspectives in Nanoparticles Synthesis . . . . . . . . . . . . . . . . . . 83

6.1 Trends in the Synthesis of Transition Metal Oxides . . . . . . . . . . . . . . . 83

6.2 Trends in the Application of Metal Oxides

with Controlled Shapes and Reactive Surfaces. . . . . . . . . . . . . . . . . . . . . 89

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

viii Contents



Chapter 1

Introduction

The transmission electron microscopy image in Fig. 1.1a shows well-dispersed

magnetite particles with a dimension below 10 nm, i.e., nanoparticles. The black

arrows in this figure indicate the presence of equiaxial (almost spherical) particles

and well-faceted (triangular-shaped) nanoparticles. A high-resolution transmission

electron microscopy analysis (see Fig. 1.1b, c) reveals that each particle is formed by

a single crystalline domain; i.e., each particle is a single crystal and both particles

have the same crystalline structure despite a different shape. Several questions arise

from an analysis of these figures: Why do nanoparticles have different shapes

and good dispersion? Is it possible to control the shape and size of nanoparticles?

The driving force that motivates this book is basically to answer or at least supply

fundamental knowledge to answer these questions.

A nanocrystal is a crystalline entity with a specific shape and specific number of

atoms. A nanocrystal is precisely defined as a nanoparticle with only one crystalline

domain (see Fig. 1.1). The unusual chemical and physical properties of nanocrystals

are determined not only by the large number of atoms on the surface but also by the

crystallographic structure of the particle. For a spherical nanocrystal of radius r,
the ratio between the number of atoms in the surface (NS) to the number of atoms

in the volume or bulk of the nanocrystal (NV) is

Ns=Nv ¼ 3rs=rrv; (1.1)

where rS is the density of atoms on the surface, and rV is the bulk density of the

crystal. Applying Eq. 1.1 for gold nanocrystals and considering that the particle

surface is composed of (100) and (111) planes, over 30% of gold atoms are on

the surface when the crystal size is smaller than 3 nm.

Nanocrystals generally display properties that differ from bulk material

properties. The correlation between properties and particle size has been known

since the nineteenth century when M. Faraday demonstrated that the color of

colloidal Au particles can be modified and proposed that the effect was related to

the particle size [1]; however, an effective control over synthesis and properties was

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
SpringerBriefs in Materials, DOI 10.1007/978-1-4614-1308-0_1,
# Edson Roberto Leite and Caue Ribeiro 2012
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achieved only in the last two decades of the twentieth century. The property of

a material is usually substantially modified in 1–10 nm sizes. These changes

(quantum size effects) are directly related to the type of chemical bond in the

crystal [2]. The literature provides several examples of properties (e.g., magnetic

and optical), melting point, specific heat, and surface reactivity which can be

affected by particle size [3–9].

A key factor in the technological application of these properties is the ability

to control the size and shape of crystals and the arrangement of particles [10, 11].

The range of possible new technologies is immense, including energy conversion

[12–17], catalysis and sensors [18, 19], ultrahigh-density data storage media

[20–22], nanoparticle light-emitting diodes [23, 24], and special pigments [25].

However, the future of these new technologies is strictly dependent on the devel-

opment of synthetic routes to process metal, metal oxides, and semiconductor

nanoparticles, as well as processes that allow such nanoparticles to be manipulated

and controlled. In this technology, a deeper comprehension of phenomena such as

nucleation and growth will be fundamental to define correct strategies to tailor the

desired sizes or shapes of any system. The importance of the concepts appears in several

other areas such as the production of single crystals from melts [26], the regular

precipitation of single crystals in a reaction medium [27], control of glass forming

and crystallization in glasses [28–30], structural control in recrystallization [7],

Fig. 1.1 (a) Transmission electron microscopy image of magnetite nanoparticles with different

morphologies. (b) High-resolution transmission electron microscopy image of an equiaxial nano-

particle. (c) High-resolution transmission electron microscopy image of a triangular nanoparticle

2 1 Introduction



and solid sintering [31–35], etc. This knowledge was stabilized in the last century, but

the implications in nanocrystal synthesis are still basic research in several cases.

In the last two decades, the study and development of nanomaterials has

made impressive progress, particularly in the chemical synthesis of inorganic

nanocrystals via the colloidal process [36, 37]. An important point to be considered

is the fact that during the genesis of nanocrystals by a colloidal approach, a phase-

separation process takes place which is generally associated with a nucleation and

growth process [38–40]. For didactic purposes, the nucleation and growth process can

be divided into five steps (see Fig. 1.2). The first step consists of the reaction of

suitable precursors (monomers) which results in a desirable compound (e.g., metal

atoms, a semiconductor or an oxide compound). This compound will interact (step II),

resulting in a cluster or monomer growth process. The growth mechanism that

promotes the growth of the cluster is not yet established, and steps I and II are

reversible. When the cluster grows to a critical size (step III), the process becomes

irreversible (a thermodynamic condition), and the crystal size can be controlled with

the aid of stabilizers (step IV). In a first approximation, the shape of the crystal is

controlled by energetic arguments (a thermodynamic condition). In fact, the cluster

will grow in a geometric arrangement to minimize the surface energy. In general,

the Wulff construction is an interesting way to predict the shape of the nanocrystal

[41, 42]. In this step, one can interfere in the process by promoting, for example, the

preferential adsorption/desorption of a stabilizer which results in an anisotropic crystal

[36, 37, 43]. In fact, the size and shape of the nanocrystal can be controlled using a

suitable combination of stabilizers and solvents (a kinetic condition). The last step

(step V) consists of the interaction of the nanocrystals formed in step IV in order to

produce larger structures. This nanocrystal-based self-assembly process is governed

by particle-particle and particle-solvent interactions. In this step, the formation of

Fig. 1.2 Schematic diagram of the nucleation and growth process showing the five steps and the

dependence of the Gibbs free energy (G) with the crystal size. Below the critical radius (r*), a
reversible process occurs; for r > r*, the process becomes irreversible

1 Introduction 3



agglomerated (disordered assembly of nanocrystals) or even the formation of

mesocrystals may occur [44]. Needless to say, the above-described process is ideal.

One of the major obstacles to achieving good control of the colloidal synthesis of

nanocrystals is to separate the nucleation event from the growth process.

The literature shows different methods to produce nanocrystals based on the

separation of the nucleation and growth processes, which facilitates better control

of the size and morphology of the materials produced. Thus, this book will discuss

the fundamentals of nucleation and growth theories and how those theories can be

applied in nanocrystal synthesis. An important part of the present work is to

introduce new concepts regarding the nonclassical crystallization process as well

as new concepts of crystal growth based on the attachment of nanocrystals

or clusters (oriented attachment). Very recent research [45, 46] suggests that the

oriented attachment mechanism is a fundamental process that can explain the initial

growth process after the nucleation process occurs in a condition where the clusters

and monomer concentration are significant. Thus, a new term starts to appear in

the literature: the monomer attachment.
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Chapter 2

Basic Principles: Thermodynamics
and Colloidal Chemistry

To obtain a complete understanding of the crystallization and growth process of a

nanocrystal in a colloidal dispersion, knowledge of basic thermodynamics and

colloidal chemistry principles is essential. For instance, the classical crystallization

process is based on a Gibbs free energy (G) analysis where the free energy of the

bulk crystal is considered as a surface free energy contribution. Thus, a brief

introduction of thermodynamics principles is important to facilitate an analysis of

the crystallization and growth process. Therefore, a revision of the basic principles

related to colloidal chemistry will be presented because the main bottom-up

chemical approach to synthesize nanocrystals is based on a colloidal synthesis

process [1, 2].

2.1 Thermodynamics Basic Principles

Thermodynamics is one of the fundamental pillars of physical chemistry and

material science and is essentially related to the conservation of energy and energy

transference to predict the spontaneous direction of the chemical process and

its equilibrium state. Classical thermodynamics is based on four laws the Zeroth

law involves temperature definition and thermal equilibrium, and the first law is

related to the conservation of energy and is mathematically described as

D U ¼ wþ q (2.1)

where DU is the internal energy variation from a final position to an initial position,

w is the work, and q is the heat.

The second law is the spontaneous direction of processes as determined by the

entropy (S) variation. Finally, the third law deals with entropy and states that a

perfect solid has the same entropy at temperature (absolute scale) T ¼ 0; this value

may be taken to be S ¼ 0.

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
SpringerBriefs in Materials, DOI 10.1007/978-1-4614-1308-0_2,
# Edson Roberto Leite and Caue Ribeiro 2012
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The first law is conservative and cannot be used to predict the spontaneous

direction of the chemical process and its equilibrium state, so the second law

accomplishes this prediction by considering the total entropy, i.e., the entropy of

the system plus the entropy of its surroundings. If the total entropy increases, the

process will be spontaneous. The entropy changes of the system and its surround-

ings can be incorporated into a new thermodynamics function of the system

(the free energy).

The Gibbs and Helmholtz free energies arise from the Clausius inequality

(dSsyst + dSsur � 0). At a constant pressure ( p) (a convenient experimental condi-

tion), we can define the Gibbs free energy (G) as

G ¼ H � TS (2.2)

where H is the enthalpy, T is the absolute temperature (K), and S is the entropy.

This thermodynamic function takes into account an energetic parameter (H) and a

structural parameter (S). Differentiating Eq. 2.2 and considering a constant temper-

ature, this expression becomes:

dG ¼ dH � TdS (2.3)

Considering the Gibbs free energy, the spontaneous process will occur when

dG < 0, and the equilibrium condition is given by dG ¼ 0.

Combining the first law, the enthalpy definition (H ¼ U + pV, where V is the

volume) and the second law of thermodynamics, Eq. 2.3 is rewritten as

dG ¼ Vdp� SdT (2.4)

This very important equation facilitates an analysis of how G varies with important

experimental parameters such as temperature (T ) and pressure ( p).
Considering an ideal gas and constant temperature, Eq. 2.4 is rewritten as

dG ¼ nRTðdp=pÞ (2.5)

where n is the number of moles and R is the gas constant.

Integrating from pA to pB gives

DG ¼ ðGB � GAÞ ¼ nRT � lnð pB=pAÞ (2.6)

If we define pA ¼ pf ¼ 1 bar, Eq. 2.6 becomes (writing GB as G)

Gm ¼ Gm
f þ RT � lnðp=pfÞ (2.7)

where Gm ¼ G/n is the molar Gibbs free energy for a pure substance and is equal to

the chemical potential m, which for an ideal gas becomes

m ¼ mf þ RT � ln ðp=pÞf (2.8)

where mf is the standard chemical potential.

8 2 Basic Principles: Thermodynamics and Colloidal Chemistry



The definition of chemical potential for a pure substance is

m ¼ ð@G=@nÞp;T (2.9)

Considering a mixture of different substances, this definition is modified to

mj ¼ ð@G=@nÞp;T;nj (2.10)

where nj is the number of moles of species j.
Analyzing Eq. 2.10, we can conclude that the Gibbs free energy will depend on

the chemical composition nj as well as T and p. Thus, we can modify Eq. 2.4 as:

dG ¼ Vdp� SdT þ
X

mjdnj (2.11)

This equation is known as the fundamental equation of chemical thermodynamics.

Other terms are added to Eq. 2.11 to provide a general description of how different

parameters can modify the Gibbs free energy and the spontaneous direction of the

chemical process.

The chemical potential is an important thermodynamic parameter; however,

because it was derived by considering an ideal gas (i.e., a system without inter-

molecular interactions), Eq. 2.8 must be rewritten to consider activities (aj) for
the chemical potential. The activities are an effective concentration which take into

account the interaction among molecules in gas and liquid state. Table 2.1 lists the

different forms to describe these activities.

Considering the activity, the chemical potential for a solvent/solute system can

be rewritten as

mj ¼ m� þ RT � ln xj þ RT ln xj (2.12)

where mj is the chemical potential of the component j and m* is the chemical

potential of the pure solvent.

In materials chemistry, an important parameter to be added to the fundamental

equation of chemical thermodynamics is the surface tension or surface energy (g)
which in a liquid is defined as the reversible work (w) required to increase the

surface of the liquid by a unit area (A):

dw ¼ gdA (2.13)

Table 2.1 List of the different forms to describe the activities

Activity System Definition

Partial pressure Ideal gas aj ¼ ( pj/p
f)

Fugacity ( fj) Real gas aj ¼ ( fj/p
f)

Activity (aj) Solvent/solute aj ¼ xj.xj; xj is the mole fraction,

and xj activity coefficient
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Under specific conditions, this surface energy can be related to other thermodynamic

properties of the system which facilitates rewriting Eq. 2.11 as

dG ¼ Vdp� SdT þ
X

mjdnj þ gdA: (2.14)

In a solid, g is defined as the reversible work performed to create a new surface

by adding additional atoms to the surface [3]. For a finite change in the surface area

at constant p, T, and nj, DG is given by

DG ¼
ð
gdA: (2.15)

In a crystalline solid, the new surface must be created without changing the

crystallographic orientation of the new surface in relation to the existing surface. In

addition, in a crystalline solid, g is not isotropic and depends on the crystallographic
orientation which is especially critical in nonmetallic solids where crystallographic

planes show different chemical compositions. For SnO2, Fig. 2.1 displays different

chemical compositions of three crystallographic (hkl) planes. For instance, the

(100) plane is composed of tin (Sn) only while the (001) plane is formed by

atoms of Sn and O (oxygen) in a ratio of 1:2.

An important consequence of the nonisotropic nature of the g in a crystalline

solid is the shape that a single crystal will achieve under equilibrium conditions. For

instance, if the surface energy per unit area of a single-crystalline particle varies

with the crystallographic plane (hkl) of the surface, then the shape of the crystal that
minimizes its surface energy for a given volume will not be spherical; this tendency

can lead to faceting of crystal surfaces.

Fig. 2.1 Tin oxide (SnO2) crystallographic structure; (hkl) planes present different chemical

compositions. In the plane figures, the hollow circle shows atoms in the same plane
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Independently, Giggs andCurie [4], in an independent way, defined the equilibrium

shape of a crystal as the possession of a minimal total surface energy for a constant

volume. For a given crystal, this criterion can be described as

SgiSi ¼ Minimum (constant volume) (2.16)

where gi is the specific free surface energy of the crystal ith face, and Si is the facet i
surface area.

Wulff [5, 6] shows that this criterion is equivalent to

Sgi=hi ¼ Constant (2.17)

where hi is the central distance of the ith facet (the Wulff rule) which is basic for all

theories related to crystal shapes. According to this rule, the equilibrium shape can

be constructed by the following geometric procedure: From an arbitrary point in

space, vectors normal to a possible crystallographic facet are drawn. Lengths

proportional to the corresponding values gi are plotted on each vector, and planes

perpendicular to the vector at their tips are drawn, thus forming a polyhedron that

represents the equilibrium shape.

This procedure is illustrated in Fig. 2.2a, for a two-dimensional cubic crystal

having g(111) < g(100). The plot obtained (known as Wulff construction) indicates

that the facets {111} will be larger than the facets {100}. The Wulff construction is

an interesting way to predict the shape of the nanocrystal. However, the main

problem concerning this construction is to obtain experimental data about the

surface energy of different (hkl) planes. This problem can be overcome using

theoretical data obtained from first principium quantum mechanical chemical

calculation [7]. For instance, Fig. 2.2b shows the Wulff construction of a TiO2

crystal (with tetragonal anatase structure) based on ab initio calculated surface

energy [8, 9].

Fig. 2.2 (a) Wulff shape for a hypothetical bidimensional crystal. In this figure, g1 ¼ g(100) and
g2 ¼ g(111). (b) Wulff shape of a TiO2 crystal (with tetragonal anatase structure) based on ab initio

calculated surface energy
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2.2 Colloidal Chemistry Basic Principles

A colloid is a dispersion of small particles (i.e., particles smaller than 1 mm) or a

phase of one material in another material. Basically, a colloidal particle is formed

by clusters of numerous atoms or molecules which are too small to be visible using

an ordinary optical microscopy. A useful classification of colloids is lyophilic

(solvent-attracting) and lyophobic (solvent-repelling). If the solvent is water,

the terms lyophilic and lyophobic are replaced by hydrophilic and hydrophobic,

respectively.

In general, the disperse phase of a colloid is thermodynamically unstable with

respect to the bulk. This instability can be expressed thermodynamically by

Eq. 2.13. Considering a constant T, p, and composition (n), dG is equal to gdA.
Therefore, dG will be smaller than zero (dG < 0) if dA < 0. Thus, to decrease the

interface area and g, the disperse phase will form large aggregates which promote

colloidal coagulation and a type of phase segregation. This analysis shows that

colloids are thermodynamically unstable, although they can be kinetically

stabilized.

Three different colloidal states can be defined (see Fig. 2.3). In the disperse state,

particles (or phases) in the suspension repel other particles. In this state, the

repulsive interaction is the dominant potential energy among the particles. Consid-

ering the weakly and strongly flocculated states, the attractive interaction dominates

the potential energy, and the difference between those states is the volume fraction

of the disperse phase. In the weakly flocculated state, particles aggregate in clusters

Fig. 2.3 Schematic representation of the relationship between the visual aspect of the colloidal

state and the resulting suspension structure. In this diagram, vial 1 shows a weakly flocculated

colloidal state, vial 2 shows a disperse colloidal state, and vial 3 shows a strongly flocculated state
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or agglomerate in a suspension at a volume fraction of particles (f) below the gel

point. In this case, an equilibrium separation distance among agglomerates can be

defined. In the strongly flocculate state, the f is higher than the gel point, resulting

in a touching particle network where a strong sedimentation and phase separation

is observed.

Considering the previous discussion, careful control of the interparticle forces

can result in the preparation of colloidal suspensions in one of the described states.

Thus, an analysis of these forces facilitates control of the colloidal state.

Colloidal stability is controlled by the total interparticle potential energy (VT)

which can be described as

VT ¼ VvdW þ Ve þ Vsteric þ Vstructural (2.18)

where VvdW is the attractive potential energy due to long-range van der Waals

(vdW) interaction between particles, Ve is the repulsive potential energy resulting

from electrostatic interaction between charged particles, Vsteric is the repulsive

potential energy resulting from steric interaction between particle surfaces coated

with an adsorbed macromolecule species, and Vstructural is the potential energy

related to the presence of nonadsorbed species in solution that can modify the

suspension stability. The first two terms of Eq. 2.18 constitute the DLVO theory

developed by Derjaguin and Landau [10] and Verwey and Overbeek [11].

vdW forces result from three or more additive terms: the Keeson force, the

Debye force, the dipole-charge interaction force, and London dispersion (LD)

forces. Table 2.2 lists common types of interaction forces among atoms, ions, and

molecules and its potential energy dependence regarding the interparticle distance

(L) and temperature (T) [12].
In some molecules as well as in ionic and covalent crystals, the atomic arrange-

ment of ions or atoms can induce a permanent dipole. For crystals, this dipole can

be associated with a specific crystallographic orientation. For instance, permanent

dipoles, charges, or external electrical fields can also induce dipoles. These dipoles

can interact not only with one another but also with charges, particularly in aqueous

solutions. It is not a simple task to analyze dipole-dipole and dipole-charge

interactions; moreover, in solution, thermal fluctuations must be considered.

Table 2.2 Common types of interaction forces and potential energy among atoms, ions, and

molecules [13]

Type of interaction

Interparticle distance dependence

of the potential energy

Temperature dependence of the

potential energy

Dipole-charge /L�4 /T�1

Dipole-dipole (Keeson) /L�6 /T�1

Dipole-induced-dipole

(Debye)

/L�6 Not dependent

Induced dipole-

induced-dipole (LD)

/L�6 /T
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However, the dipole-charge hVid�c

� �
and dipole-dipole

�hVid�p

�
potentials

(Keeson) can be described in a simplified way as

hVid�c ¼ �c2q2p2=3kbTL
4; (2.19)

hVid�p ¼ �2=3ðc2p12p22=3kbTL6Þ; (2.20)

where c ¼ 1/4pe0 (e0 is the permittivity of the vacuum, 8.85 � 10�12 C2/Nm2), q is
the charge, p is the dipole moment, T is the temperature (K), and L is the distance

between molecules. Both equations consider a Boltzmann distribution to determine

the value of the mean potential energy (hVi), considering all possible angular

orientations between the dipole-charge and the dipole-dipole. For these two

equations, dipole-charge interactions fall off as 1/L4 (medium-range interactions)

while dipole-dipole interactions have short-range interaction potentials (falling off

as 1/L6). Both potentials show a dependence of 1/T in relation to temperature.

Debye interactions occur between dipole-induced dipoles which present a depen-

dence on 1/L6 and are independent of temperature. The LD interaction of two induced

dipoles also obeys a power-law relationship with an L�6 power for potential energy.

The temperature dependence of LD interactions is given by the Hamaker constant

which is directly proportional to T [13, 14].

For spherical particles of the same dimension and considering the predominance

of dispersion forces, VvW is given by

VvW ¼ �A=6½ð2=s2 � 4Þ þ ð2=s2Þ þ lnðs2 � 4=s2Þ (2.21)

where s ¼ (2a + h)/a, h is the minimum separation between particles of radius a,
and A is the Hamaker constant. The Hamaker constant depends on the nature of the

disperse phase (or particle) as well as the medium. For instance, the Hamaker

constant for SiO2 (the quartz crystalline phase) is 8.86 � 10�20 J in vacuum and

1.02 � 10�20 J in water. For amorphous SiO2, the values are 6.5 � 10�20 J in

vacuum and 0.46 � 10�20 J in water [15].

The repulsive Ve shows exponential distance dependence. The strength of this

interaction depends on the surface potential induced by the interaction between

the particle and the medium. For spherical particles of similar size (radius a), the
interaction Ve, considering constant potential, is

Ve ¼ 2pereoCo
2 ln½1þ expð�khÞ�; (2.22)

where er is the dielectric constant of the medium, eo is the vacuum permittivity, Co

is the surface potential, and 1/k is the Debye-Huckel screening length. k is given by:

k ¼ ½ðF2SNiZi
2Þ=ðereokTÞ�1=2; (2.23)

where Ni and zi are the number density and valence of type I counterions, k is the
Boltzmann constant, and F is the Faraday constant.
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One important aspect of Ve is the physical chemistry control it provides over the

surface potential which facilitates the modification of colloid stability in a charged

system (mainly in water as the solvent). For instance, the surface charge of metal

oxide can be controlled by the protonation or deprotonation of the hydrous oxide

particle surface (M�OH). The ease with which protonation and deprotonation occurs

depends on the metal atoms and can be controlled by the pH. The pH at which

the particles present a net zero charge is called isoelectric point. At a pH > isoelectric

point, the particles are negatively charged while at the pH < isoelectric point,

the particles are positively charged. Equations 2.24 and 2.25 show the effect of pH

in surface particle charges:

M� OH þ OH� ! M� O� þ H2O (2.24)

M� OHþ Hþ ! M� OH2
þ (2.25)

The surface charge of a disperse particle in a colloidal dispersion can be

determined by a zeta potential (z) measurement, i.e., the potential where the ions

are less firmly bound to the particle surface (diffuse layer). Taking the surface

potential to be equal to the zeta potential, direct analyses of Ve can be obtained by

analyzing z. In fact, the magnitude of z can be taken as a parameter to evaluate

colloidal stability. As a rule, particles with z � �30 mV can be considered stable.

Figure 2.4a shows a typical plot of zeta potential as a function of pH for a SnO2

nanocrystalline colloidal dispersion in water where the isoelectric point is approxi-

mately pH ¼ 3.0. This plot provides supplementary information such as the colloidal

stability pH region (green region) where the disperse state dominates as well as the

pH region where weak and strong flocculation occurs (orange region). There is a third

region (blue) where the particles present high zeta potential; however, any small

variation in the pH provokes a considerable variation in z. This sensitive pH region

should be avoided for a colloidal suspension with high stability. Figure 2.4b is a

visual analysis of the colloidal suspension in the disperse state and in the weakly

flocculated state. In this picture, the difference between the vials is the pH, and

the solvent (water) and particle concentration are the same. The colloidal dispersion

in disperse state presents a pH ¼ 9.5, and the colloidal dispersion in a weakly

flocculated state presents a pH ¼ 4.3.

Considering Eq. 2.18 again, the last two terms are directly related to the confor-

mational structure of the molecules or macromolecules attached to the particle

surface (Vsteric) as well as to the interaction between the solvent and the disperse

phase (Vstructural). If those terms are the dominant in the total potential, the entropy of

the system will be important, and a colloid can be thermodynamically stabilized

which will happen when the disperse phase behaves as in a solution such as in

polymer solutions and soluble nanocrystals. Equation 2.12 demonstrates that

the component j chemical potential of the mixture will be smaller than the

pure solvent chemical potential, since the terms RT·lnxj + RT·ln xj are <0 because

xj and xj are < 0.
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Steric stabilization provides an interesting route to control colloidal stability and

is widely used to control the particle size and the colloidal stability of nanocrystals

during the synthesis process, especially in organic solvents [1, 2]. In this route,

adsorbed organic molecules are utilized to induce steric repulsion. To be effective,

the adsorbed layer must be of sufficient thickness and density to overcome the VvW

attraction between particles and to prevent bridging flocculation. The conformation

of the organic layer can vary dramatically, depending on the interaction with the

solvent, the molecule weight, architecture, and colloidal and organic concentration.

Fig. 2.4 (a) Typical plot of a zeta potential as function of pH for a SnO2 nanocrystal colloidal

dispersion in water. (b) Visual analysis of the colloid in the disperse state and in the weakly

flocculated state
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This kind of approach can modify the colloidal affinity to a different solvent.

For instance, the attachment of a low-polarity organic molecule to the surface of

an oxide dispersed in a polar solvent can transform the disperse phase to become

lyophobic which induces flocculation and phase segregation. The attachment of

organic molecules to the surface of a nanocrystal is an important issue because the

assemblies as well as the chemical functionality of these nanocrystals depend

basically on their ability to attach organic molecules with different structures and

polarities in the nanocrystal surface. Actually, nanocrystals can be developed that

present amphiphilic characteristics, i.e., nanocrystals with simultaneous lyophobic

and lyophilic characteristics [16].
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Chapter 3

Classical Crystallization Model:
Nucleation and Growth

The nucleation and growth process is a well-accepted model to describe several

processes involving the crystallization of a condensed phase. This model can be

applied to describe the crystallization process of single elements such as metal,

where the liquid phase and the crystalline phase present the same chemical compo-

sition, as well as the crystallization of covalent and ionic crystals processed by wet

chemical route. In this case, the process is much more complicated due to the

presence of different chemical composition and, consequently, a chemical potential

between the solid phase and the liquid phase.

Many of the synthesis methods to produce nanoparticles are based on precipitation

steps or nucleation and growth in the reaction media [1–3]. Precipitation reactions

involve the simultaneous occurrence of these steps, as well as coarsening and

agglomeration processes [4–6]. Due to the difficulties in isolating each process

for independent study, the fundamental mechanisms of precipitation are still not

entirely understood. However, a good understanding of the nucleation step is funda-

mental for grasping the nature of nanosize particles, since it will be determinant in the

following steps.

An ideal condition of synthesis is presented in the graphic of Fig. 3.1a, where

we can observe that the nucleation rate curve as function of a given experimental

parameter (such as temperature, concentration, and pH) is not overlapping the

growth rate. This condition is ideal because we can control the number of nucleus

without any growth process. During the overlapping between nucleation and

growth process (Fig. 3.1b), the events will not be independents. As a consequence,

we will observe a poor control over the size, size distribution, and morphological

and colloidal stability of the crystalline phase.

In the next sections, a didactic division is adopted, to help the reader in

understanding the interrelation of the topics with the nanocrystals synthesis.

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
SpringerBriefs in Materials, DOI 10.1007/978-1-4614-1308-0_3,
# Edson Roberto Leite and Caue Ribeiro 2012
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3.1 The Bubble Model

The formation of a solid in a homogeneous system, like melts or reactional medium,

is strictly the problem of obtaining a heterogeneous phase – a solid – into the

homogeneous phase. In the homogeneous system, all the atoms or molecules have

high freedom degrees, and the order is minimal, despite some organization may be

observed [7]. In a very simple point of view, the formation of the heterogeneous

phase is similar to the stabilization of a bubble in a liquid, as illustrated in Fig. 3.2.

The analysis of the problem stems in the balance of the driving force for the

bubble formation and the total work Wsup to obtain a new surface, i.e.:

Wsup ¼ gdA; (3.1)

Fig. 3.1 (a) Independent
nucleation and growth

process showing the

nonexistence of overlapping

between the nucleation and

growth rate as function of

an experimental parameter.

(b) Dependent nucleation and

growth process as function

of an experimental parameter.

In this case, the overlapping

between the nucleation and

growth rate is observed
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where g is the surface energy per unit area of the bubble. Since the most stable

geometric condition is the sphere, one can relate the area variation to the total

sphere area, i.e., dA ¼ dð4pr2Þ ¼ 8prdr, where r is the sphere radius. Then,

substituting the terms in Eq. 3.1, one has:

Wsup ¼ 8pgrdr; (3.2)

where the term 8pgr is easily identified as a force term, related to the bubble

formation. In the equilibrium, the bubble is limited by two pressures, the internal

pint and external pext pressures (commonly atmospheric pressure). To assure the

static condition, the internal force pint·Asphere needs to be equal to the external force

pext·Asphere + 8pgr. Comparing the terms, one can deduce the expression:

pint � pext ¼ peff ¼ 2g=r: (3.3)

The expression is known as Laplace-Young equation, and this simple relation

shows that the stability of a heterogeneous phase depends on the surface energy

of the phase. The idea was explored in nanocrystals considering the unbalanced

forces in small particles as pressure excess upon the whole solid particle [3, 8, 9].

Zhang and Banfield [6] studied the transformation of anatase to rutile in TiO2

nanocrystals of 5–100 nm, observing different temperatures to the transformation

yield. They assumed that the increase in activation energy would be proportional to

the excess pressure, Ea ¼ Eac + C·peff ¼ Eac + C0/r, where Ea is the effective

activation energy, Eac is the bulk energy activation, and C, C0 are proportionality

constants. The difference in Ea to the total range was around 60 kJ/mol, a significant

value in view of the estimated bulk activation energy (Eac ¼ 185 kJ/mol).

Tolbert and Alivisatos [10–12] investigated the pressure-induced transformation

of wurtzite to rocksalt in CdSe nanocrystals. The authors showed that a significant

increase in the pressure necessary to induce the transformation followed a scaling

law of the type ptransf ffi 1 + C00/r. They observed an increase of 35% in transition

Fig. 3.2 Scheme of a bubble

in a liquid, showing the

distribution of forces over the

bubble
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pressure in 10-nm nanoparticles in relation to 21-nm nanoparticles (3.6–4.9 GPa).

The transformations were found to be fully reversible, albeit with some hysteresis,

showing an energy barrier to direct transformation.

This approach, despite it may be understood only as a physical analogy, helps

the comprehension of the nucleation process, since the main idea remains the same:

what are the criteria to define the stability of a heterogeneous phase into the

homogeneous phase?

3.2 Homogeneous Nucleation

The formation of a nucleus in a homogeneous system is not trivial, since in this case

one can suppose that the event is entirely statistical, i.e., the nucleus will be formed

due to unbalanced forces or variations in local stoichiometry [2, 4, 13–17]. The

simplest way is to consider the stability of a given nucleus or small cluster as given

by the balance between the free energy of phase formation, DGV, and the work

given by the new surface, DA (the product of the surface free energy and the surface

area), as follows for a sphere [2, 18–20]

DG ¼ �4=3pr3 � DGV þ 4pr2g; (3.4)

where DG is the free Gibbs energy associated to the process. Making the first

derivative of the expression equal to zero, d(DG)/dr ¼ 0, one has the critical radius

for a stable nucleus (rcrit):

rcrit ¼ 2g=DGV: (3.5)

Returning the value for rcrit obtained in Eq. 3.5 in Eq. 3.4, the critical free energy
may be defined as:

DGcrit ¼ 16 � pg3=3 � DGV
2 (3.6)

The importance of the relation exposed here, remarkably similar to Eq. 3.3, is

clear in a schematic plot, as shown in Fig. 3.3: the value rcrit defines the critical size
for the survival of the nucleus in the media. Any nucleus formed below this size will

be dissolved in the medium, and nucleus with size over that will grow. The analysis

does not imply that nuclei with size equal to rcrit will be the minor particle size in

the nucleated system, since in this case the free energy is not favorable yet, but it

only implies that this nuclei will survive.

A practical conclusion from the equations is that each system will show a

particular critical size, determined by energetic considerations. Therefore, the first

problem is determining the surface energy of the desired system. Calorimetric

measurements are a way to determine this property [21–28]. At atmospheric

pressure, the effect of the volume variation, P·DV, is expected to be small, and
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the surface entropy is also expected to be slight. Based on this assumption, the

surface free energy can be approximated to the surface enthalpy (the variable that is

properly measured in calorimetry). Table 3.1 shows surface enthalpies and trans-

formation enthalpy data for some oxides and their polymorphs. An initial analysis

of the data reveals that the surface enthalpy (or energy) decreases as the phase

becomes more metastable (higher transformation enthalpy relative to the bulk

stable polymorph), i.e., smaller surface energies lead to lower barriers to stabiliza-

tion [24, 29]. This analysis (albeit not at all correct) indicates that metastable phases

tend to nucleate more easily than stable ones, a statement generally referred as the

Ostwald step rule [29]. In fact, it is well known that crystallization generally

follows a sequence of metastable phases before the most stable phase is attained.

The second problem is determining the physical meaning of the term DGV. In the

case of nucleation in melts, the variable may be related to the thermal shift in

the solidification process [3, 7, 18–20, 30–34]. From the definition of Gibbs free

energy, DGV ¼ DHV � TDSV, where DHV and DSV are the differences between
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Fig. 3.3 Schematic plot of the Eq. 3.4

Table 3.1 Surface enthalpies

and transformation enthalpies

relative to bulk stable

polymorph for oxides

(Adapted from ref. [29])

Oxide Surface enthalpy (J/m2)

a – Al2O3 2.6 � 0.2

g – Al2O3 1.7 � 0.1

TiO2 rutile 2.2 � 0.2

TiO2 anatase 0.4 � 0.1

ZrO2 monoclinic 6.5 � 0.2

ZrO2 tetragonal 2.1 � 0.05
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enthalpy and entropy per unit volume from the liquid to solid phases. At the

equilibrium (melting temperature Tm), DGV ¼ 0 and therefore DHV ¼ Tm·DSV
or DSV ¼ DHV/Tm. In the crystallization process in temperatures near Tm, the
variation in enthalpy and entropy are almost constant, i.e., variations below

the solid limit may be insignificant. Then, DGV may be written as:

DGV ffi DHVðTm � TÞ=Tm: (3.7)

In this case, the driving force for the nuclei formation will be essential to the

thermal shift in nucleation temperatures slightly below the melting point and the

system will tend to form a few large nuclei, and the crystallization process will be

dominated by the subsequent growth; in temperatures far below the melting point,

the driving force will be higher, and the system will tend to form several small

nuclei. This approach was confirmed in devitrification of glasses and in solidifica-

tion of metallic alloys [18, 32, 35]. However, few works attained the control of

nanometric sizes in crystallization from melts.

In the reaction media (like in precipitation of nanometric particles), a more

complete analysis of the nucleation can be done taking into account the chemical

potential of the nucleus. In such a condition, the nucleus possesses free Gibbs

energy, as follows [1, 2, 31]:

dG ¼ m0dnþ SigidAi; (3.8)

where m0 is the chemical potential of the bulk nucleus, n is the number of moles, gi
is the surface energy, and Ai is the area for each surface i. The equation can be

rearranged to

m ¼ m0 þ Vm

X
i

gidAi=dV; (3.9)

since dn ¼ dV/Vm (where Vm is the molar volume). For a particle of any shape, the

surface area Ai and the volume V can be written as generic equations for a given Z
characteristic dimension as follows:

Ai ¼ piZ
2; (3.10)

V ¼ qZ3; (3.11)

where pi, q are geometric constants. Taking the derivative of the two expressions as

Z, and applying it to a chain rule, one has:

ðdAi=dZÞ=ðdV=dZÞ ¼ dAi=dV ¼ 2Ai=3V: (3.12)
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At this point, the surface energy can be inserted as an average surface tension.

Here, the contributions from edges and corners are not considered, although this

contribution may be important (it will be discussed later). For the sake of simplicity,

the expression can be rearranged as follows:

gA ¼
X

giAi=
X

Ai: (3.13)

Inserting the Eqs. 3.12 and 3.13 into Eq. 3.9 and rearranging them, one has:

m ¼ m0 þ aF2VmgA=3Z; (3.14)

where aF is a shape factor defined as ∑pi/q.
This equation describes the chemical potential of the formed nucleus. The

chemical potential of the substance m0 (or reaction product) in solution or melt is:

m0 ¼ m0
0 þ RT ln a; (3.15)

where R is the universal gas constant, a is the activity in solution, and m00 is the
standard chemical potential in solution. One can assume that the standard chemical

potential m0 in the particle is m0 ¼ m00 + RTlna0, where a0 is the saturation activity.
Comparing the equilibrium condition for precipitation, i.e., m ¼ m0, and rearranging
it, one has:

ln a=a0 ¼ aF2VmgA=3ZRT: (3.16)

This equation is remarkable, since it describes a general form to express the

relation among surface energies, chemical potential, and dimension Z. For a

spherical particle, Z ¼ r and aF ¼ 3, Eq. 3.16 reduces to:

r ¼ 2VmgA=ðRT ln a=a0Þ; (3.17)

which is easily compared to Eq. 3.5. Observing the equation above, the value DGV

is interpreted in terms of the variation of the chemical potential of the ideal solution

(ion or molecule) times the molar volume. For very dilute systems, the approximation

of activity to the concentration, a ~ c, is usual and commonly accepted as valid.

The practical application of the theory lies in adequate correlations with synthesis

variables. Kukushkin and Nemna [36] analyzed the problem of the homogeneous

nucleation in the precipitation of poorly soluble bases and salts, evaluating the role of

pH in the nucleation. The authors assumed ideal solutions where the supersaturation

is a pH function, i.e., the precipitation occurs by a pH change. To a poorly soluble

base [M(OH)p]
q, it is assumed that the concentration of hydroxide species is small

and has little effect on crystallization kinetics. This is a condition attained in diluted

solutions. The precipitation will follow the reaction:

Maq
nþ þ nOH� ! MðOHÞn�: (3.18)
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Since the system is considered as poorly soluble, the reaction is assumed in a single

way. By definition, the chemical potential of a infinite crystal is ms,1 ¼ ml+
* + nml�

*,

where the subscripts l+, l� designate, respectively, the ions Mn+ and OH� in solution,

with concentrations c+ and c�. Then, the difference between the chemical potential

of a supersaturated and a saturated solution follows as:

Dm ¼ ðmlþ þ ml�Þ � ðmlþ� þ ml�
�Þ ¼ RTðlnðcþ � c�nÞ � lnðcþ� � c��nÞÞ; (3.19)

or

Dm=RT ¼ ln cþ � c�=SP; (3.20)

where the solubility product is defined as SP ¼ c+
*·c�

*n. Also, considering diluted

solutions, low values in Dm are expected, implicating that the right hand side of

the Eq. 3.20 may be expanded in a power series, considering only two terms:

Dm=RT ¼ ðcþ � c�n � SPÞ=SP; (3.21)

since c� ¼ Kw·10
pH, where Kw is the water dissociation constant, 10�14, and pH is

the value at the precipitation moment, Eq. 3.21 can be simplified to an expression

dependent only of c+. However, the term Dm is equal to RT. ln(a/a0) in Eq. 3.17.

Then, substituting Eq. 3.20 into Eq. 3.17 leads to:

rcrit ¼ 2 � VM � SP � g=Kw
n � 10n�pH � cþ � SP: (3.22)

This relation shows the interpretation of pH change as the driving force to

nucleation. However, the relation will be valid only when Eq. 3.18 is applied.

In the case of amphoteric poorly soluble bases, the precipitate may dissolve in high

pH values, and in this case, an equilibrium equation needs to be written as follows:

Maq
nþ $ MOHaq

ðn�1Þþ $ :::M(OHÞn # ::: $ ½M(OHÞm�ðm�nÞ�: (3.23)

To solve the problem, it is necessary to write a set of equations defining the

occurrence of the intermediary species in Eq. 3.23. This is not a trivial objective,

and the final set cannot be solved analytically. Using steady-state approximations

for the intermediaries, Kukushkin and Nemna [36] proposed a general equation for

the precipitate M(OH)n:

D m/RT ¼ ðnn � ðcn�ðpHÞÞnþ1 � SPÞ=SP; (3.24)

where cn
*(pH) is the concentration of M(OH)n after attaining the ionic equilibrium

in solution, but prior to the precipitation (a function of pH, since in this case the

solubility of the oxide is pH dependent). The equation may be substituted into

Eq. 3.17, in the same way.

A plot of the Eqs. 3.21 and 3.22 is shown in Fig. 3.4, related to the precipitation

of Ca(OH)2 (a poorly soluble base). Since the reaction is assumed as irreversible,
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higher pH values imply higher driving forces and, consequently, lower critical

sizes. However, it is noted as an inflection dependent on the initial concentration,

showing small changes in rcrit after this point. It is important to note that the critical

size was observed below the nanometric range only in very diluted conditions.

In more concentrated solutions or moderate pH conditions, the critical nucleus

tends to higher values to become stable.

Fig. 3.4 Plot of driving force Dm/RT and rcrit for Ca(OH)2, assuming g ¼ 0.066 J·m�2; SP ¼ 6.3

� 10�6; and VM ¼ 4 � 10�5 m3·mol�1 [62]
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A similar analysis can be done to a poorly soluble amphoteric base. However,

since the solubility will be strongly dependent on the pH, it is expected that the

curve shows a maximum driving force, where it will coincide with the minimal rcrit.
This was confirmed by the authors to Pb(OH)2 [36].

Those examples show the importance of synthesis control to obtain desired sizes.

The ideal nucleation condition, in order to obtain minimal particle sizes, is the

precipitation in pH of maximum driving force, i.e., pH >12 for Ca(OH)2 and

diluted solutions.

An implication of those equations is seen in the way of precipitation reactions,

like in sol-gel synthesis. The sol-gel process is defined as the production of

nanoparticles by the hydrolysis of metal alkoxides, metal halides, and other inorganic

salts. Equation 3.25 shows a typical hydrolytic reaction of an alkoxide compound [7]:

M� ORþ H2O ! M� OH # þROH, (3.25)

where M represents Si, Ti, Zr, Al, and other metals, R is a ligand such as an alkyl

group or halide, and ROH is an alcohol. As shown above, the first step in the process

is the precipitation of a hydroxide that can be understood here as a poorly soluble

base. In the subsequent steps, the process will be controlled by polycondensation

reactions to form the oxide. Since in the hydrolysis process the pH may change

during the precipitation, depending on the experimental conditions adopted, the rcrit
value may vary considerably during the process. In fact, several works show

polydispersivity in the size distribution of nanoparticles synthesized by precipita-

tion, despite in several cases near monodisperse distributions may be observed

[37–41]. Also, an important factor is the variation of the ionic concentration, since

when the particle is precipitated, the concentration in solution decays.

These two factors are implicitly evolved in the scheme shown in Fig. 3.5; in a

solution with any concentration below the solubility limit cs, the nucleation cannot

occur (I). Over this point, the system becomes metastable, and some nuclei can be

formed. At this point, the driving force for the nucleation is low, and the precipitation--

redissolution will compete. Over css (II), the system is supersaturated, and

the nucleation will be rapid, relieving the concentration in solution. However, between

II and III, several concentrations will be attained, and polydispersed nuclei will be

formed. Reducing the driving force, the nucleation will stop, but the diffusion of ions

or molecules onto the formed nuclei will continue, leading to the growth [42–45].

3.3 The Nucleation Rate

The dynamics of the nucleation process imply polydisperse particle distribution due

to the factors discussed above, but also the nucleation rate is an important factor to

define polydispersivity [46]. A general expression to define the equilibrium rate of

nucleation per volume In may be proposed as follows [19, 20, 42]:

In ¼ n � ns � nemb; (3.26)

28 3 Classical Crystallization Model: Nucleation and Growth



where nemb is the number of embryos (with a size smaller than the nuclei with

critical size), ns is the number of monomers in the vicinity of a single embryo, and

n is their collision frequency with embryo surface. The term monomer is related to

the coordinated structure or minimal crystalline form. Following the idea, in

example, the monomer will be a TiO6 octahedron for titanium oxide compounds

or a SiO4 tetrahedron for silica structures, or even single ions or molecules,

depending of the system. In the reactional medium, the Brownian motion of the

embryos may be explained by a Maxwell-Boltzmann statistics, i.e.:

nemb=n0 ¼ expð�DGcrit=kTÞ; (3.27)

where n0 is the total number of ions or molecules and DGcrit is given by Eq. 3.6. The

collision frequency in solution is often described also in the form n ¼ n0 � exp
ð�DGm=kTÞ, where n0 is the molecular jump frequency and DGm is the activation

energy for transport in the interface. Substituting the terms in Eq. 3.26, one has:

In ¼ n0 � ns � n0 � expð�DGcrit=kTÞ � expð�DGm=kTÞ: (3.28)

This expression shows the exponential dependence of the temperature in nucle-

ation rate, and it is valid for nucleation in melts or reactional media. It is important

to note that the expression did not evaluate the effect of the redissolution of

supercritical nuclei; however, further corrections did not change this general

profile [19, 20, 35].

Critical supersaturation

Solubility limit

I

II

III

Time

C
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Fig. 3.5 General scheme of the precipitation of nuclei along the time (Adapted from Ref. [43])
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3.4 Growth in Reactional Steps

After the nucleation, the subsequent step is the growth by the arrangement of

monomers in the ordered surface of the nuclei [43, 47–50]. This is true in crystalline
systems, where the atomic arrangement will follow the crystallographic ordering.

In general, the literature identifies this step as monomer attachment. In any case,

the growth will depend on the diffusion of the substance in a thermodynamically

unstable state onto the surface of the nuclei.

This initial growth process is concurrent to the nucleation in some ways:

transport of reactive species in solution, adsorption in the crystal-solution interface,

or interface reactions. The growth rate can be described by empirical power laws,

which are related with the slowest mechanism present [51, 52]. However, a general

approach needs to be first evaluated from Fick’s first law, since the problem is

essentially the diffusion of those species from the solution/melt to the nucleus.

LaMer and Dinegar [43] proposed a view to the problem stating the situation

where the nucleation is finished, considering then a constant number of nuclei. In

this case, each particle is influenced (regarding the growth) only by the amount of

monomers present in a volume spherically symmetric about the nuclei, with radius

h and volume 4/3·p·h3. In this volume, the diffusion will be driven by the difference

between the concentration of monomers in solution and the solubility concentration
of the solid phase, i.e., (Css�Cs) ¼ C0. Since the solubility is a temperature

function, the proper equation can be estimated in principle considering isothermal

conditions. Then, following Fick’s law, one can describe the flux J through a

spherical volume:

JðtÞ ¼ �4pr2D dC=dr; (3.29)

where D corresponds to the diffusion coefficient, also dependent on temperature.

The following boundary conditions are assumed: (i) at the particle surface, the

concentration has the saturation value Cs; (ii) in the instant t ¼ 0, the concentration

at any point is the supersaturation value Css; (iii) in r ¼ h, the variation of the con-
centration with the time is dependent only to the flux J, i.e., (dC/dt)r ¼ h ¼ 3·J(t)/
4ph3. Equation 3.29 may be integrated to obtain:

Cðr; tÞ ¼ JðtÞ=ð4p � r � DÞ þ f ðtÞ; (3.30)

since t ¼ 0, J(0) ¼ 0 and C(r,0) ¼ f(0) ¼ Css, from condition (ii). Deriving the

Eq. 3.30 in respect to t allows us to write:

ðdC=dtÞr¼h ¼ 1=ð4p � h � DÞ � dJ/dtþ df /dt: (3.31)

Comparing the equation above with condition (iii), and integrating the term

df/dt, one has:

f ðtÞ � f ð0Þ ¼ 1=ð4p � h � DÞ � ðJðtÞ � Jð0ÞÞ þ 3=ð4p � h3Þ �
ðt
0

JðtÞdt; (3.32)
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since J(0) ¼ 0, and from condition (ii) f(0) ¼ Css, the equation may be simplified to

a solution for f(t) that can be applied in Eq. 3.30:

Cðr; tÞ ¼ Css þ JðtÞ=ð4p � DÞ � ð1=r � 1=hÞ þ 3=ð4p � h3Þ �
ðt
0

JðtÞdt: (3.33)

Assuming h 	 r, the equation may be simplified to:

Cðr; tÞ ¼ Css þ JðtÞ=ð4p � D � rÞ þ 3=ð4p � h3Þ �
ðt
0

JðtÞdt: (3.34)

The total flux over the particle is equal to the increase of the particle volume,

i.e., J(t)dt ¼ rd(4/3p·r3) ¼ 4prr2dr, where r is the particle radius and r is the

density of the particle. Then, Eq. 3.34 can be rewritten as:

Cðr; tÞ ¼ Css þ r � r=D � dr/dtþ 3r=h3
ðr
0

r2dr: (3.35)

The integration limits in the last term were substituted since in any time the

radius of the particle is r, and in t ¼ 0, the particle has the critical size; however, for

the sake of simplicity, it is adopted arbitrarily rinitial ¼ 0. Although the approxi-

mation is not true, the result will focus only the growth process, and the analysis

will be satisfactory. After integrating and rearranging the expression, one has:

dr/dt ¼ D=r ðCss � Cs=r � rr2=h3Þ: (3.36)

The equation may be analytically solved if the term (Css�Cs) ¼ C0 is considered

constant with the time. This is a plausible condition in very concentrated

suspensions or in conditions where the driving force for nucleation is high, like in

the hydrolysis in elevated pHs. The solution for this special case is:

t ¼ B � 1=ð6AÞ � log½ðA2þArþr2Þ=ðA� rÞ2� � 1=ðApð3ÞÞ
� tan�1½ð2rþAÞ=ðApð3ÞÞ�; (3.37)

where A ¼ C0·h
3/r and B ¼ h3/D. All the terms in the equation are possible to

evaluate: C0 and D are measured experimentally, and h can be estimated by

measuring the total number of particles in solution. A schematic plot of Eq. 3.37

is seen in Fig. 3.6. The observed shape is approximately a logarithmic curve,

showing a rapid growth in initial stages, tending to a stable value.

The previous analysis shows that control of the subsequent growth of as-formed

nuclei is difficult, since the evolution of the sizes is very fast. This result is strongly
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influenced by the supersaturation value, and this is maybe the most important

variable to control in the synthesis. As discussed above, one can see the value C0

as an indicative of the driving force for nucleation, since the value Css is a function

of temperature and pH. Then, severe changes in pH can improve the value even in

very dilute systems, leading to the fast growth but limited to the total solute content.

In this case, the curve will settle rapidly to a stable value, since there is no

disposable material in solution to the growth.

The general discussion shows that, to obtain nanoparticles from solutions, it is

usually necessary to stop the growth mechanisms or at least to control them to

prevent uncontrollable growth and, hence, undesirable particle sizes. All the

reactional parameters can be controlled by the proper selection of reactant relations

[36, 53]. As an example, in precipitation by hydrolysis, a large excess of water in

relation to the metal source reactant leads to nanoparticles due to the fact that all the

monomers present in solution are captured in primary nucleus [7, 13, 54–60]. This

strategy was used to produce Sb:SnO2 nanoparticles near monodisperse by fast

hydrolysis, as showed in high-resolution transmission microscopy (HRTEM) image

in Fig. 3.7.

Once again, control of growth after nucleation is necessary to obtain desirable

nanoparticles. Wu et al. [61] used an interesting approach to control the particle

growth of hydrous metal oxide gels. They showed that the growth could be inhibited

by replacing the surface hydroxyl group, before the crystallization step, with a

functional group that does not condense and that can produce small secondary-

phase particles which restrict boundary mobility during the synthesis and even at

high temperatures. These authors reported that fully crystalline SnO2, TiO2, and ZrO2

nanocrystals (ranging in size from 1.5 to 5 nm) can be obtained after heat treating the

precipitate gel at 500
C, by replacing the hydroxyl group with the methyl siloxyl

group before firing.

Fig. 3.6 Plot of Eq. 3.37. All the constants were assumed as unit
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3.5 Heterogeneous Nucleation

The set of equations can be corrected to consider the reduction of surface energy by

contact with other surfaces (which represents a heterogeneous nucleation process)

by substituting g to geff, an effective surface energy obtained by contact with another
surface [62, 63]. Applying the geometric relations of the contact with a cluster and

a surface, one can consider the decrease of activation energy to nucleation (as given

in Eq. 3.6), i.e.:

DGcrit;het ¼ DGcritð2þ cosyÞð1� cosyÞ2=4; (3.38)

where y is the contact angle with the surfaces (heterogeneity) and the medium. The

heterogeneous nucleation is preferable only if the geometric relation is less than 1.

In general, most of the nucleation process is heterogeneous, since simple

interferences (like contaminants) can be embryos. Practical application of Eq. 3.38

is difficult, since in many cases the contact angle is undetermined. However, large

surfaces also act as heterogeneities, and in this case, the event is easily identified. The

wettability of the surface in the reactional media is a direct evidence of the heteroge-

neous nucleation: if the solution can wet the surface, the angle y will be consequently
lower than p/2, and the process will be preferable. In this sense, even the surfaces of

containers where the reaction takes place may act as the heterogeneity.

Following this idea, it is possible to tailor structures from surfaces, like thin

films, using a proper substrate immersed in the reactional media [64–74], as

exemplified in Fig. 3.8 for the synthesis of SnO2 films by heterogeneous nucleation

over Sb:SnO2 polycrystalline substrate. The substrate decreases the activation

energy in the crystallization process, promoting heterogeneous nucleation at the

Fig. 3.7 HRTEM image of

Sb:SnO2 nanoparticles

synthesized by fast hydrolysis

of solution of metal halides

3.5 Heterogeneous Nucleation 33



surface of the solid. The kinetics of nucleation and growth may be controlled by the

temperature and the hydrolysis rate, whereby the nucleation and growth processes

can be separated.

3.6 Deviations of the Models: The Determination of g

The models discussed previously were extensively used to explain nucleation and

growth of microscopic particles, but they failed in many cases when applied to

nanoscopic objects. One of the major error factors is the shape assumption – sphere –

that is not correct for very small objects. Experimental [75–81] and theoretical works

[9, 82–88] shows the spontaneous formation of anisotropic shapes of nanoparticles, and

in some cases, with faceted shapes, as shown in Fig. 3.9 for Fe3O4 synthesized in

organic solvent. Solid surfaces of different crystallographic orientations have different

surface energies and different affinities for absorbed ions and molecules [89]. Then,

shape is an important variable in the nucleation of nanocrystals, since the correct

surface energy depends on the exposed crystallographic planes [90].

Barnard and Zapol [9] proposed a general model for the phase stability of any

nanoparticle based on the Gibbs free energy of an arbitrary particle. According to

the authors, the correct treatment of the free energy must include contributions from

the edges and corners rather than only from the bulk and surface. As an example,

a Si nanocrystals (with cubic structure) with 200 atoms will have 9% of the atoms in

edges; with 103 atoms, 4% will be in the edges; and with 105, only 0.3% will

remain. These estimates highlight the importance of the small terms, in some cases.

For a given x nanoparticle, the free energy can be expressed as a sum of individual

contributions, i.e.:

Gx
0 ¼ Gx

bulk þ Gx
surface þ Gx

edge þ Gx
corners: (3.39)

Fig. 3.8 Scanning electron

microscopy image of cross

section of a SnO2 film grown

by heterogeneous nucleation

onto a Sb:SnO2

polycrystalline substrate,

following the procedure of

Vayssieres and Graetzel [67].

The dotted line shows the
limit of the substrate
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The first term is defined as the standard free energy of formation, Gx
bulk ¼

DGx
0(T), which is dependent on the temperature. The second term is expressed in

terms of surface energy gi for each i plane on the surface and molar surface area A.
Using the relations of density r, molar massM, and surface to volume ratio q, one has:

Gx
surface ¼ gðTÞA ¼ ðM=rÞ � qSifigiðTÞ; (3.40)

where fi is a weight factor of the facets i in the crystal (∑fi ¼ 1). In the above

formulation, the expression takes into account the crystallographic alignment of the

properties and, indirectly, the shape. The edge and corner energies can be described

by similar expressions:

Gx
edge ¼ xðTÞL ¼ ðM=rÞpSjgj xjðTÞ; (3.41)

Gx
corner ¼ tðTÞW ¼ ðM=rÞwSkhktkðTÞ; (3.42)

where x(T), t(T) are the edge and corner free energies, L is the total length of edges

andW is the total number of corners, p, w the edge and the corner to volume ratios,

and gj, hk weight factors. Substituting and rearranging the terms, Eq. 3.39 becomes:

Gx
0 ¼ DGx

0ðTÞ þ ðM=rÞ ½qSfigiðTÞ þ pSgjxjðTÞ þ wShktkðTÞ�: (3.43)

Fig. 3.9 HRTEM image of

faceted Fe3O4 nanoparticles

synthesized in organic solvent
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However, the effective pressure must be taken into account [91]. The volume

dilation ed is given as:

DV=V ¼ ed ¼ PeffbV; (3.44)

where bV is the material’s compressibility. Peff can be estimated by Eq. 3.3 above.

Although it is known that s ¼ g + A(∂g/∂A), when the dependence of g on A
is small, the approximation g ¼ s is acceptable. The anisotropy should be included

in the determination of g, as done in Eq. 3.40. Using these approximations, Eq. 3.43

becomes:

Gx
0 ¼ DGx

0 þ ðM=rÞð1� 2bVs=RÞ½qSfigi þ pSgjxj þ wShktk�: (3.45)

Although the Laplace-Young equation (Eq. 3.3) is only applicable to spherical

particles, the approach was tested successfully in simulations for Si, Ge, nano-

diamonds, and TiO2 polymorphs. The authors predicted faceted shapes (e.g., cubes

or tetrakaidecahedrons) as preferred shapes in very small sizes for most cases,

which is contradictory to common sense (i.e., spheres) [9, 83, 85].

This strong dependence on surface, corner, and edge energies can modify

significantly the analysis of the nucleation and growth processes. Two approaches

may be evaluated: consider an “average” surface energy, given by the distribution

of individual surface energies, or assume each surface as an independent site during

the growth. This second approach was observed as valid in experimental works

regarding synthesis of nanorods or nanowires [92–96]. In this case, the growth

process needs be understood as independent in each crystallographic direction.

However, those assumptions make the interpretation of the nucleation and growth

a very complex problem.

3.7 Crystal Growth

Despite the growth can occur in reactional steps, this topic will be focused in the

events occurring after the reactional equilibrium, i.e., growth phenomena occurring

after the reactants consume but dependent on diffusional parameters and on the

particles’ relative mobility. Some theories are reviewed here, focusing the Ostwald

ripening and oriented attachment theories.

3.8 Ostwald Ripening

Usually, nanoparticle growth in equilibrium condition is associated with coarsening,
which is also known as Ostwald ripening. This mechanism can be described as a

diffusion or reaction rate–limited growth of nanoparticles at the expense of smaller
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ones [97, 98], as schematically shown in Fig. 3.10. A kinetic model for the

Ostwald ripening mechanism was rigorously developed by Lifshitz, Slyozov [99],

and Wagner [100] and is also known as the LSW model. The LSW model predicts

that the mean particle radius should evolve as a function of time according to

the following equation:

R n
p;m � R n

p;m;o / t; (3.46)

where n is dependent of the limiting step to the growth. This result is obtained by

combining the Gibbs-Thompson equation – which describes the dependence of the

particle solubility as a function of its size – and Fick’s first law. The power law

coefficient n ¼ 3 is obtained by considering dilute conditions, where diffusion of ions

in solution is the limiting step. In concentrated conditions (e.g., solids, or nucleation

in melts), the coefficient may be equivalent to 2 or 4, depending on the limiting step

involved in the interfacial reactions (i.e., dissolution or reprecipitation) [101, 102].

A didactic development of the equation is given by some simplified

assumptions, as follows. Initially, Eq. 3.17 can be rearranged assuming the activity

a is equal to the solubility of the formed particle Sp, and the saturation activity a0 as
the bulk solubility Sb,0 [103]:

Sp ¼ Sb;0:exp½2Vmg=ðRTrÞ�; (3.47)

This relation, widely known as the Ostwald-Freundlich equation, describes the

dependence of the solubility of a formed particle on its size. This dependence is

particularly important in very small particles, since dissolution and reprecipitation

phenomena can easily occur [104]. Usually, the argument in exponential terms

is too small, and the equation can be simplified to:

Sp � Sb;0 � ð1þ 2Vmg=RTÞ � ð1=rÞ: (3.48)

If particles dissolve and grow readily without being limited by the rate of

interfacial reactions, the growth rate of the particles is likely to be limited by

diffusion through a surrounding medium and can be described by Fick’s first law.

Fig. 3.10 Scheme of the Ostwald ripening growth: bigger particles grown at the expense of

smaller ones
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This supposition is clearly valid in colloids and in reactional media. A convenient

form of Fick’s first law for a particle in a diffusion field is given as (in polar

coordinates) [105]:

4pr2dr=dt ¼ D4px2dc=dx; (3.49)

where D is the diffusivity and dc/dx is the gradient in concentration at distance x.
Considering that, in a distance x 	 r, the solubility is the same as that of the

average particle size (Rp,m), Eq. 3.49 can be rewritten for evaluation at x ¼ Rp, after

integration of the right-hand side:

dRp=dt ¼ �D=Rp½cðRpÞ � cðRp;mÞ�
¼ �ðc0D=RpÞð2Vmg=RTÞð1=Rp � 1=Rp;mÞ: (3.50)

The concentration values are substituted by using Eq. 3.47, assuming c ¼ Sp and
c0 ¼ Sb,0. Figure 3.11 shows a schematic distribution of growth rates for some

arbitrary values of particle radii. Clearly, the maximum growth rate will occur in a

defined range of particles. Taking the second derivative d2Rp/dt
2 ¼ 0, it is observed

that, when Rp ¼ 2Rp, one has the condition of maximum growth rate, as plotted in

Fig. 3.11 by the straight line. Assuming that growth (in a closed system) is governed

by the fastest growing particles, one can write dRp ¼ dRp,m. Substituting these

values in Eq. 3.50 and integrating them, a particular form of Ostwald ripening is

obtained [20, 62, 106]:

Rp;m
3 � Rp;m;0

3 ¼ ð3c0DVmg=4RTÞ � t: (3.51)

This growth mechanism provides a good description of the growth behavior of

a wide range of nanoparticles [97, 98, 101, 107–114].

Fig. 3.11 Growth rate in Ostwald ripening of particles with arbitrary radius, according to

Eq. 3.50. The straight line refers to the maximum growth rate, when Rp ¼ 2Rp
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Going to equation LSW, the exponent n is related to the boundary conditions

assumed in the growth [100, 102]: for n ¼ 2, it is inferred that crystal growth is

controlled by ion diffusion throughout the particle to its vicinity (the solution of a

matrix, in solid compounds); for n ¼ 3, the growth is controlled by the volume

diffusion of ions in the vicinity, and when n ¼ 4, it is deduced that growth

is controlled by dissolution kinetics at the particle-vicinity interface.
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Chapter 4

Oriented Attachment and Mesocrystals

Despite the good applicability of the Ostwald ripening model, recent studies have

demonstrated that this mechanism cannot be considered responsible for the growth

process in some systems or in nonequilibrium systems [1–9]. The oriented attach-

ment mechanism was proposed as another significant process, which may occur

during nanocrystal growth [10–14]. By this mechanism, nanocrystals can grow by

the alignment and coalescence of neighboring particles by eliminating a common

boundary. The driving force for this mechanism is the decrease in the surface and

grain boundaries’ free energies. By the localized nature of oriented attachment, the

mechanism leads to the formation of nanoparticles with irregular morphologies.

Several studies indicate that oriented attachment is very significant, even in the

early stages of nanocrystal growth, and may lead to the formation of anisotropic

nanostructures in suspensions, such as nanorods, by the consumption of nano-

particles as building blocks [15–21]. This mechanism has already been studied

theoretically [22–25] and observed experimentally for several years in micrometric

metallic systems [26–29].

4.1 A Qualitative Analysis of the Oriented Attachment
(OA) Mechanism

A more in-depth analysis of the growth mechanism, such as OA, can shed light on

the formation of anisotropic nanostructures as well as mesocrystals. The number of

materials obtained by the OA process is growing rapidly [30] and has become an

attractive form of processing nanomaterials with anisotropic structures. The OA

mechanism originally proposed by Banfield and Penn [3, 5] is a process involving

the self-organization of adjacent nanocrystals and coalescence. Basically, we can

define two main possible ways to achieve self-organization or mutual orientation of

adjacent nanocrystals. One is an effective collision of particles with mutual orien-

tation; the second is coalescence induced by particle rotation. The first situation

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
SpringerBriefs in Materials, DOI 10.1007/978-1-4614-1308-0_4,
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must occur in the dispersed colloidal state, in which the number of collisions among

particles is high. Particle rotation must be dominant in a weakly flocculated

colloidal state, where the interaction among particles is significant, although the

nanoparticles still have rotational freedom. Here, one can observe a close relation-

ship between the OA mechanism and the colloidal state [31].

4.1.1 OA in a Dispersed Colloidal State

The dispersed colloidal state is kinetically stable, and the repulsive forces

are dominant. In this colloidal state, the OA growth rate is related to the effective

collision rate among the nanocrystals in suspension and to the reduction of surface

energy aimed at minimizing the area of high-energy facets [18, 32]. Effec-

tive collision is when particles produce an irreversible oriented attachment. This

occurs only if their orientations at the time of collision achieve a congruent two-

dimensional structure at the interface [33–35]. Collision among particles with

different crystallographic orientations will not be effective and will not result in

irreversible attachment. The schematic in Fig. 4.1 shows the difference between

effective and noneffective collision of nanocrystals in a dispersed colloid.

It is well established that oriented attachment can promote the growth of zero-

dimensional (0D such as spheres, cubes, or polyhedrons), one-dimensional

(1D such as rods and wires), two-dimensional (2D like plates), and three-dimensional

self-assembled nanocrystals [36]. In the case of oriented attachment controlled

by collision, one will basically observe the growth of 0D (spheres, cubes, or

polyhedrons) and 1D structures (rods and wires). In this situation, growth occurs

+

+

Effective collision Single Crystal

Non-effective collision

Fig. 4.1 Schematic representation of effective and noneffective collision between particles
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through the interaction of 0D with 0D structures, or even through the interaction of

0D with 1D and 1D with 1D structures [37, 38]. The high-resolution transmission

electron microscopy (HRTEM) image in Fig. 4.2 illustrates the growth of a 1D

structure from a 0D one, forming an anisotropic nanoparticle (a 1D rod formed by

two primary particles) of TiO2 by OA. This process was observed in a low concen-

tration of solids (organic solvent) in a well-dispersed colloidal state.

The OA process that occurs in the dispersed colloidal state can be considered

a statistical process controlled by collision frequency. As a consequence of this

statistical nature, during the growth process, one can observe isotropic and aniso-

tropic nanocrystals with different growth directions. For instance, in colloidal SnO2

nanocrystals, the formation of worm-like particles has been observed growing in the

[001] and [110] directions, as well as the formation of equiaxed particles [19, 32].

The statistical nature of OA in dispersed colloidal state is highly evident when

the nanocrystals are faceted. For instance, the HRTEM image of Fig. 4.3 shows the

formation of OA particles with different morphologies, which originate from the

sharing of different crystal facets. Today, it can be stated that the OA mechanism

controlled by effective collision is related basically to the number and area of the

facets in a nanocrystal. In a recent work, Stroppa and coauthors [39] showed a clear

correlation between the number and area of facets in faceted nanocrystals of

Sb-doped SnO2 and the OA process controlled by collision in a dispersed system.

Fig. 4.2 High-magnification HRTEM image showing the growth of a 1D structure from 0D for

TiO2 nanocrystals in the dispersed colloidal state (organic solvent)
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4.1.2 OA in a Weakly Flocculated Colloidal State

In a weakly flocculated colloidal state, the OA process is not controlled by collisions

between particles but is dominated by the particle medium- and short-range interac-

tion. In terms of energetic arguments, this is a condition in which the attractive forces

between particles, such as van der Waals and structural forces, are higher than

repulsive forces (electrostatic and steric, mainly). This energetic condition is

normally observed in weakly and strongly flocculated colloidal states. Since rotational

freedom between particles is required to achieve crystallographic alignment, the

weakly flocculated state is more appropriate.

In this growth condition, OA occurs between primary particles (0D with 0D

interaction) resulting in 1D or 2D structures. In the second stage, the 1D and 2D

structures can interact, forming 3D structures. In fact, the growth mechanism

controlled by OA in this colloidal state follows a hierarchical process and can

present mesocrystals as an intermediate state, i.e., a crystal formed by oriented

assemblies of nanocrystals [40]. This is a very interesting situation because it

enables one to grow mesocrystals with exposed facets not controlled by thermo-

dynamic surface energy, or predicted by the Wulff construction, but controlled

kinetically. Consequently, functional materials can be developed with different or

even unique chemical, electrical, and magnetic behavior. Figure 4.4 describes a

Fig. 4.3 HRTEM image of Sb-doped SnO2 nanocrystals. The arrows indicate details of the

growth process involving different facets
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typical hierarchical growth process whereby TiO2 anatase nanocrystals assemble in

larger agglomerates (Fig. 4.4a) via OA. With increased treatment time, one can

observe the formation of well-defined 3D mesocrystals (Fig. 4.4b) with low porosity.

The inset of Fig. 4.4b shows the FFT (fast Fourier transform) of the image with

reflections typical of a single crystal. It should be noted that this mesocrystal growth

process occurs in a weakly flocculated colloidal state, in octyl alcohol.

The statistical model used in a well-dispersed colloidal system cannot explain

the mesocrystal growth process depicted in Fig. 4.4. Therefore, a different approach

is needed in order to understand this ordered assembly of nanocrystals. By analogy

with biological and molecular systems, the 1D, 2D, and 3D morphologies attained

by OA can be described by noncovalent interactions, i.e., by interactions with

much weaker energy than that of covalent bonds (~100–150 kBT), in the range of

0.1–10 kbT. In the weakly flocculated state, the repulsive forces may be negligible;

hence, the van der Waals forces (vdW) will be dominant.

A direct correlation between dipole interactions and nanocrystal and mesocrystal

growth has been demonstrated in the literature [15, 41]. In a classical work [15],

Giersig and coauthors described the spontaneous organization of single CdTe

nanocrystals into 1D nanostructures (nanowires), attributing this spontaneous interac-

tion to dipole–dipole attraction. In their work, they estimated the potential attractive

energy to be ~10 kJ/mol. One of the key steps in the preparation of the 1D

nanostructure was the removal of excessive stabilization through the precipitation of

nanocrystals by the addition of methanol. This experiment was performed at room

temperature. In a recent study, Kotov and coauthors [41] showed that the dipole

moment, a small positive charge, and hydrophobic attraction are the driving forces

for the self-organization of CdTe into 2D structures resembling the assembly of

surface layer (S-layer) proteins [41].

Leite and coworkers [42] demonstrated that the use of microwave (MW) heating

during the growth process reduces the treatment time required to obtain anisotropic

Fig. 4.4 HRTEM image showing the assembly of TiO2 nanocrystals resulting in the formation of

anatase mesocrystals: (a) short treatment time in a solvothermal condition, (b) long treatment time

in the same solvothermal condition. The inset shows the FFT of the region indicated by the arrow
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nanostructures. They reported that OA is the dominant mechanism responsible for

the growth process, implying that it could be possible to introduce MW irradiation

as a parameter to control the anisotropic growth of crystals [42]. The authors

attributed the shorter treatment time to the increase of the effective collision rate,

i.e., the presence of attractive forces. A plausible explanation for the increase of the

effective collision rate under microwave irradiation is the increase in the collision

cross section (s) of the particle. In a previous article [34], Leite’s group made a

detailed kinetic analysis of the OA mechanism, in which it was assumed that a

noninteractive collision occurred with a collision cross section (s), s ¼ 3r, where r
is the particle’s radius. Under microwave irradiation, it was assumed that an

interactive collision occurred which introduced a steric factor (P), expressing the

interactive cross section (s*) as a multiple of s:

s� ¼ Ps; (4.1)

where P > 1. The origin of the interactive collision, and hence, of the steric factor,

is assumed to be the instantaneous dipole moment generated in the nanocrystal by

the electromagnetic field induced by microwave radiation, i.e., induced dipole-

induced dipole interaction, or LD forces.

From the above discussion, it is clear that the colloidal state strongly influences

the OA growth process. For a better description of this dependence, one can use an

energetic argument to define when OA will be controlled by the collision rate or

by interacting nanoparticles. For a simplified description of the interparticle inter-

action and thermal fluctuation, we will consider only the kinetic energy (KE) of an

ideal gas and the attractive potential. At first glance, these considerations may be

too drastic for a real system; however, our goal is to come up with a description that

allows for a qualitative and phenomenological analysis of the OA process.

We can estimate the KE of one particle, using the following equation:

KE ¼ 1:5kBT; (4.2)

where kB is the Boltzmann constant.

As can be seen, the KE is linearly dependent on the temperature (T). Now,
analyzing the attractive potential and considering the thermal fluctuation, one can

use Eq. 2.20 described in the Chap. 2, for instance, which describes an attractive

dipole–charge interaction. As we can see, Vh id�c is inversely proportional to

temperature. Didactically, the KE and the modulus of Vh id�c can be plotted as a

function of T (see Fig. 4.5), where one observes a crossover point. At this point, a

critical temperature, Tc, can be defined. This temperature defines when the thermal

fluctuation exceeds the attractive potential energy. For a condition in which T > Tc,
the KE will predominate (the colloidal dispersion will be in a kinetically stable

condition), and one can postulate that the statistical and collision rate approach will

control the OA growth process. Now, considering T < Tc, the attractive potential

energy will be dominant, and the OA process will be controlled by the particle

medium and short range interactions. This energetic condition generally leads to a

weakly flocculated colloidal state.
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Analyzing Fig. 4.5, one can also see that different interparticle distances (L)
result in different Tc. In fact, Tc is a term that must be dependent on other

parameters besides L. Tc can be defined as:

Tc ¼ ðcpqÞ=p1:5kBL
2: (4.3)

This is an interesting equation. The terms p and q are parameters related to the

interactions and can be related easily to the steric factor P described in Eq. 4.1. On

the other hand, the steric factor is related to the interactive cross section (s*) and to
the collision cross section (s). In a first approximation, the parameter L, or in a

system with N particles, the mean interparticle distance hLi, should be inversely

proportional to the specimen concentration ([A]). Based on this consideration,

Eq. 4.3 can be rewritten to obtain a more general equation:

Tc ¼ C00s�½A�n0=r; (4.4)

where C00 is an empirical constant and n0 is a power-law exponent. This relation can

help us determine the parameters that are important in controlling the nanocrystal

growth process or even in controlling the formation of mesocrystals (a meso-

scopically structured crystal). In addition to the concentration, the solution chemistry

is an important parameter and is represented by s*. A dependence on nanocrystal

size (r) is also observed.

Fig. 4.5 KE and the modulus of hVid�c as function of temperature, considering different L values

(the distance between molecules or nanocrystals)
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This qualitative analysis is consistent with experimental results reported recently

by Leite and coauthors [31] for the synthesis of gadolinium-doped cerium oxide

(GCO) nanorods. As shown by scanning electron microscopy (SEM) characterization,

decreasing the growth temperature increases the yield of nanorods. At 40�C, a large
number of nanorods were observed. Upon changing the temperature, differences in

rod size and concentration were reported. At 200�C, one can no longer see the

formation of rods but only equiaxed nanoparticles. A HRTEM characterization of

GCO nanorod, grown at 40�C, shows features typical of the OA process (Fig. 4.6a, b).

This figure shows the presence of a mesocrystal-like structure, with the clear presence

of a boundary between oriented primary particles, as indicated in the reconstructed

lattice image of Fig. 4.6c. One can also see an irregular rod surface. Figure 4.7 shows

HRTEM images of materials treated at a higher temperature. Upon increasing the

growth temperature to 130�C, the presence of a grain boundary is no longer evident,

indicating the formation of single crystalline nanorods with a smooth surface (self-

recrystallization process) (Fig. 4.7a). In fact, this observation indicates that the

temperature is an important parameter to promote grain boundary elimination and

surface reconstruction, suggesting that a thermally activated process, such as diffusion,

controls both phenomena. High-magnification HRTEM images of the GCO growth at

200�C (Fig. 4.7b) shows features typical of the OA process induced by effective

collision between nanocrystals.

Based on these experimental results, we can postulate that increasing the tem-

perature causes the thermal fluctuation to increase (mainly the KE), resulting in a

statistical growth process controlled by the collision rate. Low temperatures favor

the predominance of attractive interactions, leading to the formation of nanorods

Fig. 4.6 HRTEM image of the GCO growth at 40�C: (a) High-magnification HRTEM image, (b)
FFT of region 1 indicated in Fig. 4.11a, (c) reconstructed lattice image of region 1
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(mesocrystals). This analysis is entirely consistent with the idea of a transition

temperature between a growth regime controlled by interaction and a regime

controlled by statistical collision.

The next challenge in the study of OA is the proposal of a quantitative kinetic

model to describe this growth mechanism in a weakly flocculated state. Of course,

this is not a simple endeavor since such a model must include the attractive

potential between nanocrystals. In fact, the first step in this direction has already

been taken. In his paper about a kinetic model, Lee Penn [35] proposed to correlate

the rate constant with an attractive potential between nanoparticles. This proposal

may be a good starting point, but the model requires further improvement in order

to obtain a representative kinetic equation.

4.2 Quantitative Description of the OA Mechanism

In recent years, several models have been proposed to explain or describe the OA

growth mechanism [34, 35], and most of them are applied in a condition of well-

dispersed colloidal state. Below is a detailed description of a model in which the

nanocrystals or nanoparticles are considered as molecules, and the reaction is

controlled by collision between nanoparticles.

4.2.1 Oriented Attachment in the Dispersed Colloidal State:
A Quantitative Description

To explain the growth behavior in SnO2 colloidal suspensions, Ribeiro et al. [43]

proposed that coalescence in nonagglomerated suspensions may also occur when

particles with similar crystallographic orientations (or with slight differences)

Fig. 4.7 High-magnification HRTEM image of the GCO: (a) growth at 130�C. The inset shows a
FFT of region a, (b) growth at 200�C. The arrows indicate typical features of the OA process

4.2 Quantitative Description of the OA Mechanism 53



collide. This mechanism is based on the assumption that nanoparticles dispersed in

a liquid medium present a very high degree of freedom for rotation and translation

motions. Hence, in suspensions where agglomeration does not take place, growth

by means of oriented collisions should be more effective than by surface

mechanisms (i.e., coalescence induced by relative rotations between particles in

contact). Dispersed nanoparticles should present a high velocity due to the

Brownian motion. Hence, it is expected that nanoparticles in suspension present a

high frequency of collisions. Therefore, growth by coalescence may be interpreted

statistically since collisions may be considered effective (i.e., leading to coalescence)

or ineffective (i.e., elastic event). This mechanism is similar to the Smoluchowsky

coagulation model [44–46] used extensively to explain polycrystalline colloidal

growth and aggregation mechanisms in suspension.

If it is assumed that all of the above-mentioned considerations are valid, the

coalescence of two particles in suspension may be interpreted through the following

chemical Eq. 4.5:

Aþ A ! B; (4.5)

where A is a primary nanoparticle and B is the product of coalescence of two

nanoparticles. The idea of a chemical reaction where the nanoparticles act as

molecules was also proposed by Huang et al. [47–49], Penn [35], and Drews

et al. [50, 51] using other approximations. Also, some researchers used this inter-

pretation to gain a more thorough understanding of the experimental growth

behavior in colloidal suspensions of several systems, such as ZnS [47, 52], SnO2

[19, 53], TiO2 [54], Nb2O5 [55], and others.

The first step is to define if the collision frequency of dispersed nanoparticles

may be significant to the process. This can be evaluated by assuming that Brownian

motion in dilute suspensions may be described by Maxwell–Boltzmann statistics.

In this model, the frequency evaluation is done in analogy to the kinetics of gas

molecules. The collision frequency for a single particle is given as a function of the

mean velocity, ˆ by Eq. 4.6:

z ¼ ðp2pD2ˆNÞ=V; (4.6)

where D is the particle diameter, N is the total number of particles, and V is the total

volume occupied by the system. The viscous force is given by mp2ϖD2, where m is

the viscosity, and it is negligible for systems composed of low-viscosity fluids, as in

the case of nanoparticles dispersed in water. Hence, the mean velocity of the

dispersed particles may be estimated by the equipartition theorem (4.7):

ˆ ¼ pð3kBT=mÞ: (4.7)

The mass of a spherical nanoparticle with a radius of 2–5 nm and a density of

3–10 g/cm3 is on the order of 1 � 10�8 g. At room temperature, this nanoparticle
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presents a mean velocity of ~1.1 m/s, which is a very high value if particle size is

considered. In the study reported by Ribeiro et al. [34], the SnO2 nanoparticle

concentration (for dilute suspensions) was estimated in the order of 1 � 1018

particles per liter.

If these parameters are inserted in Eq. 4.6, the collision frequency is estimated to

be ~240 collisions/s for each particle. Although this value may not be considered

precise, it still indicates that the number of (total) collisions may be indeed signifi-

cant. It can be observed that the nanoparticle collision frequency is much lower than

the value expected for gas molecules, which is obviously due to mass effects.

Moreover, it is also important to note that collisions are only effective if particles

with the same crystallographic orientation collide.

Returning to Eq. 4.5, the rate of reaction (n) of the oriented attachment mechanism

may be given by (4.8):

v ¼ �ð1=2Þd½A�=dt ¼ k½A�2; (4.8)

where [A] is the concentration of primary (i.e., uncoalesced) particles (particles/

volume), t the time, and k is the reaction constant. Assuming that the reaction occurs

in a single step, [A] is defined in terms of the initial concentration [A]0 by Eq. 4.9:

½A� ¼ ½A�0=ð1þ 2k½A�0tÞ: (4.9)

However, this result is applicable only if particles are in direct contact. In

suspensions, particles need to achieve an equilibrium condition, which is provided by

collisions, in order to form complexes – i.e., two particles in contact – that may

coalesce. This process may be described as a two-step reaction, as shown in

Eqs. 4.10 and 4.11:

Aþ A , AA ðrate constants k1; k01Þ; (4.10)

AA ! B ðrate constant k2Þ (4.11)

Therefore, the kinetics of this process is described by three reaction rates, v1forward
and v1reverse (Eqs. 4.12 and 4.13), which corresponds to the complex formation

equilibrium reaction, and v2, which is related to the coalescence event (4.14):

v1 forward ¼ k1½A�2; (4.12)

v1 reverse ¼ k01½AA�; (4.13)

v2 ¼ k2½AA�: (4.14)
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Assuming that the complex concentration is in the steady state, i.e., d[AA]/dt ¼ 0

(4.15), it can be written as (4.16):

d½AA�=dt ¼ k1½A�2 � k01½AA� � k2½AA� ¼ 0; (4.15)

½AA� ¼ k1½A�2=ðk01 þ k2Þ: (4.16)

The rate of formation of coalesced particles B (Eq. 4.17) is obtained by Eqs. 4.14

and 4.16:

d½B�=dt ¼ �ð1=2Þðd½A�=dtÞðk2 � k1=k01 þ k2Þ½A�2: (4.17)

This equation can be solved similarly to the solution of Eq. 4.9, where ðk2k1=k01 þ
k2Þ can be interpreted as the rate constant kT of the total reaction. According to the

initial proposition, oriented collision-induced coalescence should be a very fast

process when compared to mechanisms of coalescence induced by particle rotation.

Therefore, it is clear that the attachment will be dominated by the first step (i.e.,

collision process), and it can be assumed that kT � k1.
The total particle flux JT through a stationary spherical particle is given by

Eq. 4.18:

JT ¼ 4pr2 � J; (4.18)

where J is the flux around a particle (A) with surface area 4pr2. As defined by Fick’s
first law (4.19):

J ¼ DA � d½A�=dx; (4.19)

where DA is the diffusion coefficient of A and x is the distance. This term is obtained

in analogy with atomic diffusion, and it actually describes the diffusion process of

nanoparticles. The concentration of primary particles [A] may be defined in terms of

the total particle flux (4.20) by integrating Eq. 4.19:

½A�x ¼ ½A� � ðJT=4pDAxÞ: (4.20)

During collisions, whenever a particle is within a distance of 2r from the surface

of another particle A, the formation of the complex AA occurs, as shown in Fig. 4.8.

Hence, in this situation, the concentration of primary particles around the collision

site can be considered equal to zero (i.e., [A]x ¼ 0), and JT can be given as a

function of [A] and R ¼ 3r by (4.21):

JT ¼ 12pDAr½A�: (4.21)
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The number of particles in suspension is defined as [A]NV, where N is

Avogadro’s number and V is the total volume of the suspension. Therefore, the

overall flux of particles can be defined as JT[A]NV since particles are not really

stationary. Since the overall flux is time-dependent, the following approximation

(Eq. 4.22) can be used:

d½AA�/dt ¼ ð6prDANÞ½A�2: (4.22)

By comparison with Eq. 4.12, the term in parenthesis can be interpreted as the

reaction rate constant k1, as follows (Eq. 4.23):

k1 ¼ 6prDAN: (4.23)

This result indicates that the particle radius affects the reaction rate. However,

this dependence can be reevaluated if the diffusion constant is assumed to be

equivalent to the definition given by the Stokes–Einstein Eq. 4.24:

D ¼ kBT=ð6p�rÞ; (4.24)

where � is the viscosity of the liquid medium. Hence, the rate constant k1 may be

defined as (4.25):

k1 ¼ NkBT=�: (4.25)

This very simple result shows that the viscosity of the liquid medium plays an

important role in the growth by particle coalescence and is governed by an inverse

Fig. 4.8 Model of the contact

of two particles A forming a

complex AA. The dashed line
corresponds to the collision

cross section
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proportional relationship with respect to the rate constant. The temperature dependence

is not direct since the viscosity is also temperature-dependent in an Arrhenius-form,

i.e., � ¼ �oe
Ea =NkBT . Thus, at low temperatures (near the freezing point of the solvent),

the effect of viscosity is more pronounced, inhibiting the increase of the rate constant

k2. At high temperatures, the viscosity stabilizes to a nearly constant value; hence, k2
behaves linearly with respect to the temperature.

In the development of the model, it was initially considered that particle growth

occurs only by the oriented attachment mechanism. Therefore, it is assumed that

there are only two types of nanocrystals: (1) primary particles, A, which have not

been exposed to any coalescence events, and (2) coalesced particles, B. Hence, it is
easily observed that B particles have twice the volume of A particles. The mean

particle radius is an important parameter in the evaluation of nanoparticle growth. It

is assumed that the mean particle radius of a coalesced particle can be considered

equivalent to the radius of a sphere with the same volume (i.e., equivalent radius).

Thus, the total particle massMT (invariant) can be described by Eqs. 4.26 and 4.27:

MT ¼ A½ �0N 4=3ð Þpri3; (4.26)

MT ¼ A½ � þ B½ �ð ÞN 4=3ð Þpreq3; (4.27)

where ri is the initial mean particle radius and req is the equivalent radius at a time t.
From Eq. 4.5, the total number of particles can be expressed as A½ �0 ¼ A½ � þ 2 B½ �.
By comparing this relationship with the expressions above, one can see that the

equivalent diameter depends on [A] as follows:

A½ �0ri3 ¼ ð A½ � þ A½ �0=2Þreq3: (4.28)

By inserting Eqs. 4.9 and 4.25 into Eq. 4.28, it is possible to write the following

relation:

req
3 � ri

3 ¼ f½ðNkBT=�Þ A½ �0t�=½1þ ðNkBT=�Þ A½ �0t�gri3: (4.29)

Since all the terms except t are constant, one can see that this equation behaves as
a function of the type y ¼ x= 1þ xð Þ. This behavior is slightly different from the one

expected for the Ostwald ripening mechanism. For very long periods of time,

Eq. 4.29 stabilizes at a constant value that corresponds to the moment when all

the primary particles have undergone coalescence. This interpretation considers

only the first stage of coalescence, in which a single coalescence event occurs for

each particle. However, for long periods of time, events such as A + Β ! C
(attachment of previously coalesced particles) may also occur. As a matter of

fact, it is highly improbable that each particle coalesces only once.

The model showed good applicability for SnO2 nanoparticles in hydrothermal

conditions [6, 34], since this system clearly grows only by this mechanism. How-

ever, in other systems such as CdSe or InAs [34], the equation was not well fitted
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to the experimental data. The deviations in the data may be explained, in part, by

the presence of the Ostwald ripening mechanism associated to the OA mechanism

in these nanomaterials. Note that it is interesting to analyze the results of particle

growth as a function of r3, since this enables an evaluation of the growth processes

in terms of mean particle volumes. Consequently, it is reasonable to assume that

the contributions of Ostwald ripening and oriented attachment mechanisms to

particle growth are correlated. Considering that coalescence predominates in the

initial stages and that Ostwald ripening may take place later, one can assume that

the initial radius of coarsening can be given by Eq. 4.29, i.e., req ¼ rinitial.
Thus, particle growth may be described by:

r3 � req
3 ¼ ½ð8gVm

2c1Þ=ð54ap�NÞ� � t; (4.30)

where g is the surface energy, c1 is the bulk solubility, Vm is the molar volume, and

a is the radius of the solvated ion. The assumptions used to obtain the coefficient

n ¼ 3 in Ostwald ripening are present in this equation, indicating a time-activated

process [56]. Figure 4.9 compares Eqs. 4.29 and 4.30 applied to the experimental

data reported by Pesika et al. [57], where the deviations over large time intervals

are clearly visible. Similar profiles were observed in nanocrystalline ZnO and TiO2

growth [58–63].

Ribeiro and coauthors [64] introduced a slight modification into the previously

proposed Oriented Attachment model, based on the classical model for stepwise

polymerization [65] described by Flory [66, 67]. In this case, the reaction may be

interpreted as the junction of two active surfaces. For the sake of simplicity, it is

considered that a primary particle in suspension (identified as A in Eq. 4.5) behaves

Fig. 4.9 Comparison of Eqs. 4.29 (I) and 4.30 (II) using Pesika’s ZnO data [57]
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like an S-A-S molecule, where S represents an active surface and A corresponds

to the body of the particle – as shown schematically in Fig. 4.10. It is assumed that

the coalescence events will follow the chemical equation below:

S� A� SþS� A� S ! S� AA� S ! S� ðAÞx � S: (4.31)

The S � (A)x � S particle is defined as a single particle that has undergone

a coalescence sequence of x primary particles. Since the active center in all the

chemical equations is S, and assuming k is constant throughout the process,

the consumption rate of active surfaces is then expressed by the following equation:

v ¼ dS/dt ¼ �k S½ �2: (4.32)

The second-order rate law can be solved easily by integrating the Eq. 4.32:

S½ � ¼ S½ �0=ð1þ k S½ �0tÞ; (4.33)

where S0 is the initial concentration of active surfaces. According to the initial

assumptions, S0 ¼ 2A0, where A0 is the initial concentration of particles.

The probability P of a particular link occurring between two particles is defined

in terms of the total amount of active surfaces reacted at time t:

P ¼ ð S½ �0 � S½ �Þ= S½ �0: (4.34)

According to this definition, the probability of the inexistence of links between

two particles is 1 � P. In a system where x configurations are possible, the number

of links in a single structure is x � 1, and each structure will be left with two

potential links (i.e., two active surfaces) (see Fig. 4.10). Hence, the probability of

Fig. 4.10 Scheme of the oriented attachment model represented by Eq. 4.31

60 4 Oriented Attachment and Mesocrystals



the existence of a particular configuration is Px � 1·(1 � P)2. Therefore, the
probability of the existence of any configuration x is given by:

Y
x

¼ x � Px�1 � 1� Pð Þ2: (4.35)

Equation 4.35 can be interpreted as the probability distribution for particle

configurations. Figure 4.11 shows examples of such distributions of configurations,

obtained by assuming consumptions of 50%, 55%, 75%, and 82% of the total

amount of reactants. The configurations can be represented as a variable, the

coalescence degree, i.e., the number of particles required to form a single coalesced

particle. The plotted curves depict an important feature: The average size is not an

adequate parameter to represent linear growth, especially in the initial stages, since

the curves are not symmetrical. In this sense, the most probable configuration

(i.e., the most probable degree of coalescence) should represent the growth more

adequately. Since the most probable configuration is given by dPx/dx ¼ 0, one has:

dPx/dx ¼ ð1� PÞ2ðPx�1 þ xPx�1lnPÞ: (4.36)

The solutions are xmin ¼ 1 and xmax ¼ �1/lnP, where 0 < P < 1. Substituting

P (Eq. 4.34) in the second solution, one has:

xmax ¼ �1/lnfð½S�0 � ½S�Þ=½S�0g: (4.37)

Fig. 4.11 Examples of distribution of configurations or coalescence degrees for different values

of P
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Replacing the value of [S] as defined in Eq. 4.33, one has:

xmax ¼ �1/lnðk½S�0t=1þ k½S�0tÞ: (4.38)

The solution xmax (Eq. 4.38) gives the most probable configuration for a given

t and represents a more consistent interpretation of the growth behavior of aniso-

tropic nanocrystals: The initial stages are determined by a strong logarithmic

behavior followed by a linear-type behavior for high consumption of reactants,

since � 1=lnP � 1= 1� Pð Þ for P near 1, i.e., xmax � 1þ k S½ �0t in this condition.

At this limit, the most probable configuration is equal to the average configuration.

The existence probability, as described by Eq. 4.35, can be interpreted as the

distribution of configurations or as distributions of particle sizes or weights. Ribeiro

and coauthors [64] applied Eq. 4.35 to the distribution data of a SnO2 colloidal

sample subjected to hydrothermal processing for 24 h at 200�C. The result showed a
significant congruence between the experimental data and the fitted data, where the

value of P obtained (0.76) is highly representative, since this value, when applied to

Eq. 4.34, results in an average degree of coalescence of 4.2 (i.e., on average,

a particle in the system is composed of 4.2 primary particles).

Although an approximate calculation indicated that k assumes a constant value

during the overall process (see Eqs. 4.32 and 4.33), this can be a reasonable

assumption for extended reaction times. On the other hand, with shorter times,

the mobility of coalesced particles is strongly affected in relation to uncoalesced

particles. The dependence of k is estimated based on the size of the particles

involved in the reaction, using the kinetic theory of gases. According to this

approach, the collision density of pairs in random systems is given by the collision

cross section of the two particles involved (defined as p(R1 + R2)
2, where R1 and R2

are the radii of the two particles), and by the reduced mass of the two particles

(1=m1 þ 1=m2), as follows:

k ¼ PstericpðR1 þ R2Þ2ð1=m1 þ 1=m2Þ1=2ð8kBTNA
2Þ1=2 � e�Ea

=RT
; (4.39)

where Psteric is the steric factor (the probability of a successful collision), kB is

Boltzmann’s constant, T is the temperature, NA is Avogadro’s constant, Ea is the

activation energy, and R is the universal gas constant. Since it was also assumed that

the particles formed are linear, the probability p of a collision at the extremities is

determined by the gyration ratio of the anisotropic particle, i.e.:

p � 2:2R=ðpnRÞ ¼ 4=ðpnÞ; (4.40)

where n is the number of primary particles in the resulting particle. Now, considering

two particles composed of n and m primary particles, as illustrated in Fig. 4.12, the

probability of a successful collision between two particles (Psteric) is given by:

Psteric ¼ ð42=p2Þð1=ðn � mÞÞ: (4.41)
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Similarly, the collision cross section will be determined by the gyration ratio of

the anisotropic particles. Finally, the masses of the particles are equal to n·Minitial

and m·Minitial, where Minitial is the mass of the primary particle. Substituting this

whole expression in Eq. 4.39, and regrouping all the constant terms into a single

constant, k0, one has:

k ¼ k0½1=ðn � mÞ�ðnþ mÞ2ð1=nþ 1=mÞ1=2: (4.42)

Considering the specific case of n ¼ m, one has:

k¼ 4
p
2k0ð1=nÞ: (4.43)

This result (Eq. 4.43) shows that the value k cannot be stated as being constant in
the entire range of the reaction. Because k behaves as y ¼ 1/x, this value should be
considered constant only during extended reaction times. Considering that n is

equal to [S]0/[S] and replacing this value in Eqs. 4.43 and 4.32, one obtains a rate

law expressed as:

d½S�/dt ¼ k00½S�3; (4.44)

where k00 ¼ ð4p2k0Þ= S½ �0. The integration of the above expression results in:

½S� ¼ ½S�0=fð1þ 8
p
2½S�0k0tÞ1=2g: (4.45)

Applying this result to the definition of P and xmax (Eqs. 4.34 and 4.37), one

obtains a general form of the time dependence of xmax. However, the exponent 1/2

in Eq. 4.45 is obtained through the approximation n ¼ m, i.e., the collision of two

particles of equal coalescence number. Based on the above, it is suggested that

Fig. 4.12 Scheme of the collision between two particles formed by n and m primary particles

4.2 Quantitative Description of the OA Mechanism 63



a more coherent approach is to assume the existence of an exponent a, where
0 < a < 1, in which case the general expression takes on the following form:

xmax ¼ �1=fa lnð8p2k0½S�0t=ð1þ 8
p
2k0½S�0tÞÞg: (4.46)

This final expression was fitted with good agreement to experiments performed

by processing SnO2 hydrothermal colloids reported by Lee [53, 64] and using the

experimental data of Lee Penn and Banfield [5] for the case of anatase growth in

hydrothermal experiments.

One condition assumed in the model (the existence of only two active surfaces)

cannot be guaranteed since the growth process is determined statistically. In this

context, some of the systems reported in the literature, in which growth occurs in the

presence of surfactants adhering to specific surfaces of the primary particle, are better

suited to the model, for example, the growth of TiO2-anatase nanorods reported by

Jun and coworkers [68] or the similar experiment performed by Cozzoli et al. [69]

and Polleux et al. [17, 18]. Some authors have reported that the formation of highly

anisotropic structures (e.g., nanowires) occurs by oriented attachment and depends on

the existence of a mechanism for organized agglomeration [6, 8, 9, 19]. Tang and

coworkers [15] discussed the formation of CdTe nanowires from building-block
nanoparticles, whereby the shapes achieved were brought about by a spontaneous

orientation between the nanoparticles in response to dipole interactions in the liquid

medium. In this route, the nanoparticles are covered with a surfactant, which is

gradually eliminated from the surfaces during consecutive coalescence events, finally

resulting in a nanowire. Under such conditions, the active surfaces responsible for

the oriented attachment are not covered by surfactants. Cho and coworkers [70] used

the same argument to explain the formation of PbSe nanowires and nanorings in

solution. In this work, the authors attribute the alignment explicitly to dipole

interactions as a first step in the process, with oriented attachment as the subsequent

step. These types of phenomena can be approximated easily to the idea of two active

surfaces, as proposed. In a recent work, Kumacheva and coauthors [71] proposed a

similar kinetic model to describe the self-organization of nanoparticles. In this work,

they reported on the marked similarity between the self-assembly of metal nano-

particles and reaction-controlled step-growth polymerization.

As mentioned earlier, experimental results for nanocrystal synthesis or growth

reflect, to a certain extent, a model or an intermediate situation, as in the growth of

agglomerated nanocrystals. In SnO2 nanocrystals, Lee and coauthors [19] showed

that agglomeration can play an important role in the growth of SnO2 nanoribbons.

Under dispersed conditions, anisotropic particles are formed by successive

collisions without particle rotation. Here, anisotropic growth is statistical and can

lead to various particle shapes. Under agglomerated conditions, alignment by grain

rotation may occur if the particles are in contact. However, since the crystallo-

graphic alignment can be satisfied at any point of the particle’s surface, the final

particle can result from several attachment events along the same surface, resulting

in an uncontrollable shape. If the agglomerating agent can cause a significant steric

effect, as in the case of organic acids, the growth is hindered by the reduction of the
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Brownian motion, affecting the effective collision mechanism, and by the suppression

of particle-particle contacts affecting the driving force for rotation, i.e., the net torque

resulting from the interfacial energies. As the above-mentioned authors observed,

growth in agglomerated conditions is much faster than in dispersed conditions,

however entirely uncontrollable. These hypotheses lead to the use of selective

surfactants, i.e., compounds having a high affinity with some crystallographic planes

of the nanoparticle. In general, this hypothesis has been proposed in several studies on

the synthesis of nanocrystals in organic media [72, 73], with the authors postulating

that the medium acts as a surfactant of the as-formed nanoparticles, hindering growth.

In fact, in all the cited studies, the authors obtained almost monodispersed

nanoparticles, suggesting that size was controlled mainly by nucleation and reaction

growth events. This is illustrated in the low-magnification HRTEM image of ZrO2

nanocrystals synthesized by a nonhydrolytic route, in Fig. 4.13.
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Chapter 5

Oriented Attachment (OA)
with Solid–Solid Interface

One of the characteristics of the OA mechanism not found in the OR (Ostwald

ripening) mechanism is the presence of a solid–solid interface between

nanocrystals, indicating that the growth process begins only after contact is

established between particles. Two types of interface can be generated by collision:

(a) Type I – This interface is characterized by a coherent crystallographic orientation

between the particles in contact.

(b) Type II – In this type of interface, the particles have no common crystallo-

graphic orientation.

In the type II interface, the prerequisite that the primary particle be in compatible

orientation does not apply and, to achieve structural coherence at the interface, the

primary particle must rotate into a common crystallographic orientation. This

process of attachment is followed by a rotation process, which leads to a low-energy

configuration, thereby forming a coherent grain boundary. After the rotation, the

type II interface transforms into a type I interface. When this rotation process takes

place, the growth process is also known as the grain-rotation-induced grain coales-

cence (GRIGC) mechanism.

A step common to all the types of OA mechanisms described so far is the

elimination of grain boundaries after the formation of a type I interface. Elimination

of the grain boundary produces a single larger nanocrystal, and this step is called the

self-recrystallization process. The next section describes a quantitative analysis of

the GRIGC mechanism and the different processes that occur after the formation

of the solid-solid interface by the process of OA.

5.1 Quantitative Analysis of the GRIGC Mechanism

In a recent and remarkable in situ TEM study, Zheng et al. [1] followed the

nucleation and growth of Pt nanocrystals by reducing the Pt cations with electron

beams. Their recorded images allow for a statistical analysis (frame to frame) of

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
SpringerBriefs in Materials, DOI 10.1007/978-1-4614-1308-0_5,
# Edson Roberto Leite and Caue Ribeiro 2012

69



the growth trajectories of nanocrystals. The authors found that each nanocrystal has

a finite probability of either growing through the addition of monomers from

solution or merging with another nanocrystal in random coalescence (epitaxial

and nonepitaxial growth) events and thereby jumping ahead in the growth race.

Epitaxial growth can be understood as an oriented attachment process. Perhaps

Zheng et al.’s most important observation is that coalescence events are often

nonepitaxial (which would create a single-crystalline particle), resulting in a

solid–solid interface between nanoparticles. After the imperfect attachment of the

nanocrystals, the composite particle appears to undergo reorganization, i.e., particle

rotation and alignment. Figure 5.1 schematically represents nonepitaxial attach-

ment between nanocrystals, followed by particle rotation and alignment. This result

strongly suggests that particle rotation and alignment is an important step in the

growth mechanism during the synthesis of nanocrystals.

Several other reports of in situ and ex situ experiments have shown that particle

growth can occur by means of relative rotations between the particles or by plastic

deformation associated with displacement motion, until a thermodynamically

favorable interface configuration (i.e., crystallographic alignment) is reached.

The process was modeled by Moldovan et al. [2–5], investigated by molecular

dynamics studies [6–9], and confirmed experimentally [10–13]. In all these theo-

retical studies, the authors assumed that the nanoparticles are in contact with each

other, i.e., there is a well-defined solid–solid interface.

The model assumes the existence of a cumulative torque, i.e., the total torque

energy of the particles in contact, given by the variation in surface energy. Accord-

ingly, the lowest total surface energy in a system would be that at which all the

particles are aligned crystallographically. Thus, the cumulative torque tcum at

the center of mass of the particles is [4, 12]:

tcum ¼ SiLidgi=dyi; (5.1)

Fig. 5.1 Schematic

representation of nonepitaxial

attachment between

nanoparticles, followed by

particle rotation and

alignment
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where Li is the length of each individual boundary i with surface energy gi, and yi is
the mismatch angle between a particle and its neighbor i. Since the process occurs
on surfaces in contact, the interaction between particles is the mobility of crystalline

defects (surface discordances). This is a viscous process, which can be defined as

inversely proportional to the particle radius, with an adjusting exponent. Thus, the

angular velocity o of a single particle is given by:

o/ ð1= rgÞtcum; (5.2)

where g is an adjustment exponent. When two neighboring particles rotate in the

same crystallographic orientation, they coalesce, forming a new particle, and the

total number of particles Np in the system will decay discontinuously in each

coalescence event. Thus, assuming a characteristic lifetime for the process, tL,
equal to the average time for a coalescence event, one has:

ð1=NpÞdNp/dt ¼ �1=tL: (5.3)

A reasonable supposition is that coalescence occurs at a frequency proportional to the

rotation rate, i.e., tL / <o>. Observing only the two-dimensional case, assuming

Np particles confined in a square box of Lb edges, the average area of each particle

Ap (transverse section) is given byAp � Lb
2=Np. Rearranging and differentiating, one

has NpdAp ¼ �ApdNp, or dAp=Ap ¼ �dNp=Np. Thus, Eq. 5.3 is rewritten as a

function of the transverse section of each particle or as a function of Ap:

ð1=ApÞdAp=dt / <o>: (5.4)

The value <o> is defined by Eq. 5.2; for the sake of simplicity, the cumulative

torque is rewritten as tcum � Ap
1=2g0, where g0 is the average value of dgi=dyi, as

defined in Eq. 5.1. Then, substituting the approximations and integrating, one has:

Ap / t2=ðg�1Þ: (5.5)

The authors made a molecular dynamics study of the exponent of g which they

adopted for two boundary conditions: g ¼ 4 is related to diffusion inside particles,

and g ¼ 5 is related to the rotation process [6–8]. Using the value g ¼ 5, the

equation is simplified to Ap / t1=4 [4, 9]. This equation may be applied to explain

the columnar growth of nanostructures in a single direction typically occurring in

thin films. In this case, Eq. 5.5 may be rewritten according to the length of the

bottom particle to obtain a relation with the particle height Lg / t2= g�1ð Þ ¼ t1=2.
Using a thermodynamic approach, a very similar analysis was developed by

Thompson [14–17] and adapted by Leite et al. [18]. The model was proposed to

explain secondary grain growth (abnormal growth) in thin films. In this model, a

single crystal with flat surfaces is bound to a matrix comprised of an array of

crystals, as shown in Fig. 5.2. The growth process leads to the formation of an
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oriented film with thickness h. Consider a cylindrical grain (assumed here as

polycrystalline) of radius rs and thickness h growing into a uniform matrix

characterized by a grain boundary energy per unit volume of Eb given by:

Eb ¼ N � Ab � gb; (5.6)

where N is the total number of particles per unit volume, Ab is the total particle

boundary area, and gb is the mean boundary energy per unit area. Considering a

region with a bottom area pr2 and height h, as shown in Fig. 5.2 before and after the
growth process, the energy per unit volume is expressed by:

Fi ¼ ð2p � rs2Þ � gþ ðprs2hÞN � Ab � gb=prs2h; (5.7)

Ff ¼ ð2p � rs2Þ � gmin þ ð2p � rs � hÞ � gb=prs2h: (5.8)

The energy variation during the growth process, DF ¼ Ff � Fi, is the driving

force per unit volume for crystal growth and is given by:

DF ¼ �2Dg=h� N � Ab � gb þ 2gb=rs (5.9)

where Dg ¼ ga � gmin is the surface energy anisotropy, or the variation of the

surface energy per unit area (ga is the mean surface energy per unit area and gmin

the surface energy of the oriented crystal), and h is the height of the thin film.

The first term (Eq. 5.9) relates to the crystallographic anisotropy of the single

crystal; the second, to the growth process; and the third represents a barrier to the

growth process, afforded by secondary grain boundary energy.

Fig. 5.2 Schematic of the cross-sectional view of a crystal array before and after growth

72 5 Oriented Attachment (OA) with Solid–Solid Interface



To simplify the expression, one can suppose that the matrix is composed of an

array of uniform hexagonal grains with dimensions rn. Substituting N, Ab for the

expressions relating to the geometrical shape, one has:

N ¼ 2=½3pð3Þ � rn2 � h�; (5.10)

Ab ¼ 3 � rnh: (5.11)

Substituting the values in Eq. 5.9, one has:

DF ¼ �2Dg=h� bgb=rn þ 2gb=rn; (5.12)

where b ¼ 1.15. Leite and coauthors [18] stated that an oriented thin film growth

process may be given by:

dh/dt / Mb � DF; (5.13)

whereMb is boundary mobility. During the growth process, one can consider that a

relation exists between mean nanocrystal size (G) and h. It is postulated that h scales
linearly with crystal area, i.e.:

h / n � rn2; (5.14)

where n ¼ 1, 2, 3. . .. In this model, it is assumed that the growth process occurs

stepwise and is controlled by a coalescence mechanism. Each step is proportional to

the mean nanocrystal size. Substituting the equations above in Eq. 5.12, one has:

dh=dt / n �Mb=h� ðnb� 1Þgb � Dg: (5.15)

In Eq. 5.15, one can see that the growth rate is dependent on an integer number of

grains, n. The equation can be integrated to obtain:

h � k � t1=2; (5.16)

where k is a constant. This result is very similar to that obtained by Moldovan et al.
[2–5] assuming grain boundary diffusion as the accommodation mechanism for

particle rotation.

Several studies in the literature suggest that the OA process may occur during the

classical crystallization process from an amorphous inorganic phase, as reported by

Leite and coauthors for the crystallization and growth mechanism of Nb2O5

(niobia) treated at low temperature [19]. In his work, HRTEM characterization

showed the presence of well-crystallized nanorods of TT-niobia phase, with pref-

erential growth in the [001] direction, originated from an amorphous inorganic

precursor. Another example is the crystallization of CaCO3 [20]. Using cryo-TEM,
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Sommerdijk and coauthors found that template-directed CaCO3 synthesis starts

with the formation of prenucleation clusters. The aggregation of these clusters leads

to the formation of amorphous nanoparticles in solution. During the crystallization

process of the amorphous nanoparticles, they observed the formation of a crystal-

line domain stabilized by the template. After this step, they reported the formation

and growth of oriented single crystals, suggesting the occurrence of OA during the

growth process.

5.2 The Self-recrystallization Process

“Recrystallization,” which is a general term used to describe a solid–solid transfor-

mation, can be classified into two types:

(a) Primary recrystallization – In this type of solid phase transformation process,

new crystallites are nucleated and then grow at the expense of the deformed

structure until the imperfect material is consumed.

(b) Secondary recrystallization – In this case, grain boundary migration is

restricted to a minority of boundaries. Hence, only a few crystallites grow at

the expense of all the rest.

In the OA mechanism, the self-recrystallization phenomenon can be classified as

a secondary recrystallization process dominated by grain boundary migration.

In fact, this is a special type of secondary recrystallization process in which all

the particles or grains involved in the process share a common crystallographic

orientation.

It is well documented in the literature that after the recrystallization step, the

material grown by OA presents a defined shape [21–23]. For instance, Giersig and

coauthors [22] described the spontaneous organization of single CdTe nanocrystals

into a pearl-like one-dimensional structure and the transformation of the pearl-like

structures into nanowires with a single crystal structure and a well-defined shape.

Very recently, Penn and coauthors [23] reported the formation of mesocrystals

composed of oriented goethite nanocrystals as a necessary precursor to the forma-

tion of single-crystal oriented aggregates of goethite. After self-recrystallization, a

well-defined nanorod with single-crystal characteristics was reported. Thus, two

events occur during the self-recrystallization process, namely, the elimination of

grain boundaries (resulting in a material with a single-crystalline domain) and the

development of the final shape of the crystals. Figure 5.3 represents the events

involved in the self-recrystallization process. The HRTEM images of CeO2

nanowires before and after recrystallization illustrate the elimination of the grain

boundary and the modification of the wire shape, with the formation of a smooth

surface. These images clearly illustrate the effect of grain boundary elimination on

the particle shape. Since this shape is defined by elimination of the interface, it can

be assumed that the final shape of the nanocrystal is dictated by the minimization of

surface energy.
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A typical characteristic of the recrystallization process is that it hinders any

movement (migration) of atoms or nanocrystals in the phase. Therefore, the elastic

deformation that develops during the transformation process should be taken into

account. In the self-recrystallization process reported here, a mesocrystal is

transformed into a single crystal. The change in free energy (DG) at the transfor-

mation of the new single crystal can be described as:

DG ¼ �DG0vþ
X

gssSþ Fdef ; (5.17)

where DG0 is the change in the Gibbs free energyG0 of the initial state (mesocrystal)

and final (single crystal) transformation, v is the volume, gss and S are the specific

surface energy and areas of interfaces (grain boundaries), respectively, and Fdef is

the term of the elastic deformation energy. It is proposed that the second and elastic

energy terms determine the crystal’s final morphology and that the shape dictated

by minimization of surface energy is controlled mainly by the change in interface

energy (the second term of Eq. 5.17). As a result of the limited mobility of the atoms

or nanocrystals in the solid phase, cooperative movements of atoms should be

Fig. 5.3 (a) Schematic representation of the recrystallization process. (b) HRTEM image of the

CeO2 nanowire before recrystallization, showing the presence of grain boundaries and irregular

surfaces. The inset depicts the reconstructed lattice image of the wire, showing the boundaries

among oriented nanoparticles. (c) HRTEM image of the CeO2 nanowire after recrystallization.

The inset shows an FFT image typical of a single crystal material
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considered to explain grain boundary migration at low temperature. These cooperative

movements of atoms with or without the presence of a relaxation process lead to a

specific mass transportation mechanism across the grain boundary (not yet identified).

5.3 Crystal Growth and Phase Transformation

The correlation between crystalline phase and size was widely explored in different

studies, which propose that many differences in terms of phase stability may be

explained by crystal size. In fact, it is generally understood that many metastable

structures in nanomaterials appear to be stable in the nanometric range without

the addition of dopants or constriction by a matrix [24]. A typical case is the

synthesis of nanocrystalline zirconium oxide in the tetragonal phase. Although

tetragonal zirconia appears stable only over 1,175�C, early reports attested to the

stabilization of the phase below 10 nm without applied tension, and stabilization

below 40 nmwhen constricted by a matrix [25–28]. In fact, few works have reported

monoclinic zirconia in the nanometric range, except in the 15-nm range [29].

Another case commonly reported is the synthesis of TiO2 polymorphs, anatase,

brookite, and rutile [30]. While several papers report on the synthesis of

nanocrystalline anatase [31–36], few have reported, for example, on the synthesis

of nanocrystalline rutile [37, 38]. However, several papers state that the formation of

rutile passes through the three metastable phases, and it has been established that

rutile is the most stable TiO2 polymorph (observations of micrometric anatase are

scarce) [24, 39–42]. This sequence (from the most unstable to the stable polymorph)

is called the Ostwald step rule, and it is widely accepted as a general rule for crystal

formation.

Those typical cases are generally explained in terms of the thermodynamic

properties of solid phases. Many authors argue that the surface energy of metastable

phases is always lower than that of the most stable polymorph. In the case of ZrO2

stability, Pitcher and coauthors [43] discussed in detail the transition of tetragonal to

monoclinic based on calorimetric surface energy enthalpy measurements,

demonstrating that the average surface energy of the tetragonal phase is lower

than that of the monoclinic phase. Thus, since the classical nucleation theory

postulates that the stability of a given nucleus or small cluster is given by the balance

between the free energy of formation (favorable to the nucleus formation) and the

work given by the new surface (unfavorable), it is clear that lower surface energies

will favor the formation of these metastable crystals in smaller sizes. This simple

formulation can explain, with good results, some of the observed cases. Garvie [25]

used this argument to explain the tetragonal stabilization of nanocrystals at room

temperature, developing a thermodynamic approach to determine a critical size for

phase stabilization.

TiO2 can be analyzed similarly. In principle, anatase is metastable in relation to

rutile at any temperature [30, 44], although the energetics of anatase to rutile
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transformation can be estimated for a given temperature. Gribb and Banfield [45]

observed experimentally that the critical size for the stability of anatase crystals was

14 nm, but phase transformation occurred at larger sizes and the resulting rutile

nanocrystals grew relatively faster. In fact, anatase nanocrystals are commonly

observed in sizes below 15 nm [45–48], although several sizes from 15 to 50 nm

[46–51] have also been reported in the literature. This is explained by the depen-

dence of anatase stabilization of several parameters, such as the starting material

and the environment and temperature of synthesis.

An interesting generalization of the discussion is to assume that phase stability

depends on global thermodynamic parameters, i.e., the total surface energy of the

particle is a function of its volume. Barnard and Zapol [52, 53] and Barnard et al.

[54, 55] engaged in similar discussions, obtaining a general expression for the free

energy, Gx
o, of an arbitrary nanoparticle, taking into account the balance of surface

energy as a function of the exposed crystallographic planes, as follows:

Gx
0 ¼ Gx

bulk þM=rxð1� eÞq
X

figiðTÞ; (5.18)

where the first term is defined as the standard free energy of formation, Gx
bulkðTÞ,

and the second term is expressed in terms of surface energy gi for each i plane on the
surface and molar surface area A. This can be described using the relations of

density of phase � (rx), molar mass M, the volume dilation of the nanoparticle

e (negligible in several cases), the surface to volume ratio q, and fi, a weight factor
of the facets i in the crystal (Sfi ¼ 1). In the above formulation, the expression takes

into account the crystallographic alignment of the properties and, indirectly, the

shape. In this formulation, one can add the contributions of factors such as the

interaction with ions on the surface (counterions, surfactants, etc.) as a way to

minimize energy in specific crystallographic planes.

It is important to emphasize that in this formulation, the shape – which defines the

number of facets, edges, and corners – is the determining factor of phase stability.

Using quantum mechanical calculations, Barnard et al. confirmed this assumption

by demonstrating several stable shapes for tetragonal ZrO2 nanocrystals with differ-

ent limiting sizes. Also, it is worth noting that although several papers report long

anatase nanorods, anatase nanospheres larger than 14 nm are scarce – note the

influence of shape in both cases, which explains retention of the metastable phase

in this case.

Since anisotropy is strongly dependent on the growth mechanisms involved in

nanocrystal formation, it can play an important role in phase transformation. Many

studies attribute the growth of isotropic nanocrystals to the Ostwald ripening

mechanism [56–60]. In this mechanism, the particles tend toward an isotropic

growth due to their original atomic arrangement, generating particles with regular

quasi-spherical shapes. Hence, variations in the weight factor, fi, of the facets are

not expected. However, crystal growth by oriented attachment [61–63] has been

demonstrated to favor the formation of anisotropic nanocrystals through the coales-

cence of two or more nanocrystals. Previous theoretical studies [64–66] emphasize
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that this mechanism is faster than the diffusional mechanism, particularly in the

early stages of growth. Thus, one can assume that the rapid growth and anisotropic

shapes obtained may give rise to other shape and size-related phenomena such as

spontaneous phase transformation.

Ribeiro and coauthors [67, 68] investigated this possible correlation in different

phases of titanium and zirconium oxide nanocrystals by means of HRTEM. To this

end, titanium and zirconium oxides were synthesized by hydrothermally treating a

gel solution of peroxo complexes of titanium (PCT) and zirconium (PCZ).

The authors obtained TiO2 rutile and anatase of comparable sizes, and tetragonal

and monoclinic ZrO2 in the same conditions. They found that stabilization of the

most stable polymorph in sizes below the critical was only possible when highly

anisotropic structures (such as rods or wires) were obtained. Therefore, they

concluded that phase stability was strongly dependent on minimization of the

total surface energy. Tailoring highly anisotropic crystals, favoring planes with

low energy, could attain this minimization. The OA mechanism can interfere by

forming anisotropic particles, particularly when growth occurs preferentially in the

higher energy planes.

The role of oriented attachment in phase stability is to stabilize metastable

phases. This role probably relies on methods to prevent growth by oriented attach-

ment, whereby the stabilization of stable phases in nanometric range can be

accelerated by inducing oriented attachment on the particles’ high energy planes.

From this discussion, the role of the growth mechanism in phase control can be

understood in terms of its influence on the weight factor, fi, of the facets, which can
be attained by tailoring anisotropic structures (since the OAmechanism is related to

this aspect). Its influence is interpreted as the modification of the area to volume

ratio in newly formed particles, favoring phase transformation, or not, according to

the crystallographic planes exposed after the event. However, the surface energy

of each plane is strongly affected by the presence of counterions in the medium.

In the synthesis of TiO2, it has been shown that the presence of common ions in the

synthesis environment, such as Cl� or organic chains from precursors, can alter

phase stability [58].
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Chapter 6

Trends and Perspectives
in Nanoparticles Synthesis

The focus of nanostructured materials is gradually shifting from the synthesis of

nanocrystals with a controlled morphology and size to the organization or assembly

of those nanocrystals into larger nanostructures in a natural sequence, especially in

the use of nanocrystals as fundamental building blocks for the development of

functional thin films and devices. In addition, the synthesis of controlled

nanocrystals is still a challenge, particularly in the synthesis of transition metal

oxides. In this final chapter, the trends in the synthesis of nanocrystals with

controlled shapes and exposed facets will be discussed with a focus on metal

oxide nanoparticles.

6.1 Trends in the Synthesis of Transition Metal Oxides

The development of new synthetic routes to obtain nanocrystals and mesocrystals

with controlled shapes and reactive surfaces is of great scientific and technological

interest [1–5]. Actually, the search for nanocrystals with controlled facets can be

considered the main topic in nanoparticle synthesis and assembly. For instance,

Shen et al. have recently demonstrated that the morphological control of Co3O4 was

fundamental to improving the activity and stability of this oxide for CO oxidation [4].

Another good example is cerium oxide (CeO2); i.e., the main motivation for the

synthesis of ceria-based nanocrystals with a controlled morphology is the possibility

of developing catalytic materials having high surface area and well-defined exposed

crystal planes that exhibit optimal catalytic activity [6, 7]. For instance, the CeO2

shape/facet termination plane was found to have a strong effect on the activity of

gold/ceria catalysts developed for the water-gas shift reaction [7]. Rod-like ceria NCs

with {110} and {100} exposed facet planes were identified as the most desirable

morphology for gold stabilization/activation. Following the same trend, the develop-

ment of other nanostructured metal oxides with controlled morphology (or facets

exposed on the surface) must result in materials with superior activity and stability for

several applications [2]. To illustrate the trend in nanocrystal metal oxides with

E.R. Leite and C. Ribeiro, Crystallization and Growth of Colloidal Nanocrystals,
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controlled exposed facets, two important materials (TiO2 and CeO2) will be used as

examples.

Titanium (IV) oxide (TiO2) in the anatase phase is a key functional material with

interesting sensing, photocatalytic, and photovoltaic [8–10] surface-dependent

properties. The TiO2 anatase crystal is usually dominated by {101} facets which

possess the lowest surface energy (see Fig. 2.2) [11, 12]. Considering other facets,

theoretical studies have demonstrated the following sequence for surface relative

energies: {101} < {100} < {001}. The surface relative energy variations can

basically be explained by the different chemical compositions of the facets which

result in diverse degrees of broken chemical bonds on the surface.

Recently, a breakthrough in the synthesis of anatase TiO2 crystals with {001}

facets was achieved by Lu et al. [13, 14] who reported the preparation of anatase

microcrystals with surfaces formed preferentially by {001} facets. On the basis of

first-principle quantum chemistry calculations, the strategy used by them was the

reversal of the relative stability of the facets through the use of fluoride ions during

synthesis. The presence of fluoride ions favors the formation of high F-Ti bonding

energy at the surface leading to a decrease in the (001) surface energy which results

in more stability than the (101) surface. Then Zheng et al. used a similar approach

to synthesize anatase TiO2 nanosheets with exposed {001} facets and excellent

photocatalytic performance [15]. The crystallization mechanism of the anatase with

{001} exposed facets synthesized in hydrofluoric acid solution (under hydrothermal

conditions) is related to monomer-by-monomer assembly; i.e., the attachment of

ions/molecules to a primary nucleus. The fluorine ionsmust act as a selective surface

poisoning agent following a classical and thus predictable crystallization process.

An alternative route to process inorganic materials is through a kinetically

controlled crystallization process driven by an oriented attachment (OA) growth

mechanism (see Chap. 4). In this non-classical crystallization process, the formation

of a crystal controlled by monomer-by-monomer assembly is replaced by a process

involving the spontaneous self-organization of adjacent nanocrystals to share a

common crystallographic orientation and coalescence, i.e., by the OA growth mech-

anism [16, 17]. The development of synthetic routes based on a non-classical

crystallization process is particularly desirable because in this approach it is not

necessary to use hydrofluoric acid which is extremely corrosive and a contact poison

reagent. For instance, Niederberger’s group synthesized anatase TiO2 nanowires with

a diameter of 3 nm and a length of several hundred nm formed by nanocrystals

assembled along the [001] direction [18, 19]. The initial anatase TiO2 nanocrystal

was synthesized in benzyl alcohol, and the OA growth along the [001] direction

was achieved by the selective desorption of multidentate ligands from the {001}

facets [19]. Niederberger’s group used a very interesting non-hydrolytic sol-gel

process based on a solvent-controlled synthesis approach using benzyl alcohol

as the solvent. In the solvent-controlled synthesis approach, an organic solvent acts

as the solvent and reactant which is also a control agent for particle growth and thus

negates the use of surfactants [20]. In this route, the solvent provides oxygen for the

formation of the metal oxide. The detailed role of the organic solvent and metal

precursor is quite complex. However, in general, this synthesis approach offers

84 6 Trends and Perspectives in Nanoparticles Synthesis

http://2.2
http://dx.doi.org/10.1007/978-1-4614-1308-0_4


the possibility for greater control of the reaction pathways on a molecular level,

enabling the synthesis of nanomaterials with high crystallinity as well as well-defined

and uniform particle morphologies. The organic components strongly influence the

composition, size, shape, and surface properties of the inorganic product.

Leite et al. [21] recently described a kinetically controlled crystallization process

assisted by an OA mechanism based on a nonaqueous sol-gel solvent-controlled

synthetic method to prepare recrystallized anatase TiO2 mesocrystals (single

crystals). Specifically, these authors reacted titanium (IV) chloride (TiCl4) with

n-octanol to synthesize an anatase TiO2 phase. The kinetics study revealed a multi-

step and hierarchical process controlled by OA, and high-resolution transmission

electron microscopy (HRTEM) analysis clearly shows that the synthesized

mesocrystal has a truncated bipyramidal Wulff shape which indicates that its

surface is dominated by {101} facets. The recrystallized mesocrystal had several

sizes, ranging from 20 to 100 nm. The Wulff shape was developed during the

recrystallization step.

The use of nanocrystals as building blocks of larger structures requires stabilized

nanocrystals to prevent agglomeration and induce solubility in a suitable solvent

[22]. Generally, the solubility and chemical functionality of nanocrystals is achieved

by adding specific stabilizing compounds in the reaction system [22–24] or

postsynthesis surface modifications using methods such as molecular exchange,

amphiphilic molecules and encapsulation [25–32]. The critical issues involved in

the postsynthesis surface modification approach are the time and reagent-consuming

process, since it requires treatment after the nanocrystal synthesis and the selective

chemical functionality induced by this treatment results in nanocrystals with selec-

tive solubility [33–35]. For example, the postsynthesis treatment that induces

nanocrystal solubility in a polar solvent such as water is not suitable for promoting

its solubility in a solvent with a lower solubility parameter (d) and different degrees
of hydrogen bonding strength. Leite’s group developed an alternative route to

process functionalized metal oxide nanocrystals in a single step process by

modifying the solvent-controlled synthesis approach [36]. This process involves a

single-step synthetic route to Fe3O4 nanocrystals which are soluble in different

solvents. To synthesize grafted Fe3O4 nanocrystals in a single step, these researchers

used a high molecular weight solvent (polyol) that is attached to the particle surface

which then transfers its solubility to the particle. The polyol (a bi-functional alcohol)

acts as a solvent, reactant (oxygen source), and stabilizing agent. Using polyols with

different molecular weights and polarity facilitates control of the size, aggregation,

solubility, and morphology of the magnetic nanocrystals. The solubility behavior of

the nanocrystal is directly correlated with the adsorbed polyol in the particle surface.

This polyol transfers its solubility to the nanocrystal. Figure 6.1a is a photograph

of vials containing solutions of Fe3O4 nanocrystals synthesized in polyols with

different molecular weights. PEG 8000 denotes synthesis in polyethylene glycol

with a molecular weight of 8,000, and PEG 1000 was synthesized in polyethylene

glycol with a molecular weight of 1,000; for T1000, the material was synthesized in

Poly(1,4-butanediol) which is a polyol with lower polarity. As depicted in Fig. 6.1a,

Fe3O4 nanocrystals synthesized in T1000 show high solubility in chloroform,
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N,N-dimethylformamide (DMF), tetrahydrofuran (THF) and acetone while the

material synthesized in PEG 1000 shows solubility only in polar solvents such as

water and ethanol. Leite et al. demonstrated that it is possible to modify the

nanoparticle solubility by changing the polarity of the solvent used in the synthesis.

The ability of the nanocrystal to become soluble in the same solvent in which T1000

shows high solubility supports the idea that the polymer layer absorbed at the

particle surface is able to transfer its solubility to the nanocrystal. Actually, this

result supports the argument that the conformational structure of the attached

polymer is an important parameter in nanoparticle solubility. Fe3O4 nanocrystals

synthesized in PEG 1000 and T1000 show similar morphology. Figure 6.1b depicts a

low magnification HRTEM image of the material synthesized in PEG 1000.

The inset shows a high magnification HRTEM image which illustrates the crystal-

line nature of the nanoparticle.

The modified solvent-controlled synthesis approach was also used to synthesize

TiO2 anatase nanocrystals [37] using titanium (IV) chloride (TiCl4) as the metal

source and poly (1,4-butanediol) with an average molecular weight of Mw ¼ 1,000

g/mol as the solvent and oxygen source. Using this method, it was possible to obtain a

Fig. 6.1 (a) Photograph of vials containing solutions of the of a Fe3O4 nanocrystal synthesized in

PEG 8000, PEG 1000, and T1000 in different solvents (as indicated); (b) lowmagnification HRTEM

image of the material processed in PEG 1000 (inset shows a high magnification HRTEM image of

the Fe3O4 nanocrystal)
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TiO2 nanocrystal with Brønsted acid sites and polymer chains chemically anchored on

the nanocrystal surface. The acid surface of those nanocrystals had the chemical

property to react in the presence of amine organic compounds and to maintain the

colloidal stability. Actually, the titania nanoparticle surface showed the ability to

transfer protons from its surface to amine compounds such as polyaniline.

The solvent-controlled synthesis approach represents an alternative and attractive

route to prepare metal oxide nanocrystals with several advances over the surfactant-

assistant approach and the aqueous process. For instance, in comparison to the

synthesis of a metal oxide in the presence of surfactants, the solvent-controlled

approach is simpler because it uses only a metal precursor and a oxygen content

solvent as starting reactants and promotes crystallization at a lower temperature

(typically in the range of 50–300�C) [20]. Especially in comparison with aqueous

sol-gel processes, another important advantage is the possibility of synthesizing

doped oxide systems or even metal oxide phases formed by two or more metals such

as SrTiO3, BaTiO3, (Sr,Ba)TiO3 [20]. Organic solvents facilitate an easier match

with the reactivity of different metal precursors which is fundamental to obtaining a

single-phase nanocrystal.

CeO2 has a fluorite cubic structure, and its nanocrystals are usually dominated by

{111} facets which present the lowest surface energy. Figure 6.2 depicts the repre-

sentation of several CeO2 nanocrystal shapes based on crystallographic data.

Figure 6.2a illustratesWulff construction for CeO2 by taking into account theoretical

surface energy data [38]. Figure 6.2 confirms that to promote a nanocrystal shape

Fig. 6.2 Representation of several CeO2 nanocrystals shapes based on crystallographic data. (a)
Wulff reconstruction; (b) polyhedral; (c) cube; (d) truncated cube
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modification, the surface energy must be controlled. For instance, to obtain a

truncated cube shape, it will be necessary decrease the surface energy of the {100}

and {110} facets. A good way to promote this surface stabilization is through the use

of selective adsorption of organic ligands. For example, Gao and Yang reported the

synthesis of CeO2 nanocubes with {200}-type facets using a two-phase reaction

process where the size and shape of the CeO2 nanocrystals is controlled by the

amount of organic ligand or stabilizing agents (e.g., oleic acid (OAc)) was employed

[39]. These authors postulate that the growth mechanism is an oriented aggregation

mediated process for the larger CeO2 nanocubes observed and a monomer deposition

process for the smallest CeO2 nanocubes. The two-phase reaction process is

an interesting synthesis approach where the metal precursor is added to the polar

phase (usually water) and the stabilizing agent is added to the non-polar phase

(generally toluene). The nucleation process occurs in the polar phase; and with

the adsorption of the ligand, the formed nanoparticles migrate to the non-polar

phase. The ligand adsorption process is fundamental to control the size and shape

of nanocrystals. Recently, Kuwabara et al. [40] synthesized CeO2 nanocubes having

{111} face truncations using a similar approach where they associated the growth

mechanism with a difference in growth rates between the [100] and [111] directions

controlled by the preferential interaction of the OAc ligands with the (100) face to

limit the growth in the [100] direction which is essentially the same mechanism

proposed by Gao and Yang to explain the formation of their small CeO2 nanocubes.

A similar mechanism was proposed by Adschiri et al. [41] to explain the synthesis

of CeO2 nanocubes by a supercritical hydrothermal process. The preferential growth

along the [111] direction implies a preferential deposition of monomers in this

direction.

The two-phase approach promotes good control of the nanocrystal morphology

by monitoring the concentration of the stabilizing agent. Figure 6.3 depicts the

HRTEM characterization of CeO2 nanocrystals processed by the two-phase

approach by keeping the water/toluene ratio and the time and temperature of the

synthesis constant and changing the [oleic acid]/[Ce+3] ratio where the oleic acid is

the stabilizing agent. At a high [oleic acid]/[Ce+3] ratio, a truncated cube morpho-

logy is apparent with (110) and (100) exposed facets (Fig. 6.3a). The morphology

observed by HRTEM is confirmed by image simulation (Fig. 6.3b) which facilitated

the 3D reconstruction morphology illustrated in Fig. 6.3c. The synthesis with an

intermediated [oleic acid]/[Ce+3] ratio produced CeO2 nanocrystals with a polyhe-

dral shape (Fig. 6.3d). Figure 6.3e and f depict the image simulation and the 3D

reconstruction image of the polyhedral nanocrystal with the (111) and (100)

exposed facets. At a low [oleic acid]/[Ce+3] ratio, the nanocrystal did not show a

well-defined shape (see Fig. 6.3g). Oleic acid was also fundamental to promote the

high colloidal stability of those nanocrystals in a non-polar solvent such as toluene

(see Fig. 6.3h). This poly-functional property of oleic acid is related to the molecu-

lar structure of the molecule (see Fig. 6.3i). The carbonyl group (�COOH) of this

molecule must interact with the CeO2 surface to control the growth process and

colloidal stability.
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6.2 Trends in the Application of Metal Oxides
with Controlled Shapes and Reactive Surfaces

In the last 5 years, metal oxide nanocrystals with tailored facets have attracted

intense research interest. However, their application as commercial products is not

practical yet. The main reason for that is the lack of a chemical protocol that allows

reproducibility and large-scale production. However, we can predict several

applications of metal oxide nanocrystals with tailored facets. Here we will describe

some examples of the application of TiO2 nanocrystals with highly reactive facets.

We select TiO2 because it is an abundant, low-cost, and environmentally benign

material. Besides, TiO2 has obtained commercial success and it is widely used as

white pigment.

Fig. 6.3 (a) HRTEM image of CeO2 nanocrystal synthesized with a high [oleic acid]/[Ce
+3] ratio

(H); (b) image simulation of the truncated cube; (c) 3D reconstruction of the truncated cube;

(d) HRTEM image of a CeO2 nanocrystal synthesized with a medium [oleic acid]/[Ce+3] ratio (M);

(e) image simulation of the polyhedral morphology; (f) 3D reconstruction of the polyhedral shape;

(g) HRTEM image of a CeO2 nanocrystal synthesized with a low [oleic acid]/[Ce+3] ratio (L);

(h) photograph of vials showing the high colloidal stability of CeO2 nanocrystals synthesized in

several [oleic acid]/[Ce+3] ratios; (i) oleic acid molecule (red balls ¼ oxygen; white balls ¼
hydrogen; black balls ¼ carbon)
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The pioneer synthesis of anatase TiO2 crystals with {001} facets, reported by Lu

et al. [13, 14], allowed the development of materials with superior performance for

several applications. For instance, the anatase nanosheets with dominant {001}

facets showed superior activity for photodegradation of small organic molecules,

photocatalytic water splitting, and excellent performance in photosensitized anode

materials for solar cells [42]. These superior performance properties related to

surface chemistry can be directly linked to the fact that reduction and oxidation

sites on the surface of anatase TiO2 single crystal are spatially separated because of

selective migration of excited electrons (negative charged) and holes (positively

charged) [42].

The anatase nanosheets with dominant facets also showed interesting perfor-

mance as anode materials for Li+ ion batteries. Using anatase with largely exposed

{001} facets, the Li+ ion insertion/extraction kinetics and batteries’ performance

were investigated by Yang and co-authors [43]. These authors reported an irrevers-

ible capacity loss for TiO2 nanosheets with 62% exposed {001} facets of only

10.7%, which is more than 3 times lower than of anatase TiO2 nanotubes.

Moreover, the nanosheets showed excellent capacity retention after several cycles

of Li+ intercalation/de-intercalation process. However, the nanosheets present low

electronic conductivity and lattice strains induced by repetitive intercalation cycles,

which are important problems to be overcome. Therefore, strategies must be used to

improve the performance of this anode material in Li ion batteries.
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